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Resumo Vl 
Resumo 
l'\esta dissertação apresentamos uma descrição do formalismo matemático 
das teorias de gauge introduzindo os conceitos de grupos e álgebras de 
Lie, fibrados principais, conexões e curvatura. Em seguida introduzimos 
as álgebras de Clifford e os spinors, tais conceitos são utilizados no capítulo 
final onde apresenta-se algumas de suas aplicações em teorias de gauge. L' ma 
aplicação é dada pelas formas diferenciais assumindo valores em uma álgebra 
de Clifford: mostra-se como as formas de conexão e curvatura são dadas por 
formas a valores em álegebras de bivetores, estas últimas são as álgebras de 
Lie dos grupos Spin. Outra aplicação consiste em mostrar, usando o Teore-
ma de Periodicidade das álgebras de Clífford, como algumas transformações 
conformes do espaço-tempo são dadas pela ação do grupo $pin(2,4) sobre 
paravetores IR + IR4 ' 1 • Finalizamos mostrando a construção de monopolos 
e instantons através do teorema de inversão para spinors de Paulí e Dirac, 
vistos como elementos de sub-álgebras pares de álgebras de Clífford, e a es-
treita relação deste teorema com as fibrações de Hopf ilustrando a relação 
existente entre Topologia e Física. 
Abstract vi i 
Abstract 
This àissertation begins with a àescription of the mathematical formulation 
of gauge theories, introàucing the concepts of Lie groups anà Lie algebras, 
principal bundles, connection anà curvature. Then, Clifforà algebras anà 
spinors are introàuceà. The final chapter presents some applications of Clif-
forà algebras in gauge theories. The first application is given by Clifford 
algebra valued àifferential forms: we shown how the connection anà curva-
ture 2-forms are given by bivector algebra valueà forms, bivector algebras 
are the Lie algebras of Spin groups. Another application consist of showing, 
through the Perioàicity Theorem of Clifforà algebras. how some conforma! 
transformations of the space-time are given by the action of the $pin(2,4) 
group over the paravectors iR+IR4' 1 . In the last application, the construction 
of monopoles anà instantons is presenteà through the Inversion Theorem for 
Pauli anà Dirac spinors, consiàered as elements of the even sub-algebra of 
the Clifforà algebra. The close relationship between this theorem anà the 
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1'\as últimas décadas do século XX viu-se uma notável e frutífera reapro-
ximação da Matemática e da Física, mais especificamente nas áreas da ge-
ometria e topologia e na física de partículas e campos, graças aos trabalhos 
de vários eminentes cientistas, alguns dos quais agraciados com medalhas 
Fields como por exemplo Atiydh, Connes e \Vitten. Disso emergiu uma 
ativa área de pesquisa atuaL até mesmo porque, em função da escasse?. de 
dados experimentais: a física de altas energias tem visto nessas áreas da 
Matemática uma espécie de laboratório para procurar desenvolver suas teo-
rias. O objetivo desse trabalho, modesto é verdade, não só pela natureza 
de uma dissertação mas sobretudo pela sofisticação inerente às pesquisas 
atuais, é abordar alguns assuntos que se encontram nessa interface. Desses 
assuntos, nos pareceu oportuno e importante considerar as teorias de gauge, 
que sem dúvida são o principal paradigma da física de partículas e campos, 
e as álgebras de Clifford, que além da sua importância fundamental na des-
crição de partículas de spin 1/2 como o elétron, mostrou-se fundamental na 
formulação da geometria não-comutativa de Connes, que é um ambicioso 
programa visando formular uma nova e mais abrangente base para a física 
e a geometria, aproveitando para ainda discutir algumas aplicações dessas 
álgebras de Clifford nas teorias de gauge. 
Com relação às teorias de gauge, neste trabalho abordaremos alguns 
conceitos matemáticos que permitem descrever de maneira rigorosa os ob-
jetos estudados nessas teorias. É bem conhecido hoje em dia que a teoria 
de conexões em fibrados principais desempenha perfeitamente esse papeL 
embora a Teoria dos campos de Gauge tenha sido estudada, em seu início, a 
partir do trabalho de Yang e '\1ills publicado em 1954, independentemente 
da matemática das conexões em fibrados principais. 
O fato de que o conceito de simetria é fundamental em teorias de 
gauge foi expresso pelo próprio Yang em seu artigo1 intitulado ·Magnetic 
1 Este artigo pode ser encontrado nos Selected Papers de C. ?\. Yang. 
X 
Introdução 
monopoles, fiber bundles and gauge fields': 
"Maxwell's equatíons and the principies of quantum mechan-
ics led to the idea of gauge invariance. Attempt to generalize 
this idea, motivated by physical concepts of phases, symmetry, 
and conservations laws, led to the theory of non-Abelian gauge 
fields." 
Xl 
A simetria dos campos de gauge é descrita matematicamente por um grupo 
de Lie G denominado grupo estrutural do fibrado que descreve a teoria de 
gauge em questão. Em muitos casos, o grupo G é um grupo Spin(p, q), o 
qual é construído a partir de uma álgebra de Clifford. 
As álgebras de Clifford surgiram em 1878 através da unificação da álgebra 
dos quatérnions e da álgebra exterior de Grassmann em um único sistema 
algébrico. O sistema assim obtido é perfeitamente adaptado à descrição 
da geometria ortogonal de um espaço vetorial arbitrário de dimensão fini-
ta. Como a maioria das simetrias estudadas em teorias de gauge são dadas 
por transformações ortogonais, é natural que existam diversas aplicações de 
álgebras de Clifford em teorias de gauge. Estudar conexões em fi brados prin-
cipais assim como as álgebras de Clifford e os spinors e apresentar algumas 
destas aplicações é o objetivo deste trabalho de mestrado. 
No capítulo 1 são apresentados os conceitos matemáticos necessários para 
a compreensão da formalização das teorias de gauge. Assim, introduzimos 
um mínimo de grupos e álgebras de Lie, o conceito de espaço fi brado, fi brados 
principais e vetoriais incluindo alguns exemplos de fibrados. Em especiaL 
apresentamos as fibrações de Hopf S 1 - -S3 ---+ S 2 e S3 - -S7 ---+ S4 
as quais serão usadas no capítulo final quando abordarmos a construção de 
monopolos e instantons. 
O capítulo 2 introduz as teorias de gauge via conexões em fibrados princi-
pais. São apresentadas três definições equivalentes de conexão e comentamos 
sobre seu significado relacionando o conceito geométrico de "levantamento 
hori"ontal" ao conceito físico de "escolha de gauge". Definimos a curvatura 
da conexão cujo significado físico é a intensidade do campo. Apresentamos 
o Lagrangiano de Yang-::V!ills e deduzimos a equação de Yang-Mills no vácuo 
a partir do princípio variacional. Finalizamos o capítulo com uma discussão 
sobre teorias de gauge formuladas via conexões em fibrados vetoriais, pois 
este conceito será necessário no capítulo final. 
As álgebras de Clifford são introduzidas no capítulo 3. Merece destaque o 
teorema de periodicidade das álgebras de Clifford. Dentre as aplicações deste 
teorema está a classificação das álgebras de Clifford em termos de álgebras 
de matrizes sobre !R, C ou lHI e o estudo das transformações conformes do 
Introdução xii 
espaço-tempo de ::V!inkowski JRL3 através da ação do grupo $pin(2, 4) sobre 
os paravetores de C€4 ,1 , Definidos os grupos Spin(p, q), podemos apresentar 
o conceito de spinor, Spinors podem ser vistos como objetos contendo as 
informações sobre o sistema físico estudado e pertencendo a algum espaço 
que está submetido a ação de uma simetria: pode-se dizer que esta sime-
tria fornece a "estrutura" do objeto estudado, Apresentamos a definição 
de spinors operatoriais, Em muitos casos, o espaço dos spinors operatoriais 
coincide com a sub-álgebra par de uma álgebra de Clifford, Uilizando tais 
spinors; as operações que associam suas grandezas observáveis (os covari-
antes bilineares) podem ser dadas de maneira bastante compacta, conforme 
visto no capítulo finaL 
:\o capítulo 4 são apresentadas algumas aplicações de álgebras de Clifford 
em teorias de gauge, Começamos definindo o fi brado de Clifford e mostran-
do como conexão e curvatura podem ser dadas em termos de formas que 
assumem valores em bi-vetores, As álgebras de Lie associadas aos gTupos 
Spin são álgebras de bi-vetores, Comentamos sobre as diversas aplicações 
em física das formas a valores em álgebras de Clifford, Discutimos as trans-
formações conformes do espaço-tempo através da aç,ão do grupo $pin(2A) 
sobre os paravetores de Céu e a possibilidade de aplicar os resultados obti-
dos para encontrar soluções invariantes por transformações conformes das 
equações de Yang-Mills, Finalmente estudamos a construção de monopo-
los e instantons usando spinors operatoriais, As operações que associam os 
covariantes bilineares ao spinor, quando restritas a spinors unitários, coinci-
dem exatamente com as fibrações de Hopf: 53 --+ 52 , no caos dos spinors 
de Pauli e 5 7 --+ 54 , para os spinors de Dirac, O Teorema de Inversão, que 
permite obter o spinor a menos de uma fase a partir de seus covariantes bi-
lineares é apresentado e verificamos como a expressão obtida dá exatamente 
as trivializações locais das fibrações de Hopf correspondentes, Com isso, cal-
culamos as funções de transição cuja classe de homotopia permite classificar 
os fibrados em termos dos números inteiros, pois 1r1 (51 ) ::::: 7r3(53 ) ::::: Z, As 
fibrações de Hopf correspondem à classe 1 de homotopia, Este é apenas um 




A idéia fundamental por trás das teorias de Gauge é a simetria das 
interações, ou seja, a invariância dos campos frente certas transformações. 
As simetrias são estudadas matematicamente pela teoria de grupos. Por 
essa ra7.ão, vamos iniciar esta dissertação com uma abordagem de grupos e 
álgebras de Lie. 
1.1 Grupos e Álgebras de Lie 
Definição 1.1.1 (Grupo de Li e) Um grupo de Li e é uma variedade di-
ferenciável G que também está munida de uma estrutura de grupo tal que 
as operaçoes 
(i) ·: G x G __, G dada por (g1,g2) H 91 · 92 
(ii) - 1 : G __, G dada por g H 9-1 
são diferenciáveis. 
t'm exemplo imediato é o grupo GLn(iR) = {A E Mn(iR) : det A f= 
0}. A estrutura de variedade segue-se naturalmente pois GLn(iR) é um 
subconjunto aberto do IK"2 : as operações de multiplicação e inversão de 
matrizes são obviamente diferenciáveis, portanto GLn(iR) é de fato um grupo 
de Lie. '\esta dissertação estaremos interessados apenas em grupos de Lie 
de matrizes, i.e. subgrupos de GLn(iR). 
1 
1. Preliminares '\1atemáticos 
1.1.1 Grupos Clássicos 
O grupo ortogonal 
2 
Consideremos urna métrica g em JR;n de assinatura (p, q) com p + q = n 
denotamos por JRP,q o espaço vetorial (JRn, 9), 
Definimos o grupo ortogonal1 O(p, q) como sendo o conjunto das ma-
trizes reais n x n que preservam 9, ou seja 
O(p, q) = {TE 1\In(lR) : 9(Tv,Tw) = 9(v, w), \fv, w E JRn }, 
Denotamos por SO(p, q) o grupo ortogonal especiaL constituído pelas 
matrizes de O(p, q) que têm determinante igual a L 
Considere a matriz da forma bilinear 9 em relação à base canônica 
G = ( Ip O ) 
O -Iq 
T E O(p, q) se, e somente se, T'GT = G, portanto det T = ±L 
Proposição 1.1.1 O grupo ortogonal O(p, q) e o grupo ortogonal especial 
SO(p, q) são subgrupos de Lie de GLn(lR), ambos de dimensão n(n-1)/2, 
No caso em que a métrica 9 tem assinatura (n, 0), denotamos o grupo 
ortogonal simplesmente por O(n), o qual é constituído pelas matrizes T tais 
que 
(U) 
T:sando o fato de que T é igual ao produto de rotações e reflexões, pode-
se verificar que existe um caminho contínuo inteiramente contido em O(n) 
ligando T à matriz 
1 Tradicionalmente1 no caso em que pq i- O, o grupo O(p, q) é chamado de grupo 
pseudo-ortogonal; a terminologia usada acima ficando restrita aos casos em que pq = O. 
:No entanto1 para simplificar a terminologia1 seguiremos Benn e Tucker [3] e usaremos 
•~grupo ortogonaP em ambos os casos. 
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onde o sinal do último elemento da matriz depende de det T = ±L Portanto 
O(n) tem duas componentes conexas O+(n) ={TE O(n): detT = 1} e 
O_(n) ={TE O(n): detT = -1}, em particular o grupo SO(n) = O+(n) 
é conexo. 
~o caso em que pq f' O, dado T E O(p, q), escrevendo na seguinte forma 
T = ( Ap Bp,q ) . 
Cq,p Dq · 
verifica-se [23] que o grupo O(p, q) tem quatro componentes conexas descritas 
abaixo: 
(i) o:(p,q): detAp > O,detDq > 0: 
(ii) O~ (p, q) : det Ap >O, det Dq < 0: 
(iii) O:j.(p, q): det Ap <O, det Dq > 0: 
(i v) 0::. (p, q) : det Ap < O, det Dq < O. 
Além do subgrupo o: (p, q), também denotado por SO+(P, q), o qual na-
da mais é do que a componente conexa contendo a identidade, merecem 
destaque os subgrupos O'(p, q) =o: (p, q)UO~(p, q) e O+(P. q) =o: (p, q)U 
O:j. (p, q). 
O grupo unitário 
Consideremos o espaço vetorial complexo C'. Denotamos por 1\ifn(CJ o 
conjunto de todas as matrizes n x n com coeficientes em C. ~ote-se que ao 
espaço 111n(CJ s= C'' pode ser dada uma estrutura de variedade diferen-
ciável real difeomorfa a lR2n'. Denotamos por GLn(CJ o grupo das matrizes 
complexas inversíveis 1 o qual é um aberto em JR2n:.l; analogamente ao caso 
reaL as operações de multiplicação e inversão são diferenciáveis, portanto 
GLn(CJ é um grupo de Lie. 
Definição 1.1.2 Dizemos que uma matriz TE A1n(CJ é uma matriz unitária 
se (Tz, Tw) = (z, w), Vz, w E C'. 
Segue-se que uma matriz é unitária se, e somente se, T*T = TT* = I, 
onde T* é a matriz complexa conjugada. O conjunto das matrizes unitárias 
forma um grupo que denotaremos li(n), chamado grupo unitário. ~ate­
se que, pela igualdade acima, det T é um número complexo unitário, V T E 
li(n). Sli(n) ={TE li(n): detT 1}, é um subgrupo de U(n) chamado 
grupo unitário especial. 
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Proposição 1.1.2 Os grupos 'C{n) e SU(n) são subgrupos de Lie de 
GLn (C), sendo que dim 'C(n) = n2 e dim SD(n) = n2 - 1. 
Toda matriz T E D ( n) é diagonalizá veL portanto existe uma matriz 
unitária 17 tal que T = v-1 DF, onde D é uma matriz diagonal constituída 
pelos autovalores de T ou seja, qualquer matriz T E D(n) é equivalente a 
uma matriz da forma 
C i o 
assim, podemos definir um caminho contínuo contido em "C(n) ligando qual-
quer matriz T E D(n) à matriz identidade. Portanto, os grupos G(n) e 
SD(n) são conexos. 
Quatérnios e o- grupo sirnplético 
A álgebra dos quatérnios lHI é urna álgebra de dimensão 4 sobre o corpo dos 
reais IR com uma base {1, i ,f k} (onde 1 é o elemento identidade da álgebra) 
que satisfaz às seguintes regras de multiplicação. 
í2 = / = k2 = -1; 
'J = -J2 k, jk = -kj = í, kí = -ik = j 
assim, um elemento arbitrário q E lHI se escreve de maneira única como 
q = aol + a1i + a2j + a3k. Adição e multiplicação são definidas de modo 
a satisfazer as propriedades usuais de distributividade e associatividade. 
Definimos o conjugado de um quatérnio q como sendo o quatérnio q = 
ao1- a1í- a2j- a3k. Vale observar que qq = qq =L~ af E iR. Definimos a 
norma de um quatérnio q por: N(q) = (qq) 112 Assim como a norma de um 
número complexo corresponde à norma de um vetor em IR2 • vemos que a 
norma de um quatérnio corresponde à norma de um vetor em !Fi:' . Podemos 
ver que todo quatérnio não nulo é inversível 
qfO q é inversível: -1 q q =-= qq 
Considerando as matrizes de pauli 
_ ( o -R) 
J 2 - R o · o ) -1 
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verifica-se facilmente que a álgebra dos quatérnios é isomorfa à álgebra ger-
ada pelas seguintes matrizes de }\lide) 
De fato, tais matrizes satisfazem as mesmas regras de multilicação satisfeitas 
por l,i,j,k. 
iHI pode ser considerado um espaço vetorial bidimensional à direita sobre 
C. De fato: se identificarmos k = - A, temos que qualquer quatérnio 
q = aol + a1i + aú + a3k, se escreve de maneira única como: q = l(ao -
a 3.;=1) + j(a2- a1H), portanto lE é um espaço vetorial à direita sobre 
C. "v!ais explicitamente, temos o isomorfismo C2 --+ iHI dado por 
(1.2) 
Se q = (ql, ... , qn), p = (Pl: ... ,pn) E lHl" são vetores quaterniônicos, 
definimos seu produto simplético: 
(q, p) = CÍJPl + · · · + ZinPn 
O conjunto das matrizes n x n com coeficientes em 1H: será denotado por 
Mn (IHI). Como variedade diferenciável, o espaço 1\!In (IHI) pode ser identificado 
' com JH:4n·. 
Definição 1.1.3 Uma matriz TE Mn(l8J) é dita simplética se (Tq, Tp) = 
(q, p), liq, p E lHI" 
Segue-se que uma matriz T E j\!ln (1'ií) é simplética se, e somente se, 
T*T TT* = I, onde T* é a matriz conjugada complexa. Portanto toda 
matriz simplética admite inversa, a qual é também uma matriz simplética. 
Segue-se que que tais matrizes formam um grupo, chamado grupo sim-
plético, que denotaremos por Sp(n). 
Proposição 1.1.3 O grupo Sp(n) é um grupo de Lie, com dimensão igual 
a 2n2 + n. 
Como iHI é um C-espaço vetorial à direita, se q (q1 , ... , qn) E IHr, 
podemos representar qi lzi + jzn+i: onde zi, Zn+i E C. Assim, temos uma 
correspondência natural de IHr em C2n, dada por: 
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tal aplicação define um isomorfismo entre JHI" e C2" como espaços vetona1s 
sobre C. Assim, dada uma transformação linear T sobre IfJY', temos uma 
tranformação correspondente2 T' em C2n. Esta correspondência define um 
isomorfismo entre Sp(n) e um subgrupo de GL2n(CJ. Com um pouco de 
conta~ prova-se [6] a seguinte 
Proposição 1.1.4 O grupo Sp(n) é isomorfo ao subgrupo de GL2n(C) for-
mado pelas matrizes unitárias que preservam a seguinte forma bilinear: 




A matriz dos coeficientes da forma simplética na base canônica é: 
onde I é a matriz identidade n x n. Portanto uma matriz T E GL2nCCJ 
preserva a forma simplética se, e somente se, T' JT = J. O conjunto de tais 
matrizes forma um g,Tupo que se denota por Spn(CJ. Obviamente pode-se 
dar uma definicão análoga do grupo Spn(IR). É imediato ver que Sp(n) "" 
SP2n(CJ n C(2n). 
1.1.2 Ação de grupos de Lie em variedades 
Definição 1.1.4 Seja G um grupo de Lie e M uma variedade. Uma ação 
de G sobre ]\![ é uma aplicação diferenciável 17 : G x Jl![ --+ lvf que satisfaz 
às seguintes condições: 
(i) 17(e, p) = p lcfp EM 
(ii) 17(gl,17(g2,p)) = 17(g1g2,p). 
onde e E G é o elemento identidade do grupo. 
Definição 1.1.5 Seja 17 : G x Af--+ M a ação de um grupo de Lie G em 
uma variedade ll!I. Dizemos que a ação é 
(a) transitiva se, para cada Pl,P2 E lid, existe um elemento g E G tal que 
a(g, pJ) P2; 
2 Note-se que toda transformação }J-línear em ~I' é C-linear, mas a recíproca não é 
válida em geraL 
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(b) livre se todo elemento não trivial de G não tem pontos fixos, i.e., se 
existe um ponto p E ]',1 tal que CJ(g,p) = p, então g =e; 
(c) efetiva se o único elemento que define a ação trivial é a identidade, i. e., 
se a(g,p) = p para todo p E 1\11, então g deve ser o elemento identidade 
e. 
Definição 1.1.6 (subgrupo de isotropia) Seja G um grupo de Lie que 
atua sobre uma varieadade 1\!I. O subgrupo de isotropia de p E M é um 
subgrupo de G dado por 
H(p) = {g E G: a(g,p) = p} 
H(p) é também chamado estabilizador de p. 
É facil verificar que H(p) é de fato um subgrupo de G, o quaL pela 
continuidade de a, é fechado em G. l'm teorema sobre grupos de Lie cuja 
demonstração3 , um pouco longa, foge ao escopo dessa abordagem superficial 
sobre grupos de Lie, nos di" que~.se H. é um subgrupo fechado de um grupo 
de Lie G, então H é um subgrupo de Lie de G. Segue-se que qualquer 
subgrupo de isotropia H(p) é um subgrupo de Lie de G. 
Seja G um grupo de Lie e H um subgrupo de Lie de G. O conjunto 
quociente G I H admite uma estrutura diferenciável que fa" de G I H uma 
variedade chamada espaço homogêneo. 
Exemplo 1.1.1 Pode-se provar [34] que 
O(n)IO(n -1) = SO(n)/SO(n -1) = sn-l 
l'(n)jl'(n- 1) = Sl'(n)/Sl'(n -1) = szn-l 
Sp(n)/Sp(n- 1) = S4n-l 
ou seja, as esferas podem ser vistas como espaços homogêneos. 
1.1.3 Campos de vetores invariantes à esquerda 
Iniciaremos agora uma abordagem das álgebras de Lie associadas aos gru-
pos de Lie. Lembramos que um campo de vetores sobre uma variedade M 
é definido como uma derivação: v : cx(M) --7 C00 (Af) ou, equivalente-
mente, como uma seção do fibrado tangente: v : lY[ --7 Tlvf. Dados dois 
3 Ver Spivak [28] vol. 1 cap. 10. 
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campos de vetores v, w em lvf, definimos seu colchete de Lie como sendo 
o campo [v, w] dado por 
w](f) v(wf)- w(vf), 'i f E Coc(Af) 
Pode-se mostrar através de um cálculo direto que o colchete satisfaz às 
seguintes propriedades: 
(i) [X Y] = -[Y, X] 
(ii) [X [Y Z]] + [Y, [Z, X]]+ [Z, [X, Y]] =O identidade de Jacobi 
(iii) [jXgY] = jg[X Y]- f(Xg)Y + g(Yf)X 
Suponhan1os que o campo v gera o fluxo <Pt e que o campo w gera o fluxo 
'l/Jt, ou seja, para qualquer f E C"" ( NI) 
Através de um cálculo simples, podemos verificar que 
82 -
[v,w](f)(p) = 8t8s [!(1/!s(q\,(p)))- j(q\,('lj;,(p))) Ls=O (1.3) 
Definição 1.1.7 Sejam a e g elementos de um grupo de Lie G. A trans-
lação à direita Ra : G --+ G e a translação à esquerda La : G --+ G 
de g por a são definidas por 
Rag = ga 
Lag = ag 
As aplicações Ra e La são difeomorfismos de G em G, logo suas derivadas 
indu?.em isomorfismos La* : T9 G --+ Ta9G e Ra* : T9 G --+ T9aG. Consi-
deraremos apenas as translações à esquerda. O estudo das translações à 
direita é equivalente. 
Definição 1.1.8 Seja X um campo de vetores sobre um grupo de Lie G. X 
é dito um campo de vetores invariante à esquerda se 
'ig E G. 
Um vetor V E Te G define um único campo de vetores invariante à es-
querda X v sobre G dado por 
gEG 
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de fato, X v lag = Lag* V = (L 0 L 9 ). V = La.Lg, V = La* X v !9 . Por outro 
lado, um campo de vetores invariante à esquerda X define um único vetor 
V = X e E T0 G. Vamos denotar o conjunto dos campos de vetores in-
variantes à esquerda sobre G por g. A aplicação TeG --+ g definida por 
V e---+ X v é um isomorfismo; segue-se que g é um espaço vetorial isomorfo 
a TeG· 
Mostremos que para dois campos de vetores X, Y E g, o colchete [X, Y] 
também pertence a g. De fato, para qualquer função diferenciável f E 
coc(M), temos: 
La*[X, Y]f = [X .Y](f o La) XY(f o La)- YX(f o La) 
= X(La*Yf)- Y((La_Xf) = XYf- YXf 
[X,Y]f. 
portanto La*[X, Yj =[X Y], i.e., [X Y] E fi 
Definição 1.1.9 (álgebra de Lie) O espaço fi dos campos de vetores in-
variantes à esquerda em G com o colchete de Lie [·, ·]: gxg--+ g é chamado 
álgebra de Lie do grupo G. 
A seguir mostraremos como construir a aplicação exponencial de T0 G em 
G que é uma generalização, para grupos de Lie arbitrários, da exponencial de 
matrizes (ver pág. 10) usada no estudo de sistemas de equações diferenciais 
ordinárias. 
Definição Ll.lO (subgrupo a l-parâmetro) Uma curva diferenciável 
<f; : iR --+ G é chamada um subgrupo a l-parâmetro de G se satifaz 
à seguinte condição 
<f;(t)<f;(s) = <f;(t + s). 
isto é, <f; é um homeomorfismo de iR em G. 
É imediato verificar que <P(O) = e e <f;(t)- 1 = d>( -t). Dado um subgTupo a 
l-parâmetro q,: iR --+ G, existe um campo de vetores X tal que 
d<f; = X(dJ). 
dt 
'\1ostraremos agora que o campo X é invariante à esquerda. Considerando 
a aplicação derivada <f;. : TtJR --+ T~(t) G temos 
. (di) d<PI , 
q.í, dt t = dtlt =Xig onde g = cjJ(t). 
1. Preliminares Matemáticos 10 
Seja L1 : !R---+ !R dada por L 1(x) = t + x, vemos que (LtJ,ftlo = ft 11 , logo 
Observando a comutatividade4 <PLt = L9 !j;, onde g = !j;(t)temos 
L 9 XI = x,l * <e g 
logo, a todo subgrupo a l-parâmetro está associado um campo de vetores 
invariante à esuqerda. A recíproca também é verdadeira ([28: vol.l cap. 10). 
Segue-se que existe uma correspondência biunívoca entre subgrupos a um 
parâmetro de G e campos de vetores invariantes à esquerda. 
Definição 1.1.11 (aplicação exponencial) Seja G um grupo de Lie e 
V E TéG. A aplicação exponencial exp : TeG ---+ G é definida por 
exp(V) = !/Jv (1) 
onde !/J-v é o subgrupo a l-parâmetro de G gerado pelo campo de vetores 
invariante à esquerda X-vj
9 
= L9 ,(V). 
Seja G um grupo de Li e de matri"es e A E TeG, nesse caso a aplicação 
exponencial é dada por 
pode-se provar com facilidade que essa série converge absoluta e unifor-
memente sobre qualquer conjunto limitado de matri,es. Dadas matrizes 
A B tais que AB = BA temos que exp(A + B) = exp(A)exp(B). Dados 
A B E g, o colchete de Lie [A B] E g coincide com o colchete usual da 
álgebra de matrizes [A, B] = AB- BA. 
Agora vamos "calcular" as álgebras de Lie de alguns dos grupos clássicos 
vistos anteriormente. Para isso, precisamos de algumas propriedades da 
aplicação exponenciaL pois esta nos dá a ligação entre o grupo de Lie e sua 
álgebra. Para tanto, precisamos da seguinte 
4 cpL1(x) = Ç>(t+x) = cp(t)ó(x) = L9 ó(x). 
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Proposição 1.1.5 Para qualquer matriz T, 
det(exp(T)) = e"(T) 
Seja V E u(n) um elemento qualquer da álgebra de Lie do grupo lJ(n). 
Então V= '/(0), onde r(t) é uma curva passando pela identidade I, como 
r(t) E t:(n), temos para quaisquer v, w E C!' 
b(t)v, r(t)w) =(v, w) = (v, r' (O)w) + ("(' (O)v, w) = O. 
Segue-se daí que V= '/(0) é uma matriz anti-hermitiana complexa, ou 
seja, V = [Vii] e Vi; = -V ji· 
Dada uma matriz T anti-hermitiana, considere o caminho r(t) = exp(tT). 
Logo 
n=l 
Segue-se que para todo v, w E C!' 
! (r(t)v, r(t)w) = h(t)v, r'(t)w) + ('/(t)v, r(t)w) 
(r(t)v, T't(t)w) + (Tr(t)v, r(t)w) 
o 
ou seja o produto interno acima é constante (r(t)v, 't(t)w) = (v, w). Logo 
rU) E "C(n), TE u(n), e u(n) é constituída precisamente das matrizes anti-
hermitianas complexas. 
Exatamente o mesmo raciocínio pode ser aplicado ao caso em que (-, ·) é 
o produto interno euclidiano ou simplético. Concluímos que a álgebra de Lie 
o(n) do grupo O(n) consiste das matrizes anti-simétricas e a álgebra de Lie 
sp(n) de Sp(n) das matrizes anti-hermitianas quaterniônicas Q = [Qii] 
onde Q;_; = -Q;1; a barra indica conjugação quaterniônica. 
Como SO(n) é a componente conexa de O(n) contendo a identidade, 
temos obviamente que so(n) = o(n). Por outro lado, su(n) é um sube-
spaço de codimensão 1 de u(n). De fato, su(n) consiste das matrizes anti-
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hermitianas complexas de traço nulo: 
SeTE su(n) = exp(T) E SL(n) = det(exp(T)) = e"IT) = 1 
= tr(T) =O. 
Se tr(T) =O = det't(t) = det(exp(tT)) = e'r(tT) = et·tr(T) = 1 
= r(t) E St:(n). 
TE su(n) = TE u(n) & tr(T) =O. 
12 
Exemplo 1.1.2 (o grupo SU(2)) Fazendo algumas contas, pode-se veri-
ficar que as matrizes de SU(2) são todas da forma [~ -v] onde u, v E C 
. v u 
e fuf 2 + fvl 2 = 1. Tomando u = u1 + A u2 e v v1 + A v2, a matriz 
acima pode ser escrita como uma combinação linear das matrizes dadas na 
página 5 
[ ~ ~v ] = u1Ti + u/T; + v1T; + v2Tk 
onde (u1? + (u2)2 + (v1)2 + (v2)2 = 1. Como a algebra de tais matrizes é 
isomorfa à álgebra dos quatérnios, podemos abusar da notação e denotá-las 
por 1. i, j, k. Assim, temos que 
SU(2) {al+bi+cj+dk: a,b,cdE!ll. ea2 +b2 +c2 +d2 =1} 
Portanto, ST3(2) pode ser identificado à esfer·a unitária 53 de Jll.4 . 
Pelo que vimos anteriormente, a álgebra de Lie su(2) do grupo SU(2) é 
o espaço formado pelas matrizes 2 x 2 complexas anti-adjuntas e de traço 




Segue-se que a álgebra de Lie su(2) é isomorfa ao espaço dos quatérnios 
puros bi + cj + dk, onde b, c, d E Jll. são números reais arbitrários. 
Referenciais e equação de estrutura 
Seja {V,, V2, ... , Vn} uma base de TeG com n = dimG. Essa base de-
fine n campos de vetores invariantes à esquerda linearmente independentes 
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{X1 , X2, ... , Xn} que, em cada ponto g E G, forma uma base para T9 G. 
Portanto o campo invariante à esquerda [XI', Xv]l
9 
pode ser decomposto em 
relação a essa base como 
·x :~x l ~'' = Ci'v À 
onde os escalares c~"" :1 são chamados constantes de estrutura do grupo 
G. Precisamos mostrar que Cp.v), são de fato constantes que independem de 
g. Com efeito, se aplicamos L 9 , ao colchete [Xp.,Xv]le = Cp.vÀ(e)X:~Ie' por 
linearidade temos 
[Xp, Xv]l 9 = ci'}(e)X),Ig· 
Tomamos a base {8~"} dual de {X,u}, i.e., ev(Xp) = ii~. Vamos mostrar 
que a base dual satisfaz a equação estrutural de Maurer-Cartan, 
- !cv:~" e" A e),. 
2 
De fato, usando propriedades da diferencial exterior5 d, temos 
Xv[e"(X),)]- X),[e"(Xv)]- e~"([Xv, X),) 
Xv[o~]- X),[o~] O~'(cv)," X,)= -Cv),P 
(1.4) 
Definição 1.1.12 (forma de Maurer-Cartan) Definimos a seguinte l-
forma com valores na álgebra de Lie: para cada g E G e : T9 G ---; TeG 
e é chamada l-forma canônica ou forma de Maurer-Cartan em G. 
Proposição 1.1.6 
(a) A l-forma canônica e se decompõe como 
e=v~e;e" 
onde {Vi'} é uma base de TeG e {e~'} sua base dual em r; a. 
(b) A l-forma canônica e satisfaz 
11 . dO+ -.O AOI =O 2. ' 
onde dO= Vi' A dO~' e [e A e] = [V~' A Vv] ® 8~' A 8". 
5 Ver Spivak [28] vol.l cap.7, página 292 da segunda edição. 
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Demonstração: (a): Seja Y = Y~" X 0 E T9G um vetor qualquer. Lem-
brando que Xl'lg = L 9 , 11~, temos 
(b): Lsando a equação estrutural de '\1aurer-Cartan (1.4) 
de+ ~[e 1\ e]=-~ Vp ® CvÀI' ev f: eÀ + ~ Cv:~"V" ® ev 1\ eÀ =O. 
11 
Representação adjunta 
Definição 1.1.13 Para qualquer a E G definimos um homomorfismo 
chamado conjugação por a. 
Denotamos a aplicação induzida Ta, : TeG ___, TeG por Ada, a qual é 
inversível, pois Ta é um difeomorfismo. Identificando TeG com a álgebra de 
Lie g, obtemos uma aplicação 
Ad : G ___, GL(g) 
chamada representação adjunta de G. É imediato verificar que: AdaAdb = 
Adab e Ada-' = Ada - 1 . 
Tomando a derivada de Ad restrita a T,G = g obtemos a aplicação 
ad: g ___, gf(g) 
V ___, Ad,V. 
Teorema 1.1.1 Para todo V E g, Ad(exp(V)) e:>:p(ad(V)). 
Demonstração: 
ad(V) = Ad,V = ~Ad(exp(tVJJI 
dt it=O 
mas r(t) = Ad(exp(tV) é um caminho em GL(g) passando pela identidade 
e /(t+s) Ad(exp((t+s)F) Ad(exp(tV)exp(sV)) = /(t)r(s), logo 1(t) 
é um subgrupo a l-parâmetro tal que i(ü) ad(V). Assim, exp(ad(V)) = 
/(1) = Ad(exp(V). 11 
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Teorema 1.1.2 Para todo A B E g ad(A)(B) = B]. 
Demonstração: Bleecker [4] pg. 20 111 
Se G é um grupo de matri7,es, tome g E G e X F E g. Seja exp( tY) o 
subgrupo a l-parâmetro gerado por Y E TéG. A ação de ad9 sobre esse 
subgrupo nos dá gexp(tY)g-1 = exp(tgYg- 1), segue-se que 
d r ( )'! 
= -d ,ad9 exp tY Jl t !t=O 
d
d [exp(tgY g-1 )]1 = gY g- 1 . 
t .t=O 
portanto, Y ,_...._,. gY g- 1 é a aplicação adjunta para grupos de matri7,es. 
1.2 Espaços Fibrados 
Agora passaremos ao estudo de certos tipos de variedades que são carac-
teri7,adas por se parecerem localmente com o produto cartesiano de duas 
variedades. Tais v-ariedades são chamadas de espaço fibrado ou simples-
mente fibrado. :'-ias aplicações às Teorias de Gauge, os fibrados vão servir 
para englobar numa só variedade os graus de liberdade "externos", devidos 
ao espaço-tempo, e os graus de liberdade "internos" devido à estrutura do 
objeto estudado, i.e., suas propriedades de simetria. 
Definição 1.2.1 Um fibrado diferenciável (E. r., A1, F, G) consiste dos se-
guintes elementos: 
(i) Uma variedade diferenciável E chamada espaço total. 
(ii) Uma variedade diferenciável M chamada espaço de base. 
(iii) Uma variedade diferenciável F chamada fibra (ou fibra típica). 
(i v) Uma aplicação sobrejetora e diferenciável 7f : E ,_...._,. M chamada 
projeção. r.- 1 (p) Fp ~ F é chamada fibra em p. 
(v) Um grupo de Lie G chamado grupo estrutural, o qual age em F pela 
esquerda. 
(vi) Uma cobertura aberta {Ui} de M com uma família de difeomorfismos 
</Ji : Ui x F ,_...._,. r.- 1 (Ui) tal que 1r<j!i(p,j) = p. A aplicação <f!i é 
chamada trivialização local pois </Ji 1 leva 7r- 1 (Ui) sobre o produto 
cartesiano ui X F. 
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(vii) Fazendo cPi(P, f) = cPi,p(f), a aplicação cPi,p : F -----+ Fp é um difeo-
morfismo, Em Ui n Ui f' (/), tii = 9~} cPj,p : F -----+ F deve ser um 
elemento de G. Então cPi e cPi estão relacionados por uma aplicação 
diferenciável ti .i Ui n U; -----+ G da seguinte maneira (ver diagrama 
1.5) 
cPi(p, f) cPi(P, tii(p)f). 
{ tij} são chamadas funções de transição. 
(1.5) 
frequentemente usaremos a notação 1r : E -----+ M para denotar o fibrado 
(E, 11:, I\d, F G), a fibra típica e o grupo estrutural ficarão claros pelo con-
texto. 
Antes de explorarmos algumas propriedades dessa importante estrutura 
matemática chamada fibrado, vejamos alguns exemplos: 
Exemplo 1.2.1 (a): O produto cartesiano E= M x N de duas variedades 
]\,f, N com a projeção 1r : E = 1\d x N -----+ M é um exemplo de fibrado com 
fibra típica N. Nesse caso, o grupo estrutural é o grupo trivial G =e pois a 
única função de transição é a identidade. Logo, o cilindro 5 1 x 1ll: e o plano 
lll:2 :::: 1ll: x 1ll: são exemplos de fibrados. 
(b): Seja lvl uma variedade diferenciável, considere TM = UpEAI Tpl\11 
a reunião dos espaços tangentes a cada ponto de 1\d e 1r : T Jd -----+ lvf dada 
por 1r(vp) = p, para Vp E Tr,M. Então 1r : TM -----+ 1\11 é um fibrado. De 
fato. para cada vizinhança coordenada (U, x) de M, a aplicação 
Wu : U x lll:n 
(p: a1, ... , an) 
é uma trivialização local de Tlvl. Nesse caso, o grupo estrutural é o GLn(lll:) 
o qual age em ~ considerando os elementos de GLn (lll:) como transfor-
mações lineares, fixada uma certa base. Dadas duas vizinhanças coorde-
nadas (U1, x,) e (U2, x 2 ), a função de transição tu em U1 n U2 é dada por 
1. Preliminares Matemáticos 17 
t, 2 (p) = D(x-;' o x2 )(p). Como x-;' o x2 é um difeomorfismo, sua derivada 
é inversível, t, 2 (p) D(x-;' o X 2 )(p) E GLn(lil.). 1r: TM---+ NI é o velho 
conhecido fibrado tangente que tem grupo estrutural GLn (lil.) e fibra típica 
li'!.. 
Vamos analisar com um pouco mais de detalhe as funções de transição. 
Seja 1r : E ---+ Af um fibrado, tome um aberto U; Ç !VI. A triviali?.ação 
local rfÇ 1 : 1r-1 (Ui) ---+ U; x F é um difeormorfismo. Tomando dois abertos 
U; n U1 i' 0 temos duas aplicações Ti e Ti em U; nU;. Seja u E E tal que, 
u pertence à fibra Fp onde p EU; nU;. Cada trivialização qo; 1 e Ç;j 1 leva 
o ponto u em elmentos distintos da fibra típica F: 
·-1( ' ( ") ·-1( ) ' f. 9; Uj = p,]i: 9; u = \P: ji 
o papel da função transição i;.i : U; n U.i ---+ G consiste em estabelecer uma 
relação entre esses dois elementos: fi= t,j(P)f;. 
Como t;.i (p) = T~; Tj,p• pode-se verificar facilmente que as funções de 
transição satisafa?.em as condições de cociclo: 
i;;(p) =e 
i;j(p)t;;(p) =e 
i;; (p )t;k (p )tki (p) 
onde e é o elemento identidade. 
p EU;: 
p EU; nU;; (1.6) 
e p E U; n ui n uk. 
O próximo teorema nos mostra que, dada uma fibra típica e um grupo 
estruturaL as funções de transição nos permitem caracterizar os fibrados. 
Para a demonstração ver [7]. 
Teorema 1.2.1 Seja F uma variedade diferenciável, G um grupo de Lie 
agindo em F pela esquerda e { U; : i E I} uma cobertura aberta de uma 
variedade .M. Suponha que para cada i, j E I com U; nU; f 0 
é uma aplicação diferenciável de U; n U; em G que satisfaz às condições de 
cociclo (1.6). Então existe um fibrado (E, 1r, M, F, G) tendo as aplicações t;; 
como funções de transição. Qualquer outro fibrado sobre 1\11 com as mesmas 
funções de transição é isomorfo a E. 
1.2.1 Fibrados vetoriais 
Um fibrado vetorial 1r : E ---+ Ai é um fibrado cuja fibra típica V é 
um espaço vetorial real ou complexo tal que as triviali?.ações locais Ti : 
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ui X v --+ 1r-l (Ui) definem, em cada ponto p E ui, um isomorfismo entre 
V e a fibra VP = 1r-1 (p). 
O cilindro 5 1 x lH: visto anteriormente é um exemplo de fibrado vetorial 
tendo lH: como fibra típica, o fibrado tangente T]l;f é um fibrado vetorial cuja 
fibra tí p íca é JH:n • 
Definição 1.2.2 (Morfismos) Se 1r : E --+ M e 1r : E --+ ]I;J' são fibra-
dos vetoriais com fibras isomorfas a \l e V' respectivamente e f : 1\d --+ 1\d' 
é uma aplicação de classe cr, então uma aplicação F : E --+ E1 de classe 
cr é chamada um morfismo de fi brado vetorial. sobre f, se leva a fibra 




11r "' I 
f y lvf ]I;J' 
Caso f seja um difeomorfismo e F atue como um isomorfismo linear 
sobre cada fibra, dizemos que F é um isomorfismo de fibrado vetorial. 
Nesse caso dizemos que os fibrados E e E' são equivalentes. 
Dada uma variedade Jt1 e um espaço vetorial V, podemos formar um 
fibrado vetorial com espaço total M x V e projeção dada por: 
proj : ,\d x V -+ 1\d 
(p,v) -+ P 
"C m fi brado da forma (lvf x V proj) será chamado de fi brado vetorial 
local. 
Definição 1.2.3 Um fibrado vetorial E é dito trivial se for equivalente a 
um fibrado vetorial local; e é dito não-trivial, caso contrário. 
Definição 1.2.4 (seções) Uma seção de um fibrado vetorial1r: E--+ .M 
é uma aplicação diferenciável a : M --+ E tal que 1r o a(p) = p, Vp E M. 
O conjunto de todas as seções sobre E é denotado por r E. 
Suponha que c/Jl : ul X F --+ 7r- 1 (UI) é uma trivialização local de um 
fibrado vetorial 1r : E --+ Jvl de dimensão6 k. Assim, temos k secções 
ai(p)=cp,(p,ei), i=1,2, ... ,k pEU1 
------------~~~~ 6 A dimensão de um fibrado é definida como sendo a dimensão de sua fibra típica. 
1. Preliminares :\1atemáticos 19 
do fibrado restrito r.iu, : r.- 1 (U1 )---+ U1 , chamadas de secções locais, onde 
{ e1 , ... , ek} é uma base fixada de V. Segue-se que {a, (p l: ... , ak (p)} é uma 
base para a fibra Ep· A aplicação 
p c--+ { al (p)' ... 'ak(p)} 
é chamada de referencial local para E sobre U1. Qualquer seção s E f E 
tem uma expressão local 
s(p) = .s1(p)al(P) + · · · + sk(p)ak(p), p E U1 
onde cada .si E coc(UI)· 
Tomando outra triviali?,ação 4>2 : u2 X v---+ 7T- 1(U2) com l:h n u2 'f 0, 
temos o referencial 
p c--+ {ç,(p), ... ,Çk(p)} 
seja [gj(p)] a matri7, da função de transição t 12(p) em relação à base {e;}, 
facilmente verifica-se que E..; = g) a 1 + · · · + g1 ak, de fato: 
Ç;(p) = ifJ2(P,ej) = </J1 o (4>}1 oifJ2)(p,e;) 
= ifJI(P, tdp)e;) = </J1(p, g}e1 + · · · + gJek) 
g)</Jl(P, el) + · · · + gJ<fJ,(p, ek) 
1 k 
= gja1+···+g;ak 
O Teorema (1.2.1) nos permite efetuar várias construções com fi brados, 
basta tomar as funções de transição adequadas. Como exemplo, temos o 
fibrado de homomorfismos Hom(K E') entre dois fibrados E, E' sobre 
a mesma variedade de base _M, cujas fibras são L(Ep -+ E;l: os espaços 
vetoriais das transformações lineares entre as fibras de E e E'. 
Exemplo 1.2.2 (construção de Hom(E,E')) Aqui daremos um esboço 
da construção do fibrado de homomorfismos. Considere as funções de tran-
sição {gcq} de E e{g~~} de E' sobre uma mesma cobertura {Ua,a E I} para 
M. Vamos aplicar o Teorema (1.2.1), tomando a fibra típica L(V-+ W), 
onde V e W são as fibras típicas de E e E'. Considerando que as trivi-
alizações locais nos dão um referencial local para o fibrado, as funções de 
transição nos dão a mudança de referencial. Para obtermos as funções de 
transição do fibrado de homomorfismos, basta considerarmos o efeito da mu-
dança de referencial sobre uma transformação linear. Assim, as funções de 
transição hon de Hom(E, E') são definidas da seguinte forma: 
ha-1(p)A = g~~(p)Ag-1a(P), \f A E L(V-+ W) 
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é imediato verificar que ha~(p) satisfaz às condições de cociclo (1.6)0 Pelo 
Teorema (1.2"1) obtemos um fibrado vetorial denotado por Hom(E, E')" 
De maneira inteiramente análoga, podemos construir o fibrado soma di-
reta E 8 E', tomando as funções de transição 
ha(J(P) = 9a3(P) 8 91 a3(P) : V 6 W -7 V 6 W 
(v6w) -7 9a(J(v) 691ag(w) 
o fibra do produto tensorial E 0 E', através das funções de transição 
hae(P) = 9ap(p) 0 91 0 p(P) : V 0 W -7 V 0 W 
(v0w) -7 9aa(v) 0g' 0 s(w) 
o fibrado produto exterior A q E com 
Mil ----+ Aªil 
( VJi\ " " " (\ Vn) 
-7 (9c;J(VI) "/\ """ 1\ 9a(J(vn)) 
e o fibrado dual E' com 
has(P) = 9ao (p)' : V' -7 V* 
cP -7 qoogaJP)" 
1.2.2 Fibrados principais 
Um fibrado principal é um fibrado cuja fibra F é idêntica ao grupo es-
trutural G o L' m fi brado princi pai 1r : P -7 M também é denotado por 
P(M, G)" As funções de transição atuam sobre a fibra pela esquerda como 
em qualquer fibrado" :'<um fibrado principal, podemos também definir uma 
ação de G sobre F pela direita" De fato seja cPi : U; x G -7 7r-1 (U;) uma 
trivialização locaL Dado u E 7r-1 (U;) onde u = qo;(p,g;), a ação pela direita 
de G em 1r- 1 (U;) é definida como 
ua = qo;(p,g;a), 'ia E G 
essa definição é independente da trivialização local: se p E U; n U;, 
Assim, a ação pela direita está bem definida sem referência a trivializações 
locais" Tal ação será denotada por P x G -7 P ou (u, a) -7 ua a qual 
é transitiva sobre cada fibra 1r-1(p), pois esta última é difeomorfa a G" 
Segue-se que se 1r(u) = p, então 1r-1 (p) = {ua: a E G}" 
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Dada uma seção7 s.; (p) sobre Ui, definimos uma trivialização local <Pi : 
U.; x G--+ 1r-1 (Ui) como segue. É imediato verificar que para u E 1r-1 (p) 
existe um único elemento gu E G tal que u s.; (p) gu, assim definimos <Pi 
pondo: <Pi (p, g) = si (p) g, segue-se que, em relação a essa trivialização, a 
seção Si (p) é expressa como 
Esta trivialização é chamada de trivialização local canomca. Se p E 
UinUj, duas seções si(P) e si(P) estão relacionadas pelas funções de transição 
tij(P) 
si(P) <Pi(P, e)= tpj(p, tfi(p)e) = cf;j(P, tii(P)) 
if;j(p,e)tji(P) = Sj(p)tji(p). 
Vejamos agora alguns exemplos de fibrados principais. 
Exemplo 1.2.3 (fibrado dos referenciais) Seja TM o fibrado tangente 
de uma variedade 1\;J. Tomamos]~,M = UpEM LpJ\!I onde LplY1 é o conjunto 
dos referenciais em p, i.e., das bases de TpA1. Considere uma vizinhança 
coordenada (x~',Ui) de]\![. Um referencial u = (X1, ... ,Xm) em p E Ui se 
expressa como 
x =X~" ~~ 
a a:axJ.L!p 
como {Xa} são linearmente independentes, (X~" a) é uma matriz de GLm(IR). 
Definimos a trivialização local <Pi : ui X GLm(IR) --+ 1T- 1 (Ui) fazendo 
cPi (p, (X~' a)) = u, onde u é o referencial dado acima. 
Seu= (X1, ... , Xm) é um referencial em Tp1V[, definimos 1TL : LM--+ 
M pondo 1rL(u) p. A ação pela direita de a= (aii) E GLm(IR) sobre o 
referencial u = (X1, ... ,Xm) é dada por (u,a)--+ ua, onde ua é um novo 
referencial em p dado por 
}"~ = Xa . aü3· 
Por outro lado, as funções de transição devem ser dadas pela ação à esquer-
da do grupo na fibra. De fato, sejam (x~", Ui) e (y~', Ui) duas vizinhanças 
coordenadas. Para cada p E U; n Ui, temos 
Xa = X~"" a~" IP =X~""' a~" IP 
~--------~~---
7Cma seção num fibrado principal é definida de modo inteirameme análogo ao caso de 
um fibrado vetoriaL 
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onde (X~' 0J, (X~' 0 ) E GLm(lR) e, pela regra da cadeia, X~" 0 = 
temos que as funções de transição t[;(p) são as seguintes 
r (ox" 1 ) ti 7 (p) = -0 I E GLm(IR'). . yv ip 
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Bx" 'I X" 8y" p O:; 
Assim, construímos um fibrado principal LNI com grupo estrutural GLm(lRJ 
e variedade de base lvi. 
Para o próximo exemplo, precisamos de um resultado sobre espaços ho-
mogêneos cuja demonstração pode ser encontrada em [34] pg. 120 
Teorema 1.2.2 Sejam H um subgrupo fechado de um grupo de Lie G, 
G I H = {gH : g E G} o conjunto das classes laterais à esquerda de H e 
1r: G --+ G/ H a projeção canônica r.(g) = gH. Então Gl H admite uma 
única estrutura de variedade diferenciável tal que: 
a) 1r é diferenciável; 
b) Existem seções locais diferenciáveis de G I H em G; i. e., se gH E 
G I H .. existe uma vizinhança W de gH e uma aplicação a : W --+ G tal 
que 1roa =h-v· 
Exemplo 1.2.4 Sejam H e G como no teorema acima. Afostraremos que 
G é um fibrado principal com fibra H e espaço de base G I H. Defina a ação 
pela direita de H em G por g ,.._._, ga, g E G, a E H. Temos claramente que 
1r(g) 1r(ga). Para definir trivializações locais, tome uma seção local s sobre 
U; dada pelo item b} do teorema acima. Definimos <ÍJi: U; x H--+ 1r-1 (Ui) 
<jJ;(gH,h) = s(gH)h onde gH EU; Ç GIH e h E H 
observando que s(gH) E 1r-1 (gH), temos que s(gH) = ga, para algum a E 
H. Segue-se que s(gH)- 1g = a-1g- 1g = a- 1 E H portanto <ÍJ; tem inversa 
diferenciável 
Portanto 1r : G --+ G I H é um fibrado principal. O Exemplo 1.1.1 nos 
fornece alguns fibrados principais sobre esferas 
O(n)/O(n- 1) = SO(n)ISO(n- 1) = sn-l 
l](n)IU(n- 1) = SU(n)ISU(n- 1) = s2n-l 
Sp(n)ISp(n -1) = S4n-I 
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Flbrado vetorial associado a um fibrado principal 
Dado um fibrado vetorial 1r : E -----+ lvf, pelo teorema 1.2.1 é trivial ver que 
existe um fibrado principal com grupo estrutural GLk(iR) (ou GLk(C)) e as 
mesmas funções de transição do fibrado vetorial dado. 
A baixo veremos como associar um fi brado vetorial a um fi brado principal 
dado a partir de uma representação de seu grupo estruturaL 
Sejam P(M, G) um fibrado principal e p : G -----+ GL(V) uma represen-
tação de G em um espaço vetorial V. Consideremos a ação à direita de G 
sobre o produto P x V dada por, 
(x,v)g = (xg,p(g)- 1v), 
onde (x,v) E P x V e g E G. Seja E= P x V/G o espaço quociente pela 
ação de G. 
Dado [p,j] E E, definimos KE: E-----+ M por r.E([p,j]) = r.(p) onde 1r é 
a projeção de P(M, G). Como a ação pela direita de G no fibrado principal 
preserva as fibras, segue-se que 1r E está bem definida. 
Seja 1j; : U x G -----+ 1r-1 (U) uma trivialização local do fibrado principal 
P(1'v[, G). Considere a seção o-(x) = 7/J(x, e) associada a essa trivialização. 
Definimos <jJ: U x V-----+ 1r;:;1 (U) por <jJ(x, v) = [o-(x), v]. <jJ é um homeomor-
fismo, lembrando que E está munido da topologia quociente. Podemos in-
troduzir uma estrutura natural de variedade diferenciável em E de modo que 
as aplicações q, sejam difeomorfismos. Com isso, a projeção 1r E : E-----+ M é 
diferenciáveL 
Para verificarmos que 1r E : E -----+ 1'vf é de fato um fi brado vetoriaL 
precisamos introduzir uma estrutura de espaço vetorial na fibra 1r;:;1(x) e 
mostrar que as trivializações locais são isomorfismos lineares em cada ponto. 
Obeservandoque1r;:; 1 (x) = {[p,v]: v E V}, definimos[p,v]+[p,u] = [p,v+u] 
e a· [p,v] = [p,av], onde u,v E Vp E r.- 1(x) e a E iR (ou C). Verifica-se 
facilmente que tais operações estão bem definidas. Tomando a trivialização 
local cj;(x, v) = [cr(x), v L vemos que, fixado x, ela nos dá um isomorfismo de 
espaço vetorial entre V e 1r;:;1 (x). Concluimos que 1rE: E-----+ lvf é um fibra-
do vetorial com fibra típica V tendo a representação p: G -----+ GL(V) como 
grupo estruturaL Tal fibrado será chamado de fibrado vetorial associado 
ao fibrado principal P(l\/[, G). O fibrado vetorial associado também pode ser 
denotado por P xc V. 
Fibrações de Hopf 
Daremos agora dois exemplos de fibrados principais onde o espaço total, 
o grupo estrutural e a variedade de base são esferas. Tais fibrados são 
1. Preliminares Matemáticos 24 
chamados de fibrações de esferas por esferas [29]. Essas fibrações serão 
utilizadas no último capítulo para apresentarmos os potenciais de gauge que 
descrevem rnonopolos (primeira fibração de Hopf) e instantons (segunda 
fibração de Hopf). Veremos então como a estrutura de tais fibrações pode 
ser dada pelo teorema de inversão para espinores de Pauli e de Dirac, o qual 
permite reobter, a menos de urna fase, o espinor a partir de seus covariantes 
bílíneares ([16] cap. 11). 
Considere o conjunto C2 - {O} {(zo,z1 ) E C2 : (zo,zl) i' (0,0)}, 
definimos urna relação de equivalência dada por 
(zo, z1) ~ (wo, w1) <* (zo, z1) = .\(wo, wl), .\E C não nulo. 
A reta projetiva complexa CP1 é definida corno o quociente (C2 {O})/ ~. 
Consideremos o plano complexo cornpactificado Cu { x} o qual pode ser 
identificado à esfera S 2 através da projeção estereográfica. Observamos que 
CP1 é difeornorfo à esfera S 2 . De fato, basta tomar a aplicação 
[ (zoA)] 1-----+ zJ/ zo 
onde zdzo E CU {x} c:e S 2 e [(O,z)] H z/0 = x. Esta aplicação está 
bem definida e é um difeomorfismo. 
Assim, podemos definir a fibração de Hopf S 3 --+ S 2 com fibra típica 
S 1 Observando que S3 = { (zo, Zl) E C2 : !zo] 2 + ]zl !2 = 1 }, definimos 
Note-se que, se (zo, z1) e (zó, z~) são levados no mesmo ponto, então (zo, z1) = 
.\(zó, zj), onde ].\I = 1. Portanto, a imagem inversa de um ponto em S 2 é 
obtida a partir de qualquer ponto na imagem inversa multiplicando-o por 
eíB (O :S 8 :S 2r-), ou seja a fibra típica deste fi brado é de fato S1. 
Fa?.endo (zo, z1) = (w1 +iw2, w3+iw4) e usando a projeção estereográfica 
a partir do pólo Sul (O, O, -1), ternos que 
onde xf+x~+x~ = 1. Segue-se que l+x3 = aizol 2 e x1 +ix2 = az1zo, a E 
lPi.. Para determinar a, observamos que X3 = a!zo! 2 -1 =(a -l)]zol 2 -]z1] 2: 
por outro lado, a fibração de Hopf leva (1, O) e-+ [(1, O)] E S 2 mas [(1. O)] = 
(0, O, 1), segue-se que: 1 =a- 1 =a= 2. 
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Concluímos que, em termos das coordenadas (w1 ,w2,w3,w4) E 5 3 e 
(x1 , x2, x3) E 52 a fibração de Hopf 53 --+ 5 2 é dada por 
{
X!= 2(W!W3 + W2W4), 
X2 2( Wj W4 - W2W3), 
2 2 2 2 
X3 = w1 + w2 - w3 - w4 . 
(1. 7) 
A próxima fibração de Hopf é 57 --+ 54 com fibra típica 5 3 "' St:(2). 
Nesse caso, consideramos a reta projetiva quaterniônica IHIP1 definida como 
o quociente (!Hí2 - {O})/ ~ 
(q1,q2) ~ (PI,P2) <* (q1,q2) = .\(pl,P2), .\E lHI não nulo. 
O espaço quaterniônico compactificado Iii U { x} pode ser identificado à es-
fera S 4 através da projeção estereográfica. Observamos que lHíP1 é difeomorfo 
à esfera 54 De fato, basta tomar a aplicação 
IHIP1 54 
[(ql, q2)] 1-----7 q2/ql 
onde q2jq1 E if'Ju {oc}"' 54 e [(O,q)j H q/0 = oc. Esta aplicação está 
bem definida e é um difeomorfismo. 
Assim podemos definir a fibração de Hopf 57 --+ 5 4 com fibra típica 
5 3 . Observando que 57 = {(q1,q2) E if-'12 : lq1l2 + lq2l 2 = 1}, definimos 
53 - - - - - - - 57 54 
(ql, q2) f----7 [(ql, Q2)]. 
Lembrando que o grupo SU(2) "' 5 3 é idêntico ao grupo dos quatérnios 
unitários (ver página 12), temos que, analogamente à fibração de Hopf sobre 
52 a fibra típica da fibração de Hopf 57 --+ 54 é 53. Para (q1, q2) E 5 7 
usando a projeção estereográfica, temos que 
q2 Q271J 1 . . 
- = -, -., = ---(X! - X21- X 3]- X4k) ql 1q1l- 1 + xs 
onde xi + x~ + xâ + x';i + x~ = 1. Analogamente à expressão (1. 7), temos que 
a fibração de Hopf 57 --+ 5 4 é dada em termos de coordenadas cartesianas 
por 
X! = 2Re( q2iiJ), 
X2 = 2Re(q2iiJi), 
X3 = 2Re(q2qJÍ), 
X4 = 2Re(q2q1k), 
' •2 ' 2 
xs = lqll - !q21. 
(1.8) 
Capítulo 2 
Conexões em Fibrados e 
Teorias de Gauge 
:'\reste capítulo descreveremos como as conexões em fibrados principais cons-
tituem-se num objeto matemático adequado para uma descrição precisa das 
teorias de gauge. Este fato é surpreendente, pois a teoria de fibrados e as 
teorias de gauge foram desenvolvidas de maneira totalmente independente: 
esta última a partir dos trabalhos, em 1954, do físico chinês C. ::\. Yang que, 
no seus tempos de estudante, frequentou as aulas de geometria diferencial do 
professor S. S. Chern, um dos responsáveis pelo desenvolvimento da teoria 
de fibrados. Ironicamente, Yang só reconheceu a interligação entre as duas 
teorias cerca de vinte anos depois da publicação de seu primeiro trabalho 
com R. L. Mills1• 
2.1 Equações de Maxwell 
A teoria de Yang-Mills é uma generali7.ação, com grupo de simetria não-
abeliano, do eletromagnetismo que, por sua ve7., é uma teoria de gauge sobre 
o grupo abeliano l:(l). Assim sendo, iniciaremos com uma exposição sobre 
as equações de Maxwell escrevendo-as em termos de formas diferenciais. 
Tomando um sistema de unidades em que a velocidade da luz c = L 
os campos magnético e elétrico B = B(t,x1 x2 ,x3 ) e E= E(Lx1 x2 ,x3 ) 
podem ser expressos em termos de um potencial escalar <jJ e um potencial 
1 A esse respeito, vale a pena ler a entrevista de Yang em The A1athematical Intelligencer 
Vol 15 Ko. 4, 1993. 
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vetor A da seguinte n1aneira: 
B=VxA éiA E=---'70. élt . 
Considere as conhecidas equações de Maxwell 
'V·B=O 










Estas últimas equaçoes sao invariantes por transformações de gauge dos 
potenciais 
{! 
A seguir mostraremos de forma resumida como, usando o formalismo das 
formas diferenciais, as equações de :\1axwell podem ser escritas como duas 
equações envolvendo uma 2-forma F chamada 2-forma de Faraday e uma 
l-forma J chamada corrente; veremos como a invariância de gauge aparece 
naturalmente dentro desse formalismo. 
Considere o espaço-tempo de Minkowski; Jíl3· 1 = (JR4, 17), onde 1) é a 
métrica cuja matriz em relação à base canônica é diag[-L 1, L 1]; com as 
coordenadas (x0 x1 x2 x3 ) ou (t, x, y, z ). Os campos elétrico e magnético 
são representados como l-formas e 2-formas em Jíl'l,l 
Podemos combinar os dois campos num campo eletromagnético unificado 
F, uma 2-forma em JR'l,l 
F= B +E 11 dt. 
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Explicitando as componentes do campo eletromagnético em termos das 
coordenadas canônicas do JR'l,l 
1 F = -F dxP /1 dxv. 2 pv . 
temos 
) 
Primeiro par de equações 
Denotando por ds a diferencial exterior em relação às coordenadas espaciais 
de IR3•1 , temos que 
segue-se que 
dF dB + dE 11 dt 
dF 
dsB + dt 11 8tB + dsE 11 dt 
dsB + (8tB + dsE) /1 dt 
mas dsB=(8xBx+8yBy+8zBzldx!ldy!ldz e 
dsE = (8yEz -8zEy) dy 1\dz+ (8xEx BxEzl dz 1\dx+ (8xEy- 8yEx) dx!ldy. 
Portanto, dF = O é equivalente ao primeiro par das equações de '\i!axwell. 
Operador estrela de Hodge 
Podemos combinar a corrente j e a densidade de carga p num único campo 
J = p8t + Jx8x + ]y8y + ]zOz, o qual corresponde, no espaço-tempo de 
Minkowski, à seguinte l-forma 
J(v) = ri(J,v) J = -pdt + Jxdx + ]ydy + ]zdz 
Para escrever o segundo par de equações de Maxwell usando formas 
diferenciais, precisamos introduzir o operador estrela de Hodge. 
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Seja (1'1, g) uma n-variedade orientada semi-riemanniana com métrica g. 
Sobre cada vizinhança coordenada (U, x") de 1VI, definimos uma forma 
chamada forma volume. Pode-se mostrar2 que estas formas coincidem nas 
interseções das vizinhanças coordenadas, portanto existe uma forma volu-
me vol bem definida globalmente em Af. 
A métrica g nos permite associar a cada campo de vetores v em li![ 
uma l-forma fv(-) = g(v, ·),ou seja, temos uma correspondência biunívoca 
entre l-formas e campos de vetores dada pela métrica. Assim, dadas duas 
l-formas w e !J, definimos seu produto interno da seguinte maneira: sejam 
v e w os campos de vetores associados a w e !J, entao 
(w,tJ) ~ g(v,w). 
A partir daí podemos definir naturalmente o produto interno de p-formas: 
onde cada entrada da matriz no lado direito da definição é um produto 
interno de l-formas. 
Agora estamos em condições de fazer a seguinte definição: 
Definição 2.1.1 (Operador estrela de Hodge) Seja M uma variedade 
n dimensional orientada semi-ríemanniana. Definimos o operador estrela 
de Hodge 
como sendo a única aplicação linear de p-formas em (n p)-formas tal que 
para cada w, I" E flP( NI), 
w 11 *M = (w, ~J)vol 
*M é frequentemente chamado dual de fl·· 
Suponhamos que e1 , ... , en formam uma base ortonormal positivamente 
orientada de l-formas sobre alguma vizinhança coordenada de _II!J, então 
(el",e")=O Sef.Lfv, e (e",e")=e{~J) 
-------~---------
'Ver Baez [2] página 82. 
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onde E(JJ.) = ±1. Vejamos como calcular o dual de Hodge de uma p-forma: 
para cada p inteiros distintos 1 :::; i L .... ip :::; n 
*(ei1 1\ ... 1\ eiP) = ±eip+1 1\ ... 1\ ein 
onde: {ip+l, ... ,in} = {1, ... ,n}- {i1, ... ip}· O sinal± é dado por 
sign(iL ... Ín)E(ÍI) · · · E(ip)· 
onde sign(i1, ... in) é a assinatura da permutação (1. ... , n) ,_, (i1, ... in)· 
Segundo par de equações 
Pode-se mosirar com alguns cálculos simples que o segundo par das equações 
de ::VIaxwell é equivalente à seguinte equação de formas diferenciais 
Concluímos que as equações de :V!axwell podem ser dadas pelas seguintes 
equações em formas diferenciais 
(2.5) 
Transformações de gauge no eletromagnetismo 
As equações de Maxwell na forma diferenciaL além de se mostrarem como 
um caso particular das equações de Yang-Mills (conforme veremos a seguir), 
nos permitem provar de modo natural a invariância por transformações de 
gauge. 
De fato, combinamos os potenciais escalar <jJ e vetor A, num único campo 
vetorial <P8t + ax8x + ayoy + azOz ao qual corresponde a l-forma 
r = -<jJdt + axdx + aydy + azdz 
verifica-se facilmente que: 
df d( -</Jdt + axdx + aydy + azdz) 
-ds</J 1\ dt - 8u-l. 1\ dt + ds A 
-(ds</J + 8tA) 1\ dt + dsA 
mas as igualdades B = 'i7 x A e E = - ~1 - 'i7 </J expressam-se em formas 
diferenciais como E= -(ds</J + 8tA) e B = dsA. Segue-se que 
df=B+EI\dt=F. 
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Vemos assim que os potenciais escalar e vetor ficam combinados numa l-
forma r, a qual satisfaz F= df. Esta l-forma será frequentemente denotada 
por A e chamada de potencial vetor, desde que nao haja risco de confusão 
com o potencial vetor definido anteriormente. 




em termos de formas diferenciais é dada simplesmente por 
r >---+ r + dA. 
Sabemos que, para qualquer forma diferencial w, d( dw) = 0: costumamos 
escrever esta identidade na forma d2 = O. A invariãncia de gauge segue-se 
naturalmente deste fato, pois 
F1 = d(r +dA) = df + d(dA) = dr =F 
ou seja, o campo eletromagnético e portanto as equações de :vJ:axwell. ficam 
invariantes por transformações de gauge. 
2.2 Conexões em fibrados principais 
Conexão é o conceito matemático fundamental para se estudar teorias de 
gauge. Do ponto de vista do físico, a conexão é o potencial que está cau-
sando uma distorção no espaço de estados(fibrado) que descreve os graus de 
liberdade internos do objeto físico estudado. Do ponto de vista geométrico, 
supondo que estamos percorrendo um caminho no espaço de base do fibra-
do, a conexão nos fornece uma maneira de identificar as diferentes fibras 
percorridas, tal identificação é chamada de transporte paralelo. 
Primeiramente precisamos definir o que seja uma forma diferencial a 
valores vetoriais. 
Definição 2.2.1 Seja V um espaço vetorial (frequentemente 1l será a álgebra 
de Lie associada ao grupo estrutural de algum fibrado principal) com uma 
base { v1 , ... , Vm}. Se a 1 ...• am E i\ k ( Af) são formas diferenciais or-
dinárias, então a aplicação x >---+ a 1 ( x )v1 + · · · + am ( x )vm E A k (Tx M, V) é 
chamada uma forma a valores em v-. O espaço das k- formas a valores 
em 1l é denotado por A k (IV!, V). 
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Podemos definir a diferencial exterior de tais formas; para a = a 1v1 + · · · + 
amvm E Ak(M, tT), temos: da~ (da1)v1 + · · · + (dam)vm E Ak+l(1VJ, "V). 
Conexões podem ser definidas, pelo menos, de três modos distintos que 
apresentaremos a seguir. As três definições dadas são equivalentes, a demon-
stração de sua equivalência pode ser encontrada em Bleecker [4] cap. 1. Ko 
que segue, vamos considerar um fibrado principal1r : P -----+ J\1 com grupo 
G, dimJ\1 = n. 
Definição 2.2.2 (Conexão, primeira definição) Uma conexão assocw 
a cada p E P um subespaço Hp Ç TpP tal que, para Vp = {X E TpP : 
1r,(X) = 0}, temos TpP = Hp 8 Vp. A conexão deve satisfazer duas con-
dições: 
1. Hp depende díferenC'iavelmente de p, no sentido de que existem n cam-
pos de vetores definidos numa vizinhança U de p que geram Hq para 
cada q EU; 
2. R9,(Hp) = Hpg· 
"Vp é chamado subespaço vertical de TpP ao passo que Hp é o subespaço 
horizontal (dado pela conexão). 
Esta primeira definição tem um significado geométrico importante. Co-
mo VP = ker (1r,Íp), temos para cadap E P um isomorfismo 1r,: Hp-----+ Tp,'Yf 
que varia díferencíavelmente com o ponto p. Assim, um campo vetorial X 
em ]\/[ pode ser "le-vantado", através dos isomorfismos, a um campo vetorial 
horizontal X em P, onde Xp E Hp. Logo, as ;::urvas integrais do campo X 
podem ser levantadas a curvas integra~ de ~. Tal levantamento é único 
e, pelo ítem 2 da definição acima, Rg,Xp = Xpg· Portanto, se ;y é a curva 
integral de X passando por u E 1r-1 ( x), R9 o ;y é a curva integral passando 
por ug. 
O levantamento horhontal de curvas define um "transporte paralelo" em 
P, isto é, uma maneira de identificar as fibras percorridas quando seguimos 
um caminho no espaço de base do fibrado. O transporte paralelo carac-
teriza a conexão do ponto de vista geométrico. Como de praxe, a descrição 
precisa das idéias aqui esboçadas pode ser encontrada no livro do Spivak [28]. 
A seguir veremos duas definições de conexão, ambas dadas em termos de 
formas diferenciais a valores em g, que são úteis do ponto de vista da real-
ização de cálculos que seriam impossíveis se utilizássemos apenas a primeira 
definição. 
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Definição 2.2.3 (Conexão, segunda definição) Seja g a álgebra de Lie 
de G. Uma conexão é uma l-forma w a valores em g definida em P satis-
fazendo as seguintes propriedades: 
1. seja A E fi e A' o campo de vetores em P definido por 
A~= ~(pexp(tA))l dt t=O 
então w(A~) =A. A' é chamado campo fundamental. 
2. para g E G, Wpg(R9*X) = Adç• wp(X) para todo g E G. p E P e 
X E TpP. Mais simplesmente, podemos escr·ever" R~ w = Adg-' w. 
w é chamada l-forma de conexão. 
Vemos assim a conexão como uma forma definida globalmente no fi brado 
P. Esta definição será útil do ponto de vista teórico, pois o fato de estar 
definida globalmente facilitará a definição de conceitos importantes como 
a curvatura e a demonstração de propriedades como a equação estrutural. 
No entanto, precisamos dar uma definição que esteja mais de acordo com o 
conceito físico de campo de gauge, esta é a ra7.ão da próxima definição. 
Definição 2.2.4 (Conexão, terceira definição) Uma conexão associa a 
cada trivialização local T;, : 1r-1(U) --+ U x G uma l-forma Wu a valores 
em .9 definida em U. Se Tv é outra trivialização local e 9uv : U n V --+ 
G é a função de transição de Tu para Tv, então as 1-formas devem estar 
relacionadas por 
Wv(Y~) = L;,~(x)*(9uv*(Y~)) + Adg,,(x)-' (wu(Yx)) 
para todo Yx E TxiV[ ex EU n 17. 
lima trivialização local T;, é chamada escolha de gauge e as l-formas 
Wu são chamadas potenciais de gauge. A expressão dada na definição 
acima nos mostra como o potencial de gauge se transforn1a mediante uma 
transformação de gauge dada por x--+ 9uv(x). 
3 T~w denota o pull-back da k-forma w pela transformação T: definido por 
y·o;(X,, ... X,)~ w(Tc(X,), ... T.(X,)). 
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2\"o caso em que G é um gTupo de matrizes, tome uma curva 'i tal que 
'i (O) = Yx, assim temos 
L;,1,(x)*(guvJr;)) Lgu,(x)-'* (!(9mh(t)))) 
d -l dt9uv(x) 9mÚ(t)) 
= 9uv(x)- 1 d9uv(Y~) 
onde dguv é o diferencial da aplicação 9uv que assume valores no espaço das 
matrizes, o qual contém G. 
Na seção 1.1.3 página 14 vimos a expressão para a representação adjunta 
no caso de um grupo de matrizes, logo: Ad9"v(x)-' wu(Yx) g;;-v1 (x)wu(Y~)9uv(x). 
Segue-se que, no caso em que G é um grupo de matrizes, a transformação 
de gauge de Wu para Wv pode ser expressa como: 
.. - g-l dg + g-l .. g 
wv- uv uv ut' wu uv· (2.6) 
2.2.1 Derivada exterior covariante e Curvatura 
A curvatura da conexão, que será definida a seguir, pode ser pensada como 
a distorção produzida no fibrado pelo campo externo. Do ponto de vista 
físico, ela pode ser identificada com a intensidade do campo de gauge. 
Definição 2.2.5 (Colchete de formas a valores em g) Considere uma 
variedade N e uma álgebra de Lie g. Sejam cf:; E Ai(N, g) e 'lj; E 1V(N, g), 
definimos [cf;. 'lj;j E Ai+i(N, g) pondo 
[cf;, 'ij;](X], ... , xi+i J 
= ~ 2) -1 )"' [ cf;(Xa(l), · · · , X a( i)), 'lj;(Xa(i+l), · · · , Xa(i+j))] 
'l.J. (7 
onde a percorre todas as permutações de {L 2, ... , i+ j}; ( -1)"' é a paridade 
da permutação a; [ , ] no lado direito da expressão é o colchete de Li e da 
álgebra g e X,, ... , Xi+.i são campos de vetores arbitrários em N. 
Seja {E,, ... , E;} uma base para g com constantes de estrutura ca.B -~ 
dadas por [Ea, E!l] = L c0 e-1 E~, para cf:; E N(N, g) e 'lj; E Ai(N, g) dadas 
por cf:; = L 1;" ® Ea e 'lj; = L 'lj; 8 0 Eil, é facil verificar que 
[cf;, 'lj;j = 2)q,'" 1\ 'lj;8 ) 0 [Ea, Es] = L ca.B ~(cf;" 1\ 1/.•!3) ®E,, 
o. .. B o,fj, 'Y 
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segue-se imediatamente que 
Dada uma l-forma de conexão w num fibrado principal 7r : P --+ lvf 
com grupo G, podemos escrever cada X E TpP como X X v+ Xfl onde 
xv é vertical (i.e. 7r,(X") =O) e Xfl é horiwntal (i.e. w(Xfl) = 0). 
Definição 2.2.6 (derivada exterior covariante) Seja 0 E Ak(P, g), de-
finimos a derivada exterior covariante de 9, denotada por D" 0 da seguinte 
manezra: 
Quando a conexão w estiver clara pelo contexto, escreveremos D0. 
Definição 2.2.'7 (curvatura) A curvatura da conexão w E i\J(P, g) é 
definida por 
Quando w é considerada um potencial, fl é chamada intensidade do campo 
associado a w. 
A equação estrutural 
nos permitirá escrever uma expressão para a intensidade do campo que é 
mais familiar para os físicos. Para demosntrar a equação estrutural, precis-
aremos de alguns resultados preliminares 
Lema 2.2.1 Dado um campo vetorial X em A1, existe um único campo 
vetorial X em P tal que w(X) = O e 7r,(Xp) = X,(p) para todo p E P. O 
campo X é chamado levantamento horizontal de X. 
Demonstração: Grosseiramente, podemos definir Xp para cada p E P 
através do isomorfismo 71", : Hp--+ T,(p)A1 que está variando diferenciavel-
mente com o ponto p, pois a conexão é diferenciável. Uma demonstração 
rigorosa deste fato pode ser encontrada em Spivak [28] vol. 2 cap. 8. • 
Observ-amos que 7r,(R9.Xpl (r-_oR9 ),(Xp) =_7r,(~) = X,(P)• portanto 
temos por unicidade que R9.Xp = Xpg: i.e., R9,X =X. 
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Lerna 2.2.2 Se A E E g, então [A, E]' =[A', E'], considerando o colchete 
de campos vetoriais em P. 
Demonstração: Aqui usaremos o fato de que o colchete [X, Yj é igual à 
derivada de lie do campo Y pelo fluxo de X i.e., [X Y]p = fit'Pi}(Y;,,(p)), 
onde 'Pt é o fluxo de X. 
Seja <Pt : P--+ P dado por <Pt(P) = pexp(tA), então <Pt é o fluxo gerado 
pelo campo A'. Assim temos que 





= dd dd pexp(.sAdexotAE) 
t s t ,.s . 
= !pexp(.s! [AdexptAE]) = :
3
pexp(s[A., E]) =[A, E]~-
Aqui usamos o fato de que, para A E E g, [A, E] = f,(AdexptAE) ver 
Bleecker [4] cap. O. 11 
Lema_2.2.3 Se A E g e X é um campo vetorial em M, então [A', X] = O, 
onde X é o levantamento horizontal de X. 
Demonstração: Definindo <Pt como no lema anterior temos, pelo comentário 
após o lema 2.2.1, <Pt,1 (5f:) =X. Então 
11 
Agora estamos em condições de demonstrar o seguinte 
Teorema 2.2.1 {Equação estrutural) A curvatura é uma 2-forma dada 
por n = dw + ~[w~ w]. 
Demonstração: Ji[w, w](Y, Z) = [w(Y). w(Z)]. Assim, basta provar a 
equação 
dw(YH, zH) = dw(Y, Z) + [w(Y), w(Z)j 
Por linearidade, é suficiente considerar três casos: 
Caso 1 (Y e Z são hori?.ontais). :Kesse caso, w(Y) = w(Z) O, yH = Y e 
zH = z. 
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Caso 2 (Y e Z são verticais). Tomamos Y = A1 e Z = B~ onde A, B E g. 
dw(Y, Z) = A;[w(B;)J- B'[w(A.ê)J- w([A.~, B;]) = -w([A.í, B']) = 
= -w([A BJ') =-[A B] = -[w(A.c), wWJJ = -[w(Y), w(Z)]. 
onde usamos o fato de que w(B') = B = constante. A equação é 
verificada nesse caso, pois ambos os lados se anulam. 
Caso 3 (Y vertical e Z horizontal). Podemos supor que Zp = Xp onde X é 
o levantamento horizontal de algum campo vetorial X em}\{, e Y = 
A1 para algum A E g. dw(Y, Z) = A' [w(X]- X[w(AC)]- w([A:, X]) 
pois, w(X) = O, w(A') = A = constante e pelo lema anterior. A 
equação é verificada nesse caso, pois ambos os lados se anulam. 111 
Como corolário da equação estrturaL obtemos a identidade de Bianchi 
Dfl=O. 
Mostraremos a identidade d!! = [0, w] (a identidade de Bianchi segue-se 
daí pois w se anula sobre campos horimntais): d!! = d(dw + ~[w, w]) = 
d2w+ H[dw, w]- [w, dw]) = [dw, w] = [dw+~[w, w], w] [!1, w]. Aqui usamos 
o fato de que [[w, w], w] =O, pela identidade de Jacobi para colchetes de Lie. 
Agora vamos estudar a curvatura definida localmente no espaço de base 
através de uma trivialização locaL ver como ela se comporta mediante uma 
transformação de gauge e analisar o caso em que G é um grupo de matrizes. 
Teorema 2.2.2 Para todo g E G, R~ O = Ad9 -1 O. 
Demonstração: 
R~ O R;(dw + ~[w, w]) = d(R~w) + ~[R;w, R;w]) 
= d(Ad9-:w) + ~[Adg-1 w, Adg-1w]) Adg-1 (dw + ~[w, w]) 
= Adg-1 n. 111 
O potencial de gauge Wu está relacionado à l-forma de conexão w por 
Wu = a~w E A1 (U, g), onde au é a seção local au : U --+ P associada à 
trvialização local T~. A intensidade do campo associado a Wu é Ou a~ O. 
Observamos que flu = a~D a~(dw+ ~[w,w]) = d(a~w) + ![a~w,a~w]) = 
dwu + ~ [ Wu, wu]. Ou seja, a intensidade do campo é escrita em termos do 
potencial de gauge da seguinte maneira 
2. Conexões em Fibrados e Teorias de Gauge 38 
Se N é uma variedade e G é um gTupo de Lie de matrizes, então para 
'P E N(N,g) e1/J E lV(N,g) pode-se verificar facilmente (ver [4]) que[ip,1/J1 = 
'P 1\ '1/J- ( -1 )'J 1/J 1\ ip, onde 'P e 1/J são consideradas matrizes de formas e 'P 1\ 1/J é 
uma multiplicação matricial onde onde as entradas são multiplicadas através 
de /\. Segue-se que se G é um grupo de matrizes, então 
fl=dw+w/\w e (2.7) 
Teorema 2.2.3 (transformação de gauge dos campos locais) Sejam 
Tu e Tu duas trivializações locais com função de transição 9uv : U n V ---+ G. 
Então, em U n V, flv Ad9 ;;-J flu. No caso de um grupo de matrizes, 
flv = g;;;_vlfluguv· 
Demonstração: ver [4] pg. 40. 111111 
Para concluir, observamos que tomando a intensidade do campo flu, a 
identidade de Bianchi fica dada por dflu = [flu, wu]. No caso de um 
grupo de matrizes, temos dflu flu 1\ Wu - Wu 1\ flu. 
2.3 Teorias de gauge 
Aqui mostraremos como as equações de Maxwell são um caso particular de 
equações de campo formuladas em termos dos potenciais de gauge, mais 
especificamente, das equações de Yang-Mil!s. Para tanto, é interessante es-
tabelecermos uma nova notação para os termos abordados na seção enterior. 
Denotaremos por F a expressão local da curvatura fl dada por uma 
trivialização local qualquer a, ou seja, F a*fl. O potencial associado será 
denotado por A = a* w. Como vimos anteriormente, o campo F é expresso 
em termos de A por 
1 
F= dA+ 2[AA]. 
e a identidade de Bianchi se escreve como dF = [F A]. Em termos de 
um sistema de coordenadas (U, x) de 1\!I, o potencial A e o campo F ficam 
dados por A= Audx~' e F= ~Fpvdx~' 1\ dxv. Lembrando as propriedades 
do diferencial exterior: d17(X Y) = X17(Y)- Yry(X) -17[X, Y], temos que 
Fuu = F( o~', 8v) =dA(&~', 8v) + [Au, Av} 
= opAu 8uAp-A[8u,8v]+[AwAv} 
'--v---' 
=0 
Fuv &pAu 8uAu + [Ap, Av]· 
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Ko caso em que g é uma álgebra de matrizes~ a expressão acima fica 
dada em termos das entradas por4 
Vale a pena ressaltar que, pelo teorema 2.2.3, se em relação a cartas 
distintas U e V o campo é dado por Fu e Fv, então 
Considere uma forma 71 a valores em g definida localmente no espaço de 
base 1\/[, definimos a derivada exterior covariante associada ao potencial A 
pondo 
D17 = d17 +[A 1J]. 
Como dF =[F A], temos que DF= dF +[A F] = dF- [F A], portanto 
DF=O (identidade de Bianchi) 
A indentidade de Bianchi, obtida a partir de propriedades puramente ge-
ométricas das conexões em fibrados, generali>a a primeira das equações de 
Maxwell (2.5) vistas anteriormente. A segunda equação em (2.5) é generali-
>ada pela equação de Yang-Mills *D* F = J; onde J é uma 1-forma a valores 
em g chamada corrente e o operador * é definido de modo natural para 
formas a valores vetoriais. A equação de Yang-:\1ills descreve a dinâmica do 
campo, ou seja, é obtida a partir do princípio da ação estacionária aplicado 
a uma densidade lagrangeana adequada. 
A seguir mostraremos como obter a equação de Yang-:V!ills para uma 
teoria de gauge cujo grupo estrutural G é um gTupo de matrizes e o espaço 
de base é A1 = JR-l,l (espaço de Minkowski). 
Em analogia com o eletromagnetismo, a Lagrangeana de Yang-:V!ills é a 
4-forma dada por 
1 
i:.yM = 2tr(F 1\ *F). 
escrevendo em coordenadas locais, temos LyM 
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Integrando sobre lvf, obtemos a ação de Yang-Mills 
Van1os primeiramente assumir que essa integra} converge: posteriormente 
mostraremos como aplicar o princípio da ação no caso em que tal integral 
não seja convergente (ver página 41). Vamos considerar uma variação do 
potencial dada por A, = A+ sJA onde o A E A 1 (A1, g) e s é um parâmetro 
real. Assim, a variação do campo (curvatura) fica dada por 
oF = :.,(dA,+A,AA,)I,=o 
d (~A,)+ (~A,)(\ A+ A l\ (~A,) I ds ds ds s=O 
doA+ o A l\ A+ A I\ o A 
doA+ [AJA] 
DoA 
ou seja, a variação do campo é igual à derivada exterior covariante da vari-
ação do potencial. '\"ão é difícil verificar que tr(w fi p.) = ( -1)pqtr(p. fi w). 
Como [w,p.] = w fi p.- (-1JPªp. fi w, segue-se que tr([w,p.]) =O. E daí 
concluímos que 
tr(Dw) = tr(dw + [Aw]) = d tr(w). 
Se w é uma p-forma e p. uma q-forma a valores em g com p+ q = 3, então 
O = J M d tr(w fi p.) = fvr tr(D( w fi p.) ). Segue-se daí que 
Lr tr(Dw fi p.) = ( -l)P+l Lr tr(w fi Dp.). 
Agora temos condições de encontrar a variação da ação de Yang-::V1ills 
-o tr(F fi *F) =- tr(JF fi *F+ F fi *o F) 1 ;· 11 
2 !Cf 2 M 
Lr tr(oF fi *F)= Lr tr(D5A fi *F) (2.8) 
= f tr(!iA fi D *F) },'V[ 
em (2.8) usamos o fato de que, para w, 1J E A2 (M, g), tr(wfl*7)) = tr(7Jfl*w). 
De fato: por linearidade, podemos supor que w = A ® w e 7) = B ® ij; 
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onde w e ij são 2-formas ordinárias em ]IJ e A. B E g: logo tr(w 1\ *1)) 
tr(AB e; w 1\ *fíl = tr(AB) ® (w, ij)vol = tr(BA) ® (ij, w)vol tr(1) 1\ *W). 
41 
Pelo princípio da ação estacionária, 5Sy M = O para qualquer variação 
5 A do potenciaL mas isto ocorre se, e somente se, a equação de Yang-:V!ills 
for verificada 
D*F =O. 
Se Au é o potencial em relação a uma trivilização (ou gauge) local, e Av 
em relação a outro gauge, vimos que a transformação de gauge do campo é 
dada por F v = g;;v1 Fu guv. O lagrangeano fica invariante por transformações 
de gauge: 
1 
2tr(Fv 1\ *F v) 
1 
2tr(g;;v1 Fuguv I\ g;;J(*Fu)guv) 
1 
= -tr(Fu 1\ * Fu) 2 
Lv rvr ( Au ) 
A invariância das equações de Yang-Mills frente a tranformações de gauge 
segue-se diretamente da invariância do seu lagrangeano. 
Ainda resta uma observação sobre a convergência da integral Svp,r (ação). 
Como estamos tomando um espaço de base JI<3,1 não compacto, a integral 
Sv rvr pode não convergir. Porém, podemos considerar variações o A de su-
porte compacto, i.e., nulas fora de algum conjunto compacto, de forma que 
a integral oSy ,~1 (variação da ação) é convergente e concluir. pelo que vi-
mos acima, que para variações o A com suporte compacto o princípio da 
ação oSvtvr =O é equivalente à equação de Yang-Mills. Tomando uma par-
tição da unidade sobre JI<3,1, concluímos que tal equivalência é válida para 
variações arbitrárias. 
Exemplo 2.3.1 O eletromagnetismo é uma teoria de gauge tendo U(1) co-
mo grupo estrutural. Considere o fibrado triviallR3•1 x 1.i(1). Nesse caso, 
temos um potencial A = A,dx" definido em todo o espaço de base JI<'l,l, o 
qual é uma 1-forma a valores em u(l) = iR 
Conforme vimos anteriormente, o potencial se transforma mediante uma 
transformação de gauge g da seguinte maneira 
A' A -1 ~ -1 I' = g ,g + gu,g . 
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Como U (1) é um grupo comutativo, temos que 
I ' -1 A'" = A'" , go'"g . 
Fazendo g = e-if, com f função real: gop.g- 1 
Portanto A~= A'"+ iO'"f' isto é 
A'=A+idf 
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que é exatamente a transformação de gauge do potencial eletromagnético (a 
menos do fator i) vista anteriormente (ver página 31). Em u(l) o comutador 
[ , ] é identicamente nulo, segue-se que o campo (curvatura) é dado por 
F = dA e a derivada exterior covariante se reduz a Dry = dry, portanto as 
equações de Yang-Mills reduzem-se às equações de Maxwell. 
No caso de uma teoria de gauge com grupo estrutural SU(2), temos o 
potencial dado por 
A = A'" "Tadx~" 
onde Ta = -iua, pois a álgebra de Lie .su(2) é gerada pelas marizes -iua, 
onde ua são as matrizes de Pauli. Pelas propriedades destas últimas, temos 
que 
O campo em termos do potencial é dado por 
Fiw = o'"Av- ovAl"+ [A.'", Av]= Fpv '"Ta 
F Q - " A " " A Q ' 2- A 8 A 'I j1V - Up, v - Uv J.l T Co.f3"'f jl., v · 
Vemos assim que, contrariamente ao caso do eletromagnetismo onde a ex-
pressão para o campo em termos do potencial é linear, numa teoria de gauge 
com o grupo não comutativo Sl:(2), aparece um termo quadrático no cam-
po e as correspondentes identidade de Bianchi e equação de Yang-Mills são 
equações não-lineares nesse caso. 
2.4 Conexões em fibrados vetoriais 
As conexões em fibrados vetoriais generali>am a derivação de um campo 
vetorial segundo uma dada direção do espaço. Até aqui, as teorias de gauge 
foram apresentadas através do conceito de conexão em fibrados principais. 
A seguir veremos brevemente como o potencial de gauge pode ser abordado 
através das conexões em fibrados vetoriais. O conceito fundamental que 
relaciona as duas formulações é o Transporte Paralelo. 
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Definição 2.4.1 Dado um fibrado vetorial1r : E ---t NI, uma conexão de 
Koszul \7 em E é uma aplicação 
\7: vect(NI) X r E --i> r E 
(Xc;) vxc; 
que satisfaz às seguintes propriedades: 
1
· v(X+Y)c; = \7xc; + \7 xc; 
2. 'Vx(c;+Ç)=Vxc;+vxÇ 
S. V JXc; = fv X c; 
4- v xfc; = X(f)c; + f\7 xc; "regra de Leibniz" 
onde f E C00 (1'vf) e vect(1J,f) é o espaço dos campos de vetores tangentes a 
M, i. e., vect(M) = r(TM). 
Seja 1r : E ---t M um fibrado vetorial de dimensão m sobre uma varieda-
de n-dimensional Me 1 :::; q:::; n. Considere o fibrado Hom(AqTM; E), cuja 
fibra Hom(AqTA1; E)r sobre rEM consiste do espaço das aplicações linear-
es de A qTr1\1 em Ero i.e., aplicações q-lineares alternadas de T:,1\1x · · · x Tr1vi 
a valores em Er. Assim podemos definir as formas a valores num fibrado E 
ou formas E-vetoriais. 
Definição 2.4.2 (Formas E-vetoriais) Uma q-forma E-vetorial é uma 
seção do fibrado Hom(AqTM; E). O conjunto de q-formas E-vetoriais será 
denotado por Dq(M: E). 
Dq(IVI:E) = r(Hom(.il.qTM;E)), q = L2 ... ,n; D0(M:E) =f E 
A ação de q-formas E-vetoriais sobre o produto "cunha" de q campos 
veroriais em M será denotada da maneira usual 
f.'· X1 1\ · · · 1\ Xq E D0(M; E). 
Considere uma carta (U, x) em lvf e um referencial { dx1 , ... , dxn} para o 
fi brado co tangente (TU)*. Se { s 1 , . •. , sm} é um referencial local para E 
sobre U, então J.l tem expressão local 
m 
J.t/u =L L:Sih;(dxi(!) 1\ ... 1\ dxi(q)) 
.i=l r 
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onde usamos o multi-índice I= (1 :S i(l) < · · · < i(q) :S n) e hj são funções 
diferenciáveis em U. Como 
Lhj(dxi(l) A··· Adxi(q)) E flq(M) 
J 
é interessante escrever I" E flq (1vi: E) da seguinte maneira 
m m 
I" lu= L si A ryi =L ryi A si, ryi E flq(AJ). 
.i=l j::::l 
Podemos definir o produto '·cunha" entre uma q-forma E-vetorial I" E 
flq(1vf; E) e uma p-forma diferencial ordinária w E f!P M. Primeiro defi-
nimos localmente: 
, I def Wnpu = 
m 





esta definição independe do referencial local para E, portanto pode ser es-
tendida para todo o fibrado. 
Definição 2.4.3 (derivada exterior covariante) Uma derivada exteri-
or covariante sobre um fibrado 1r : E ---+ AI é uma aplicação 
dil: f!P(M: E) -+ f2P+ 1(M: E), p =O, 1, ... , n 
linear sobre os escalares e que satisfaz à "regra de Leibniz": Para toda forma 
E-vetorial p e toda forma diferencial w em M 
dil (p A w) = dil p A w + ( -1 )degp p A dw 
Teorema 2.4.1 (Conexão e Derivada Exterior Covariante) 
Dada uma conexão de Koszul \7 num fibrado vetorial ?r : E ---+ 111!, existe 
uma única derivada exterior covariante dil tal que: 
dilCJ ·X= \7XCJ 
para todo campo vetorial X e toda CJ E r E= D0 (A1: E). 
Vale a pena mencionar que para toda I" E D1 (1\II : E) e todo par X Y 
de campos vetoriais, 
dr:; p · X A Y = \7 x (p · Y) - \7 y (p · X) - I" · [X, Y] 
= dr:;(p · Y) ·X- dil(p ·X)· Y- I"· [X, Y]. (2.9) 
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Seja {s 1 , ... , sm} um referencial local para o fibrado 1r: E---+ 1'vf. Como 
dr; Si E f! 1 (lvf: E) para cada i, então deve existir uma matriz m x m de l-
formas mf E f!1 },;[ tal que: 
m 
dRsi = L s.i 1\ -rvJ 
.]=l 
(2.10) 
as l-formas { wi} são chamadas formas de conexão relativas ao referencial 
{sr, ... , sm}· 
Considere duas trivializações locais <Pu e <l'>u· com U r U' f= 0 às quais 
estão associados os referenciais {s 1 , ... , sm} e {t1 , ... , trn}· Vamos denotar 
por { wj} as formas de conexão relativas ao referncial { tr, ... , trn}· Seja gj o 
elemento (i, j) da matriz da função de transição guu• em relação à uma base 
fixa da fibra típica v·, temos facilmente ti= g)sl + ... + gj"sm. segue-se daí 
a seguinte identidade matricial 
(2.11) 
a qual sio-nifica que " . gi:;?, = dgi ' " . ~igi 
.:'::> L.._.J J k k T L..J (.A,./ J k A expressão acima deve ser 
comparada com (2.6). 
Símbolos de Christoffel 
Considerando o fibrado tangente TM de alguma variedade 1'v!, definimos os 
símbolos de Christoffel através das l-formas de conexão 
onde os vetores a, são dados por uma carta local x". ?i'ote-se que 
\7 a,. ai F dn1 ai . a,. = L aj A mf . a, = L r~iaJ . 
.i .i 
Curvatura 
Considerando a derivada exterior de formas diferenciais ordinárias d, sabe-
mos que ddw =O para qualquer forma w E í?.(.M). No caso da derivada ex-
terior covariante ocorre frequentemente que dr;dr;a f= O, pois aqui não pode-
mos usar a mudança na ordem da derivação, em outras palanas, a derivada 
covariante não comuta. Intuitivamente, a curvatura é uma grandeza que 
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mede o quanto dFdF deixa de se anular, i.e., o quanto a derivada covaríante 
deixa de comutar. 
Considere um fibrado vetorial r. : E ---+ J\1 com uma conexão. Tomando 
u E fl0 (M: E), temos que a aplicação u ---t dF(dFu) é C 00 (M)-línear, de 
fato: para qualquer função diferenciável h, usando a regra de Leibniz 
é(dF(hv)) = dF(hdRO' + dh /\a) 
hdF;(dR) + dh (\ dRv- dh (\ dRv + d(dh) (\O' 
= hdR(dRv). 
Segue-se que dR(dRa) é uma 2-forma E-vetorial que varia linearmente em 
relação a a, portanto existe uma 2-forma '.l'\ E fl2 (M: Hom(E; E)) chamada 
curvatura da conexão tal que 
(2.12) 
Tomando um referencial local { s 1 , ... , sm} para E, '.l'\ é expresso em 
relação a ele pela matriz mx m de 2-formas ordinárias {RI} chamada formas 
de curvatura definida por: 
m 
dR(dR.si) L Rl (\ Sj· 
i=l 
Vejamos como relacionar as formas de curvatura com as formas de conexão 
{ wl} definidas em (2.10). A regra de Leíbniz nos dá: 
dR(dRsi) = dR(Lsi /\ wlJ = L_(dRsi /\ wJ +si/\ dwlJ 
i i 
portanto temos 
Ri = "'=i /\ ~k -'- dwi z L <Nk Wz ; i~ 
k 
de maneira mais compacta, podemos escrever simplesmente 
R= dw+ w/\ w 
onde R é a matriz [RJL w a matriz [wlJ e o produto/\ denotado na expressão 
acima é um produto matricial. Esta última expressão deve ser comparada 
com (2. 7) página 38. 
Verifica-se facilmente, usando (2.9) e (2.12), que 
')'\ (\ ()" . X (\ y = v X v y u - Vy v X()" - VI X,Y" ()". 
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Transformações de Gauge 
Um fibrado cujo grupo estrutural é o grupo C será chamado de C-fibrado. 
Definição 2.4.4 (C-conexão) Uma conexão de Koszul v num C-fibrado 
vetoTial x : E ~ IV! é dita uma C-conexão se a matriz de conexão asso-
ciada (2.10), quando vista como uma l-forma em lvf a valores em =t;:nxm, 
assume valores em L( C), a álgebra de Lie de C. 
1'\ote-se que esta definição está bem colocada pois, por (2.11), se as 
formas de conexão em relação a um referencial assumem valores em L (C), 
então o mesmo acontece em relação a qualquer outro referenciaL 
Considerando uma trivialização local <1'> 0 do fibrado numa vizinhança do 
ponto r E lvL podemos fazer C agir sobre a fibra Er, a qual é isomorfa ao 
espaço V da seguinte forma: 
mas esta ação depende da trivialização local: de fato, tomando outra trivi-
alização il'>p com funções de transição 9BcJ r) temos 
mas 9iJo(r)99ajJ(r)w) E C, logo faz sentido dizer que uma transformação 
linear T: Er ~ Er é dada pelo grupo C, ou "mora" em C, embora não de 
uma forma canônica. 
Uma Transformação de Gauge é uma aplicação C00 que a cada ponto 
r E M da variedade de base associa uma transformação linear Tr na fibra 
Er que "mora" em C. Mais precisamente, uma transformação de gauge 
T E f(End(E)) é uma seção do fibrado dos endomorfismos tal que T(r) 
mora em C para todo r E lvf. O conjunto de todas as transformações de 
gauge de E formam um grupo denotado por Ç. 
Cada transformação de gauge 9 E Ç indm uma transformação v >-----+ 
v9 para cada C-conexão v , dada por 
Verificar que v9 satisfaz as propriedades de conexão é um cálculo rotineiro. 
Para verificar que ela de fato é uma C-conexão, i.e., que suas formas de 
conexão "moram" em L( C), tomamos um referencial local { s1, ... sm}; sejam 
{(w9)f} as formas da conexão v9 e [w;] a matriz da transformação de gauge 
9 em relação a esse referencial. Pode-se mostar, com algumas contas, que 
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Lj 9k;w] = dgki + L;(w9 )1g;;, usando a notação de matrizes temos que 
gw = dg + wY g, esta última expressão é equivalente a 
wY = gdg- 1 + gwg-1 (2.13) 
Esta é a conhecida condição de gauge para o potenciaL segue-se daí que se 
w "mora" em L(G), o mesmo ocorre com wY. Concluímos então que \79 é 
uma C-conexão. 
Sejam dp e dF,g as derivadas exteriores co variantes associadas a v e \79, 
dP,g(dP,ga) = éo9(gdp(g-1a)) = gdp(dF(g- 1a)) 
= 9i"9 1\ a= g('Ji" /1 g-1a) 
Esta última expressão nos diz como a curvatura muda por uma trans-
formação de gauge. Em termos de matrizes temos R9 = gRg-1 , comparar 
com o teorema 2.2.3. 
Portanto, vimos como apresentar os conceitos de conexão, curvatura e 
transformação de gauge no contexto dos fibrados vetoriais. As equações de 
Yang-Mills podem agora ser introduzidas de maneira inteiramente análoga 
àquela desenvolvida anteriormente para fibrados principais. 
Capítulo 3 
, 
Algebras de Clifford e 
Spinors 
As álgebras de Clifford são construídas para facilitar o estudo das transfor-
mações ortogonais, permitindo:nos construir os grupos Pin e Spin (grupos 
de recobrimento do grupo ortogÕnal e subgrupos) e definir os spinors. Ou 
seja, as álgebras de Clifford se constituem numa ferramenta muito útil no 
tratamento de questões relacionadas à simetria. É natural, portanto, que 
tenham aplicações em teorias de gauge. 
3.1 Conceitos Fundamentais 
Seja V um espaço vetorial real munido de uma forma bilinear simétrica 
não-degenerada g. Tomando uma base {ei} para Y, o produto tensorial 
V 0 \l é um espaço vetorial tal que as expressões da forma ei 0 Cj formam 
uma base e, para u, v E Y, temos u0v = uiv1ei0ej. uma definição rigorosa 
do produto tensorial, no entanto, deve ser dada de maneira independente 
da base escolhida, para tal definição pode-se consultar [3] ou [12]. Podemos 
estender naturalmente o produto para r cópias do espaço V: 
Tomando a soma direta de todos os espaços Tr (Y) para todo r E N, onde 
To(Y) = iR, obtemos uma álgebra associativa com unidade 
oc 
T(V) = EfjTr(V) 
r=O 
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denominada álgebra tensoria!. Seja J o ideal de T(V) gerado pelo con-
junto A {x 0 x- g(x, x)lx E Y}, i.e., J = T(Y) 0 A 0 T(Y). A álgebra 
de Clifford associada ao espaço Y é denotada por Cf(Y, g) e definida como 
o quociente 
Cf(Vg) =T(Y)jJ 
Dada urna base {e;} r= r para o espaço real Y com a métrica g, a álgebra de 
Clifford associada a 1l é a álgebra associativa gerada pelos vetores da base 
{ei}7=1 satisfazendo à seguinte regra de multiplicação: 
CiCj -c CjCi = 2g(e;, Cj)· 
A definição dada pelo quociente, no entanto, é independente da base escol-
hida. Assim 1 é mais conveniente supormos que a base {ei}f=1 é ortonormal 1 
nesse caso ternos e;ei = g(e;, ei) = ±1 e e;ei + e.iei = O, se i 'f j. Lrn 
produto de k vetores distintos e;, , ... , eik é chamado de k-vetor e denotado 
por ei, , ... ,ik = ei, · · · eik· Qualquer elemento A E Cf(\l, g) pode ser escrito 
corno combinação linear de k-vetores com 1 :::; k :::; n. Denotando por Ak(V) 
o espaço vetorial dos k-vetores, ternos que a álgebra de Clifford se escreve 
corno sorna direta: 
n 
CL(Vg) = ffiAk(Y) 
k=O 
onde Ao(Y) iR, logo A = (A)o + (A)I + · · · + (A)n. onde ( )k denota a 
projeção de Cí(V g) em Ak(V). O conjunto de todos os produtos, ei, · · · eik 
com ir < · · · < ik para todo k = L ... , n, e a unidade 1 E iR forma urna 
base para Cf(V g). Pode-se verificar que dirnCf(V g) = 2n 1 . Quando não 
houver risco de cofusão, denotaremos a álgebra de Clifford simplesmente por 
Cf(Y). 
Dados A,. E Ak(V) e B, E A, (V), definimos o produto exterior: 
e o produto interno: 
se r, s >O 
se r = O ou s = O. 
1 :\essa dissertação, estamos considerando apenas as chamadas álgebras de Clifford 
üniversais. Pode-se definir álgebras sobre um espaço n-dimensional que satisfaz às regras 
do produto de Clifford e que têm dimensão inferior a 2n 1 ver [32]. 
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Outra operação importante é a contração, à esquerda e à direita, defini-
da a seguir: 
{ 
Ar e E 8 r :S s . 
O r > s · 
Os produtos se estendem por bilinearidade para toda a álgebra Ci'(V). Para 
dois vetores u, v E V, verifica-se com facilidade que uj v= (uv + vu)/2 = 
g(u,v) eu 1\ v= (uv- vu)/2. Observando que o produto 1\ é associativo, 
podemos dispensar os parênteses e escrever v1 1\ v2 1\ · · · 1\ vk E Ak (V), Vi E V. 
A seguir vamos definir algumas involuções dentro da álgebra de Clifford. 
As definições são feitas primeiramente sobre os k-vetores e estendidas por 
linearidade para toda a álgebra. 
• Reversão "' : 
(vr 1\ ··· 1\vk)- = vk /\··· llv, = (-l)k(k-l)/2v1 /\··· 1\vk. 
• Involução graduada - : 
para qualquer k-vetor Ak, Ak = (-l)kAk· 
• Conjugação de Clifford - : 
composição da reversão com a involução graduada, Ã =A--. 
As álgebras de Clifford Ci'(V) admitem uma Z2-graduação natural 
ct(V) =c e+ (V) e cr CV) 
onde ct+(V) = {A E Ci'(VJIÂ = A} é o espaço dos multivetores pares e 
Ci'-(V) = {A E Ci'(F)IÂ = -A}, dos multivetores ímpares. l\ote-se que, 
além de ser um subespaço, ce+ (V) é uma sub-álgebra de C i' (V), chamada 
sub-álgebra par. 
Agora enumeramos algumas propriedades das operação de contração e 
produto exterior cuja verificação é rotineira. 
Proposição 3.1.1 Sejam A E Ci'(V), Ar E ArW), E, E A, (F) e v E F 
1. ArJE,=(-l)FCs-l)E,lAr e Ar11E5 (-l)rsE,IIAr: 
2.vjA=~(vA-Âv) e v/\A=~(vA+.4v): 
S. uj(vrll···/\vk)=I;i(-l)i+lg(u,vi)vr/\···1\ 1\···1\vk. 
onde Vi indica que o elemento Vi está ausente da expressão. 
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Álgebras de Clifford complexas 
A rigor, podemos definir álgebras de Clifford para espaços vetoriais sobre 
qualquer corpo F. :\este estudo, estamos interessados apenas em espaços 
reais ou complexos. Seja (V g) um espaço real e v' = C® V o seu comple-
xíficado com a métrica g' estendida para v' por bilínearidade. Prova-se [32] 
que a álgebra de Clífford complexa Ct(V', g') é isomorfa à complexificação 
da álgebra real U(V, g), i.e. 
Ct(V', g') c:e C® C f (V g). 
Assim, uma vez estabelecida a classificação das álgebras de Clifford reais, a 
das álgebras complexas segue-se diretan1ente. 
3.2 Periodicidade das Álgebras de Clifford 
Vamos denotar por Ctp,q a álgebra de Clifford do espaço2 IRP•ª, i.e. Cfp,q = 
Ct(JR.P•ª). O Teorema3 a seguir estabelece isomorfismos importantes entre 
diferentes álgebras de Clifford. 




ce,,~ 0 cep,q 
ce2,o ® cep,q: 
c:e Cfo,2 ® Ctp,q· 
Além dos isomorfismos acima, temos ainda informação sobre os antiautomor-
fismos das álgebras de Clifford. Denotando a reversão- por 1 e a conjugação 
· por -1 temos a seguinte correspondência entre os antia utomorfismos 
E= ±L 
Como consequência desse importante teorema. podemos determinar qual-
quer álgebra de Clifford Ctp,q a partir das álgebras Cfo.1, Cf,,o, CC,,,, Cfo,2 e 
C€2.0. Mas pode-se verificar sem grande dificuldade que 
Cto.1 C, 
ce1.0 "' JR. e R 
ce,,, "' ce2,o "'M(2, iR), 
Cio,2 c:e lHL 
Como ilustração, mostraremos um dos isomorfismos acima. 
2 Ver página 2. 
3 Para a demonstração, ver [3]. 
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Exern.plo 3.2.1 (Cto,z c:o IHJ) 
H é a álgebra dos q·uatérnios gerada por i,fk (ver página 4). Seja 
{ e1 , e2} uma base ortonormal para JR0•2 
Os elementos de Clo.z são 1/J =a+ be1 + cez + de 1e2.· com a, b, c, dE iR. Das 
regras do produto de Clifford, segue-se que 
Um isomorfismo entre Cto.2 e IHI pode ser dado, por exemplo, pela seguinte 
correspondência 
Vejamos mais algumas consequências do teorema 3.2.1: 
Cto,4 ® Cf.p,q Céo,2 ® Ct2,o ® Cf.p,q c:o Cto,2 ® CJiq+2,p c:o Cép,q+4 
CJi4,o ® Cép,q c:o Cho ® CJio,2 ® CJip,q c:o Cf.2,o ® CJiq,p+2 c:o CJip+4,q 
e daí segue-se que 
Cf.p,q+S c:o Cto,4 ® Cto,4 ® CJip,q c:o Céo,s ® Ctp,q. 
L:sando o fato de que /vt(n, JR) ® M(m, iR) c:o Jvt(mn, iR) (ver [3]) e Cé1,1 c:o 
Ct2,0 c:o M(2, iR), podemos determinar a álgebra Céo,s· 
Cto,s Cf.o,4 ® C toA c:o Cto,2 ® Cl2,o ® Cto,z ® Cl2,o c:o 
CCo,2 ® Cto,2 ® Cho ® Ctz.o c:o Cf!2,2 ® Cf!z,o ® Ctz,o 
portanto 
Com isso mostramos que a periodicidade módulo 8 de Cf!p,q é dada por 
A partir desses ísomorfismos podemos ciassificar todas as álgebras de 
Clifford sobre espaços de dimensão finita. 
Teorema 3.2.2 (Classificação das álgebras de Clifford reais) 
Se n = p + q e [n/2] = (parte inteira de n/2), Cf!p,q é dada por 
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' p-q mod 8 I Ctp,q 
o I M (2in/2 , JR) 
i 1 M(21n/2'' JR) e M(2inft' JR) 
2 M (21n/2j, JR) 
Q i M(21n/2c,q 
" 
' 
4 I ;\.1(21n/2:-1, llii) 
5 ' M(21nf2'-l, llii) e M(21n12:-1, llii) 
6 M(21nf2:-l, K'li) 
7 I M(2Ín/2, C) I 
Embora forneça uma classificação completa das álgebras de Clifford, o teo-
rema 3.2.2 não mostra como construir explicitamente os isomorfismos. Ve-
jamos alguns exemplos úteis de isomorfismos entre álgebras de C!ifford e 
álgebras de Matri>es. 
Exemplo 3.2.2 (A álgebra de Pauli) A álgebra Ct3 é também conhecida 
como álgebra de Pauli. Pelo teorema 8.2.2, tal álgebra é isomorfa à álgebra 
das matrizes complexas 2 x 2. Podemos construir um isomorfismo explícito 
através das matrizes de Pauli: 
(3.1) 
Basta relembrar as regras de mutiplicação das matrizes de Pauli para ver 
que esta aplicação é de fato um isomorfismo. Pode-se verificar facilmente 
que a operação de reversão ~ em C€3 corresponde à conjugação hermitiana 
de matrizes 2 x 2 complexas. 
Como e1 e2 B ( 0 ~i), e2e3 B (? 0), e1 e3 B ( 7 (/ ) , os elementos 
de cet correspondem às matrizes da forma 
Assim, temos o ismorfismo de espaço vetorial 4 cet o= C:2 . Denotando o 
pseudoescalar e1e2e3 por I, é imediato ver que I 2 = -1 e f= -I. 
4 Esse é apenas um isomorfismo de espaço vetorial, como álgebras de Clifford, ternos o 
seguinte isomorfismo Ctt ::::: iEL 
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Exernplo 3.2.3 (A álgebra C€4) Sabemos 
euclidiano 4 -dimensional é isomorfa à M (2, 
dado explicitamente por 
que a álgebra C€4 do espaço 
Tal isom01jismo pode ser 
( o k) e3 B -k 0 . 
(3.2) 
Não é dificil verificar que tais matrizes satisfazem às regras do produto de 
Clifford. Observamos também que a reversão ~ em Ci'4 corresponde à trans-
posta conjugada de matrizes 2 x 2 quaterniônicas. 
Analogamente ao caso da álgebra de Pauli, verifica-se que os elementos 
de cct correspondem às matrizes da forma 
Assim, temos o isomorfismo de espaço vetorial Ci;i "" !HF. Nessa álgebra, 
escrevemos o pseudoescalar como es = eoe1e2e3, para o qual vale e52 = 1 e 
é5 = es. 
O centro de uma álgebra A é definido como o conjunto dos elementos 
z E A tais que za = az, 'ta E A. Verifica-se facilmente que o centro de Ci'p,q 
é dado por 
senépar 
se n é ímpar. (3.3) 
Lembrando a definição de sub-álgebra par da página 51, temos mais um 
resultado importante sobre a estrutura das álgebras de Clifford 
Teorema 3.2.3 Cl;,q ""Ciq,p-1 ""Ci'p,q-l ee Ct,i,p· 
Assim, a classificação das sub-álgebras pares é obtida diretamente do teore-
ma 3.2.2. 
Para concluir, observamos que a classificação das álgebras de Clifford 
complexas é mais simples do que no caso real. Denotamos por C!', (C) a 
álgebra de Clifford complexa sobre o espaço C' munido da forma bilinear 
g(z, W) = Z]W] + · · · + ZnWn 
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note-se que Cén(C) "" C 0 Cl(JH:P•ª), para quaisquer p, q com p + q n. 
Segue-se dos isomorfismos já vistos que 
CRn+2(C) ~ Ctn(C) .g; C€2(CJ, 
ce1 (C) :::: c e c~ 
Ct2(C) /vt2(C). 
Com isso, fica fácil verificar o próximo 
Teorema 3.2.4 (Classificação das álgebras de Clifford complexas) 
A menos de isomorfismo, as álgebras de Clifford complexas são dadas por 
A A(2k (C'' jVt ~-)~ 
/vt (2k C) 8 /vt (2k C), \fk E N. 
3.3 O grupo de Clifford 
Agora mostraremos como as álgebras de Clifford são utilizadas para a cons-
trução explícita de grupos de recobrimento do grupo ortogonal e subgrupos. 
Considere um vetor u E JRP,q tal que g( u, u) i' O (um tal vetor é chamado 
não-isotrópico). Qualquer vetor v E W•ª, pode ser decomposto num vetor 
paralelo e outro perpendicular a u, ou seja v= v1 +v_, basta tomar 
g(v,u) 
v, =v- u. 
- g(u,u) · e 
g(v,u) 
v,, = ( ) u. 
,, g u,u 
Denotando por Su a reflexão ortogonal em relação ao hiperplano perpendi-
cular ao vetor u, temos que 
Vale lembrar que det Su = -1. Vejamos como expressar a reflexão em termos 
do produto de Clifford: 
vu+m 1 1 Su(v)=v- ( )u=v-(vu+uv)u- =v-v-uvu-g u,u 
= Su(v) -uvu- 1 = uvu- 1 
Enunciamos um teorema importante cuja demonstracao pode ser encon-
trada em [3]. 
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Teorema 3.3.1 (Cartan-Dieudonêe) Qualquer transformação ortogonal 
T E O(p, q) pode ser escrita como um produto de reflexões em relação a 
hiperplanos perpendiculares a vetores não isotrópicos. 
A partir de,sas idéias, lembrando que nosso objetivo é estudar transfor-
mações ortogonais através das álgebras de Clifford, chegamos a uma defi-
nição natura!3. 
Definição 3.3.1 (Grupo de Clifford) O grupo de Clifford rp,q é o grupo 
gerado pelos vetores não isotrópicos de Ctp,q• ou seja 
r p,q '1,g {VI ... Vk E Ctp,q : Vi é não isotrópico }. 
Consideremos a seguinte representação do grupo de Clífford 
~:r p,q --t Aut(Ctp,q), ~(A)v = ÂvA- 1 
chamada representação adjunta contorcida. Observamos que ~(A) é uma 
transformação ort~onal quando restrita a JRP,q, assim podemos redefinir o 
contradomínio de ad 
~:r p,q __, O(p, q). 
:"iote-se que~( u) = Su para qualquer u não-isotrópico. Portanto, pelo teo-
rema de Cartan-Dieudonee, dado TE O(p, q) temos que T = Su, · · · Suk = 
~(u1 ) · .. ;;}J(uk) = ~(n1· · ·uk)· Portanto~ é sobrejetora, isto é 
~(r p,q) = O(p, q). 
Além disso, ker ad = IR {O} =IR*. De fato, dado A E r p,q• A= A+ +A_, 
onde A± E C/j,q- A E ker~ ==? ÂxA-1 = x, Vx E n;:_p,q ==? ±A±x = 
xA±, Vx. Usando a proposição 3.1.1: xJA_ = ~(xA_ + A_x) =O Vx, logo 
A_ = O. Segue-se que A é par e comuta com todos os vetores, i.e. A é par 
e A E Cen(Cfí.p,q)· Por (3.3), A E R Mas A é inversíveL logo A E R- {0}. 
Concluímos daí que 
r p,q ~ O( ) IR- {O} - p, q ' 
donde r p,q é um recobrimento de O(p, q). 
5 Em Benn-Tucker [3] o leitor encontrará uma definição ligeiramente diferente para o 
grupo de Clifford. A terminologia adotada nesta dissertação está de acordo com Lounesto 
[16]. 
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Como ;;J(u) é urna reflexão: 
assim. considerando o subgrupo dos elementos pares r;.q =r p.qnce;.q temos 
que 
r+ 
IR'. _I'{ o} :::,: SO(p, q). 
Observação: O grupo de Clifford r p.q pode ser definido como o grupo dos 
elementos s E Cép.q que têm paridade definida e tais que sxÇ 1 E ffi'.P•q V x E 
ffi'.M (ver [16] pg. 220): ou seja: 
rp.q ={sE ct;,q u ct;;.q I Vx E JRP.q sxs-l E ffi'.M}. 
Grupos Pin e Spin 
Para obtermos recobrimentos duplos, cujo núcleo é o gTupo 2:2 = {-L 1}, 
dos grupos ortogonais e de alguns subgrupos, consideramos uma norma N : 
Cép.q--+ R dada por N(A) = (ÃA)o e tomamos o subgrupo dos elementos 
unitários do gTupo de Clifford. 
Observando que N(AB) = N(A)N(B), VA, B E rp.q definimos os grupos 
Pin e Spin 
Pin(p,q) = {A E rp.q: N(A) = ±1} 
Spin(p, q) = {A E rt,q: N(A) = ±1} 
segue-se imediatamente que 
;;J: Pin(p, q) --+ O(p, q) 
;;J: Spin(p, q) --+ SO(p, q) 
portanto 
Pin(p,q) . ) 
., ""'O(p,q 
"-'2 
com ker;;Jip·. )={±1}=2:2 
'lnlp,q 
com ker;;Jis. ( ,={±1}=2:2 
. pmp,q, 
Spin(p, q) ~ SO( ) 
- p,q. 
2:2 
Concluímos daí que Pin(p, q) e Spin(p, q) são os recobrimentos duplos de 
O(p, q) e SO(p, q), respectivamente. 
Podemos t~mbérn utilizar a norma N- : Ci'p.q --+ IR'. definida por N-(A) = 
(ÃA)o, onde A é a conjugação de Clifford definida na página 5L Observa-
mos que N-(Ak) = ( -l)k N(Ak), para qualquer k-vetor Ak· Normalizando 
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o grupo de Clifford em relação a essa norma, também obtemos os grupos 
Pin e Spin. 
Restringindo-nos a certos subgrupos de Pin(p, q) e Spin(p, q). obtemos 
recobrimentos duplos de alguns subgrupos importantes de O(p, q) e SO(p, q). 
De fato, consideremos os subgrupos 
Pin+ (p, q) 
Pin~ + (p, q) 
Spin+ (p, q) 
= {AEfp,q:N(A) 1}, 
{A E fp,q: N~(A) = 1}, 
{A E rt,q: N(A) = 1}. 
Dado um elemento qualquer Ak = Vr· ""Vk E fp,q tal que N(Ak) = 
1, temos livrll···llvkil = N(vr)···N(vk) = N(Ak) =L logo devemos ter 
um número par de vetores Vi com li vi li < O (i.e., com Sv: E O_ (p, q)). 
Logo T = ;;.d( Ak) = Sv, · · · Svv E O+ (p, q). Se, por outro lado, tivermos 
2\((Ak) = 1, então (-llvriiJ · · · (-llvk!l) = 1 e assim devemos ter um número 
par de vetores Vi com li vi li > O (i.e., com Sv, E O'(p, q)). :\esse caso, 
T = ;;.d(Ak) E Ot(p, q). Concluímos daí que 
;;.d(Pin+(p,q)) O+(p,q), 
;;.d(Pin~+(p,q) = O'(p,q). 
Ainda ternos que Spin+(p,q) = Pin+(p,q) nPin~+(p,q), logo: 
e daí vêm os sei;uintes recobrimentos duplos 
Pifi+ (p, q)) /Z2 = O+(p, q), 
Pin~+(p,q))/2:2 = ot(p,q). 
Spin+(p, q))jZ2 = SO+(P. q). 
Para o caso em que n = p + q :s; 5 temos corno caracterizar os grupos 
Spin+ (p, q) e Pin(p, q) através do seguinte resultado [32]. 
Proposição 3.3.1 Se n = p + q :s; 5, então 
Spin+(p, q) ={R E ce;ª: RR = RR = 1} 
Pin(p, q) {R E cep,q: R= ±R, RR = RR =±I} 
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Exemplo 3.3.1 (Os grupos Spin(3) e Spin(4)) Pela proposzção 8.8.1 
temos que o grupo Spin(3) é composto dos elementos R E Cej· tais que 
RR = RR 1. Mas cet = CR0,2 = I'll, onde os bivetores correspondem aos 
números quaterniônicos puros e a operação de reversão corresponde à con-
jugação quaterniônica. Segue-se que Spin(3) pode ser identificado ao grupo 
dos quatérnios unitários Sp(l) o qual nada mais é do que o grupo SU(2), 
confoTme vimos no exemplo 1.1.2. Assim temos a identificação 
Spin(3) c:: S'C(2). 
Por outro lado. temos, Spin(4) = SL(2) x S'C(2). De fato, considerando 
a aplicação 
SU(2) x SU(2) --+ S0(4) 
(p, q) 1(p,q) 
onde T(p,q) é dado pelo pToduto quaterniônico 1(p,q)(x) = pxq-1 'ix E lR:" = 
IHI. Segue-se do teorema de Cartan-Dieudonee, que a aplicação acima é um 
epimorfismo de grupo com núclêo igual a Z2 (ver Porteous [21] pg. 182). 
Ou seja, SU(2) x SL'(2) é um recobrimento duplo simplesmente conexo de 
S0(4), portanto Spin(4) = SL'(2) x SU(2). 
3.4 Spinors 
Spinors são bem conhecidos por descreverem o estado de partículas em 
mecânica quântica. Na teoria de Pauli, por exemplo, o estado do elétron é 
descrito por um spinor que pode ser pensado como um elemento de C2 e, 
na teoria de Dirac, pode ser pensado como um elemento de C'. Cabe men-
cionar, no entanto, que spinor não é um conceito exclusivamente quântico e 
está presente na mecânica clássica [32]. A principal propriedade definidora 
dos spinors é o tipo de transformação que estes sofrem quando o sistema 
físico é submetido à ação de uma simetria (representação de grupo) que 
pode ser um elemento de 80(3) na teoria de Pauli ou de SO+(L 3) na teoria 
de Dirac. A representação de grupos simplesmente conexos têm, de certa 
forma, propriedades melhores do que de grupos que não são simplesmente 
conexos6 . Por essa razão, vamos considerar representações de grupos de 
recobrimento Spin+ dos gTupos de simetria. Dito isso, definimos7 
6 Para uma discução sobre esse ponto, ver [2] página 179. 
7No que segue, apresentaremos duas definições não equivalentes de spinor. Para dis-
tingui -las, usaremos a terminologia não-usual de spinors clássicos e algébricos. 
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Definição 3.4.1 (spinor clássico) Um spinor clássico é um elemento do 
espaço de representação irredutível de Spin+ (p, q). 
Observando que Spin+(p, q) é um conjunto de geradores de Ctt,q, vemos 
que as representação irredutíveis de Spin+ (p, q) são obtidas restringindo as 
representação irredutíveis de Ctt,q· Pelo teorema 3.2.3 temos uma classifi-
cação de todas as sub-álgebras pares como álgebra de matrizes ou como soma 
direta de duas álgebras de matri7.es. Portanto, podemos fazer uma carac-
teri7.ação completa dos spinors clássicos. No caso em que Cft,q = }vl(m, B:): 
onde I<: = R C ou lHí: um spinor clássico é um elemento de ;:zm. Quando 
Cfi,q = }0.(!, c<:) e M(l, :<:), novamente um spinor clássico é um elemento 
de :{i mas nesse caso temos duas representações irredutíveis P+ e P- não-
equivalentes associadas aos subespaços M(L :<:)e {O} e {O} e M(l, =z). Ele-
mentos do espaço de representação de P+ e P- são chamados de bi-spinors. 
O espaço dos bi-spinors carrega uma representação redutível Spin+ (p, q). 
Exemplo 3.4.1 (Cf3,o e C€1,3 ) Como Ctt0 o= O'o,2 o= lHl, um spinor clássico 
associado à algebra Ct3.o é um quatérnio. · 
Como Ctt3 o= C€3,0 o= M(2, C), temos que um spinor clássico associado 
à álgebra real do espaço-tempo Céu é um elemento de C'. 
Exemplo 3.4.2 (C4(C)) Como Ctt(C) o= Cf3(C) c= M(2, C) e M(2, C), 
temos que um spinor clássico associado à álgebra complexificada do espaço-
tempo Ct1.3(C) o= Ct4 (C) é um elemento de C2. Por outro lado, um bi-spinor 
é um elemento de C' que é exatamente o espaço dos spinors de Dirac da 
Mecânica Quântica Relativista. 
Vejamos agora outra definição de spinor. Considerando a representação 
regular L: Cfp,q --7 End(Cfp,q) dada por L(A)B = AB, temos que L deixa, 
em geral, vários subespaços invariantes. Estes são chamados de ideais à 
esquerda. Os ideais à esquerda minimais são exatamentes aqueles sube-
spaços invariantes I Ç CCp,q tal que L : Cfp,q --7 End(I) é urna represen-
tação irredutível. t:ma álgebra da forma A1(m, I<:) é uma álgebra simples, ao 
passo queM( m, IK) 9 A1(n, I<:) é uma álgebra semi-simples8 Agora estamos 
em condições de dar a seguinte 
Definição 3.4.2 (spinor algébrico) Um elemento de um ideal à esquerda 
mínima! de CCp,q é dito um spinor algébrico se Ctp,q for simples e um semi-
spinor algébrico se Ctp,q for semi-simples. 
8 Para uma discussão mais detalhada de tais conceitos) ver [3] apêndice A. 
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Observamos que um ideal à esquerda mini mal em ;\1( n, X) pode ser dado 
pelo espaço das matrhes cujas entradas são nulas com exceção da primeira 
coluna. Tal espaço é obviamente isomorfo a I'\!'. !\o caso de uma álgebra 
da forma A1(n, Z) e A1(n, X), um ideal I se decompõe como I= I 1 e I 2 , 
nesse caso, um ideal mini mal deve necessariamente ser da forma .:J e {O} ou 
{O} EJ .:J, onde .:J é um ideal mínima! em M(n, Z). 
Exemplo 3.4.3 (CC3 e Cl:4) Ct3 ~ M(2, C): nesse caso, um spinor algé-
brico é um elemento de ê. 
Ct4 ~ lv1(2, iH): aqui um spinor algébrico é um elemento de IYf. Note-se 
que em ambos os casos o espaço dos spinors é isomorfo à subálgebra par. 
Exemplo 3.4.4 (Ci4(C)) Ct4 (C) ~ A1(4,C), um spinor algébrico é um 
elemento de C que é exatamente o espaço dos spinors de Dirac da JVIecâ-
nica Quântica Relativista. 
Spinors Operatoriais 
:\as duas definições apresentadas até aqui, os spínors são vistos como objetos 
que estão sujeitos a operações de uma '·maneira passiva". Por exemplo, 
no caso dos spinors de Pauli; vistos como elementos de C2 ou Ct3j, onde 
f = (A g); tomando o isomorfismo C2 ~ ctt' podemos considerar os 
spinors como elementos da subálgebra par. Isso nos permite dar um caráter 
ativo ao spinor. De fato, fa7.endo o spinor iJ\ E cet agir através da operação 
J = iJ\e3;j) obtemos, de uma só vez, as grandezas observáveis associadas ao 
spin: J; = (Je;)o = q,ia;</J, onde q, E C.2 representa o spinor de Pauli no 
sentido usual, ver Lounesto [16] pg. 63. 
Para dar ao spinor este caráter ativo, vamos definir os spinors opera-
toriais como elementos da sub-álgebra par CCp,q ou de alguma sub-álgebra 
dela. Para tanto, ao invés de tomarmos um subespaço de representação 
regular irredutível (i.e. um ideal mínima! à esquerda), definimos os spinors 
operatoriais como elementos de um espaço de representação graduada irre-
dutível de Cfp,q que, em muitos casos, é a própria sub-álgebra par Cft,q. 
Dado a E Ctp,qo temos a = a+ + a_ E Ctt,q e CtJ;,q· Vamos escrever a 
representação p: Ctp,q---+ End(CP.%,q) como p(a) = P+(a+) + p_(a_), onde 
as representações P± são definidas do seguinte modo: 
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e, para definir p_, tomamos um elemento ímpar K E cer;,q e fazemos 
Se escolhermos ~< tal que K2 = L então9 é fácil verificar que p = P+ + P- é 
uma representação de Cl!p,q· 
A questão agora é saber se a representação pé redutível ou não. Suponha 
que exista um elemento par 'f/! E Ctt,q tal que 
(ry1 ) 2 1 e 7/JK = KiJJ· 
"\esse caso temos, Cf!.t,q = +cet,q e _Cf!t,q, onde ±Cf!t,q = cet,q~(l ± ry1). 
Verifica-se facilmente que as sub-álgebras ±Ci!t,q são invariantes pela ação 
de p. 
Se existir ainda outro elemento par 172 tal que ( 772) 2 = L 'f/2'1/1 = 1JJ1J2 e 1J2K = 
K1J2, então encontramos outras sub-álgebras invariantes por p: 
Continuando esse processo, quando não existirem mais elementos satis-
fazendo essas condições, temos uma representação irredutível. Com isso, fica 
justificada a próxima definição: 
Definição 3.4.3 (spinor operatorial) Os elementos de um espaço de rep-
resentação graduada irredutível de Cf!p,q são chamados de spinors operatori-
ais. 
Exemplo 3.4.5 Vejamos como no caso das álgebras C/!3 e Cf!4 o espaço dos 
spinors operatoriais é a própria sub-álgebra par. 
Seja {e1,e2,e3} Ç JR3 uma base ortonormal, e3 é um elemento ímpar cujo 
quadrado é ig·ual a 1. Em C€3 não existem elementos pares {além de ±1) 
que quadram 1, portanto a sub-álgebra par cet c::e C€0,2 c::e lHi é um espaço de 
representação graduada irredutível de C€3. Portanto, os spinors operatoriais 
de Pauli são elementos da forma a+ a12e1e2 + a13e1e3 + a23e2e3. 
Seja {eo,e1,e2,e3} Ç JJt uma base ortonormal, e3 é um elemento ímpar 
cujo quadrado é igual a 1. Em Cl'4 os elementos pares (além de ±1) que 
quadram 1 são ±e5 = ±eoe1e2e3, mas es não comuta com e3. Portanto a 
sub-álgebra par cet 0::: 1Hi2 é um espaço de representação graduada irredutível 
de cc4. 
9 Existem exatamente dois casos onde não existe um elemento ímpar com essa pro-
priedade: C.to.1 -::::::::C e Céc,2 :::=H. 
Capítulo 4 
Algumas Aplicações de 
, 
Algebras de Clifford em 
Teorias de Gauge 
4.1 Teorias de Gauge no fibrado de Clifford 
Conforme vimos no capítulo 2, o potencial de gauge é definido como uma 
conexão num fibrado principaL a qual é dada por uma l-forma a valores na 
álgebra de Lie do grupo estrutural. Tal definição pode ser levada natural-
mente para o contexto de fibrados vetoriais (Cap. 2 pg. 42). Y!ostraremos a 
seguir como qualquer álgebra de Lie de dimensão finita pode ser representa-
da numa álgebra de bi-vetores, esta última é a álgebra de Lie de um grupo 
Spin. Kesse sentido, formas a valores numa álgebra de Lie podem ser pen-
sadas como formas a valores numa álgebra de bi-vetores. Introdwiremos o 
fi brado de Clifford sobre uma variedade pseudo-riemanniana e mostraremos 
como o potencial(derivada covariante) e o campo( curvatura), que são formas 
a valores na álgebra de bi-vetores, agem neste fibrado através de comuta-
dores na álgebra de Clifford. 
4.1.1 A álgebra de Lie de Spin(p,q) 
O grupo de Clifford e seus subgrupos estudados no capítulo anterior são 
grupos de Lie, como pode ser facilmente verificado lembrando que toda 
álgebra de Clifford é isomorfa a uma álgebra de matrizes. 
Denotamos por ct;,q o grupo dos elementos inversíveis da álgebra de 
Clifford. A álgebra de Lie deste grupo é a própria álgebra de Clifford Cgp,q 
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com o colchete dado pelo comutador [a, b] = ab-ba. A aplicação exponencial 
é definida para a E CJ!.p,q, fazendo 1 
expa 
Como (expa)- 1 = exp(-a), temos exp(a) E CJ!.;,q. A série acima nos dá 
portanto a aplicação exponencial exp: .C(CJ!.;,q) = Cf!.p,q -------+ cf!.;,q. 
A álgebra de Lie do grupo de Clifford r p,p :::; ct;,q é uma subálgebra de 
CJ!.p,q· Para determinar .C(r p,q), observamos que X E .C(r p,q) se, e somente 
se, l'(t) = exp(tX) é uma curva em r p,q; se, e somente se, exp(tX) tem 
paridade definida e 
f(t) exp(tX)vexp(-tX) = Adexp(tX)(v) E JRP,q Vv E JRP•q 
Mas exp( tX) tem paridade definida se, e somente se, X for par. Pelas 
propriedades da aplicação adjunta, ver página 14, temos que Ad(exp(tX)) = 
exp(ad(tX)) e ad(X)(v) = Xv -vX. Portanto 
oc tn 
f(t) = exp(ad(tX))(v) =L 1 (ad(X))n (v), 
n=O n. 
logo f(t) E iRP•ª ~ ad(X)(v) = Xv-vX E W•ª. MasvX = vJX+viiX = 
-Xlv +X 1\ v, pois X é par. Assim X v- vX = 2Xlv. 
Portanto 
com isso, fica fácil ver que X deve ser uma soma de escalar com bivetor, ou 
seja2 : 
Agora podemos calcular a álgebra de Lie de Spin(p, q). Podemos nos 
restringir à sua componente conexa à identidade Spin+ (p, q). Basta ob-
servar que um vetor X E .C(r p,q) está em .C(Spin(p, q)) se, e somente se, 
N(exp(tX)) = 1. Mas X = a+ B E iR e A2(W•ª), logo N(exp(tX)) = 
1 A convergência uniforme desta série segue-se da convergência uniforme da ex-ponencial 
de matrizes. 
2 Vale lembrar que1 nesta dissertação: estamos considerando o grupo de Clifford definido 
segundo Lounesto [16]. No caso do grupo de Clifford definido por Benn e Tucker [3], a 
álgebra de Lie correspondente é Cen(C.tp.q) EB A2 (RP· 4 ). 
4. Aplicações em Teorias de Gauge 
exp(d') exp(tX) = expt(a B) expt(a + B) = exp(2ta) 
Portanto 
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1 =a= O. 
( 4.1) 
Assim. provamos que as álgebras de Lie dos grupos Spin são as álgebras 
de bivetores da álgebra de Clifford com o colchete dado pelo comutador3 . 
Vale a pena observar que .C(Spin(p, q)) = so(p, q), pois Spin(p, q) é o reco-
brimento duplo de SO(p, q). 
O teorema de Ado, ver [26] pagma 28L afirma que toda álgebra de 
Lie de dimensão finita admite uma representação fiel em dimensão finita, 
em outras palavras, toda álgebra de Lie de dimensão finita4 é isomorfa a 
alguma subálgebra de Lie de uma álgebra de matrizes. 
A partir deste resultado importante podemos mostrar que toda álgebra 
de Lie é isomorfa a uma subálgebra de so(n, n) .C(Spin(n, n)) = A2 (JRn,n ). 
Portanto, toda álgebra de Lie pode ser representada numa álgebra 
de blvetores. 
Observação: :\o artigo "Lie groups as Spin groups" [10], Chris Doran et 
AI. concluíram erroneamente, a partir deste fato, que todo grupo de Lie 
pode ser representado como um gTupo Spin (i.e., é isomorfo a um subgrupo 
~
de um grupo Spin). O grupo de recobrimento universal SLm(lR) de SLm(lR) 
não admite representação fiel em dimensão finita. L:m isomorfismo entre 
álgebras de Lie não implica, em geral, num isomorfismo entre os grupos cor-
respondentes. Esta implicação é verdadeira no caso de grupos simplesmente 
conexos (ver [34] pg. 101), mas infelizmente os grupos Spin+ ( n, n) não são 
simplesmente conexos em geral. ver Lounesto [16] página 220 (por exemplo: 
o grupo Spin+(3, 3) não é simplesmente conexo). 
Exemplo 4.1.1 A álgebra de Lie do grupo Spin(3) = S"C(2) é formada pelos 
quatérnios "puros .. , ou seja, é a álgebra gerada por i, j, k, a qual é isomorfa 
à álgebra de bivetores de C€3. 
No caso do grupo Spin(4) = S"C(2) x SU(2), observando que a álgebra de 
bivetores de C€4 é obtida a partir de Ctt sem escalares e pseudoescalares e 
lembrando do isomorfismo C€4 ""'A1(2, JHI) dado no exemplo 8.2 . .9, a álgebra 
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de bivetores é representada pelas matrizes da forma 
Em outros termos, a álgebra de bivetores é dada por pares de números 
quaterniônícos puros os quais formam precisamente a álgebra de Lie .su(2) x 
.su(2) do grupo SU(2) x 81..7(2). 
Do que foi discutido acima, concluímos que o potencial de gauge; uma 
l-forma a valores numa álgebra de Lie; pode ser visto como uma um l-
forma a valores numa álgebra de bivetores onde o colchete de Lie é dado pelo 
comutador na álgebra de Clifford. Este fato nos permite obter simplificações 
análogas àquela apresentada no exemplo 2.3.1 onde o potencial de gauge para 
uma teoria com grupo SU(2) assume valores na álgebra gerada por -iCJj 
(que é a mesma álgebra gerada pelos quatérnios puros) e as propriedades 
algébricas das matri?.es de Pauli Clj nos permitiram obter uma expressão 
mais simples para o campo F. 
4.1.2 O fibrado de Clifford 
Vejamos uma situação interessante onde aparecem as l-formas a valores em 
i\2 (V). Vimos na seção 2.4 como o potencial de gauge pode ser introdmido 
no contexto de fi brados vetoriais através de uma conexão de Kos?.ul V e como 
o campo, ou curvatura, R é dado por uma 2-forma a valores em End(E). 
Seja NI uma variedade pseudo-riemanniana e V uma conexão no seu 
fibrado tangente Tlvi, então a 2-forma R de curvatura é dada por 
Di?.emos que uma conexão em T M tem torção nula quando 
e se a conexão satisfi?.er 
Xg(Y, Z) = g(V x Y Z) + g(Y, V xZ), 
dí?.emos que a conexão é compatível com a métrica. Agora enunciamos 
um fato bem conhecido (ver, :Manfredo [9]). 
Teorema 4.1.1 (conexão de Levi-Civita) Dada uma variedade pseudo-
riemanniana lYJ. existe uma única conexão V tal que 
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(í) v é compatível com a métrica; 
(i i) v tem torção nula. 
tal v é chamada conexão de Levi- Civita. 
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A partir de fibrados vetoriais dados, podemos construir novos fibrados 
através de operações como soma direta e produto exterior, conforme visto no 
Capítulo l. Da mesma maneira, a partir do fibrado tangente Ti'vL podemos 
construir o fi brado de Clifford sobre JV[ cuja fibra em cada ponto m E M 
é a álgebra de Clifford Cf!(TmM) dada pela métrica de M e cujas funções 
de transição são aquelas dos fibrados soma direta e produto exterior, pois 
C/!(TmA1J = Ao(Tmlvl) 6Ar (TmM) é'3 · · · 6An(T;,,M) como espaços vetoriais. 
Dada uma conexão qualquer v em TA!f, podemos estendê-la para uma 
conexão em C f! (1vf); basta definir V para seções da forma f e r 1\ · · · f, eb onde 
f E coe (1\1!) e { e1 , ... , en} é um referencial local em T A1. Assim definimos 
vx(fer/\···1\ek)=X(f)er/\···t,ek + f(vxer)/\···1\ek + ··· 
· · · + fer 1\ · · · 1\ (v xek). 
)lote-se que esta conexão satisfa, a regra de Leibni7. em relação ao produto 
exterior: v x (A 1\ B) (v x A) 1\ B + A 1\ (v x B). Existe uma única conexão 
que concide com a conexão de T Me satisfaz a regra de Leibni7., portanto a 
conexão acima está bem definida independentemente do referencial. 
Quanto ao comportamento de V em relação ao produto de Clifford. pode-
se verificar facilmente a seguinte 
Proposição 4.1.1 Para qualquer X E f(TM) 
v X (AB) =(v xA)B + A(v XB), \IA B E r(C/!(1'\II)) 
se, e somente se, V é compatível com a métrica. 
-:\o que segue, consideraremos a conexão de Levi-Civita. Portanto a 
igualdade acima será sempre válida. Vamos tomar um referencial ortogo-
nal {er, ... , en} localmente definido em TM. Sejam Gi.ik suas constantes 
de estrutura dadas por [e;, eiJ = c;/ek e sejam m; as formas de conexão, 
definidas em (2.10), relativas a este referencial. Vamos denotar por ri/ os 
coeficientes das formas de conexão, ou seja 
veiei = ek(m1· e;)= ri./ek· 
Como a conexão tem torção nula, segue-se imediatamente que 
r . k r k k 
'.1 .ii = Cij . 
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A conexão de Levi-Civita pode ser expressa em termos da métrica g e do 
colchete por uma expressão que está na página 55 de ::V!anfredo [9], a quaL 
em termos de coeficientes, fica dada por 
onde os índices são abaixados através da métrica5 9i.i· Como estamos toman-
do um referencial ortonormaL esta expressão simplifica-se bastante: 
r;;k 
1 2 ( Ck;; + cki.i + c;;k) 
onde usamos o fato de que as constantes de estrutura são anti-simétricas nos 
dois primeiros índices. Com isso, concluímos que 
r;k; = -r;;k· 
Formas de conexão 
Vejamos agora como as formas de conexão, que no capítulo 2 formavam uma 
l-forma a valores numa álgebra de Lie de matrizes (página 47), podem ser 
vistas aqui como uma l-forma a valores numa álgebra de bi-vetores. 
1 
= f;kpCp = fikpeP = 2(fikpeP- fiqké) 
= ~fiqp(O%eP- ofeº) = ~fiqp ekj(eº !I eP) 
1 
= 4riqp(edeº !I eP)- (eª !I eP)ek) proposição 3.1.1 
= ek (~riqpeª A eP)- (~riqpeº !leP) ek, 
Definindo o bivetor 
temos que 
ve:ek = (-w · e;)ek =(r; ek- ek f;)= [r;, ek]· 
5Por exemplo: ei = .Qijej. Pode-se também levantar índices ei = _qijeh onde [gd] é a 
matriz inversa de [.Qij]-
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Pela proposição 4.1.1, temos que V',,(ei ···ei) = [I\,ei ···ei]logo, dado 
A = A;... .. sei ···é E Ci'(lvf), segue-se que 
V',, A= e;(A) + [I'i,A] 
onde, e;(A) = ei(A; .... ,s)ei · · · e5 • 
Concluindo, mostramos que existe uma l-forma L definida localmente 
em função do referencial {e1 , ... ,en}, a valores na álgebra de bi-vetores, 
dada por f( e;) = f1 e tal que, para todo X= fie 1 + · · · + fnen 
'ii'xA X(A) + [I'(X),A]. (4.2) 
Formas de Curvatura 
A curvatura da conexão pode ser expressa em termos dos bi-vetores I' i 
conforme veren1os a seguir. 
Vamos relembrar algumas simetrias do tensor curvatura de Riemann 
R;;kl = g(R(e;, e;)ek, ez), ([9] pg. 91): 
(i) Rijkl = -R;ikt, 
(ii) R;jkl -R;;lko 
(iii) R;;kl + R;kil + Rkijl =O. 
Agora introduzimos a 2-forma de curvatura 
""· lo k I 
''-'7. = -- "<iJ'kle 1\ e ' 
. 2 . 
a anti-simetria dos dois últimos índices nos permite demonstrar, de modo 
completamente análogo às formas de conexão f;, que 
1 
R(ei,ej)ek = ?_(R.i;ek ekR;;). 
l)sando a proposição 4.l.l. verifica-se facilmente que a expressão acima 
generaliza-se para qualquer A E f(Ci'(M)), ou seja: R(ei, e1)A ~(R;1A­
AR;;). 
A curvatura da conexão \7 em Ci'(JM) é dada por 
R( e;, e;)A =V',, V',iA- V',, V',, A- V',, e ,A, 
l t' ,IJ 
como \7 é uma extensão da conexão em Tlvi, R também é uma extensão da 
curvatura de Riemann em Tlvl. A igualdade obtida acima se escreve como 
(\7.\7.- \7 \7 - cj7\7 mJA = ~(R;;A- AR.i;), l .J .7 z . 2 . . \f A E f(Ci'(M). 
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:\"ote-se que R.;.i é o único bi-vetor com essa propriedade. Pois qualquer 
outro multi vetor satisfa,endo a igualdade acima deve diferir de R.;; por um 
elemento do centro de C€(Af). Mas o centro de uma álgebra de Clifford não 
contém bi-vetores. 
Agora estamos em condições de expressar R.;; em termos dos r;, de fato: 
usando a proposição 4.1.1, segue que 
vi(rjek- ekrj) = (virj)ek + rj(riek- ekri) 
- (riek- ekri)r j- ek('vir j): 
com isso, obtemos facilmente 
(vi vj- vj vi- CijmV mlek = 
=(vir i- v;ri +rir i- rirJ- c;rrm)ek-
-ek(v1rJ- v;ri +riri r;ri- CiJmr=)-
2\1as a expressão entre parênteses multiplicando ek é um bi-vetor, pois vir j = 
ei(r j) +rir i- r jr;. por (4.2), e o colchete de bivetores é um bivetor. Pela 
unicidade discutida anteriormente, temos que 
1 
_n·=vr·-v r--'-rT·-r·r·-cmr 
2 r\"'iJ i J .i t ' J t t J '-"ZJ m· 
Assim. obtemos uma expressão para a 2-forma de curvatura em termos 
da l-forma de conexão inteiramente análoga àquela para a curvatura de 
Riemann em termos dos símbolos de Christoffel. 
4.1.3 Formas a Valores em Álgebras de Clifford 
Vimos no Capítulo 2 a definicão de formas a valores num fibrado vetorial 
ou formas E-vetoriais. Esta definição pode naturalmente estender-se para 
as formas a valores em álgebras de Clifford, ou seja, formas a valores no 
fi brado de Clifford. Este último, por suave,, não precisa necessariamente ser 
obtido a partir do fibrado tangente de uma variedade pseudo-riemanniana. 
Podemos considerar, mais geralmente, o fibrado de Clifford obtido a partir 
de uma fibrado vetorial qualquer 1r : E ---t lvf munido de uma métrica g. 
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Obtemos assim o fibrado de Clifford Ci(E) cuja fibra em cada ponto p E 1\1 
é Ct(Eiv' g). T..:ma forma a valores em uma álgebra de Clifford é definida 
então cÓmo uma forma a valores num fi brado C€ (E). 
Se {e1, ... , en} é um referencial ortonormal definido localmente no fi-
brado (E, g), então uma forma a valores em ct(E) é dada localmente por 
uma combinação linear de expressões do tipo 
ei, · · · e;kf(x)dx' · · · dxi 
onde x = (x1 , ... , xm) é um sistema local de coordenadas em 1\1[. 
Dimakis e Müler-Hoissen [8] deram a tais objetos o nome de clifformas. 
Sejam A(x)dxi · · · dxi e B(x)dx1 • · · dxk duas clifformas, onde A(x), B(x) são 
seções de C€(E), definimos seu produto de Clifford da maneira natural 
(A(x)dxi · · · dx1)(B(x)dx1 · • · dxk) = A(x)B(x)dxi · · · dxidx1 · · • dxk 
onde A(x)B(x) é o produto de Clifford em cada fibra de Cf.(E) e dxdy 
é o produto exterior usual de formas diferenciais ordinárias. Da mesma 
maneira, as operações definidas numa álgebra de Clifford; como produto 
interno, contração e produto exterior; podem ser levadas para as clifformas. 
As formas de conexão e curvatura vistas acima são exemplos de apli-
cações das clifformas em teorias de gauge. Tais formas ainda aplicam-se em 
muitas outras situações, algumas das quais comentaremos brevemente. O 
leitor interessado pode consultar Dimakis e Müler-Hoissen [8]. 
Identidade de Bianchi 
Suponhamos que o fibrado 1r : E --+ _1\1[ esteja munido de uma conexão 
dada pelas l-formas de conexão wii e cuja curvatura é dada pelas 2-formas 
Ri i. Tomando um referencial ortonormal { e1, ... , en}, definimos as seguin-
tes formas a valores em Ci(E) 
1 .. 
w = -ei A Bj w21 4 e 
1 .. 
R = -ei 1\ e1· R'-' 4 . 
segue-se que a identidade de Bianchi dRj + wk 1\ R7 - w7 /\ Rk = O se escreve 
em termos de clifformas como 
dR + w 1\ R- R 1\ w = O. 
Além disso, a clifforma R pode ser expressa em termos de w através da 
seguinte expressão 
R= dw+w 1\ w. 
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Geometria dos grupos de Lie 
Seja G um grupo de Li e conexo, um co-referencial { 8~'} invariante à esquerda 
deve satisfa:oer à equação de Maurer-Cartan (1.4) 
de~' = - ~cv:~~' e" A e:~. 
Sejam X 11 os campos invariantes à esquerda correspondentes. Tomando uma 
métrica g invariante à esquerda em G temos o fibrado de Clifford Cf(TG) e 
definimos 
e 
então a equação de ::Vlaurer-Cartan é dada por 
onde • é o produto interno definido na página 50. '\o caso em que g é a 
métrica de Cartan-Killing, a equação assume uma forma ainda mais simples 
onde C= tC11 1\ Xw 
Este resultado aplica-se no estudo das teorias de Kaluza-Klein. Tais 
teorias interpretam simetrias de gauge "internas" como isometrias de um 
espaço-tempo aumentado. Conforme mostrado em [8], as clifformas per-
mitem obter de modo simples a expressão para a curvatura em teorias de 
Kaluza-Klein onde o espaço é dado por lvi x G sendo Af uma variedade 
n-dimendional e G um grupo de Lie m-diemnsional conexo que age como 
um grupo de isometrias sobreM x G. 
'\o que segue precisaremos da seguinte definição: seja { 791 , ... , 19n} o co-
referencial dual a {e1 , •.• ,en} no fibrado 1r: E----+ l'vf, definimos a seguinte 
clifforma 
Lagrangianos de Gauss-Bonnet 
Considerando a seguinte n-clifforma a valores em n-vetores 
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onde 
ou seja 
f:.p é chamado forma de Gauss-Bonnet. 
Combinações lineares de f:.p com p ;:: O são generali7.ações interessantes 
do Lagrangiano de Einstein-Hilbert 1:.1 da relatividade geral. As equações 
de campo dadas por estes lagrangianos ficam expressas de forma bastante 
compacta em termos de clifformas. 
Concluindo, os exemplos acima iiustram algumas das muitas aplicações 
em Física das formas a valores em álgebras de Clifford. 
4.2 Teorema de periodicidade (1,1) e soluções In-
variantes por transformações conformes 
Encontrar soluções para as equações de Yang-Mills6 é, em geral, uma tarefa 
extremamente difícil. 1\o estudo de equações de Yang-:\1ills no espaço de 
:V!inkowski, uma maneira de simplificar as equações é procurar por soluções 
que sejam invariantes por transformações conformes. Em [5] esta técnica 
é explorada usando o fato de que as transformações conformes do espaço-
tempo de Minkowski JH:1,3 são dadas por rotações num espaço de dimensão 
maior JH:2,4 que contém o hipertoro S1 x S3 visto como a compactificação 
conforme de ffi:1'3 . A teoria de Yang-:\lills é formulada sobre o hipertoro e 
as soluções obtidadas são levadas para JRL3 através da projeção S1 x S3 --+ 
JR1 ,3 . A vantagem desta aboradgem é que os elementos do grupo das rotações 
em JR2,4 são transformações lineares .. o que não ocorre com o grupo conforme. 
Assim, soluções das equações de Yang-Mills são encontradas resolvendo-se 
equações diferenciais ordinárias bastante simples, ver [5]. 
Os pontos do espaço-tempo JR1,3 podem ser vistos como paravetores da 
da álgebra Cé3, ou seja, como elementos de !R+ JR:l Ç Cf3, assim como !R2'4 é 
identificado ao espaço dos paravetores !R+ JR4,l Ç Cé4,1. 1\o capítulo anteri-
or, foi introduzido o grupo Spin(p, q) que, conforme vimos, age nos vetores 
do espaço JH:P,q através da representação adjunta contorcida. :\o que segue, 
6 Ver seção (2.3). 
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vamos introduzir o grupo $pin( q + L p) que, por sua vez, age nos para ve-
tores lPI. + l?J',q através da representação adjunta contorcida. Em particular, 
temos a representação ;;d: $pin(2A) --+ S0+(2A) e, pelo teorema de pe-
riodicidade (L 1), esta representação nos dá diretamente as transformações 
conformes do espaço-tempo de Minkowski ill:1•3 , conforme mostrado em [25]. 
4.2.1 Compactificação conforme 
Vejamos como mergulhar o espaço pseudo-euclidiano ffii.P•q no hipertoro SP x 
Sª contido em JE.P+l,q+l. 
Seja K Ç ffii.P+I,q+l o cone nulo contendo a origem, ou seja, K = { x E 
w+l,q+l : g(x, x) = 0}, onde g é a métrica pseudo-euclidiana em JEP+l.q+I. 
Vamos denotar os pontos de JR:P+l,q+l por w = ( u, z, v) onde z E ffiil'•ª e 
u, v E R Seja lvf a intersecção do cone nulo K com o hiperplano dado por 
v - u = l. Definimos a aplicação <f; : ffii.P•ª --+ Ai dada por 
dJ(z) = (g(z,z) -1. z. g(z,z) + 1). 
. 2 . . 2 
Verifica-se facilmente que <f; é urna isometria, portanto podemos identificar 
JR:p,q com a subvariedade 1\/I Ç K, a qual denotaremos por M(ffii.P•ª ). 
Seja w E ffii.P+l,q+l dado por w = (u,(x,y),v), onde (x,y) E ffiil'·ª· Tome 
r 1 = (u2 +xi+ .. ·+x~) 1 12 e r2 (v2 +yf+ .. ·+y~) 112 Entãog(w,w) = 
r f- r~. Portanto a subvariedade N de K dada por r 1 = r2 = 1 é difeornorfa 
ao produto de duas esferas, ou seja, N é um hipertoro 
Em Felsager [11 J pg. 565, mostra-se que existe uma transformação con-
forme levando M(ffii.P'ª) no hipertoro N = SP x Sª, esta transformação é na 
verdade uma projeção segundo as retas geradoras do cone K. É importante 
ressaltar que esta transformação associa a cada ponto de M (JR:P,q) um par 
de pontos antípodas em SP x Sª, portanto cada ponto do espaço ffii.P•ª pode 
ser representado por um par de pontos antípodas do hipertoro SP X sq. 
Em função dessa identificação, SP x Sª é conhecido como compactificação 
conforme de ffii.P,q. 
Vejamos como construir transformações conformes em ffii.P•ª usando a 
compactificação conforme vista acima. Seja TE O(p, q) urna transformação 
pseudo-ortogonal em ffii.P•ª. Obviamente, T preserva o cone nulo K, ou se-
ja, T(K) Ç K e o hipertoro SP x Sª é levado isometricamente num novo 
subconjunto T(SP x Sª) Ç K; projetando segundo as retas geradoras de K, 
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obtemos uma transformação conforme do hipertoro nele mesmo. Esta última 
pode ser considerada como uma transformação conforme de JRP•º. Temos as-
sim uma correspondência entre rotações de O(p + 1, q + 1) e transformações 
conformes de w,q. 
Deve-se observar, no entanto, que a correspondência acima não é injeto-
ra, pois a cada ponto de JRP,q corresponde um par de pontos antípodas de 
SP x Sº. Tal correspondência é de fato 2 para 1. Assim sendo, é natural 
definir o grupo conforme como 
C(p, q) = O(p + 1. q + 1)/Z2. 
4.2.2 ação de $pin(2,4) 
Pelo que vimos acima, algumas transformações conformes em JP!.L3 são obti-
das a partir de rotações em IP!.2'4 , estas, por sua ve7., podem ser dadas pela 
ação do grupo $pin(2A) = {g E CR4.1 : gg = 1} através da representação 
adjunta contorcida ;;:d : $pin+(2A) --+ SO+ (2, 4). Vejamos a seguir como 
obter as transformações conformes em 1FE1'3 diretamente a partir da repre-
sentação acima. De acordo com o capítulo 7 de [25], isso será feito através 
do Teorema 3.2.1 de periodicidade (1)) das álgebras de Clifford. 
Tomando o espaço dos paravetores lP!. + 1!«:3 Ç C€3 munido da métrica 
g(x, y) = (xfi)o, vemos que podemos identificá-lo com o espaço-tempo de 
Minkowski 1FE1•3 através da seguinte correspondência 
a qual é obviamente uma isometria. Da mesma maneira, o espaço IP!.2•4 , cujos 
pontos são dados por ( u, x, v) com x E IP!.1'3 e u, v E IP!., pode ser identificado 
aos paravetores lP!. + IP!."•1 Ç CR4,1 com a métrica g(x, y) = (xfi)o através da 
isometria 
3 
(u,x,v) E IP!.2•4 --+ (xo + "L,xdi +vf4 +uh) E lP!. + IP!.") 
i=l 
onde {J;}f=1 é uma base pseudo-ortonormal de 1!«:1,1. 
O teorema 3.2.1 nos garante que Cé4 •1 ce C€1,1 0 CR3.0· Portanto, Cé4.1 
é isomorfa à álgebra de matrizes 2 X 2 com entradas em Cf3,0, pois Cé1,1 ce 
lvt(2, lR). Já vimos que os para vetores associados ao espaço-tempo IP!.1•3 estão 
contidos em Cé3. Conforme veremos a seguir, é possível obter a subvariadade 
A1(1R1,3 ) Ç K, discutida no início desta seção, em termos de matri7.es com 
entradas em ce3. 
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Seja b E IR+ 1R"•1 um para vetor qualquer, b = xo + :Z:::~=l xdi +v /4 + ufs. 
Vamos fixar o bivetor j3 = f 4 fs e fazer a seguinte identificação 
i=L2,3. 
como fJ = 1 e J1; =-L temos que ef = 1. 
Assim temos que 
v+u" , ·v-u, b = xo + -2-(]4 + fs)..,.. -2-lf4 









xo - :Z::: x; e i )· 
Para caracterizar as matrizes b que pertencem a M(IR1•3 ), observamos 
primeiramente que, pela isometria dada acima, é imediato que b pertence ao 
cone nulo K se, e somente se, bb = O. A seguir, como discutimos anterior-
mente, tomamos a intersecção de K com o hiperplano dado por v - u = 1. 
Portanto 
ouseja~v+u=xX onde x=xo+Lxiei· 
Com isso, mostramos que as matrizes b que correspondem aos pontos de 
M(IR1•3 ) são da forma 
(4.3) 
Verifica-se diretamente que a aplicação 
E IR + JR'.l 
é uma isometria sobre a sua imagem M(IR.1•3 ). 
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Vamos usar a expressão matricial acima para obter transformações con-
formes no espaço-tempo através da ação do gTUpO $pin(2, 4) = {g E Cé4,1 : 
gg = 1}. Xovamente o teorema de periodicidade (L 1) nos garante que os 
elementos deste grupo pertencem ao espaço CC4,1 ::::: Céu ® Cé3,o, ou seja, 
cada g E $pin(2, 4) é da forma 
a, b, c, dE Cé3. 
Podemos efetuar rotações nos paravetores Tit + JFf:4.I através da represen-
tação adjunta contorcida;;:;]: $pin+(2,4)----+ S0+(2,4) dada por ;;:d(g)b = 
gbg-1 = gbg. Para isso usamos a correspondência entre os antiautomorfis-
mos estabelecida pelo teorema 3.2.1: 




= (xc+<i)- 1(xd+b) 
6 = (ex+ a)(cx +a) E R 
Com base na expressão acima, podemos encontrar as matri?.es de $pin+ (2, 4) 
que correspondem às transformações conformes de JP11•3 ::::: lP1 + ffi'l listadas 
abaixo 
• Translação x H x + h, h E R + JR'l 
• Dilatação x H px, p E IP1, p ;:: O 
( l/0
y75 o ) 
vP 
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" Rotação x r+ gxg, g E $pin+ (L 3) 
Os resultados aqui apresentados podem ser usados, por exemplo, no es-
tudo de soluções (da Teoria de Yang-"vfills) invariantes por transformações 
conformes, atacando estas últimas com as ferramentas das álgebras de Clif-
ford que, conforme vimos, através do teorema de periodicidade (1)), dão 
um caráter algébrico àquelas transformações. 
4.3 Construção de Monopolos e Instantons 
O espaço dos spinors algébricos7 associados à álgebra Cf.3 é C2 , logo pode ser 
identificado ao espaço dos spinors de Pauli. Conforme vimos no capítulo 
anterior, tal espaço é isomorfo à subálgebra par c~-. O espaço dos spinors 
de Dirac, por sua vez, é definido usualmente em "v1ecãnica Quântica Rela-
tivista como C". Conforme vimos, este é o espaço dos spinors algébricos de 
Ct4(C). Para os nossos propósitos, no entanto, v-amos considerar os spinors 
de Dirac dados pelos spinors algébricos de Cf.4 , uma álgebra real. Lembrando 
que Cé4 ::o Cf.1.3 ::o M(2, IH!), nesse trabalho os spinors de Diraé serão vistos 
como elementos de r&'; este espaço, por sua vez, é isomorfo à subálgebra par 
cet. 
A seguir, apresentaremos o teorema de inversão, que permite reobter 
os spinors (de Pauli e Dirac) a partir de seus covariantes bilineares [16]. 
Veremos então que tal teorema nos dá a estrutura das fibrações de Hopf 9 , 
5 1--53 --+ 5 2 no caso dos spinors de Pauli e 53 --+54 para spinors 
de Dirac, conforme demonstrado em [33]. Mais precisamente, o teorema de 
inversão nos fornece trlvializações locais das fibrações de Hopf. Os po-
tenciais de gauge, tanto de monopolos quanto de instantons, apresentam 
singularidades quando definidos no espaço de base 52 e 54 respectivamente. 
Com o teorema de inversão, obtemos extensões sem singularidade dos po-
tenciais para o espaço total 5 3 e 5 7 . 
7 Ver página 61. 
8 Para mais esclarecimentos a respeito dos spinors de Dirac como elementos de lP, 
pode-se consultar [33]. 
9 Ver página 23. 
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Monopolos 
U rn monopolo magnético de carga g situado na origem r = O do espaço 
tem um campo magnético B definido em JR'l independente do tempo tal que 
\7. B = 4Kgó3(r). Corno 6.(1/r) = -4Jr53 (r) e \7(1/r) = -rjr3, segue-se 
que o campo do rnonopolo é 
Assim, vamos estudar o rnonopolo através do campo B gr jr3 definido em 
1!1.3 - {O}. Tornando o potencial 
A = ( - gy . gx . o) 
r(r+z)· r(r+z)' 
vemos que \7 x A = B para r 'I -z. O potencial é singular sobre o eixo 
z negativo. É conveniente escrevermos o campo e o potencial em termos de 
formas diferenciais usando coordenadas esféricas (r·, e, cp): 
dr 
B = * 92 = g sene dB 1\ dcp, 
r 
Instantons 
A= g(1 - cos B)dcp. 
Seja F urna 2-forma a valores vetoriais definida em J!!.4, dizemos que F é 
auto-dual se * F = F. Lembrando a identificação entre J!!.4 e lE podemos 
considerar a forma diferencial quaterniônica 
Calculando dx 1\ dx', obtemos 
dx 1\ dx* = ( dx1 + dx2i + dx3j + dx4k) 1\ ( dx, - dx2i - dx3) - dx4k) 
-2{ (dx, 1\ dx2 + dx3 1\ dx4)i + (dx, 1\ dx3 + dx4 1\ dx2)j + 
+ (dx, 1\ dx4 + dx2 1\ dx3)k} 
com essa expressão, verifica-se facilmente que a 2-forma dx 1\ dx* é auto-
duaL Os Instantons são soluções auto-duais da equação de Yang-:V!ills com 
grupo SU(2). Consideremos o SU(2)-potencial A dado por: 
A(x) = Im{ xdx* } =.!, {xdx*- dxx*}, 
1 + jxi 2 2 1 + 
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Calculando [1] a curvatura desse potenciaL obtemos o campo auto-dual F 
F= dxAdx* 
(1 + lxl2 )2' 
chamado Instanton Fundamental. Note-se que o potencial apresenta uma 
singularidade no infinito oc. 
4.3.1 Teorema de Inversão para Spinors de Pauli 
Conforme vimos no exemplo 3.2.2, os spinors de Pauli <li E ce; 
<Ji = WJ + Wz€J€2 + W3€1€3 + ·w4e2e3, 
são representados por matrizes complexas da forma 
(4.4) 
(4.5) 
Definição 4.3.1 ( covariantes bilineares) Para cada spinor <li E Ctt estão 
associados os seguintes elementos 
O' = <li <li, J = <lie3 <li, 
S = <Pe1e2ijj, w = <Pe1e2e3<P, 
chamados covariantes bilineares. 
A motivação para esta definição vem das quantidades cmrariantes biline-
ares da Mecânica Quântica associadas aos spinors de Pauli q, E C2 : 
(J = q,t q,, J; q,tO';cp, 
S ··i[ } . i.i = 'P'2 O';,O'j 1J, w= q,tO'J0'20'3rj;, 
onde 0 = ( WJ : íw2 ) = q; ( 1 ) . 
' W3 -r- 'W4 0 
De fato, usando a representação matricial de <P dada pela expressão (4.5) 
e dos vetores e; dada pelas matrizes de Pauli, vê-se facilmente que as duas 
expressões para os covariantes bilineares se correspondem, ou seja 
J; = (Je;)o, Sii = (Se;ei)o. 
Se calcularmos J = <I>e3<P em termos de matrizes, temos 
J - ZJ, -221 Z1Z2 ( I 12 I ,z 2 , ) - * 2 I •2 ~ 2zzz1 lz2l -:Zll 
1 ) I ( *) ( O -i ) 1 , 2 1 ;2 ( 1 O O +2mZ2Zl Í O +;Zll -,z2 1 O _ 1 )· 
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Assim, temos que J é dado por 
J = (w1W3 + W2W4)e1 + 
(w1W4- W2W3)e2 + 
(I ·2 . ' 2 12 •2 W1l -t- 1w2l -lw3, -lw41 )e3. 
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Comparando com a expressão (1.7), vemos que, no caso em que <li= lz1l2 + 
lz2l 2 = 1, a aplicação <li c---+ J é exatamente a fibração de Hopf 53 c---+ 5 2 
Identidades de Fierz 
Os covariantes bilineares estão relacionados pelas seguintes identidades 
0"2 = -w2 
5 = €1€2€3J 
J2 = 0"2, 
(5ii = E.jikJk), 
conhecidas como identidades de Fierz. 
A questão levantada pelo teorema de inversão é a seguinte: dados O". J, 5 
e w, é possível determinar o spinor <li? Devido às identidades de Fierz, 
temos apenas três quantidades independentes J,, J2 e h, ao passo que o 
spinor de Pauli tem quatro gTaus de liberdade. Este grau de liberdade extra 
é considerado como relacionado a uma fase arbitrária. 
Considerando <li dado pela expressão (4.4), supondo que w1 +w2e1e2 'f O 
(ou seja, z1 'f O), temos que 
1 
2(<li + e3<lies) = w, + w2e1e2 = o:ee'"·8 
de forma que 
é um escalar não nulo. Segue-se que para algum escalar C temos 
1 - -
<li= <liC-(<li + e3<Jie3)ee,e.,e 
2 
= C, ( q;ij; + <lie3ij;e3)e'' e, e 
= C,(O" + Je3)ee,e-,e. 
Para determinar C1. fazemos 
- 2 
O" = <li <li = c, (O" + J €3) (<7 + €3 J) 
= Cf(2<72 + 20"J3) onde J3 = (Je3)o, 
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Segue-se daí que 
<li= 
Portanto, o spinor <f; = <li ( 6 ) é dado por 
. - 1 ( • J· ) i8 ( 1 ) rp- . crl -,- ,cr; e 0 v2(cr + J3) 
(4.6) 
onde e é uma fase arbitrária. Este é o Teorema de Inversão para spinors 
de Pauli. Para o caso de spinors em que z1 = O, basta aplicar uma rotação 
no spinor e utilizar a expressão acima que pode ser colocada na seguinte 
forma 
I a+ J3 ( 1 ) •e q, = V 2 J, +i.J.• e' · 
o-+ h 
:\o entanto, para relacionar o teorema de inversão com a fibração de Hopf 
é interessante estabelecer a expressão para o caso em que z2 i' O. 
Seja <li um spinor tal que z2 i' O, aplicando a rotação R= ere3 E Spin(3), 
obtemos um spinor <li' = R <li tal que z; i' O e a expressão acima é válida 
para 4;1• Vejamos como relacionar os covariantes bilineares. Primeiramente, 
é óbvio que cr' = cr. Além disso, J' = <P'e3<Íi1 = ere3<1ie3$e3e1 ere3Je3e1. 
Verifica-se facilmente que J; = -Jr, Jf = J2, J3 = -]s. Aplicando o 




Para obter o spinor 4;, devemos aplicar a rotação inversa <f; 
R = e3e1 = ( ~ 01 ). 
R1!/. Mas 
Concluímos portanto que a expressão para o teorema de inversão no caso 
que z2 i' O é a seguinte 
Note-se que z2 i' O <==>- J3 i' cr. 
4. Aplicações em Teorias de Gauge 84 
4.3.2 Spinors de Pauli e Monopolos 
Considerando o spinor de Pauli <P E C2 , temos que a = wi + w~ + w~ + wl. 
Assim, o conjunto dos spinors que satisfa7.em a = 1 pode ser identificado à 
esfera SB Pelas identidades de Fier7., para o vetor .J = .Jiei temos que 
ou seja, os vetores .J pertencem a S 2 Segue-se que para a = L a aplicação 
é uma aplicação de S 3 em S 2 que. conforme vimos na seção anterior. nada 
mais é do que a fibração de Hopf. 
Quando a = L as expressões para o teorema de inversão, 
._;l+.h( 1 )iB 
CfJl - V '? .11 +d·) e 
- l+J3 
para z, f O 
e 
jl - .J~ ( 1.J..=.ib.. ) . d;2 = \ ---" 1-h e'e 
. I 2 1 para z2 f O, 
correspondem a trivializações locais da fi bração de Hopf S 3 --+ S 2 definidas 
em S 2 -{pólo Sul} e S 2 {pólo Norte} respectivamente. 
Para determinar a estrutura do fibrado, devemos estudar a função de 
transição que relaciona as duas trivializações. Para isso, restringimos os 
abertos a uma vizinhança do hemisfério :\arte de S 2 e uma do hemisfério 
Sul, de forma que a interseção das vizinhanças é uma pequena faixa con-
tendo o equador S1. Assim, podemos tomar a função de transição co-
mo uma aplicação t : S 1 --+ S 1 , definida no equador J3 = O da es-
fera, com valores no grupo estrutural S 1 , tal que H( J,)i.J., )ei0 = 
l+Js N( 1l~~~·· )t(:p)ei0 , onde :pé dado porei"= .J1 + iJ2 . Para determi-
nar t(:p), note-se que J3 =O, logo 
Segue-se que t(:p) = .J1 +i.h = ei", ou seja, a função de transição t: S 1 --+ 
S 1 € a identidade. Este resultado está de acordo com o fato conhecido de 
4. Aplicações em Teorias de Gauge 85 
que a fibração de Hopf 53 ----+ S 2 é caracterizada pela classe de homotopia 
1 E Z "" 1r1 (S1 ). Está portanto justificada a afirmação de que o Teorema 
de Inversão para spinors de Pauli tem ligação estreita com a estrutura da 
fibração de Hopf 5 3 sobre S2 
Conforme vimos anteriormente, o potencial de um monopolo de carga 
g = 1/2 é descrito em coordenadas polares por A= ~(1- cos e)d<jJ, definido 
em JR3 -{0}. Singular sobre o eixo z negativo. Assim, vemos que o monopolo 
pode ser descrito por um fibrado pricipal com variedade de base IR:'l- {O} e 
f',TUpO estrutural S1 . 
Em vista do difeomorfismo !P13 - {O} "" S 2 x R considerando que to-
do fibrado sobre IR" é triviaL podemos considerar o fibrado restrito a S2 
como descrevendo o monopolo. Então ·vamos tomar o monopolo descrito 
por um fibrado principal sobre S 2 com g;rupo estrutural S1 ""V(l) descrito 
localmente pela V(1)-conexão 
A= ~(1- cose)d<jJ. 
Consideramos agora a fibração de Hopf S 1 S 3 ----+ S 2 e tomamos a 
seguinte V ( 1) -conexão definida sem singularidade sobre o espaço total S3 
Para verificar que A é de fato uma V(1)-conexão, vamos mostrar que sua 
expressão local satisfaz a condição de gauge dos potenciais expressa na defi-
nição 2.2.4. De fato, considerando uma seção U do fibrado e uma transfor-
mação de gauge agindo sobre ela <jJ = Uei8 obtemos facilmente que 
1 ' ' 1 ' ' 
"2(<fJ'd<fJ- (d<fJ')<P) = "2(U'dU- (dU')U) +ide 
que é extamente a condição de gauge para um V(1)-potenciaL 
Tomando uma seção local U da fibração de Hopf dada pelo teorema de 
inversão 
U-dJ-,;l+-h( 1 ) 
- ' - V 2 .;,:zJ.) 
1-rh 
temos que o V ( 1) potencial definido na variedade de base S2 é dado pelo 
pull-back: 
A= U* A= }:_(UtdU- (dU7)U) 2 ' 
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dU=dv~( 








Concluímos que o potencial A é definido localmente em 5 2 por 
Tomando coordenadas esféricas (e, cjJ): 
J1 = sení!coscjJ, J2 = sení!sencjJ, h= cosi!. 
é facil verificar que o potencial A fica dado por 
A = ~(1 - cos í!)dcjJ. 
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Concluímos que o potencial A, definido sem singularidade sobre 5 3 , é 
de fato uma extensão do potencial de monopolo de carga 1/2 definido sobre 
5 2 . Se tomarmos urna seção local Y dada pela segunda expressão para o 
teorema de inversão 
i"= __ 3 1--h - vl- J ( lJ..=:ih. ) 
2 1 
temos que o potencial A' = F' A definido localmente nesse caso é 
Conforme esperado, A e A' estão relacionados pela transformação de gauge 
A'= A+idcjJ. 
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4.3.3 Teorema de Inversão para Spinors de Dírac 
Conforme havíamos dito anteriormente, vamos considerar iHF como sendo o 
espaço dos spinors de Dirac. Tal espaço é isomorfo à subálgebra par Cet e, 
de acordo com o exemplo 3.2.3, seus elementos w E Cft 
w = a + ao1 eoe1 + ao2eoe2 + ao3eoe3 
+ a12e1e2 + a13e1e3 + 023e2e3 + 00123€5, 
são representados por matri?.es da forma 




onde q1 =a- a23i + a13j- a12k e q2 = ao123 + ao1i + ooú + ao3k. 
O spinor de Dirac ·lj; E I'1!2 é obtido a partir de w da seguinte forma: 
Definição 4.3.2 ( covariantes bilineares) Para cada spinor w E cet estão 
associados os seguintes elementos 
" = (wiii)o, 
S = we1ezW, 
w = (we5 iii)o, 
K = We3 iii. 
chamados covariantes bilineares. 
J=weoiii, 
A motivação para esta definição vem dos observáveis associados ao spinor 
de Dirac "usual" cp E C que são dados pelas seguintes quantidades covari-
antes bilineares: 
a= ifJr'P~ w = 'Pt"'fsifJ~ Jy = r..ptfpi.pl 
S ,tir.y r ]:o K oi·, -v rn JW = 'P 2l '"' Yv ,., J' = 'P '(5 ,,_,.. 
Quando estamos trabalhando no espaço de Minkowski IfEL3 , ao invés de 
usarmos a conjugação hermitiana do spinor cpt, as quantidades acima são 
definidas usualmente através do adjunto de Dirac (j5 = cpt lO· A multipli-
cação do conjugado hermitiano pela matri?. 'lo é necessária para deixar a 
equação de Dirac em forma covariante mediante a conjugação. J'\o caso do 
espaço euclidiano JR4, a equação de Dirac é covariante mediante a conjugação 
hermitiana e a multiplicação pela matri" lo é portanto desnecessária. 
No contexto da álgebra de Clifford do espaço IFE1'3 os covariantes biline-
ares são definidos em termos do spinor \1) E Cti,3 pelas mesmas expressões 
do caso C€4 com excessão de 
4. Aplicações em Teorias de Gauge 88 
Identidades de Fierz 
Os covariantes bilineares associados ao spinor de Dirac W E Ct;r estão rela-
cionados pelas seguintes identidades 
J2=u2-w2 J2=K2 
J K = (w- esu)S. 
Para dem_::nstrar as identidades de Fierz, vejamos primeiro a seguinte iden-
tidade WW = u + wes. Representando W matricialmente como em (4.8) 
e usando a representação matricial de eo, e1 , e2, e3 dada no exemplo 3.2.3 
temos que 
consequentemente: 
,T.ffi (' r2 . r j21J-'- ( * -'- *) 
"'"' = lqli -r iq2 ; • q1q2 , q2q1 es 
= (w~)o + (Wes ~)oes = u + wes, 
2 ~ ~ ~ 
·J = WeoW1lLe..oW = We0 (C7 + wes)eoW 
= W(u- wes)~ = (u- wes)W~ 
= (u- wes)(u + we5 ) = u2 - j, 
onde usamos o fato de que W, por pertencer à subálgebra par, comuta com 
o pseudo-escalares. A verificação das demais identidades de Fier>. é similar. 
Usando a representação matricial da álgebra Ct4 dada no exemplo 3.2.3 
e o fato de que es = eoe1e2e3 = ( ~ Õ), segue-se que w = 2Re(q2q]') e 




Comparando com a expressão (1.8), quando u 2 = w2 + J 2 = 1, vemos que a 
aplicação W >---+ w + J nada mais é do que a fibração de Hopf S3 - -S7 --+ 
s4. 
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:'\o caso da álgebra Ct1.3 do espaço pseudo-euclidiano !R1•3 , temos que 
e5
2 
= -1. Contrariamente à álgebra Ct4 , na qual e5 2 = 1. Como conse-
quência deste fato, as identidades de Fierz para o spinor \1! E Cf1.3 são as 
seguintes: J 2 = CJ2 + w2 . J 2 = -K2 e J K = -(w + e5CJ)S. Em particular 
2 2 2 J -w =CJ, 
portanto, nesse caso, não podemos estabelecer a mesma relação entre os 
covariantes bilineares e a fibração de Hopf vista acima, razão pela qual op-
tamos por tomar os spinors como elementos de ce;t. 
Vejamos agora como "recuperar" o spinor de Dirac a partir dos seus co-
variantes bilineares. Seja \1! E CtJ representado matricialmente por ( q, qq2 ). q2 1 . 
com q1 'f O. Escrevendo 1Ji como em ( 4. 7) tem-se que 
1 
2(\1! + eoWeo) =a+ a12e1e2 + a13e1e3 + a23e2e3 
Tomando a representação matricial do exemplo 3.2.3, vemos que os elemen-
tos da forma a+ a12e1e2 + a13e1e3 + a23e2e3 podem ser identificados aos 
quatérnios !HI através da relação 
Portanto podemos escrever 
onde p é um escalar positivo e U pode ser identificado com um quatérnio 
unitário, i.e., pertence a SU(2) ""Spin(3). Assim, podemos parametrizar U 
pelos ângulos de Euler 
Concluímos que 
é uma quantidade escalar. Portanto, existe um escalar C tal que 
w = C>J!(,j'; + eo,jieo)R 
= C(CJ + esw + Jeo)R, 
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onàe R E Spin(3) eo: Sl'(2). Como RR = RR = 1 e é5 = es e, com o auxílio 
àas iàentiàaàes àe Fierz, fazemos 
a+ e5 w = w(í) = C2 (a + esw + Jeo)(a + esw + eoJ) 
segue-se que 
= C2 (a2 + 2ae5w + 2aJ0 + w2 + weseoJ + Jeoesw + J 2 ) 
2 2 
=C (2a + 2aesw + 2aJo + 2.Joesw) 
= 2C2(a + esw)(a + Jo), 
C= -;=~1~:= 
y'2(a +.lo) 
onàe10 .lo = ( .J eo )o. 
Segue-se ào que foi visto acima que 
1 
W =~~~~(a+ esw + .leo)R. 
J2(a +.lo) 
O spinor àe Dirac '</; E IHf2, é àaào por '</; = \li ( 6 ) . Usanào a represen-
tação matricial àa álgebra Cé4 temos que 
onàe Q é o quatérnio unitário que representa o elemento R E Spin( 3). Este 
é o Teorema de Inversão para spinors àe Dirac. 
Analogamente ao caso ào spinor àe Pauli, o teorema àe inversão para 
spinors de Dirac no caso em que q2 f O pode ser obtiào através de uma 
rotação. 
Tomanào a rotação àaàa pelo pseudoescalar es = ( ~ 6) E Spin(4), 
obtemos o spinor W' = es W tal que qi f O para o qual vale a expressão acima. 
Quanto aos covariantes bilineares, temos obviamente a' =a, .J' = es.Jes = 
-.J e w' (es'lies(j)es)o = w. Aqui usamos o fato de que es anticomuta com 
vetores, comuta com elementos da subálgebra par e e5 2 = 1. Portanto 
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Aplicando a rotação novamente; obtemos 'ljJ = es'~!( assim chegamos à ex-
pressão para o teorema de inversão no caso q2 ;L O 
:\ote-se que qz ;L O = J - Jo ;L O. 
4.3.4 Spinors de Dirac e Instantons 
Agora mostraremos como generalizar a construção de um potencial sem 
singularidade para o caso de instantons. Conforme vimos, a construção do 
monopolo estava baseada na fibração de Hopf S1-- S 3 --+ S2 . A estrutura 
deste fibrado, isto é suas trivializações locais e funções de transição, é dada 
pelo teorema de inversão para spinors de Pauli. A descrição dos instantons 
é feita através de fibrados principais com grupo estrutural Sü(2) :::: S3 e 
variedade de base S4 . 
Descreveremos -o instanton íundamental i1l usando a fibração de Hopf 
S3 - - S 7 --+ S4 Quando J = ]q1l 2 + id 2 = L temos que o spinor 
de Dirac 1j; = ( ~; ) pertence à esfera S7 e, conforme vimos (pg. 88), a 
aplicação que o associa aos covariantes bilineares J e w é a fibração de Hopf 
S7 ----+ S4 . Lembrando das identidades de Fierz, J 2 + w2 = L ou seja 
(w, J1, Jz, J3, Jo) E S4 
e 
Quando J = L as expressões para o teorema de inversão, 
, /l+Jo ( 
'1-'l = v-2- 1 w- Jli ,hj- -hk 
1 + Jo 
para q1 ;L O 
para qz ;L O, 
correspondem a trivializações locais da fibração de Hopf S7 --+ S4 definidas 
em S4 - {pólo Sul} +---+ Jo ;L -1 e S4 - {pólo :\'orte} +---+ Jo ;L 1 respecti-
vamente. Restringindo os abertos de forma que sua interseção se reduza a 
uma pequena faixa contendo o equador Jo = O de S4 verifica-se facilmente 
que a função de transição t definida no (equador de S4 ) = S 3 a valores no 
grupo estrutural S3 é a aplicação identidade t : S3 --+ S3. :\'ovamente 
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verificamos que a função de transição pertence à classe 1 de homotopia de 
r.3 (S"C(2)):::: Z. Portanto, o Teorema de Inversão para spinors de Dirac nos 
dá a estrutura da fibração de Hopf 8 7 sobre 5 4 
De modo inteiramente análogo ao potencial de monopolo, definimos a 
S1;(2) conexão 
Para verificar que A é de fato urna SC.:(2)-conexão, vamos mostrar que sua 
expressão local satisfaz a condição de gauge dos potenciais expressa na defi-
nição 2.2.4. De fato, considerando urna seção local ( ~; ) do fibrado e uma 
transformação de gauge agindo sobre ela 
,p = ( ~~ ) Q, 
onde lq1!2 + lq2l2 = 1 e Q'Q =L obtemos facilmente que 
+Q"dQ, 
que é extamente a condição de gauge para um SC.:(2)-potencial. 
Tomando o pull-back pela trivialização local dada pelo teorema de in-
versão temos que 
nos dá o seguinte potencial A = ( ~; ) *A definido localmente na variedade 
de base 8 4 
onde 
K = w- J1i- hj J3k 
1 + Jo 
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Para escrever A definido em IR". necessitamos da projeção estereográfica 
5 4 ----+ R4 definida por 
X o 




i= L 2,3. 
Segue-se que K = xo- x1i- x2j- x3k = x'. Observando que 
I ,2 1- Jo X' ----
! - 1 + Jo' 
temos 
1 + Jo 1 
---= 
2 1 + ]x] 2 · 
O potencial de ga uge é portanto dado por 
A=~{xdx'-dxx*} 
2 1 -L ix]2 · 
' ' 
Concluímos que o potencial A definido sem singularidade sobre 5 7 , é 
de fato uma extensão do potencial de instanton fundamental definido sobre 
54. 
Conclusão 
Este trabalho explora as interligações entre três áreas do conhecimento: Ge-
ometria DiferenciaL através dos grupos de Lie e das conexões em fibrados 
principais; Álgebras de Clifford: e Física dos campos de gauge. As apli-
cações apresentadas no capítulo final evidenciam as vantagens de se utilizar 
uma linguagem matemática (grupos de Lie, fibrados, álgebras de Clifford) 
adequada para tratar certos problemas físicos. 
Através das formas assumindo valores em álgebras de Clifford mostramos 
a possibilidade de utilizar as propriedades destas álgebras para facilitar os 
cálculos no estudo de teorias clássicas de campo [8]. A abordagem das trans-
formações conformes através da ação do grupo $pin(2,4) certamente tem 
aplicações no estudo de soluções invariantes por transformações conformes 
das equações de Yang-Mills. '\"o estudo de monopolos e instantons através 
de fibrados principais sobre as esferas S 2 e S4 respectivamente, vimos como 
a projeção do spinor (de Pauli e de Dirac) nos seus covariantes bilineares 
coincide exatamente com as fibrações de Hopf. A possibilidade de consi-
derar o potencial como uma l-forma globalmente definida no espaço total 
do fibrado permite-nos uma descrição, livre de singularidade, dos monopo-
los e instantons. Essa é uma clara demonstração do poder das ferramentas 
matemáticas desenvolvidas pela geometria diferenciaL 
Quanto às fibrações de Hopf. comentamos o fato de que elas correspon-
dem à classe 1 de homotopia do grupo Z :o: x1 (S1 ) :o: x3 (S3 ). De fato, 
os fibrados principais sobre esferas sn podem ser classificados em termos 
da classe de homotopia de sua função de transição [29]. A quantização 
da carga elétrica a partir da existência de um monopolo magnético pode ser 
facilmente deduzida usando-se o fato de que os S1-fibrados sobre S 2 são clas-
sificados pelo grupo x1 (S1) = Z. Os monopolos magnéticos são, portanto, 
um interessante elo de ligação entre Topologia e Física. O mesmo acontece 
com os instantons, uma vez que é possível mostrar que esses objetos são 
os responsáveis pelo mecanismo de tunelamento quãntico entre diferentes 
e não-equivalentes estados de vácuo que surgem da quantização de teorias 
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de gauge não-abelianas. Para uma discussão sobre esse assunto bem como 
outras questões de interesse físico relacionadas, pode-se consultar K Huang 
[15]. 
As interligações entre topologia e física de partículas e campos é uma bela 
ilustração da reaproximação entre :V!atemática e Física e uma interessante 
área de pesquisa atual. 
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