In this paper we study the di erences between two logic theories for temporal reasoning, the Situation Calculus and the Event Calculus, and the implications of these di erences. We construct a new formalism that combines the advantages of both Situation and Event Calculus and avoids the problems of either. The new formalism is useful for general temporal reasoning in worlds with discrete and continuous change, and enables representation of a wide range of hypothetical temporal reasoning problems. We show that both Situation and Event Calculus are instances of this new formalism.
Introduction
The Situation Calculus ( 15] ) and the Event Calculus ( 14] ) are two well-known formalisms for temporal reasoning. Although the original versions of both formalisms were created with clearly di erent goals in mind and did not look alike at all, later simpli ed versions of both started to show more and more similarities. In 18] an Event Calculus-like time line has been incorporated in the Situation Calculus. More recently, in 13] a thorough comparison of the frame axioms of Situation and Event Calculus was made, and the similarities between the formalisms were highlighted.
In this paper we compare Abductive Logic Programming formalisations of the two formalisms. We consider the similarities between the formalisms suciently indicated in 13], and will instead concentrate on the di erences between them, hoping to nd an explanation for the strong and weak points of either, and to ultimately construct a new, more expressive formalism that combines the advantages of Situation and Event Calculus while avoiding their shortcomings.
In section 2 we brie y describe Abductive Logic Programming, its semantics and its use for representing incomplete knowledge, and the notion of abductive solution. In the following two sections then, the basic forms of Situation and Event Calculus are described. In section 5 we analyse the di erences between the two formalisms and the implications of these di erences. The sixth section contains a proposal for combining Situation and Event Calculus into a more expressive framework, and an application illustrating the use of this formalism. In section 7 we show that Event Calculus and | with an appropriate de nition of situations | Situation Calculus are instances of this formalism. We conclude with a discussion in section 8.
Abductive Logic Programming
An abductive logic program consists of a set of Horn clauses augmented with negation as failure P, a set of unde ned predicates A, and a set of general rst order logic constraints I.
The semantics of an abductive logic program is its Console completion semantics ( 4] ). Essentially, an abductive logic program is equivalent to the rst order logic theory obtained by completing the de nitions of all predicates in P that are not unde ned (Clark completion, 3] ), and adding the integrity constraints and Clark's equality axioms to the resulting theory.
In the sequel, we write clauses in the form A B 1 ; ::B n : and constraints as rst order logic formulae.
The clauses of an (abductive) logic program can be considered to de ne predicates (concepts) in terms of more primitive ones. Primitive predicates are simply de ned by a set of facts. In an abductive logic program some of the primitive predicates can be unde ned instead. Their truth value is not determined by the program, thus making it possible to represent incompletely known domains. In some cases however, there is at least partial domain knowledge which constrains the possible values of unde ned predicates. This knowledge is typically represented by FOL axioms, the integrity constraints.
The Situation Calculus
In this section we present an Abductive Logic Programming formalisation of the Situation Calculus. The basic concepts of the calculus are situations and actions. A situation is de ned as a period of time during which a certain set of properties hold. Actions are the cause of state transitions: if an action A occurs in a situation S, a new situation result(A; S) results. holds(P; S) means that property P is true in situation S. initiates(A; S; P) and terminates(A; S; P) denote that action A in situation S initiates or terminates the property P, i.e. immediately after A the property will be true (false).
The frame axioms of the Situation Calculus are:
holds(P; s 0 ) initially(P): holds(P; result(A; S)) initiates(A; S; P): holds(P; result(A; S)) holds(P; S); not terminates(A; S; P):
The above program can be read as follows under Console completion semantics: a property holds in the initial situation s 0 if it is initially true, and it holds in a later situation either if the action leading to that situation initiated the property, or if it already held in the previous situation and was not terminated by the most recent action. Otherwise, the property does not hold. 
The Event Calculus
The Event Calculus has a world view which di ers in some aspects from the Situation Calculus view. In Event Calculus there is one real line of time points.
Properties can hold or not hold at a certain time point. The formula holds(P; T) represents that P holds at time T. An event is the occurrence of an action at a certain point in time. The occurrence of an event E at time T is denoted by happens(E; T). Such event can initiate or terminate properties, depending on the action associated with the event. initiates(E; P) (terminates(E; P)) means that event E initiates (terminates) the property P. The atom act(E; A) denotes that event E consists of an occurrence of action A. We get the following frame axioms:
holds(P; T)
happens(E 1 ; T 1 ); T 1 < T; initiates(E 1 ; P); not clipped(T 1 ; P; T): clipped(T 1 ; P; T)
happens(E 2 ; T 2 ); T 1 < T 2 ; T 2 < T; terminates(E 2 ; P):
The meaning of an Event Calculus program is given by the Console completion of a logic program which consists of the above clauses and a set of program clauses de ning initiates, terminates, happens and <. Alternatively, instead of giving a de nition for happens and <, these basic concepts may be left unde ned. If new predicates are introduced in the de nition of any of the above, the de nitions of these new predicates are also completed or -if they are not completely known-they are left unde ned. Any FOL axioms in the theory are added to the completed program.
Actually, in most cases < will be unde ned. Any information about < is represented by FOL axioms. In Event Calculus, the order on time points must be a linear order, so the following axioms certainly need to be satis ed for all T 1 , T 2 and T 3 :
:
It has been indicated before, for example in 17] and 6], that not restricting time to a linear order leads to certain problems. Partial orders often give rise to undesired models by allowing events to be unrelated in time. This is especially a problem when actions can have context-dependent e ects. We will not discuss this point further here. Note, however, that the restriction to linear orders does not imply that the order must be completely known. We only require that in each model every pair of di erent time points is ordered in one way or the other. In which way is not necessarily xed by the theory. Another requirement we impose is that no more than one event can occur at one point in time, and each event can of course only happen once:
(happens(E; T) & happens(E ; T )) ) ((E = E ) , (T = T )) At the beginning of time, say at t 0 , there is a start event initiating all properties that are initially true. This is represented by including the following clauses in the de nition of the predicates happens and initiates:
happens(start; t 0 ): initiates(start; P) initially(P): If happens is left unde ned because it is not completely known, the happens fact above is replaced by a FOL axiom happens(start; t 0 ). The new predicate initially which occurs in the de nition of initiates can either be de ned by a set of facts (which is then to be completed as part of the de nition of initiates), or left unde ned if it is not completely known.
Of course, no events are allowed to occur before t 0 :
happens(E; T) ) ((t 0 < T) _ (E = start))
Note that, where in Situation Calculus there is always an initial situation, in Event Calculus the initial event can actually be omitted, creating a time line which is unbounded in past and future. In most applications however, an initial \state of the world" is a very useful concept. To facilitate a comparison of the calculi, we will always introduce it in our theory.
Again, we must indicate that the version of the Event Calculus used here is not the only one. For one, the Event Calculus has changed considerably since its original presentation in 14], and a number of simpli cations led to several formulations ( 7] , 21], 17], 12]) which are all slightly di erent. The above axioms are closest to those in 13].
A comparison of Situation and Event Calculus
It is clear that the Situation and Event Calculus share an important basic concept: that of properties initiated and terminated by actions. In 13] it was argued that with a number of rather small modi cations to both theory and notation, the formalisms can be made essentially equivalent.
However, in fact the di erences between the two formalisms are not unimportant and sometimes crucial, as we hope to demonstrate in this section.
We will illustrate the implications of these di erences using the well-known temporal reasoning problem domain of the Russian Turkey Shooting Problem.
The most important properties (or uents) in this domain are loaded, indicating that a gun is loaded, and alive, indicating that a turkey is alive. Basic actions are load (with the e ect that the gun becomes loaded), wait (which has no e ect), shoot (which unloads the gun and kills the turkey if the gun was loaded), and spin which has an indeterministic e ect on the gun (it may or may not become unloaded).
In the Situation Calculus, the e ects of these actions are represented by the clauses initiates(A; S; loaded) A = load: terminates(A; S; loaded) A = shoot: terminates(A; S; alive) A = shoot; holds(loaded; S): terminates(A; S; loaded) A = spin; goodluck(S): where goodluck=1 is an unde ned predicate. This immediately illustrates how indeterminism, and in particular actions with indeterministic e ects, can be modeled in an abductive logic program: an unde ned predicate is introduced representing the piece of missing information. The e ect of an indeterministic action then depends on the actual truth value of this predicate, which is not determined by the program (though it may follow from additional constraints).
The Event Calculus representation of this domain knowledge is the following:
initiates(E; loaded)
act(E; load): terminates(E; loaded)
act(E; shoot): terminates(E; alive)
act(E; shoot); happens(E; T); holds(loaded; T): terminates(E; loaded)
act(E; spin); goodluck(E): where goodluck=1 is again an unde ned predicate. Note that in a speci c scenario the theory will also contain a de nition of act. Alternatively, for example in planning problems, act can be incompletely known and therefore unde ned.
We will use some temporal reasoning scenarios in this problem domain to illustrate the di erences between Situation and Event Calculus we are discussing in the remainder of this section.
Major Di erences between the Calculi
Basically, both Situation and Event Calculus describe the truth values of uents and the way these values change over time because of actions. However, three major di erences can be distinguished in the approaches. These are:
the use of branching time in Situation Calculus versus linear time in Event Calculus the explicit use of situations in the Situation Calculus. This introduces a notion of \previous state of the world" which is absent in Event Calculus. Related to this is the di erent formulation of the frame axiom in the two formalisms. the assumption that state transitions are functions, which is re ected in the special naming mechanism for situations in the Situation Calculus (names are uniquely determined by what has gone before). This assumption is absent in Event Calculus.
We illustrate the implications of these three di erences for knowledge representation and problem solving below.
Branching Time
The importance of the rst di erence, the use of branching versus linear time, came to our attention during an attempt to provide a transformation from temporal domain descriptions in the A language ( 9] ) to Abductive Event Calculus theories. Where a transformation of A to Abductive Situation Calculus was established and proven sound and complete in 5], our proposed transformation to Event Calculus was incorrect. A detailed analysis pointed out that the problem could not be xed by modifying the transformation, but was actually inherent to the Event Calculus, and in particular to its linear time structure.
The problem concerns the representation of hypothetical statements of the form \If A would have happened, then B would hold". Such statements can be correctly represented and reasoned with in branching time theories like A and Situation Calculus. The intended conclusions of such statements are entailed by the theory, thus enabling powerful forms of hypothetical reasoning.
At rst sight, this kind of hypothetical reasoning can be handled equally well using a form of abductive reasoning in a linear time theory. But however obvious this would seem, it is absolutely not true. The following example clari es the point.
Assume we have the following information: initially there is a living turkey and a loaded gun. Then, a spin event (with indeterministic e ect) and a shoot event occur. We also know that, if the spin event had been followed by waiting instead of shooting, the gun would still have been loaded. Question is: can the turkey be alive after the shooting ?
The answer is obviously no. Indeed, we know that after the spin event the gun would still have been loaded if we had waited instead of shooting. Therefore, the gun must have been loaded after spinning, which leads to the conclusion that shooting must have killed the turkey.
An abductive logic programming representation of this problem in the Situation Calculus (so, using branching time) looks as follows. The initial situation is described by the facts initially(loaded): initially(alive):
and we represent the knowledge about the hypothetical situation (which is not determined by our knowledge of what has gone before -spinning has an indeterministic e ect) by a FOL axiom holds(loaded; result(wait; result(spin; s 0 ))) Note that this axiom, though expressed in terms of the holds predicate, actually constrains the possible values of goodluck, the only predicate which is not completely de ned in terms of others. Indeed, the abductive logic program has two models: one in which goodluck(s 0 ) is true and one in which it is false. In the former model, we can derive :holds(loaded; result(spin; s 0 )), and therefore :holds(loaded; result(wait; result(spin; s 0 ))), from the program clauses. This is inconsistent with the above axiom, so this model of the program clauses is not a model of our theory. The only valid model is the one with goodluck(s 0 ) = false. In that model, we nd holds(loaded; result(spin; s 0 )), from which we can deduce, using the clauses for termination of properties, that :holds(alive; result(shoot; result(spin; s 0 ))) This is indeed the intended result.
In Event Calculus (linear time), the representation which springs to mind is the following: since we want to reason about hypothetical events, we assume incomplete knowledge on the events that happen and their order. Therefore we declare happens and act as well as < to be unde ned predicates. This ensures that for every hypothetical sequence of events, there are models in which this sequence occurs. If we want to represent knowledge about a hypothetical situation, we do this in a way very similar to that in Situation Calculus, by an axiom of the form \if this sequence of events happens, then this formula will hold afterward". To simplify our notation, we rst de ne a new predicate int events=2. int events(T; T ) indicates that one or more intermediate events occur between T and T .
int events(T; T ) happens(E 0 ; T 0 ); (T < T 0 ); (T 0 < T ):
In this particular example, the initial situation is given by the facts initially(loaded): initially(alive):
Our knowledge about the hypothetical evolution of the world above can be represented by the following axiom:
( 
; T)) ) holds(alive; T))
Sadly enough, this is not a correct representation. Indeed, due to the linear time constraint, the lefthandside of the axiom and the lefthandside of the query can never evaluate to true in the same model. Either e 2 can follow e 1 without intermediate events, or e 3 can, but not both. Therefore, our axiom has no in uence at all on any useful answers to our query (those answers in which the query's lefthandside is true), where it should have provided us with extra information.
This boils down to the following: for each sequence of events, our theory has at least one model in which that sequence occurs. However, within one model, there can only exist one sequence of events. In general, combining information about two unrelated sequences of events (for example a real and a hypothetical one in this example) is not possible within the formalism, because one sequence always excludes the other.
On the other hand, it should be mentioned that using meta-reasoning on the formalism we can indeed reach the desired conclusions. This is due to the fact that meta-reasoning allows one to consider di erent object-level models in one meta-level model. As a result, if we restrict time to a linear order we can still perform hypothetical reasoning by reasoning on the formalism, but we can not model hypothetical reasoning within the formalism.
Using a branching time line as in Situation Calculus, on the other hand, we nd all hypothetical sequences (branches) of events in one model. This allows us to combine information about these branches, and therefore to perform hypothetical reasoning within the formalism. We will show in section 6 how the explicit assertion of hypothetical events in a branching time formalism based on Event Calculus yields a similar solution.
We can conclude that it is not su cient that there exist models for each hypothetical situation: we need all di erent hypothetical situations in the same model if we want to reason on them and on how they relate to each other within the formalism. That is why branching time is necessary for hypothetical reasoning, and the use of abductive reasoning in a linear time theory is not an adequate alternative.
Situations and the Frame Axiom
A second di erence between Situation and Event Calculus is the formulation of the frame axiom. In Event Calculus something holds if it was initiated at an earlier time point and not terminated between that time point and the current one. In Situation Calculus something holds if it was initiated by the last action, or if it held in the previous situation and was not terminated by the last action. Under certain conditions these statements are just two equivalent formulations of the same axiom, as shown in 13].
But these conditions are not always satis ed. For example, the Situation Calculus axiom assumes the existence of a notion of \previous state of the world". Time is in a sense considered a row of blocks (situations) instead of a continuous line. All change is discrete and happens instantaneously between two situations. Within one situation the world does not change: situations are atomic.
In the Event Calculus time can be a continuous line. The period between two actions is not an atomic entity, it is still a line of time points where each time point has an independent existence.
On the other hand, if we look at the Event Calculus frame axiom, we see that only events can initiate or terminate properties, so also in Event Calculus all time points between two consecutive events are equivalent in the sense that the same properties hold at all these time points.
Yet in this case, this \discreteness" is due to an axiom we are using and not to a basic concept, which makes it easier to remove it. For example, if we want to model any type of continuous change (the classical example of lling water tanks springs to mind), in the Event Calculus we only need to add an extra axiom describing such change, without modifying the existing axioms. Extensions of the Event Calculus to model continuous change have for example been proposed in 22] and 23].
As shown in 19], it is possible to extend the Situation Calculus to deal with continuous change as well, though the extension requires more substantial modi cations to the formalism than in Event Calculus. The introduction of an Event Calculus-like time line as in 18] and 19] is a necessary rst step. In 19] properties are then divided into two classes: discrete uents and continuous parameters. The former behave like properties in the classical Situation Calculus, the latter have a more complex behaviour and can for example change their value continuously within one situation.
Circumstances in which the di erent formulation of the frame axiom is important do occur sometimes in temporal reasoning applications even when a discrete time structure is present. This is for example the case if derived properties are allowed, in which case we are confronted with a form of the rami cation problem ( 10; 11] ). Derived properties are properties de ned in terms of others by rules like holds(dead; T) not holds(alive; T):
Such rules are added to the de nition of holds in the theory before completing that de nition.
This kind of rules interacts incorrectly with the Situation Calculus frame axiom, as indicated among others in 16] and 12]. The problem is that the frame axiom, which describes holds dependencies between states, is not compatible with rules that describe dependencies within one state. The Situation Calculus frame axiom implicitly assumes that all uents are independent, which is not always true.
As shown in 12], in Event Calculus the frame axiom does not lead to such problems. There, the frame axiom is completely orthogonal to other dependency rules, and does not assume their absence. This allows for the use of such dependency rules, which often lead to an elegant representation of a domain, though we would like to stress that such rules must be used with great care and in a consistent way. A derived property should for example never be explicitly initiated or terminated, it may only depend on the value of other, non-derived, properties.
Of course, there are other ways to avoid the problems with the Situation Calculus axiom, the most obvious one being not allowing derived properties, or nding another way of representing them. In 12] an explicit division of properties into primitive and derived ones is proposed as a solution. In 20] domain dependent explanation closure axioms are applied to (among others) solve this form of the rami cation problem. In 2] a special form of circumscription is used to solve the rami cation problem in certain, but not all, cases.
It is clear that the problems with the Situation Calculus axiom can be overcome in several ways. The advantage of the Event Calculus axiom is that it is better suited to deal with at least a large class of rami cations in a correct way, without other additions or modi cations to the framework. Moreover, it does not assume the existence of a notion of previous state of the world.
State Transitions as Functions
The nal important di erence we see between the Situation and Event Calculus is re ected in the naming mechanism used for situations. A situation's name consists of the sequence of actions leading to that situation. At rst sight this naming mechanism has no in uence on the theory, but in fact it is based on certain assumptions about state transitions that do not always hold.
To illustrate this, let us look at the Situation Calculus axiom for state transitions.
holds(P; result(A; S))
initiates(A; S; P): holds(P; result(A; S)) holds(P; S); not terminates(A; S; P):
Transforming this axiom from functor representation into atom representation, we nd it is equivalent to
holds(P; S ) res(A; S; S ); initiates(A; S; P): holds(P; S ) res(A; S; S ); holds(P; S); not terminates(A; S; P):
with the following de nition for res=3: res(A; S; result(A; S)):
In this de nition, the underlying assumption becomes apparent: res is de ned for all A and S, and for each A and S there is exactly one S = result(A; S).
This implies two things. On one hand, in every situation, every possible action happens and leads to a speci c new situation. The naming mechanism used for situations implicitly asserts the occurrence of each possible sequence of actions in each model of our theory. This is of course a very useful consequence of the naming mechanism: it eliminates the need to decide or represent which hypothetical sequences of actions occur. Moreover, stating that each sequence of actions is one hypothetical evolution of the world is a very natural point of view.
On the other hand, we see that each action in each situation leads to exactly one new situation (res is a function). Therefore, each sequence of actions can have only one hypothetical outcome. Now, while in a deterministic world the same sequence of actions would always lead to the same state of the world, this is no longer true if we allow for actions with indeterministic e ects, like the spin action in our previous examples. After spinning the chamber of a loaded gun, there are two possible resulting states: one where the gun is loaded and one where it is unloaded. It is impossible to represent these two states as di erent ones in the Situation Calculus, due to the de nition of res as a function.
One solution would be to include (an) extra parameter(s) with each indeterministic action in the de nition of res. This parameter would then determine which of a number of indeterministic outcomes the action has in this particular case. For example, with spinning as the indeterministic action, the goodluck parameter could be included, leading to the following clauses in the de nition of res: res(spin; S; result(spin(goodluck = true); S)): res(spin; S; result(spin(goodluck = false); S)):
However, this solution requires a speci c choice of parameters for each indeterministic action. It is not clear to us if the parameterized approach can lead to a solution in all cases. In any case, the restriction of state transitions to functions, as imposed by the classical Situation Calculus naming mechanism, is not always desirable, and the use of names containing no information (like those of Event Calculus events) helps to avoid the problem. 6 The new Calculus
Formalisation
Having studied the di erences between Situation and Event Calculus, we feel an attempt to combine their strong points is appropriate.
As a basic concept, we prefer not to use situations but rather a continuous time line, which should give us more exibility and expressivity. As a frame axiom we take the more general version used in Event Calculus. event(E; T) indicates the occurrence of event E at the hypothetical time point T. The distinction between event=2 and the happens=2 predicate of section 4 is related to the branching time we introduce below. holds(P; T) means P holds at (hypothetical) T.
holds(P; T) event(E 1 ; T 1 ); T 1 < T; initiates(E 1 ; P); not clipped(T 1 ; P; T): clipped(T 1 ; P; T) event(E 2 ; T 2 ); T 1 < T 2 ; T 2 < T; terminates(E 2 ; P):
To make hypothetical reasoning possible, we choose a branching time model. The time structure then basically forms a tree, with one actual time line and a number of non-actual, hypothetical time lines branching away from it. This is ensured by the following constraints on <:
We still assume events correspond to exactly one time point and time points to at most one event, though this last restriction could be eliminated.
(event(E; T) & event(E ; T )) ) ((E = E ) , (T = T ))
No special naming mechanism for events is used, leaving open the possibility that the same sequence of actions leads to several distinct situations. This will allow us to handle a larger class of hypothetical reasoning problems.
To handle problems with an initial situation, we again introduce an event at the beginning of time by including the following clauses in the de nitions of event and initiates. event(start; t 0 ): initiates(start; P) initially(P):
and adding the FOL axiom event(E; T) ) ((t 0 < T) _ (E = start))
In certain applications, most notably in natural language processing, the distinction between real and hypothetical actions and situations may become important. Therefore, among the many hypothetical branches in our model, we will mark one branch as being the real time line. real(T) is used to denote that T is a real time point. The initial time point t 0 is always real, and real time points of course form one line, as expressed by the additional axioms real(t 0 ):
The meaning of our theory is given by the following FOL theory: we take all clauses in this section, add to them de nitions in the form of clauses for initiates (partially given in terms of initially above), terminates, event, < and real (and any predicates occurring in these clauses), and complete the resulting program using Console Completion. Again, a predicate may be declared unde ned and FOL axioms may be added to the resulting theory. If event and/or real are unde ned, the above partial de nitions for them are replaced by FOL axioms.
Application
The following application illustrates how the new formalism can be used for hypothetical reasoning. We again take the example from section 5.1.1. which could not be modeled in Abductive Event Calculus.
We leave < unde ned, rather restricting it by constraints than giving a complete enumeration. Of course, goodluck is also unde ned. The real scenario is asserted by the facts initially(loaded): event(e 1 ; t 1 ): act(e 1 ; spin): initially(alive): event(e 2 ; t 2 ): act(e 2 ; shoot):
and the FOL axiom t 1 < t 2 The hypothetical wait event is then also asserted, indicating that the hypothetical situation we want to talk about exists:
event(e 3 ; t 3 ): act(e 3 ; wait):
The axioms t 1 < t 3 :(t 2 < t 3 ) & :(t 3 < t 2 ) are added, indicating that t 3 is after t 1 but in a di erent branch of time than t 2 . For the sake of simplicity, we assume complete knowledge of all events and actions. Also, we don't make the distinction between real and hypothetical time points explicit (all time points are hypothetical).
Observations about hypothetical situations are in general represented by FOL axioms. We again de ne the predicate int events=2 to simplify notation:
int events(T; The FOL axiom in this case is As we can easily check, this axiom is only satis ed in those models where goodluck(e 1 ) is false. In all those models, holds(loaded; t 2 ) is true, which entails terminates(e 2 ; alive). This leads to the desired conclusion that
8T : ((t 2 < T)&:int events(t 2 ; T) ) :holds(alive; T))
holds in all models that satisfy the FOL axioms. We conclude that the above form of hypothetical reasoning is possible in the new formalism, where it is not in Event Calculus. The addition of branching time is responsible for this.
On the other hand, continuous change and a number of other problem cases for the Situation Calculus can be represented in exactly the same way as they can in the Event Calculus. A discussion of continuous change at this point would lead us too far, but we refer the reader to for example 22] or 23]. The formalism described in the latter paper does not su er from an extension to branching time, though the one in 22], due to its use of a numerical time line, might not be so easily adapted to branching time applications.
Finally, there are those cases where hypothetical reasoning is required in the presence of indeterministic actions. As indicated in section 5.1.3, such problems can not be represented in standard Situation Calculus, and certainly not in Event Calculus. In the new formalism however, it is obvious that representing two di erent branches that consist of exactly the same sequence of actions, but with di erent e ects, is not a problem. There is no naming mechanism making this impossible, nor is there a constraint prohibiting it.
Relation of the Calculus to the original Calculi
The new calculus combines important aspects of the Situation and Event Calculus to create a more expressive framework. In this section, we show that both Situation and Event Calculus are actually instances of the new formalism.
The proof that Event Calculus is an instance of the new formalism is straightforward. If we replace the predicate event=2 in the new calculus by happens=2, omit the notion real=1, and replace the axiom
by the stronger
we simply end up with the Event Calculus. With an appropriate de nition of situations, we can show that the Situation Calculus as well is an instance of the new formalism. To this end, we add axioms to our theory representing the restrictions imposed by Situation Calculus, and we introduce a notion of situation. We de ne when a property holds in a situation, and show that this de nition coincides with the one given by the Situation Calculus frame axiom.
We rst introduce an axiom in our formalism representing the assumption in Situation Calculus that in each \situation" each action occurs and leads to exactly one new situation. In terms of events, this means that for each event E and for each action A, there is exactly one event E consisting of the occurrence of A after E and such that there are no events between E and E . We assume that a domain dependent type predicate action=1 exists, with the following We again choose the term representation for situations instead of using a predicate res. This simpli cation is possible because of the above axioms, which ensure that a situation is uniquely determined by its preceding situation and the action responsible for the last state transition. We de ne a type predicate for situations as follows:
situation ( We say that a property holds in a situation if and only if it holds at all time points belonging to that situation. To avoid confusion with holds for time points, we use the predicate holds in=2 to express the truth value of properties in a situation.
holds in(P; S) , 8T : (member(T; S) ) holds(P; T)) initially(P): holds 0 (P; result(A; S)) init s(A; S; P): holds 0 (P; result(A; S)) holds(P; S); not term s(A; S; P):
Assume then T is the abductive logic program consisting of the clauses and FOL axioms of both this and the previous section, with unde ned initiates, terminates, event, action, act and < predicates.
Also assume we have an induction axiom I on situations The proof is included in the appendix for the referees.
Discussion
In this paper, we have studied the main di erences between the Situation Calculus and the Event Calculus. Earlier comparative studies have been presented in 18] and 13].
In the former, an Event Calculus-like time line is embedded in the Situation Calculus, running through one branch of situations (the real branch). It is shown that this formalism is more expressive than an early version of the Event Calculus.
In the latter, simpli ed versions of Event Calculus and Situation Calculus are compared. In Event Calculus, situations are introduced and the time relation is instantiated to be the transitive closure of the result function. In Situation Calculus, explicit event assertions are added, eliminating the branching time aspect through constraints on the occurrence of events. Also, an induction axiom is added to the Situation Calculus. An equivalence between the two resulting formalisms is then proven, thus showing the great similarities between the original calculi.
Now that a certain equivalence between both formalisms has been proven, in this paper we found the next step was to concentrate on the di erences between them and their implications for temporal representation and reasoning. Studying these di erences, we have then constructed a more expressive general framework, which combines the stronger points of both calculi.
In the new formalism, hypothetical reasoning is possible just like in Situation Calculus, where the linear time of Event Calculus inhibits this. The notion of \previous state of the world" from Situation Calculus is absent, resulting in a more general frame axiom which is better suited for dealing with rami cations, as well as for modeling continuous change. Finally, the absence of a strong naming mechanism allows for the representation of a wider range of hypothetical reasoning problems than can be handled by Situation Calculus.
There are still some open problems, the most important one being that in this new formalism hypothetical events need to be somehow asserted in the theory. Which events need assertion moreover depends on the hypothetical situations we have information on and the queries that need to be answered. One possibility is indeed asserting events depending on whether they are needed for the problem at hand or not, as we have done in this paper. Another possibility is the addition of an axiom like axiom (ia) from the previous section, which asserts the occurrence of each action in each situation. (Actually, an even stronger axiom is needed: in each situation there must exist an event corresponding to each possible outcome of each (indeterministic) action.)
In fact, if we add to the new calculus the axioms that for every possible sequence of actions there is exactly one branch in our time tree, and if we then explicitly introduce situations as periods of time between events, we end up with a formalism that is equivalent to the Situation Calculus. Similarly, if we restrict time to one line instead of a tree, we obtain the Event Calculus. This shows that both original formalisms are actually instances of this new formalism.
Appendix: Proof of Theorem 1
We rst prove some important lemmas. First we need a lemma that in each situation, each action occurs and leads to exactly one new situation. Another lemma which is needed in our proof is the following: if a property holds at one time point belonging to a situation, it holds at all time points in that situation, and vice versa: Lemma 2 8S : situation(S) ) ( 9T : member(T; S) & holds(P; T)] , 8T : member(T; S) ) holds(P; T)])
The proof of the \( part" is straightforward: all that needs to be proven for all S is 9T : member(T; S), which follows immediately from lemma 1 a and the axiom that at least one action exists.
To prove the ) part, assume S is a situation. We know that 9T : member(T; S) & holds(P; T) and need to prove 8T : member(T; S) ) holds(P; T). To In the rst part of the disjunction, we can derive from member(T; s 0 ) that t 0 < T and :int events(t 0 ; T). Since T 0 < T and t 0 < T hold, one of T 0 < t 0 , t 0 < T 0 or t 0 = T 0 must be true. The rst formula is inconsistent with the axiom that t 0 is the rst time point, the second formula together with T 0 < T is inconsistent with :int events(t 0 ; T). Therefore t 0 = T 0 , and we can derive 
