Influence maximization is to select k nodes from social networks to maximize the expected number of nodes activated by these selected nodes. Influence maximization problem plays a vital role in commercial marketing, news propagation, rumor control and public services. However, the existing algorithms for influence maximization usually tend to select one aspect from efficiency and accuracy as its main improving objective. This method of excessively pursuing one metric often leads to performing poorly in other metrics. Hence, we think that algorithms for influence maximization should make a suitable compromise between computation efficiency and result accuracy instead of excessively pursuing for one metric. Based on the above understanding, this paper proposes a new algorithm, called Global Selection Based on Local Influence (LGIM). The basic idea of the proposed algorithm is following: if a node can influence another node with large influence, the node also has large influence. Therefore, a two-stage filtering strategy of candidate nodes is proposed, which can reduce a large number of running time. Moreover, this paper also proposes a new objective function to estimate the influence spread of a node set. In summarize, the proposed algorithm utilizes the two-stage filtering strategy of candidate nodes to avoid unnecessary computation, and adopts a new objective function to replace time-consuming Monte-Carle simulations. Experimental results on six real-world social networks demonstrate that the proposed algorithm outperforms other four comparison algorithms when comprehensively considering computation efficiency and result accuracy.
I. INTRODUCTION
With development and popularity of internet technology, more and more people make a connection with other people by social networks [1] - [3] , which promotes the birth of various social networks, such as communication networks, collaboration networks [4] , mobile social networks [5] , [6] and online social networks [7] , [8] etc. Generally speaking, social network is a social structure that depicts the information and their social relation of individuals or organizations. Therefore, social networks generate tons of data every day [9] , [10] , which provides raw material for researches of information diffusion and online marketing [11] - [13] . Moreover, social networks have a large potential commercial value, The associate editor coordinating the review of this manuscript and approving it for publication was Shangce Gao .
which may lead to a large transform of commercial marketing pattern, for example viral marketing. Hence, influence maximization is a vital algorithm problem in information propagation researches, which has drawn much attention of many researchers in recent years. Specifically, influence maximization is to select a small subset of nodes from social networks such that the expected number of nodes activated by selected nodes can be maximized.
Kempe first regards influence maximization as a discrete optimization problem and proves it NP-hard [14] . And then, they also propose a ''hill-climbing'' greedy algorithm to solve this problem, which is proved that its approximation ratio is (1 − 1/e). However, their greedy algorithm focuses on the accuracy of this algorithm, neglecting its efficiency, which leads to an unacceptable computation efficiency. In recent years, many greedy algorithms aiming to improve efficiency are proposed. In 2007, an algorithm called CELF is proposed by Leskovec et al. [15] , which utilizes submodularity of influence spread and ''lazy-forward'' strategy to improve computation efficiency of the naive greedy algorithm. And experimental results show it is 700 times faster than the naive greedy algorithm. Inspired by similar idea, the improving algorithm CELF++ [16] of CELF is proposed by Goyal et al., which is 35% − 55% faster than CELF. Different from the above approaches, Wang et al. [17] propose an algorithm called CGA, which utilizes community to solve influence maximization problem. This method improves computation efficiency by sacrificing result accuracy.
Although many efficiency enhancement techniques for the naive greedy algorithm are proposed, the simple greedy algorithms still require a large amount of repeated Monte-Carle simulations to obtain an accurate estimating result of influence spread, which is time-consuming. Hence, many researches about heuristic algorithms for influence maximization have been done. In 2009, Chen et al. propose a novel heuristic algorithm called Degree Discount algorithm [18] , which improves the accuracy of the degree-based heuristic algorithms. And then, they also propose another heuristic algorithm called PMIA [19] , which can save a large amount of running time by MIA model with threshold while keeping an acceptable accuracy. However, the heuristic algorithms usually improve computation efficiency by sacrificing large accuracy, which is unsatisfactory.
Meanwhile, many researches take a different approach from above methods. In 2015, Tang et al. [20] propose a novel algorithm called IMM, which utilizes a martingale approach to obtain accurate results in near-linear time. This approach improves computation efficiency by sacrificing large accuracy, which is unsatisfactory. In 2018, Cui et al. [21] propose a novel evolutionary algorithm based on degreedescending search strategy called DDSE, which solves influence maximization problem by simulating biological evolutionary process. The approach can obtain the global optimal solution when the iteration number is enough, but it is time-consuming.
In this paper, we propose a new algorithm for influence maximization problem. This algorithm attempts to make a suitable compromise between computation efficiency and result accuracy by the two-stage filtering strategy of candidate nodes and a new objective function. It includes a metric named Local Influence Value (LFV) for estimating local-influence and a new objective function named Expected Influence on Source Nodes (EIOS) for estimating global influence. By utilizing the two functions, this algorithm can avoid time-consuming Monte-Carle simulations while obtaining an accurate result. Specifically, the LFV utilizes the influence within two-hop region to estimate the local influence of a node, which is utilized in the two-stage filtering strategy of candidate nodes. And the EIOS evaluates the influence of candidate nodes by the sum of a candidate node's influence for all source nodes, which is utilized in the two-stage filtering strategy and the seed-selecting process.
In summarize, the proposed algorithm is divided into three steps: firstly, all nodes are sorted in a descending order according to the LFV of each node and a certain amount of nodes are selected as source nodes; secondly, LGIM algorithm selects candidate nodes from ancestor nodes of all source nodes by EIOS of single node, and calculates maximum probability of ancestor nodes activating related source nodes by a maximum influence arborescence (MIA) model; finally, LGIM algorithm selects seed nodes from candidate nodes by the marginal gain of EIOS. Notice that, the first two steps make up the two-stage filtering process of candidate nodes. Moreover, this algorithm also utilizes the submodular property to speed up the node-selecting process. In summary, our contributions could be summarized as follows:
(1) A two-stage filtering strategy of candidate nodes is proposed in this paper, which can avoid a large amount of unnecessary computation.
(2) A new algorithm called Global Selection Based on Local Influence is proposed in this paper, which utilizes the two-stage filtering strategy and submodular property to overcome low efficiency of greedy-based algorithms.
(3) Extensive experiments on six real-world social networks demonstrate that the proposed algorithm outperforms other four comparison algorithms when comprehensively considering computation efficiency and results accuracy.
The rest of this paper is organized as follows. In Section II, the related works for influence maximization is introduced. Section III states the preliminaries including problem definition and diffusion models. In Section IV, the proposed algorithm is discussed. Section V discusses the experimental setup and results' analysis of LGIM on real-world social networks. Finally, our conclusion and directions for future work is presented in Section VI.
II. RELATED WORKS
Domingos and Richardson first present influence maximization in [22] , and they also propose a possible solution on the basis of the understanding that influence maximization is an algorithmic problem. And then, influence maximization is first modeled as a discrete optimization problem by Kempe et al. [14] . Moreover, they also study two most popular information propagation models in social networks, i.e. independent cascade model [14] , [23] and linear threshold model [24] , [25] , and propose a ''hill-climbing'' greedy algorithm to solve this problem based on the two models. And experimental results show that this algorithm is much better than degree-based heuristic algorithms in terms of result accuracy.
In recent years, many algorithms for influence maximization are proposed, such as Degree Discount [18] , PMIA [19] , IMM [20] and DDSE [21] . Specifically, the basic idea of Degree Discount algorithm is that nodes with larger discounted-degree have larger influence spread. This method of evaluating influence spread by discounted-degree improves the reliability of this algorithm. Experimental results show it outperforms all greedy-based algorithms in terms of efficiency. But this algorithm excessively pursues computation efficiency, which leads to low accuracy. PMIA algorithm utilizes MIA model to estimate the influence spread. Moreover, marginal influence spread can be calculated recursively, and it only needs to update local arborescence structures every time. Experimental results demonstrate that PMIA algorithm is best in terms of scalability. But this approach improves its efficiency by sacrificing large accuracy, which is unsatisfactory. IMM algorithm utilizes a series of martingale-based estimation techniques to improve efficiency. Experimental results also show that IMM algorithm can obtain a very good computation efficiency. However, it excessively pursues computation efficiency, neglecting result accuracy. The basic idea of DDSE algorithm is using evolutionary ideas to obtain global optimal solutions. Specifically, this algorithm is divided into four steps: initialization, mutation, crossover, selection. And experimental results demonstrate that DDSE is about five orders of magnitude faster than CELF while keeping competitive accuracy. However, it excessively pursues result accuracy, which leads to low efficiency. To summarize, the four algorithms excessively pursue efficiency or accuracy without making a suitable compromise between them.
III. PRELIMINARIES
This section first introduces notations used in this paper and diffusion model used in LGIM algorithm. And then, the definition of influence maximization problem is explained.
A social network can be represented as a graph G = (V , E), where V is a node set of all nodes in this graph and E is an edge set of all edges in this graph. Every edge (u, v) ∈ E in social networks has a pre-specified active probability p (u, v) , which represents the influence ability of node u for node v. In social networks, a node denotes an individual or an organization, and an edge represents social relation or interaction between individuals or organizations. And a node can spread its idea or innovation to other nodes by edges. To describe this influence process, an information diffusion model is necessary.
A. DIFFUSION MODEL
In recent years, many diffusion models have been proposed, such as epidemic models [26] , [27] and various cascade models. In these diffusion models, the independent cascade model [14] , [23] is easiest to be understood and suitable for information propagation. Hence, this paper adopts IC model to describe the information propagation process among nodes. Next, this paper introduces specific influence process of IC model. In IC model, a node has two available state: active or inactive, and it only has a state at the same time. When an active node u attempts to activate its inactive neighbor node v with the pre-specified probability p(u, v), node v has two options: accept or refuse. Specifically, node v will accept the idea or innovation of node u in the pre-specified probability p(u, v), and refuse the idea or innovation of node u in the pre-specified probability 1−p(u, v). If node v accepts the idea or innovation, it will transform inactive state to active state and get the chance of spreading its idea or innovation to its inactive neighbor nodes, but the chance of spreading its idea or innovation to each neighbor nodes is only once. Otherwise, node v will maintain the inactive state until its other active incoming-neighbors are successful to activate it. The process stops until no more nodes are activated.The information propagation under IC model is described in Fig. 1 , where red node, red line and the number on a line represents active nodes, the path of an active node activating an inactive node and active probability, respectively.
B. PROBLEM STATEMENT
Influence spread is defined as the expected number of nodes activated by nodes in a node set S when information propagation stops under a specific diffusion model, which is denoted as δ(S).
Definition 1 (Influence Maximization Problem): Given a social network G = (V , E) and a positive integer k(1 ≤ k ≤ |V |), influence maximization is to select k nodes from social network G = (V , E) to make up a seed set S so that δ(S) is maximum. This optimization problem can be formulated as Eq (1):
IV. PROPOSED ALGORITHM
This section gives the framework and details of the LGIM algorithm. Specifically, this section mainly introduces the framework of the proposed algorithm, LFV function, EIOS objective function, the two-stage filtering strategy of candidate nodes and the selection of seed nodes.
A. FRAMEWORK OF GLOBAL SELECTION BASED ON LOCAL INFLUENCE
This paper proposes a new algorithm called Global Selection Based on Local Influence for influence maximization in social networks. This algorithm is based on two basic idea:
(1)If node u can influence node v with large localinfluence, node u also has large influence.
(2)If node u can influence a lot of nodes with large localinfluence, node u also has large influence. That is, the number of local-influential nodes influenced by node u is larger, the influence spread of node u is larger.
Base on the abovementioned idea, the framework of LGIM algorithm is divided into three components: the selection of source nodes, the filtering of candidate nodes and the selection of seed nodes. The first two components of LGIM's framework make up the two-stage filtering strategy of candidate nodes. The details of each component are as follows:
(1)The selection of source nodes: the procedure firstly utilizes the LFV function to calculate the local-influence of every node. Then, it selects a certain number of nodes as source nodes according to their Local Influence Value.
(2)The filtering of candidate nodes: (a)The seeking of ancestor nodes: the procedure uses the Dijkstra algorithm with threshold to seek ancestor nodes of all source nodes and calculates maximum active probability between ancestor nodes and related source nodes by maximum influence arborescence (MIA) model. (b)The filtering of candidate nodes: the procedure filters candidate nodes from ancestor nodes according to their EIOS value.
(3)The selection of seed nodes: the procedure selects seed nodes from candidate nodes according to the marginal EIOS of every candidate node.
The framework of LGIM algorithm is described in Fig. 2 . The LGIM algorithm is describe by pseudo-code in Algorithm 1.
Algorithm 1 Framework of Global Selection Based on Local Influence for the Influence Maximization

Require:
Graph G = (V , E) and the size of seed set k. Ensure:
S, which represents the seek set. 1: S = ∅; In LGIM algorithm, threshold, pop, lowbound and upbound represents the threshold of the ancestor-searching process, the size of source node set, the low-boundary and the up-boundary of source node set size, respectively. SN , R, MAP, C and S represents the set of source nodes, the set of ancestor nodes, the set of maximum active probability between ancestor nodes and source nodes, the set of candidate nodes and the set of seed nodes, respectively. Notice that, R should include all source nodes, i.e. SN ⊆ R.
Algorithm 1 introduces the framework of LGIM algorithm in detail. First, LGIM algorithm calculates the threshold of the ancestor-searching process (line 2), which is used to prune some unnecessary traveling. Second, the proposed algorithm calculates the size of source node set and processes this value according to the structure of social networks, but it is limited in the range from lowbound to upbound (lines 3-10). And then, LGIM algorithm utilizes the two-stage filtering strategy to filter candidate nodes (lines [11] [12] [13] . The two-stage filtering strategy is divided into two steps: the selection of source nodes (line 11), which is expressed in detail in Algorithm 2 and the filtering of candidate nodes (lines 12-13), which is introduced in detail in Algorithm 3 and Algorithm 4. Finally, this algorithm selects seed nodes from candidate nodes (line 14) , which is denoted in detail in Algorithm 5.
Algorithm 2 SelectSourceNodes(G, pop)
Require:
Graph G = (V , E), the number of source nodes pop.
Ensure:
SN , which represents the source nodes set. 1: SN = ∅; 2: for i = 1 to pop do In LGIM algorithm, the LFV and EIOS function is used to estimate the local-influence of each node and the influence spread of a node set, respectively. Using the two techniques, this algorithm reduces a large amount of running time by avoiding Monte-Carle simulations and obtain an accurate result. The two functions will be illustrated in next section in detail.
B. LFV FUNCTION AND EIOS OBJECTIVE FUNCTION
This section explains LFV function and EIOS objective function in detail. Specifically, the LFV function is used to calculate the local-influence of each node in the selecting process of source nodes. And the EIOS objective function is used to evaluate influence of single node in filtering process of candidate nodes. Moreover, it is also used in selecting process of seed nodes to evaluate the influence spread of a node set.
1) LFV FUNCTION
Drawing on the experience of expected diffusion value proposed by Jiang et al. [28] , this paper proposes a metric of evaluating the local influence of single node, called LFV. The proposed metric utilizes the influence within two-hop region to evaluate the local influence of a node. Specifically, the proposed algorithm utilizes this function to select the most influential node in every two-hop region as source nodes.
Let N u = v|v ∈ V , − → uv ∈ E , N u represents the one-hop neighbors of node u. Moreover, p uv represents the probability that node u activates node v and p vs represents the probability that node v activates node s. Then we have the following definition.
Definition 2 (LFV): The local influence of a node within two-hop region is estimated by for each v ∈ V do 8: visit[v] = False; 9: end for 10: Add (v, −maxAP[v]) to Q; 11: while |Q| > 0 do 12: u, ap = Q.pop(); 13: if visit[u] == True then 14: continue; 15: end if 16: visit[u] = True; 17: for each n ∈ Pe(u) do 18: new_ap = maxAP[u] * p nu ; 19: if new_ap > threshold then 20: R = R ∪ {n}; 21: if new_ap > maxAP[n] and visit[n] == False then 22: maxAP[n] = new_ap; 23: Add (n, −maxAP[n]) to Q; 24: end if 25: end if 26: end for 27: end while 28: MAP[v] = maxAP 29: end for 30: return R, MAP;
Proof: Assuming that the probability of node u activating node v is p, the benefit that node u obtains from node v is 1 * p + 0 * (1 − p) i.e. p. Hence, the benefit that node u obtains from its one-hop neighbor nodes is v∈N u \{u} p uv . Similarly, the benefit that node u obtains from its two-hop neighbor nodes is p uv * s∈N v \{u,v} p vs where v is a one-hop neighbor of node u. In summary, the benefit of node u within two-hop region is 1 + v∈N u \{u} (p uv + p uv * s∈N v \{u,v} p vs ). Thus, we utilize it as the local influence of node u within twohop region.
2) EIOS OBJECTIVE FUNCTION
This paper presents a new objective function, called EIOS, which is used to evaluate the influence of single node or node Algorithm 4 FilterCandidates(G, R, MAP, k) Require:
Graph G = (V , E), the set of ancestor nodes R, the size of seed set k, the active probability set of any two nodes MAP.
Ensure:
C which represents the selected candidate nodes set from ancestor nodes. 1: C = ∅; 2: for i = 1 to 2 * k do 3 :
set. Moreover, the objective function can obviously reflect our basic idea.
S and SN represents the seed set and source node set, respectively. And p uv is the maximum active probability of node u activating node v and p nv is the maximum active probability of node n activating node v. Moreover, LFV (v) represents the local influence of node v. Then we have the following definition.
Definition 3 (EIOS):
The expected benefit of nodes influenced by the node set S is estimated by
Proof: Based on the basic idea of the LGIM algorithm, sources nodes are utilized as target nodes. The probability that a source node n is not activated by nodes in S except node u is n∈S\{u} (1 − p nv ). Hence, the benefit that node u activates source node v is p uv * LFV (v) * n∈S\{u} (1−p nv ). In summary, the expected benefit of set S is the sum of benefit that nodes in node set S activate source nodes, i.e. u∈S v∈SN p uv * LFV (v) * n∈S\{u} (1 − p nv ).
Lemma 1: The function EIOS is monotonic, that is, for any S ⊆ T , EIOS(S) ≤ EIOS(T ).
Lemma 2: The function EIOS is submodular, that is, for any S ⊆ T and a node u, EIOS(S ∪ {u}) − EIOS(S) ≥ EIOS(T ∪{u})−EIOS(T ), which is also called as the property of diminishing returns.
C. TWO-STAGE FILTERING STRATEGY OF CANDIDATE NODES
This section introduces the two-stage filtering strategy of candidate nodes in detail. Specifically, the strategy is divided into two steps: the selection of source nodes and the filtering of candidate nodes.
1) SELECTION OF SOURCE NODES
This paper proposes a two-stage filtering strategy of candidate nodes, where the selection of source nodes is the first step in the two-stage filtering strategy. By this procedure, the proposed algorithm will select a most influential node in every two-hop region, called source node, to represent Algorithm 5 SelectSeed(G, C, MAP, k) Require:
Graph G = (V , E), the set of candidate nodes C, the size of seed set k, the active probability set of any two nodes MAP.
Ensure:
S which represents the seed set. Add (v, −inf ) to Q; 8: end for 9 : v = Q.pop(); 10: S = S ∪ {v}; 11: for i = 2 to k do 12: for j = 1 to 2 * k do 13 : v = Q.pop(); 14: if T [v] == i then 15: S = S ∪ {v}; 16: break; 17: else 18 : 19: Add (v, −Sv) to Q; 20: T [v] = i; 21: end if 22: end for 23 : end for 24: return S; this two-hop region. The proposed algorithm conducts the selecting process of source nodes to prepare for the filtering of candidate nodes. Moreover, these source nodes also will be regarded as the target nodes of measuring the influence of ancestor nodes or candidate nodes. This operation is based on the basic idea of the proposed algorithm. Hence, the operation is reasonable completely. The main procedure is described in Algorithm 2.
As is shown in algorithm 2, this algorithm first calculates the local influence of every node in social networks by LFV function. Then, the proposed algorithm selects a node that is not selected and has largest LFV every time until the size of SN reaches pop (lines 2-4). Finally, the algorithm will output the set of source nodes SN .
2) FILTERING OF CANDIDATE NODES
The filtering process is to select nodes from the ancestor nodes of source nodes. Hence, this algorithm first needs to find out the ancestor nodes of all source nodes. Based on above understanding, this paper divides the filtering process of candidate nodes into two steps: the computation of ancestor nodes and the selection of candidate nodes. Notice that, this algorithm also needs to calculate the maximum VOLUME 8, 2020 active probability between ancestor nodes and source nodes in seeking process of ancestor nodes.
a: COMPUTATION OF ANCESTOR NODES AND MAXIMUM ACTIVE PROBABILITY
In LGIM algorithm, the two-stage filtering strategy plays a vital role. Hence, the selection of ancestor nodes as well as the computation of maximum active probability is very vital for this algorithm. In this process, this algorithm first finds out all nodes reaching random source node. Meanwhile, the maximum active probability between ancestor nodes and source nodes needs to be calculated. The detail of this procedure is described in Algorithm 3, where Q, R and MAP represents priority queue, the set of ancestor nodes and the set of maximum active probability, respectively. Moreover, maxAP[n] is used to represent the probability of node n activating its related source node and Pe(u) is used to represent the predecessor node set of node u.
As is shown in Algorithm 3, R and MAP are first initialized (lines 1-2). Then, this algorithm finds out ancestor nodes of all source nodes, and calculates the maximum active probability between ancestor nodes and source nodes (lines 3-29). Specifically, for each source node, ancestor nodes of this node are sought by utilizing Dijkstra algorithm and maximum active probability between them is calculated (lines [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] . In this process, visit is used to mark whether a node has been visited. If an ancestor node meets threshold condition, this ancestor node is put into R and checked whether it meets the updating condition (lines [19] [20] [21] . If this ancestor nodes meets the updating condition, it is put into Q and update the maximum active probability (lines [21] [22] [23] [24] . Finally, the maximum active probability between ancestor nodes and source nodes is stored in MAP (line 28).
b: SELECTION OF CANDIDATE NODES
After finishing the computation of ancestor nodes and maximum active probability, the proposed algorithm needs to do the final step of the two-stage filtering strategy, i.e. the selection of candidate nodes. In this procedure, it needs to use the EIOS function to estimate the influence of every ancestor nodes and filter candidate nodes from ancestor nodes. The specific detail of this procedure is described in Algorithm 4.
As is shown in Algorithm 4, the algorithm selects a node that is not selected and has largest EIOS value as a candidate node from ancestor nodes every time until the size of set C reaches 2 * k (lines 2-4).
D. SELECTION OF SEED NODES
After finishing the filtering of candidate nodes, LGIM algorithm already have candidate node set. And then, the proposed algorithm utilizes EIOS objective function to select seed nodes. In node-selecting process, LGIM algorithm calculates the marginal EIOS benefit of every candidate node and selects a candidate node with largest marginal EIOS benefit as a seed node every time. Meanwhile, the proposed algorithm utilizes the submodular property of the EIOS objective function to speed up this process. In this algorithm, Q is a priority queue that utilizes the marginal EIOS benefit of every candidate node as their priority and inf represents the influence spread of a node. Moreover, Sv represents the marginal benefit of a node. The specific details of this procedure are described in Algorithm 5.
As is shown in Algorithm 5, the proposed algorithm first finishes the initialization of this algorithm (lines 1-3). And then, this algorithm calculates the influence of each node and puts nodes into Q (lines 4-8). Finally, this algorithm selects a node with largest marginal benefit of EIOS as a seed node every time (lines 9-23). Meanwhile, this algorithm utilizes the submodular property of objective function to speed up the node-selecting process.
E. COMPUTATION COMPLEXITY ANALYSIS
This section analyzes the computational complexity of LGIM algorithm according to its process described by all the aforementioned pseudo codes of Algorithm 2 to Algorithm 5.
Here, this paper adopts n, e, k, pop to denote the number of nodes in a social network, the number of edges in a social network, the size of seed set and the size of source node set, respectively. For selecting process of source nodes in Algo- 
V. EXPERIMENTS
To compare our algorithm and comparison algorithms, we utilize six real-world social networks to conduct experiment on PC with Windows 10, 1 CPU (Intel Core i5-8300H, 2.3 GHz) and 8 GB memory. Moreover, we use two conventional metrics, called influence spread and running time, to evaluate the accuracy and efficiency of algorithms, respectively. More specifically, the algorithm with larger influence spread has better accuracy and the algorithm with less running time has higher efficiency. In this section, experimental datasets and comparison algorithms are first given. And then, the experimental results of LGIM algorithm and comparison algorithms are compared and discussed. 
A. DATASETS AND COMPARISON ALGORITHMS 1) DATASETS
To make experimental results more convincing, six realworld social networks are used in our experiments and the active probability of six real-world networks is set to the reciprocal of target nodes' incoming-degree. In these six real-world social networks, Net-HEPT is same as used in [18] and other five social is downloaded from the SNAP (http://snap.stanford.edu/data/).
(1)Net-HEPT. The dataset is from the ''High Energy Physics Theory'' (HEPT) section with papers from 1991 to 2003, which is same as used in [18] .
(2)CA-GrQc. The dataset is extracted from the ''General Relativity and Quantum Cosmology'' (Gr-Qc) section.
(3)CA-CondMat. The dataset is a collaboration network of Arxiv Condensed Matter.
(4)Wiki-Vote. The dataset is a who-votes-on-whom network in Wikipedia.
(5)p2p-Gnutella31. The dataset is Gnutella peer to peer network from August 31 2002.
(6)soc-Epinions1. The dataset is a who-trusts-whom network of Epinions.com.
The basic information of the six real-world social networks are shown in Table 1 .
2) COMPARISON ALGORITHMS
Four well-known algorithms for influence maximization are taken into the comparison with our algorithm. To guarantee the accuracy of comparing results, all the codes are written in Python.
(1)LGIM. A heuristic algorithm, which is based on the two-stage filtering strategy of candidate nodes. Here, we set the size of source node set to the number from lowbound to upbound, which changes according to different networks. This paper sets the size of candidate node set, lowbound and upbound to 2 * k,100 and 600, respectively.
(2)Degree Discount [18] . A simple heuristic algorithm, which thinks that the nodes with large discounted-degree is influential.
(3)PMIA [19] . A simple heuristic algorithm, which is based on maximum influence arborescence (MIA). Here, to reduce running time of PMIA algorithm, it uses a threshold that is 0.1 to prune some unnecessary traveling.
(4)IMM [20] . An algorithm based on martingale approaches, which utilizes the coverage of reverse influence sampling to estimate the influence spread of a node set. Here, we set ε, l to 0.5 and 1, respectively.
(5)DDSE [21] . An evolutionary algorithm, which utilizes the degree-descending search strategy. Here, we set g m ax, cr, div and f to 200, 0.4, 0.6 and 0.1, respectively.
Experiments are conducted on six real-world social networks, and vary size of the seed set with the range from 10 to 100 on the networks of NetHEPT, CA-CondMat, Wiki-Vote, CA-GrQc, p2p-Gnutella31 and soc-Epinions1 under IC model. Because the time of running DDSE algorithm on social networks with large average degree is too long, we only run DDSE algorithm on the networks of NetHEPT, CA-GrQc and p2p-Gnutella31.
B. COMPARISON FOR THE INFLUENCE SPREAD (ACCURACY)
As shown in Fig. 3 , the influence spread shows upward trend with the increasing of the seed set size. Specifically, LGIM outperforms all comparison algorithms when running on the social networks of NetHEPT, CA-GrQc, Wiki-Vote, CA-CondMat and soc-Epinions1. And on p2p-Gnutella31 network, it is only worse than IMM. Next, the accuracy of LGIM algorithm and comparison algorithms on each dataset is introduced and compared in detail. Regarding CA-GrQc, LGIM is slightly better than PMIA and IMM, but far better than other two comparison algorithms. Specifically, LGIM is 2.85%, 1.98%, 17.23% and 13.89% better than PMIA, IMM, Degree Discount and DDSE when the seed set size is 100. In terms of Wiki-Vote network, the performance of the four algorithms is very clear, which LGIM is best and PMIA is worst. In detail, LGIM is 31.85%, 4.83% and 16.49% better than PMIA, Degree Discount and IMM when the seed set size is 100. Because the average degree of the two social networks is large, Degree Discount algorithm have a better performance than PMIA. On NetHEPT network, LGIM, PMIA and IMM have similar performance, exceeding other two comparison algorithms. Specifically, they are 70.12% and 100.67% better than Degree Discount algorithm and DDSE algorithm when the size of seed set is 100. Regarding CA-CondMat, the influence spread of LGIM and IMM is very close, exceeding Degree Discount and PMIA. Specifically, they are 8.09% and 12.59% better than Degree Discount and PMIA when the seed set size is 100. On p2p-Gnutella31 network, IMM is best, exceeding other comparison algorithms. In detail, it is 4.09%, 6.27%, 45.39% and 86.47% better than LGIM, PMIA, Degree Discount and DDSE when the size of seed set is 100. Moreover, the performance of LGIM and PMIA is similar, 39.67% and 79.14% better than Degree Discount algorithm and DDSE algorithm when the size of seed set is 100. This may be because the above networks have a very low average degree, and the degree-based algorithms perform poorly when they are run on such a social network. In terms of soc-Epinions1 network, LGIM is slightly better than IMM and PMIA, but far better than Degree Discount. In detail, LGIM is 0.38%, 3.24% and 35.21% better than IMM, PMIA and Degree Discount when the size of seed set is 100. 
C. COMPARISON FOR THE RUNNING TIME (EFFICIENCY)
In Fig. 4 , because the difference of different algorithms' running time is too large, log10 is utilized to process running time. The processing method leads to the fact that log10(running time) is negative when running time is smaller than 1s.Moreover, second is utilized as the measurement unit of running time.
As is shown in Fig. 4 , the efficiency of Degree Discount algorithm is best on the six social networks and LGIM is only worse than Degree Discount. Specifically, when the seed set size is 100, Degree Discount is 91.89%, 85.87%, 97.99%, 91.89%, 98.77% and 98.75% faster than LGIM on the six social networks, respectively. Next, the efficiency of LGIM algorithm and comparison algorithms on each dataset is introduced in detail. On CA-GrQc network, LGIM is worse than Degree Discount, exceeding other three comparison algorithms. Specifically, when the size of seed set is 100,
LGIM is 91.67%, 75.82% and 99.91% faster than IMM, PMIA and DDSE. Regarding Wiki-Vote, LGIM is 40.65% and 92.24% faster than PMIA and IMM when the size of seed set is 100. In terms of NetHEPT network, the running time of LGIM and PMIA is similar, exceeding DDSE and IMM. Specifically, LGIM is 99.16% and 48.29% faster than DDSE and IMM when the size of seed set is 100. In terms of CA-CondMat, LGIM is 83.45% and 92.06% faster than PMIA and IMM when the size of seed set is 100. On p2p-Gnutella31 network, LGIM and PMIA have similar performance, 98.9% and 94.9% faster than DDSE and IMM when the size of seed set is 100. In terms of soc-Epinions1, LGIM and PMIA have similar efficiency, 79.08% faster than IMM when the size of seed set is 100. To summarize, the efficiency of LGIM is only worse than Degree Discount algorithm, exceeding other three comparison algorithms. Perhaps it can be explained as follows:
LGIM utilizes a two-stage filtering strategy of candidate nodes and submodular property to speed up the process of node-selecting. By the two enhancement 
techniques,
LGIM avoids a large amount of unnecessary computation. And a small number of candidate nodes means very little computational overhead. Therefore, it reduces plenty of running time. However, this algorithm utilizes a more accurate influence-estimating method than degree to obtain an accurate result, which leads to the fact that it needs more running time than Degree Discount algorithm.
In summary, it is easy to get the conclusion:
LGIM algorithm is best in the five algorithms when comprehensively considering result accuracy and computation efficiency due to making a suitable compromise between computation efficiency and result accuracy.
VI. CONCLUSION
This paper tackles influence maximization problem by proposing a new algorithm called LGIM. The LGIM algorithm makes a suitable compromise between computation efficiency and result accuracy by a new objective function EIOS and the two-stage filtering strategy of candidate nodes.
Due to replacing repeated Monte-Carle simulations by EIOS, this algorithm reduces a large amount of running time and guarantees result accuracy. LGIM algorithm avoids a large amount of unnecessary computation by the two-stage filtering strategy of candidate nodes. Moreover, this algorithm speeds up the node-selecting process by submodular property of EIOS objective function. By the above-mentioned strategies, the proposed algorithm reduces a large amount of running time while keeping competitive accuracy. Extensive experiments are conducted on six real-world social networks and the proposed algorithm is compared with four classic algorithms on same social networks. Experimental results demonstrate that our algorithm outperforms the other comparison algorithms when comprehensively considering efficiency and accuracy.
In the future, we will design a more accurate method of finding out source nodes and achieve the parallel processing of filtering process to improve the accuracy and efficiency of our proposed algorithm. VOLUME 8, 2020 
