The study of the liquid-vapor interface and of the cavitation phenomenon in water can give deeper insight in its metastable phase diagram. We show how two different equations of state proposed for water, combined with the van der Waals-Cahn-Hilliard theory of a nonuniform system, lead to qualitatively different predictions. In particular, the thickness of the liquid-vapor interface is found either to increase with temperature or to exhibit a minimum. Comparison with available data favors the monotonic behavior and suggests directions for future measurements. DOI: 10.1103/PhysRevE.71.051605 PACS number͑s͒: 68.03.Ϫg, 64.30.ϩt, 64.60.Qb The phase diagram of water is still a matter of debate. The measurements of several thermodynamic anomalies in supercooled water during the 1970s have triggered theoretical attempts to give a unified picture of water in its stable and metastable regions. Speedy ͓1͔ proposed that the supercooled region ͑metastable with respect to the solid formation͒ and the region where the liquid is stretched ͑metastable with respect to vapor formation͒ were bounded by a continuous line of instability. The existence of a line of instability is common to all liquids under tension, and is known as a spinodal line ͑SL͒; its generic behavior is that its pressure P s ͑T͒ increases with temperature. In water, P s ͑T͒ could be nonmonotonic; this peculiarity is made possible by the existence of a line of density maxima ͑LDM͒. Speedy ͓1͔ showed that if the metastable part of the LDM intersects P s ͑T͒, the latter changes slope; P s ͑T͒, negative at room temperature, could then retrace to positive pressure in the supercooled region. This idea is attractive to explain water anomalies, because many properties are singular near a SL. It was later understood ͓2͔ that a liquid-gas SL was unlikely to exist at positive pressure in the supercooled region, because it would imply the existence of a second ͑low temperature͒ liquid-vapor critical point. The SL can, however, end at negative pressure by meeting a liquid-solid spinodal ͑see Ref. ͓2͔, and references therein͒ or a glass transition line ͑see Ref. ͓3͔, and references therein͒.
The phase diagram of water is still a matter of debate. The measurements of several thermodynamic anomalies in supercooled water during the 1970s have triggered theoretical attempts to give a unified picture of water in its stable and metastable regions. Speedy ͓1͔ proposed that the supercooled region ͑metastable with respect to the solid formation͒ and the region where the liquid is stretched ͑metastable with respect to vapor formation͒ were bounded by a continuous line of instability. The existence of a line of instability is common to all liquids under tension, and is known as a spinodal line ͑SL͒; its generic behavior is that its pressure P s ͑T͒ increases with temperature. In water, P s ͑T͒ could be nonmonotonic; this peculiarity is made possible by the existence of a line of density maxima ͑LDM͒. Speedy ͓1͔ showed that if the metastable part of the LDM intersects P s ͑T͒, the latter changes slope; P s ͑T͒, negative at room temperature, could then retrace to positive pressure in the supercooled region. This idea is attractive to explain water anomalies, because many properties are singular near a SL. It was later understood ͓2͔ that a liquid-gas SL was unlikely to exist at positive pressure in the supercooled region, because it would imply the existence of a second ͑low temperature͒ liquid-vapor critical point. The SL can, however, end at negative pressure by meeting a liquid-solid spinodal ͑see Ref. ͓2͔, and references therein͒ or a glass transition line ͑see Ref. ͓3͔ , and references therein͒.
An alternative interpretation of the anomalies of supercooled water does not involve the SL, but rather postulates the existence of a metastable first-order transition line between a low density and a high density liquid at temperatures below freezing ͓4͔. The critical point terminating this line can also explain the observed anomalies. For a thorough and up-to-date review of supercooled and glassy water, describing these two interpretations and others, we refer the reader to Ref.
͓2͔.
The first scenario, with a minimum in P s ͑T͒, is supported by extrapolations at negative pressures of the equation of state ͑EOS͒ of water at positive pressure ͓1͔. A careful cavitation experiment ͓5͔ using isochoric cooling of water inclusions in quartz was interpreted as an evidence for this behavior. On the other hand, the second scenario, with a second ͑liquid-liquid͒ critical point, has been found in all molecular dynamics simulations ͑MDS͒ to date ͑see Ref. ͓2͔, and references therein͒. They predict retracing of the LDM at negative pressure: the LDM thus avoids the SL, and P s ͑T͒ keeps a positive slope. Other experiments, on decompression induced melting in metastable ices, and demonstrating polyamorphism in water ͑cited in Ref. ͓2͔͒ were interpreted as supporting the second critical point scenario. Direct experiments on deeply supercooled water would be decisive, but they are precluded by homogeneous crystallization.
In this paper, we concentrate on the temperature variation of P s ͑T͒. A clear understanding of this issue would put more stringent constraints on the models proposed for water. We choose two EOSs with qualitatively different P s ͑T͒. Our aim is to distinguish between them by comparing their predictions for measurable quantities. Experiments are of course difficult to perform close to the limit of stability of the liquid. However, densities out of the stability region are reached in the inhomogeneous situation of liquid-vapor equilibrium. We first derive the predictions of each EOS for the profile of the liquid-vapor interface, and show how experiments favor a monotonic P s ͑T͒. Then, we turn back to the uniform metastable liquid and study the cavitation phenomenon, which is a more direct probe of the spinodal location. We show it is necessary to go beyond the standard theory of nucleation, and we discuss the predictions of each EOS.
Let us first describe the EOSs we use; they were chosen as representative of each scenario mentioned above to explain the anomalies of water. The corresponding SLs are shown in Fig. 1 . ͑i͒ The Speedy EOS. Speedy ͓1͔ has shown that experimental isotherms ͓6͔ were accurately represented by the three-parameters formula
The corresponding P s ͑T͒ exhibits a minimum. ͑ii͒ The fivesite transferable interaction potential ͑TIP5P͒ EOS. We used Eq. ͑1͒ to extrapolate the data from Yamada et al. ͓7͔. They performed MDS using the TIP5P potential, which is an improvement over the previous ones, as it reproduces a number of features of the phase diagram of water at P Ͼ 0, including the location of the LDM at 1 bar. It also predicts a metastable liquid-liquid critical point. At negative pressures not accessible to experiments, these MDS data lie away from Speedy's extrapolation, and lead to a monotonic P s ͑T͒.
Tables I and II of the Appendix give the parameters of Eq. ͑1͒.
To describe an inhomogeneous density distribution ͑r͒, we use the well-known van der Waals-Cahn-Hilliard ͑VdW͒ theory ͓8͔. Given a reference homogeneous liquid at density l , the excess grand potential of the distribution ͑r͒ writes
where ͑ , l ͒ = f͑͒ − f͑ l ͒ − fЈ͑ l ͒͑ − l ͒ is the excess grand potential density ͑f is the Helmholtz free energy density͒ and is an influence parameter, accounting for the energy cost associated with inhomogeneous configurations. For a flat interface at equilibrium, ͑r͒ varies only along the direction perpendicular to the interface, and connects the equilibrium vapor and liquid densities v and l . The grand-potential per unit area reduces to a one dimensional integral. Minimizing ⌬⍀ leads to the equilibrium interface profile and to the surface tension ͓8͔
͑3͒
The profile can be characterized by its 10-90 % thickness
The delicate step is the choice of a sound Helmoltz free energy density f for all densities. Eq. ͑1͒ can be integrated to find f for ജ s :
where 0 ജ s is a reference density ͑e.g., 0 = l ͒; the constant f͑ 0 ͒ can be chosen arbitrarily and cancels out in the results. However, for Ͻ s , we have to rely on an extrapolation of f. Our first attempt was inspired by a procedure used in the case of liquid helium ͓9͔. First, we set the equilibrium pressure P sat and the vapor density v to their experimental values ͓10͔, and deduce l from Eq. ͑1͒ by solving P͑ l ͒ = P sat ; this value of l is close to the experimental one ͑see Table III͒ . Then, we use a fourth order polynomial extrapolation of f. The five coefficients are chosen so that the chemical potential and pressure are equal for v and l ͑phase equilibrium͒, and that f and its first two derivatives are continuous at s . Finally, we adjust to reproduce the experimental surface tension ͓10͔ with Eq. ͑3͒. The theory has now no free parameter left, and can be used to predict the liquid-vapor interfacial profile. It is close to an hyperbolic tangent function, as would be the case for a mean field critical limit ͓8͔, because the grand potential density ͑ , l ͒ we obtain is nearly symmetric around
The results for the 10-90 % thickness are shown in Fig. 2 . The two EOSs predict qualitatively different behaviors: l 10-90 ͑T͒ obtained with the TIP5P EOS is monotonic, whereas the one obtained with Speedy EOS exhibits a shallow minimum around 320 K. These predictions are compared with experiments: the ellipsometry data from Kinosita et al. ͓11͔ , support the former. The ellipticity measurements were converted into l 10-90 using Drude theory ͓12͔, assuming a hyperbolic tangent function for the density profile. Also shown are the x-ray scattering values ͓13͔; the effective thickness measured by x rays has been converted into total l 10-90 with the capillary wave theory used by the different authors to analyze their x-ray data. Because of the better accuracy of x rays compared to ellipsometry, it would be interesting to extend x-ray measurements to a wider temperature range. We should also mention that other ellipsometry measurements exist ͓14͔, but they are available only at room temperature and were ignored in the comparison. However, as they all give values of l 10-90 around 0.4 nm, it would be worth repeating a temperature study to confirm the measurements by Kinosita et al. Our first guess for the extrapolation of f͑͒ has an obvious limitation: it does not tend to the ideal gas limit at low density. Therefore we designed a new extrapolation, built to connect the known regions 0 ഛ ഛ v and ജ s . We proceed as follows. We set P sat to its experimental value, and deduce l from Eq. ͑1͒ by solving P͑ l ͒ = P sat . At low density, we write the pressure as
where R is the ideal gas constant, M is the molar mass of water, and s Ј is a free parameter. Another spinodal ͑for the transition from the gas to the liquid͒ arises, at a density s Ј Predictions for l 10-90 from our two extrapolations of f͑͒ can be compared to check the sensitivity of our results to the model. As shown in Fig. 2 , for both EOSs, the second extrapolation gives results systematically lower than the first one. However, the qualitative temperature dependence of l 10-90 appears to be a robust feature of our model. Therefore, our conclusion that the monotonic behavior of the available experimental measurements favor the TIP5P EOS is unaffected.
Another, more direct, way to approach the SL and to distinguish between the two EOSs proposed, is to study cavitation in the stretched liquid. Because the liquid-gas transition is first order, any liquid can be brought to negative pressures, into a metastable state separated from the stable gas phase by an energy barrier E b . This barrier vanishes on the SL, where the liquid state becomes unstable. Yet the spinodal pressure cannot be reached because thermal fluctuations will allow a gas bubble to nucleate before, overcoming a finite E b at the cavitation pressure P cav . For a liquid free of impurities, cavitation is called homogeneous, and the corresponding E b can be estimated as k B T ln͑⌫ 0 V /ln 2͒, where V and are the characteristic volume and time of the experiment. ⌫ 0 is evaluated as the product of the number density of independent nucleation sites, 1 / ͑4R c 3 /3͒ ͑R c is the radius of the critical nucleus for nucleation, for which E b is reached, typically 1 nm in our calculations͒ by a thermal attempt frequency k B T / h. Note that E b depends only weakly on the choice of ⌫ 0 V. The pressure dependence of E b may be found using the so called thin wall approximation ͑TWA͒ ͓15͔, which consists in treating the growing nucleus as a spherical bubble of radius R, filled with vapor at the saturated vapor pressure P sat , and separated from the liquid by abrupt walls. Its energy is thus divided into a volume and a surface term
and results in a barrier E b =16 3 / ͓3͑P − P sat ͒ 2 ͔ at R c =2 / ͑P sat − P͒. This simple theory does not predict a vanishing barrier at a finite negative pressure, although this must occur on the SL. The reason is that the assumption of a sharp wall fails when R c becomes of the order of l 10-90 . To solve this problem, we resort to VdW theory of nucleation ͓16͔. Let us consider a given negative pressure, corresponding to a metastable homogeneous liquid at density l . The excess grand potential ⌬⍀ of an inhomogeneous density distribution ͑r͒ is written with Eq. ͑2͒. Among the profiles connecting asymptotically to l , one makes ⌬⍀ stationary: this value of ⌬⍀ defines E b . The corresponding critical profile is found by solving the associated Euler-Lagrange equation
This was done using both EOSs, to find P cav ͑T͒; we used typical experimental parameters: V = ͑10 m͒ 3 and =1 s ͓5͔. The results are shown in Fig. 3 . Again, the two EOSs predict qualitatively different behaviors: when Speedy EOS is used, P cav ͑T͒ exhibits a shallow minimum around 285 K, whereas P cav ͑T͒ deduced from TIP5P is monotonic. These features hold for both extrapolations mentioned above: P cav is less negative when the second extrapolation is used, but the difference is smaller than for l . The discrepancy between TWA and VdW theory appears also clearly: the TWA always overestimates the cavitation pressure.
We have included in Fig. 3 one data point from Zheng et al. ͓5͔ . They used a Berthelot tube technique. Quartz inclusions were filled with liquid water through cracks in the quartz crystal; these cracks were then healed at high temperature; during cooling, the low-density water sample fol-FIG. 2. 10%-90% thickness of the liquid-vapor interface of water vs temperature. The thin solid ͑resp. dashed͒ line was calculated using Speedy EOS, and the thick solid ͑resp. dashed͒ line using TIP5P EOS with our first ͑resp. second͒ extrapolation for f͑͒ ͑see lowed a nearly isochoric path, and eventually a bubble nucleated. Zheng et al. reported a maximum tension at room temperature, corresponding to the datum in Fig. 3 . They were able to cool down further other inclusions, without observing cavitation. They concluded that the isochore was retracing to less negative pressure, and interpreted this as the evidence that the LDM extends down to the SL, which supports Speedy's model.
It is tempting to check this by comparing directly the experimental P cav to our predictions. Unfortunately, the pressure is difficult to calibrate in such experiments: the experimentally measured quantity is the cavitation temperature, and P cav is deduced by the use of yet another EOS and an assumption about the volume of the inclusion. To distinguish between the two predictions, it would be useful to obtain the temperature dependence of P cav . As this seems difficult to do at lower temperature with inclusions, we plan to use an acoustic technique that gave evidence for a minimum in P s ͑T͒ in liquid helium 3, which also exhibits a LDM ͓17͔.
We should mention that a third interpretation for water anomalies exists: the singularity free scenario ͓2͔. It explains the increases of response functions upon supercooling as thermodynamical consequences of the existence of density anomalies. This was illustrated by two theoretical models ͓18͔. We did not consider the corresponding EOSs here, but as they both predict a monotonic P s ͑T͒, we expect calculations of l 10-90 ͑T͒ and P cav ͑T͒ to give results qualitatively similar to TIP5P.
Competing pictures exist for the phase diagram of water. They differ in several ways, one of which is the shape of the liquid-gas SL. We have shown that this issue could be checked experimentally. The measured temperature dependence of the thickness of the free surface of water seems to support a monotonic P s ͑T͒. More x rays and ellipsometry measurements as a function of temperature are needed to confirm this finding. However, the interfacial profile spans all densities between the stable liquid and gas phases; a more direct test of the spinodal shape could be obtained by measuring the temperature dependence of homogeneous cavitation at low temperature, when metastable liquid densities close to the spinodal are reached. 
APPENDIX: TABLES OF PARAMETERS
We list here the values of all parameters used in our calculations. Let us first give the parameters appearing in Eq. ͑1͒ for the two EOSs considered. ͑i͒ The Speedy EOS ͑Table I͒: following Speedy ͓1͔, we have fitted at each temperature 11 experimental values of P͑͒ ͓6͔ at 10 MPa intervals in the range 0-100 MPa; the root mean square deviation in the pressure ͓RMSD͑P͔͒ is comparable to the experimental uncertainty. ͑ii͒ The TIP5P EOS ͑Table II͒: we used at each temperature seven densities equally spaced between 900 and 1200 kg m −3 ͑the corresponding pressure ranges vary from −180-550 MPa at 270 K to −60-800 MPa at 350 K͒; RMSD͑P͒ is larger than for Speedy EOS, but still smaller than the numerical uncertainty in the TIP5P calculation ͑see the inset in Fig. 1 
