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されて来た．しかしながら，1990年代初頭のW. Leland，W. Willinger，V. Paxsonら
の研究により，LAN やインターネット等のデータ通信において，集約トラフィックの
到着過程をモデル化する場合，ポアソン過程によるモデル化では不十分であることが








fBm(fractional Brownian motion)や fGn(fractional Gaussian noise) によって表現する
モデル [39, 52, 67]，一つはパレート分布に従う継続時間を有するユーザトラフィック
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上述の長期自己相関性は，流量変動の時間相関が有する特徴をとらえるものである．
一方，流量変動の周辺分布もネットワーク品質を決定する上で重要な役割を果たすと




が裾野の長い (heavy-tail)分布に従うことが M. Crovellaや W. Willinger，V. Paxson
らによって指摘されている [11, 64, 66, 88, 89]．ユーザトラフィックが示すこのような
特徴はよく知られた “パレートON/OFFソース”モデルによってモデル化することが
できる．最近のネットワーク計測に基づく報告によると，ユーザトラフィックの平均送
































































Waseda 早稲田大学の主要な対外接続回線 (100 Mbps Ethernet)である．当該回線は
IMnet (Inter-Ministry Research Information Network)[26]を通じてインターネットに
接続されている (計測実施当時)．計測は 2001年の 4月及び 7月の平日に tcpdump[85]
を用いて実施した．取得したパケットトレース数は 71である．
OCN-SINET 国内の主要な商用ネットワークの一つである OCN(Open Computer
Network)[57]と，国内主要大学を接続するSINET(the Science Information Network)[80]
を接続するバックボーン回線 (135 Mbps ATM 回線)である．計測は 2000年 1月の平日
にATM Probe[78]を用いて実施した．取得したパケットトレースの合計は 32である．
なお，このデータのより詳細な情報は文献 [29]等に詳しい．
APAN APAN(Asia-Paciﬁc Advanced Network) [5]が運用する国際回線 (155 Mbp-
sOC3)のひとつであり，国内に設置されたAPAN東京接続点と米国の STAR TAP[82]
を接続している．計測は 1999年 8月の平日にOC3mon/Coral [55]を用いて実施した．
取得したパケットトレースの合計は 44である．
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表 2.1 データのまとめ
データ名 方向 データ数 平均パケット数 平均流量
NTTlab incoming 56 1.55× 105 3.75 Mbps
Waseda incoming 71 1.84× 106 23.31 Mbps
OCN-SINET OCN-to-SINET 32 8.06× 105 12.50 Mbps
APAN US-to-JP 44 5.98× 105 5.14 Mbps






ti (1 ≤ i ≤ M)をインターバルとする．ここに，M は各トレースに含まれるインター
バルの数である．すべての iについてインターバルの長さ tiは同一とし，その値を τ








本研究では，τ を 0.1秒 (100ミリ秒)とする．各トレースの長さは 300秒に設定した
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表 2.2 図 2.1のトラフィック流量変動に対する歪度
NTTlab Waseda OCN-SINET APAN WIDE









ここに 〈X (ti)〉はX (ti)の平均を，σX はX (ti)の標準偏差を表す．分布が正 (負)に
歪んでいる場合，歪度は正 (負)の値となる．分布が正規分布である場合，分布形は左
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いると結論づけることが出来る．流量変動は必ずしも正規分布ではないという結果は，













定義 1: あるスループット値 X̂ (k)が以下の条件をみたすとき，これをスパイクと定義
する
X̂ (k) ≥ 〈X (ti)〉+ 2σX , 1 ≤ k ≤ NS, (2.3)
ここに 〈X (ti)〉はX (ti)の平均を，σX はX (ti)の標準偏差を表す．また，NS はト
レースにおけるスパイクの数である．ΩSをスパイク X̂ (k) (1 ≤ k ≤ NS)の集合とし，
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表 2.3 スパイクと非スパイクに対するNti の平均値
NTTlab Waseda OCN-SINET APAN WIDE
スパイク 17.8 80.9 191.7 50.9 253.6
非スパイク 15.2 78.2 174.3 48.3 213.7
図 2.5は時分割フローのイメージ図である．図において個々の長方形は IPフローに
相当する．IPフローを時間インターバルによってM 個に分割し，各々のタイムイン
ターバル tiに存在する IPフローを時分割フロー fl (ti, j), 1 ≤ j ≤ Nti と定義する．図
中のグレーの部分が時分割フローである．ここにMの定義は 2.5章と同様であり，各々
の時間インターバルの長さ τ は同じく 0.1秒とする．また，時間インターバル tiにお
ける時分割フローの個数をNtiとする．各々の時分割フローは少なくとも 1つ以上のパ



















時分割フローのサイズ b (fl (ti, j))について，以下のような累積分布 (補分布)を計算
した．
Pr [b (fl (ti, j)) > x] (2.5)
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図 2.6 時分割フローのサイズ b (fl (ti, j))の累積分布 (補分布)
表 2.4 エレファントフローの発生率と占有率
NTTlab Waseda OCN-SINET APAN WIDE
発生率 3.01 % 1.15 % 2.35 % 3.22 % 4.65 %
占有率 35.72 % 39.07 % 25.59 % 41.22 % 41.30 %

















は時分割フローのサイズであり，〈b (fl (ti, j))〉，σbはそれぞれ平均値
と標準偏差である．また，NEはトレース中のエレファントフローの総数である．時分割フ
ロー全体の集合をΩFとし，エレファントフロー全体の集合ΩE  f̂ l (m) (1 ≤ m ≤ NE)
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がって，本研究では定義 2を採用する．また，この定義によって定められるエレファ
ントフローの送信レートはおよそ 1Mbps =105 b/0.1s のオーダーに相当している．(図
2.6の点線を参照)．一方で，他の時分割フローの送信レートは約 70 – 230 kbpsである．

























非一様性を有する．文献 [60, 61, 90]では，IPフローのサイズや平均レートの分布が
elephant and mice phenomenonに従うことが報告されている．本研究では，時分割フ
ロー—すなわち瞬間的な IPフローのサイズ (レート)—も同様にそのような傾向がある
ことを示した．このように，単位時間あたりの細かい粒度において定義される時分割









第 2章 インターネットトラフィックの流量変動特性 21













































22 第 2章 インターネットトラフィックの流量変動特性





























































第 2章 インターネットトラフィックの流量変動特性 23
1. スパイクでは，エレファントフローの発生する確率が非スパイクと比較して高い
(約 1.7 – 2.9倍)
2. スパイクの大部分はエレファントフローによって構成される．スパイクのサイズ































































































これまでにP2Pトラフィックの分析を行った代表的な報告として文献 [34, 75, 76, 79]
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表 3.1 アプリケーションの識別に用いたポート番号
ポート番号
web 80, 8080, 443
P2P 6346, 6347, 6699, 1214
3.3 計測および分析手法
本章では早稲田大学の対外接続回線においてトラフィック計測を行った．上記の回線
の契約帯域幅は 100 Mbps であり，IMnet[26] を経由してインターネットに接続されて
いる．トラフィック計測はパケットレベルで行い，パケット毎にタイムスタンプを押印
し，TCP/UDPヘッダまでのデータを記録した．計測の対象はWAN 側からLAN側に





に，TCP フラグの内で， SYN，FIN それぞれのフラグがセットされたパケットを少
なくとも一つずつ含むパケット群のみをフローとして定義する1．
以下にトラフィックデータに基づいてフロー分析を行う手順を示す．まずパケットの
ヘッダ情報を用いてフロー fi (1 ≤ i ≤ N)の特定を行う．フロー毎にフロー開始時刻
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表 3.2 フロー数および総トラフィック量
フロー数 トラフィック量
web 1058406 21.78 Gbyte
P2P 1401 8.15 Gbyte
その他 459909 7.93 Gbyte
合計 1519716 37.86 Gbyte




数の割合は， webフローが 69.64%，P2Pフローが 0.92%，その他が 30.26% であり，
P2P のフロー数が他と比べて圧倒的に少数であった．一方，総トラフィック量に対す
るアプリケーション毎のトラフィック量の割合は，webフローが 57.52%，P2Pフロー











フロー到着間隔 Tδ (k) (k = 1, 2, ...) (秒) の特性を調べた．ここにフロー到着間隔は，
同一のアプリケーションに属し，かつ隣接する開始時刻を持つフローの開始時刻の差
により求めた．フロー到着間隔の平均値，および標準偏差は表 3.3に示す通りであった．
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表 3.3 フロー到着間隔の平均値および標準偏差
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表 3.4 フローサイズの平均値および標準偏差
平均値 (byte) 標準偏差 (byte)
web 20.58 K 546.10 K
P2P 5.81 M 53.90 M
3.4.2 フローサイズ
フローサイズ S (fi) (byte) の特性を調べた．フローサイズの平均値，および標準偏
差は表 3.4に示す通りであった．P2Pの平均フローサイズはwebの約 280倍に相当し，
個々のP2Pフローはwebフローと比較してきわめて大容量の通信を行うことがわかる．
図 3.3は web，P2Pそれぞれに属するフローに対してS (fi)の累積分布を両対数グラフ
に示したものである．いずれもフローサイズが数桁の範囲にわたり，広範囲な値を示
すことがわかる







ると考えられる．一方，サイズがおよそ 104 (約 10kbyte に相当)より小さい範囲では，







ケットサイズのばらつきは無視することができる．こうした理由により，S (fi) < 104
の範囲においてフローサイズの分布形の傾向が変わると考えられる．
前述したS (fi) ∼ 109，およびS (fi) < 104の範囲を除いた 104 ≤ S (fi) ≤ 5× 108 の
範囲において，web，P2Pのいずれのグラフもほぼ直線的である．したがって，両者の
34 第 3章 ユーザトラフィック統計の非一様性



















































図 3.3 フローサイズの累積分布 (補分布)





表 3.6 フローサイズが上位 10位に該当するフローの統計
サイズ合計 全トラフィック総量
(byte) に占める割合 (%)
web 1.19 G 2.78
P2P 5.30 G 12.39
フローサイズはパレート分布
Pr [S (fi) > x] = kx
−α (x ≥ k1/α, k > 0, α > 0) (3.2)
で近似することができると考えられる．ここで 104 ≤ S (fi) ≤ 5×108 の範囲で，S (fi)
がパレート分布にしたがうと仮定し，回帰分析を行った．図 3.3の点線部は推定された




P2P のいずれも，P-P プロットは原点を通る傾きが 1の直線上にほぼしたがっている
ことがわかる．以上の結果より，web，P2Pともに大小のカットオフを除いた広い範
囲において，フローサイズはパレート分布によって近似できることが示された．特に





5ある分布 Pr [X > x] = 1− F (x)について，x →∞のとき 1− F (x)が 0 に収束する速度が遅いと
き，その分布関数の裾野は重い (heavy-tail)と表現する．パレート分布 Pr [X > x] = kx−α は，α > 0
が小さいほど Pr [X > x]の 0に収束する速度は遅くなる．すなわち，αが小さいほど裾野が重い分布と
なる．特に 1 < α ≤ 2のとき分散が発散し，0 < α ≤ 1 のとき平均，分散がともに発散する (カットオ
フが存在しない場合)．なお，α一定のもとで kを大きくすることは，分布関数を右に平行移動すること
に対応する．
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図 3.4 フローサイズの P-Pプロット
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表 3.7 フロー持続時間の平均値および標準偏差
平均値 (秒) 標準偏差 (秒)
web 9.54 133.91
P2P 306.81 964.24










フロー持続時間D (fi) (秒) の特性を調べた．ここにD (fi) = Te (fi)−Ts (fi)である．
フロー持続時間の平均値，および標準偏差は表 3.7 に示す通りであった．フローサイズ











6少数のサイズが大きいフロー (Elephant) が大多数の小さなサイズのフロー (Mice) に比べてトラ
フィック量の占有率が高いことから elephant and mice phonomenon などと呼ばれることもある．
7Q-Qプロットの詳細については付録 Bを参照．
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を持つフローがカウントされていないことが分位点のずれの原因である．実際，2章で
定義した SYN， FIN それぞれのフラグがセットされたパケットを少なくとも一つづ
つ含む P2Pフローについて，持続時間の最大値は 14,031秒 (約 4時間に対応)であっ
た．これに対し，SYN，FINのいずれか，あるいはその両方が計測されなかった P2P
フローについて，上記の 14,031秒を超える通信を行ったフローの数は 16であった．








P2P ともに図 3.6の log10 D (fi) < −2をみたす範囲であり，これは持続時間D (fi)が
およそ 10 ms よりも短い範囲に対応する．持続時間が 10 ms よりも短いフローを構成







延を無視すれば，持続時間は 2 × RTTと見積もることが出来る．一方，ノード間の
RTTはノード間距離，および光の速度で定められる物理的な制約を受けるため，対数
正規分布によって推定される小さな持続時間を満足するような値を取り得ない．例え
ば log10 D (fi) = −4 とすると持続時間は 100 µsであり，パケット数が 3個の TCPフ
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表 3.8 フローレートの平均値および標準偏差
平均値 (byte/秒) 標準偏差 (byte/秒)
web 72.46 K 182.06 K
P2P 12.94 K 61.39 K
3.4.4 フローレート
フローレート R (fi) (byte/秒) の分布を調べた．ここに， R (fi) = S (fi) /D (fi) で
ある．フローレートの平均値，および標準偏差は表 3.8 に示す通りであった．webフ













本節では持続時間D (fi)とサイズ S (fi)の関係を調べる．D (fi)と S (fi)の値に応じ
たフローのクラス分けを行い，web，P2Pの特性を比較する．持続時間，およびサイズ
に対して閾値 Dˆ (秒)，Sˆ (byte) を設定し，閾値と比較して，フローのクラス分けを行





フロー分類に用いる閾値 Dˆ, Sˆは任意に定めることが可能である．文献 [37]では Dˆ =
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表 3.9 フロークラスの定義
D < Dˆ D ≥ Dˆ
(Short) (Long)
S < Sˆ (Small) S-S L-S


















900, (秒), Sˆ = 100 (kbyte) としている．本研究では P2P，web のどちらかに属する
全フローに対して持続時間，サイズのそれぞれについて 平均値 M および標準偏差 σ
を計算し，M + σ を閾値とした．この結果に基づいて，閾値をそれぞれ Dˆ = 148.69
(秒)， Sˆ = 2074492.20 (byte) と定めた8．
図 3.9にクラス毎のフロー数の割合を調べた結果を示す．web，P2Pともに，S-S ク
ラスに属するフローが大多数である．S-L クラスに属するフローに対して S-S クラス
に属するフローが格段に多いことから，持続時間が短いフローはフローサイズが小さ
い傾向にあると考えられる．一方 web，P2Pともに，L-L クラスに属するフロー数よ
8ここで定めた閾値の他に Dˆ = 10, 100, 1000および Sˆ = 100000, 500000, 1000000の組み合わせでフ
ローのクラス分けを行ってみたが，以下の結果の傾向は同様であった．


























属するフローのフローサイズ合計が最も大きく，web フローサイズ全体の約 57.01 %
を占める．一方，P2Pでは L-Lクラスに属するフローが支配的であり，P2Pフローサ
イズ全体の約 97.31% を占める．数としてはもっとも多い S-S クラスに属するフロー
のフローサイズ合計は P2P フロー全体の 1% 未満に留まっている．
以上の結果をまとめると次のようになる．(1) web，P2Pともに大多数のフローはS-S
クラスに属する．(2) web，P2Pともに持続時間が短いフローはサイズが小さい傾向に
ある．(3) web では S-Sクラスに属するフローがフローサイズ合計の約 6割を占めてい




およびクラス毎のフローサイズ合計 — トラフィック量 — の特性の差異を考慮するこ
とにより，より現実的なインターネットトラフィックのモデル化が可能となる．





と — パレートの法則 — を意味する．特に P2Pのフローサイズは webと比較して分
布の裾野がきわめて重いため，上記の性質が顕著である．
文献 [28, 56]で指摘されているように，近年の P2Pアプリケーションの普及はめざ
ましく，トラフィック量も増加を続けている．本節では P2Pフローの増加がフロー全
体の特性に与える影響について考察する．
図 3.3，および表 3.5で示されたように，大小のカットオフを除いた 104 ≤ S ≤ 5×108
の広い範囲 (10kbyte から 500Mbyte に相当)において，web，P2Pのフローサイズ S
の分布はパレート分布
Pr [S > x] = kx−α (3.3)
で近似できる．以下で，上記の範囲における web，P2P，および両者を合計したフロー




ここで web+P2Pのフロー数に対する P2Pのフロー数の割合を rp とすると，rp =
0.0021 であり，きわめて小さな値である．したがって，web+P2Pの傾向は webの傾





以下では，将来 rp が増加したときに web+P2Pのフローサイズ特性がどのように変
化するかを考察する．web，P2P，のそれぞれのフローの集合を Ωw,Ωp とする．この
とき，フロー fi が Ωw または Ωp に属することは排反であるので，web+P2Pのフロー
サイズ分布 Pr [S (fi) > x] は
Pr [S (fi) > x]
= Pr [S (fi) > x, fi ∈ Ωw ∪ Ωp]
= Pr [S (fi) > x, fi ∈ Ωw] + Pr [S (fi) > x, fi ∈ Ωp]
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= Pr [S (fi) > x|fi ∈ Ωw] Pr [fi ∈ Ωw] + Pr [S (fi) > x|fi ∈ Ωp] Pr [fi ∈ Ωp] (3.4)
を満たす．ここに Pr [A|B]は事象Bの元でAが起こる条件付確率を示す．また，web，
P2Pのフローサイズ分布はパレート分布で近似できることから，
Pr [S (fi) > x|fi ∈ Ωw] = k1x−α1 (3.5)
Pr [S (fi) > x|fi ∈ Ωp] = k2x−α2 (3.6)
である．また，rpの定義より
Pr [fi ∈ Ωw] = 1− rp (3.7)
Pr [fi ∈ Ωp] = rp (3.8)
である．(3.4)～(3.8)式より，
Pr [S (fi) > x] = k1(1− rp)x−α1 + k2rpx−α2 (3.9)
となる．ここで α1, α2, k1, k2 を図 3.11に示した範囲で回帰分析した結果を用いて α1 =
1.116, α2 = 0.379, k1 = 31359, k2 = 66.12 とする．
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式 (3.9)において， rp を rp = 0.0, 0.002, 0.01, 0.1, 0.2, 0.5, 1.0と変化させたときの累
積分布 Pr [S (fi) > x] を図 3.12に示す．rp = 0.0, rp = 1.0 はそれぞれ web，P2Pだけ




部は P2Pのフローサイズ分布の裾野部に急激に近づいていくこと — パレートの法則
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3.5.2 フロー毎のトラフィック制御
ここではフロー毎のトラフィック制御を行う手法としてよく知られた RED について
考察する．RED は TCP のグローバル同期による輻輳崩壊を回避することを目的とし
て Floyd らによって提唱されたトラフィック制御手法であり，これまでに多くの評価，

















り立つことが知られている [74, 41, 22, 91, 1, 72]．特に webにおけるファイルサイズ
の分布は形状母数 αが 1 < α < 2 のパレート分布にしたがうことがよく知られている
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ろで，本研究で用いた 6時間分のデータでは，フロー持続時間D (fi)はD (fi) > 104の
範囲 (約 3時間超)で，対数正規分布による近似から外れていた (図 3.6)．これは，3.4.3
で議論したように，データ長の有限性によるカットオフが原因と考えられる．以下で
は，上記の結果を利用し，3時間を超えるフローを対象外として，定常性の検証を行う．









1 2 3 4 5 6
図 3.14 データ系列D1, D2
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58 第 4章 エレファントフローの特定方法
4.2 背景
フローのサイズやパケット数の分布は，大多数の場合が裾野を長く引く分布に従うこ
とが数多くのネットワークを計測した報告によって明らかになってきた [16, 47, 48, 60,
61, 86, 90]．このような性質は the elephant and mice phenomenon (あるいは the vital





















そのような機能を実装しているものもある．例えば Cisco 社の NetFlow[9]や Juniper
































ている [14]．鍵となる技術は，サンプルした SYNパケット2の数から元の SYNパケッ
ト数—すなわちTCPフロー数—を推定するスケーリングアプローチを用いることであ
る．Kumarらは超高速ネットワークにおいてすべてのフロー統計を効率良くメモリ上
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図4.1は IPCLトレースを分析し，フロー jのパケット数Xjの確率密度Pr [Xj = i] (i =
1, 2, ...)を描いたものである．図より，Xjの確率密度はほぼベキ的に減衰することがわ
かる．多くのネットワーク計測の研究が報告しているように，フローが示すこの特性は















母集団におけるフロー毎のパケット数Xjの分布—すなわちXjの事前分布Pr [Xj = i]
は既知であると仮定する．どのように事前分布の情報を前もって取得するかについて
は次の章で議論する．











Yjをフロー jについてサンプルしたパケット数とする．フロー jは母集団 (サンプル前
の全パケットの集合)において，Xjパケットから構成される．Xj = xという条件の下
で Yjが Yj = yを満たす条件付き確率は
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である．これは良く知られた超幾何分布である6
ここでベイズの定理を用いると，Yj ≥ yの条件の下でXjがXj ≥ xを満たす確率は
以下の式のように計算できる．
Pr [Xj ≥ x|Yj ≥ y] = Pr [Yj ≥ y|Xj ≥ x] Pr [Xj ≥ x]
Pr [Yj ≥ y] (4.3)
ところでXjが取り得る範囲は 1 ≤ Xj ≤ N であるので，
Pr [Yj ≥ y|Xj ≥ x] =
∑N
k=x Pr [Yj ≥ y|Xj = k] Pr [Xj = k]
Pr [Xj ≥ x] (4.4)
Pr [Yj ≥ y] =
N∑
k=1
Pr [Yj ≥ y|Xj = k] Pr [Xj = k] (4.5)
である．(4.3)，(4.4)，(4.5)式より，次式を得る．
Pr [Xj ≥ x|Yj ≥ y] =
∑
k=x Pr [Yj ≥ y|Xj = k] Pr [Xj = k]∑
k=1Pr [Yj ≥ y|Xj = k] Pr [Xj = k]
(4.6)
ただし，
Pr [Yj ≥ y|Xj = x] = 1−
y−1∑
i=0
Pr [Yj = i|Xj = x] , (4.7)
である．Pr [Xj = i]は図 4.1に示したようにXj の事前分布である．
(4.6)式の意味は，事前分布 Pr [Xj = i]の情報があれば，y—すなわちあるフローに
ついてサンプルしたパケット数—より，そのフローが母集団において x個以上のパケッ
ト数を持つ確率を計算することができる．さて，フロー jの母集団におけるパケット
数がXj ≥ xˆを満たすとき，フロー jがエレファントフローであるとする．すなわち，
xˆはエレファントフローを決定する閾値である．前章のエレファントフローの定義で
はN = 107のとき，xˆ = 104である．サンプルしたパケット数 yがある閾値 yˆに対し
て y ≥ yˆを満たすとき，Pr [Xj ≥ xˆ|Yj ≥ yˆ]が十分に 1に近い値をとれば，フロー jは
母集団において xˆ個以上のパケットを持つ可能性が高い．すなわち，フロー jは高い
確率でエレファントフローである．
このとき，yˆの増加にともなってPr [Xj ≥ xˆ|Yj ≥ yˆ]が増加することが直感的にわか
る．しかしながら，yˆを増加し続けると，エレファントフローを検出できない確率が増
加することが推察できる．このようにサンプリングによって生じる固有な false positive
と false negativeが存在するので，これらのトレードオフを考慮して適切な閾値 yˆを決
定する必要がある．次節ではその方法について述べる．
6非常に大きな N に対して (4.2)式を計算すると桁溢れを起こしてしまう．本研究では実施した数値
計算の詳細を付録 Cに示した．
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4.5.2 FPRとFNRのトレードオフ
あるフロー jについてサンプルしたパケット数 Yj が Yj ≥ y′を満たすときにそのフ
ローがエレファントフローであると仮定する．このとき，false positive ratio (FPR)お




= Pr [Xj < xˆ|Yj ≥ y′]




= Pr [Yj < y
′|Xj ≥ xˆ]
= 1− Pr [Yj ≥ y′|Xj ≥ xˆ]
= 1−
∑
k=xˆ Pr [Yj ≥ y′|Xj = k] Pr [Xj = k]∑
k=xˆ Pr [Xj = k]
(4.9)
すなわちFPR，FNRは母集団のパケット数N，サンプリングレート f，エレファン






図 4.2は閾値 y′を y′ = 1, 2, ...のように増加させた際の FPR(y′)と FNR(y′)を (4.8)，
(4.9) 式を用いて算出した結果を示す．ここに母集団のパケット数はN = 107であり，
エレファントフローを決定する閾値は xˆ = 104とした．また，サンプリングレートは
f = 10−3, 10−4とした7．Xjの事前分布Pr [Xj = i]は図 4.1に示した IPCL のものを用
いた．図より y′の増加に伴い，FPR(y′)は増加し，FNR(y′)は減少することがわかる．
このように両者には固有のトレードオフが存在する．，さらに，このトレードオフはサ
ンプリングレートが低いほど (f = 10−4のケース)顕著になることがわかる．
7これらの値は今日の ISPでよく使われる数値例である．
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表 4.1 yˆ，FPR(yˆ)，FNR(yˆ)の計算結果
f yˆ FPR(yˆ) FNR(yˆ)
10−3 13 0.045 0.250




{y′ | FPR(y′) ≤ } , (4.10)
すなわち，yˆは FPR(y′) ≤ を満たす y′の最小値である．これにより，FNRの増加を
できるだけ少なくすることができる．
表 4.1は図 4.2で算出した FPR，FNRを用い，(4.10)式で定められる yˆと対応する
FPR(yˆ)と FNR(yˆ)を算出した結果を示す．ここに  = 0.05とした．サンプリングレー
トが f = 10−3のときは，あるフローについてサンプルしたパケット数 yˆが 13以上であ
ればそのフローは 95%以上の確率でエレファントフローである．また，FNR(yˆ) ≈ 0.25
であるので，およそ 25%のエレファントフローは検出されない．サンプリングレート
が非常に低いケース f = 10−4に対しては FNR(yˆ)は更に高くなり，およそ 23%のエレ
ファントフローが検出される．IPCLトレースにおけるエレファントフローの数は 167
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– (4)母集団におけるXjの事前分布 Pr [Xj = i]
– (5)FPRが満たすべき上限を決定する閾値 
• Step 2: Step 1の (1)–(5)および (4.10)式を用いて yˆを計算する．
• Step 3: パケットサンプリングを実施し，フロー毎にサンプルしたパケット数を
カウントする．





次のようにパラメタを定める．サンプルの母集団となるパケット数: N = 107，サンプ
リングレート: f ∈ {10−3, 10−4}，エレファントフローを決定する閾値: xˆ = 104，Xj
の事前分布: IPCLの分布 (図 4.1参照)．次に Step 2に従い，yˆを算出する．その値は








の数をNeとする (IPCLではNe = 167である)．このとき，FPRとFNRは次のように
計算することができる．
FPR = 1− ne
nˆe
(4.11)
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表 4.2 実際にパケットサンプリングを行って計算した FPRと FNR
f nˆe ne FPR FNR
10−3 134 127 0.053 0.240

















具体的には Yjの分布Pr [Yj = i]からXjの分布Pr [Xj = i]を推定する．(3)のアプロー
チは，多くの場合において，フロー毎のパケット数分布はほぼベキ則に従って減衰す
るという普遍的性質を利用するものである．
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図 4.3は IPCL，IPKS，CESCAの 3つのトレースに対し，以下の累積分布を計算し
8[50]で公開されているトレースの内，IPLS-KSCY-20020814-105000-1の最初の 107パケット (約 124
秒間の片道トラフィックに相当)を利用した．
9[51]で公開されているトレースの内，20040219-120000-aの最初の 107パケット (約 85秒間の片道
トラフィックに相当)を利用した．
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図 4.4 3つのトレースに対するFPR(y′)とFNR(y′)：f = 10−3 (上図)，f = 10−4 (下図)
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表 4.3 3つのトレースについて算出した yˆ





Pr [Xj > k] = 1−
k∑
i=1
Pr [Xj = i] (4.13)
それぞれの分布は異なるものの，すべて裾野を長く引き，ほぼベキ乗的に減衰することが
わかる．これらのトレースの確率分布Pr [Xj = i]を用い，様々な y′ (y′ = 1, 2, 3, ...)に対
してFPR(y′)とFNR(y′)を計算した (図 4.4参照)．ここにN = 107，f ∈ {10−3, 10−4}，
xˆ = 104とした．図より FPR(y′)と FNR(y′)はすべてのパケットトレースについてほ
ぼ同様の傾向を示すことがわかる．次に，この結果と (4.10)式を用いて yˆを計算した．






するのに適したモデルである．パレート分布は the elephant and mice phenomenonの
基礎としても知られる．パレート分布は次式によって定義される．





(x ≥ α), (4.14)
ここに α > 0は位置母数 (location parameter)であり，β > 0は形状母数 (shape pa-
rameter)と呼ばれる．なお (4.14)式から，パレート分布の確率密度関数Pr [Xj = x]は
以下のように表現できる．




図 4.5はパレート分布の累積分布 (補分布)Pr [Xj > x]を両対数グラフで描いたもので
ある．ここに (α ≤ x ≤ 105)であり，α = 1.0，β ∈ {0.5, 0.75, 1.0, 1.25, 1.5}とした．比
較のために図 4.3に示した実データの分布も同時に描いた．
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図 4.5 パレート分布に従うXjの累積分布 (補分布)
図 4.5に示したパレート分布に対し，(4.8)式および (4.9)式を用いて FPRと FNR
を計算した結果を図 4.6に示す．同様に，(4.10)式より yˆを計算した結果を表 4.4に示








Pr [Xj > x] ∼ x−β (4.16)
ここに β ≈ 1.0である．過去の多くのネットワーク計測をベースとした研究が報告し
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図 4.6 パレート分布に対する FPR(y′)と FNR(y′)：f = 10−3 (上図)，f = 10−4 (下図)
てきたように，フロー統計はこのような特性を有することが広く知られている [16, 47,
48, 60, 61, 86, 90]．従って，上記のようにパレート分布を用いて計算した yˆの値—と






ンプルするまでに要する平均時間を τ ′jとし，最初にパケットをサンプルしてから yˆ番
目のパケットをサンプルするまでに要する平均時間を τ ′′j とする．あるフロー jの開始
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表 4.4 パレート分布に対して算出した yˆ


















である．ここに Tjはフロー jの開始から終了までの時間である (図 4.7)．サンプリング






























(4.21)式の右辺における (yˆ − f)/f は，サンプリングレート f，および yˆによって決
定される因子である．表 4.1の f, yˆを用いて上記の因子を計算した結果を表 4.5に示す．
f = 10−2, 10−3での差はそれほど大きいものではないが，f = 10−4では f = 10−2の約










図 4.7 特定に要する時間のダイアグラム:Xj = 12, Yj = 4, f = 1/3, yˆ = 3の例
表 4.5 特定に要する時間: f, yˆによって決定する因子
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N 個のパケットを母集団とし，それぞれのパケットのサイズを x1, x2, ..., xN (bytes)
とする. 母集団から n個のパケットをランダムにサンプルし，それぞれのサイズを
y1, y2, ..., yn (bytes)とする．ここで，サンプリングレート f を f = n/N と定義する．
つぎに，パケットを各々が属するフローによって分類する．フロー jは母集団におい
て Xj 個のパケットから構成されるものとし，サンプルしたパケット群では Yj個のパ
ケットから構成されるとする．yjk (k = 1, 2, ..., Yj) をフロー jについてサンプルされ
たパケットのサイズとする．母集団のすべてのパケットに対して，以下のような変数
x′ji (i = 1, 2, ..., N) を定義する
x′ji =
⎧⎨⎩ xi パケットがフロー jに属する0 それ以外 (4.22)























































することが出来る．たとえば，f → 1のとき，cv(Xˆj) → 0であり，フローサイズXj









に対する変動が小さいため，両者の平均的な相対誤差は小さくなる．N = 107，f = 10−4
のとき， Xj ≥ 104をみたすフローに対する変動係数は，cv(Xˆj) ≤ 0.31である 12．一





で公開されているOC48c 回線を計測したパケットトレースを用いた．ここで N = 107
11後に示すように，この近似では特にパケット数が少ないフローについて変動係数を小さく見積もる．
12次節以降で用いる N = 107のパケットを解析した結果，Xj ≥ 104をみたすフローの数は 167 であ
り，フロー全体の約 0.02%に過ぎなかった．しかしながら，これらのフローが全体のトラフィック総量
に占める割合はきわめて高く，およそ 60%にまで達する．
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リングレートを f = 10−4とした．
サンプリングは 1回行い，フロー毎に真のフローサイズXj と (4.23)式によって算
出されるフローサイズの推定値 Xˆjの相対誤差





相対誤差が最低でも 10以上であり，最大で 1,000 に達する (Xj = 1のフローをサンプ
13厳密には周期サンプリングとランダムサンプリングは異なる．しかしながらフローが多数発生する
トラフィックに対する周期サンプリングは，ランダムサンプリングと同様とみなすことができる [14]．
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ルした場合)．一方，Xj ≥ 104のフローについては相対誤差が最大でも 1未満であり，
f = 10−4と比較的低いサンプリングレートであるにも関らず，誤差が比較的小さいこ
とがわかる．さらに誤差を小さくするためには f を大きくしなければならない．たと













うなアイディアに基づいたネットワーク管理・制御方法は，例えば文献 [33, 42, 31]な
どで提案されている．
文献 [33]では，ルータにおいて帯域占有度の高いフローを監視し，回線の帯域使用






文献 [42]は，RED (Random Early Detection)[17, 19]の適用を前提とし，RED にお





































































































平均流量変動は 7.66 (Mbps)であり標準偏差は 2.31であるので，我々の定義によるス











ケットサイズによって計算している．このため，IP over ATM によるオーバーヘッド—ATMセルヘッ
ダ，セルパディング，AAL5ヘッダ—等を考慮していない．そのため，計算されたスループット値は飽
和時において帯域幅の 12Mbpsより小さく，約 10.5–11Mbps となる．
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図 A.5 エレファントフローの平均発生率 (上図)および平均占有率 (下図)
付録 B
確率プロット法




F (x) = 1− kx−α (B.1)





(i = 1, 2, ...) をプロットしたものを P-P プロットと呼ぶ．
また，経験分位関数を，







である．このとき，(F−1 (qi) , G−1 (qi)) (i = 1, 2, ...) をプロットしたものをQ-Q プ









まう．特に問題となるのはN !の計算である．本研究の例では母集団をN = 107とした



















Γ (z + 1) =
(



























(z > 0) (C.2)
を用いた．これは Lanczosの近似式と呼ばれるものであり，γ,M は選択可能なパラメ
タ，c1, ..., cM はある定数，は誤差を示す項である．文献 [70]では γ = 5,M = 6とす
ることにより，誤差 を || < 2× 10−10と抑えられることを示している．本研究ではこ
れらの値の γ,M を採用し，n! = Γ (n) のように数値計算を行った．
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