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1. Introduction
Let us consider an autonomous differential equation v′ = Av in a
Banach space E, where A is a generator of C0-semigroup {etA}t≥0.
Denote, as usual, s(A) = sup{Reλ : λ ∈ σ(A)} and ω(A) = inf{ω :
‖etA‖ ≤Meωt}.
A classical result of A. M. Lyapunov (see, e.g., [9]) shows that for
any bounded operator A ∈ B(E) the spectrum σ(A) of A is responsible
for the asymptotic behavior of the solution y(t) = eAty(0) of the above
equation. For example, if σ(A) is contained in the left half-plane, that
is s(A) < 0, then the trivial solution is uniformly asymptotically stable,
that is ω(A) < 0, and ‖etA‖ → 0 as t→∞. This fact follows from the
spectral mapping theorem (see, e.g., [21]):
σ(etA)\{0} = exp tσ(A), t > 0, (1)
which always holds for bounded A.
For unbounded A, equation (1) is not always true. Moreover, there
are examples of generators A (see [21]) such that even s(A) < 0 does
not guarantee ω(A) < 0 and ‖etA‖ → 0 as t→∞. Since σ(A) does not
characterize the asymptotic behavior of the solution v(·), we would like
to find some other characterization that still does not involve solving
the differential equation.
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In this paper we solve precisely this problem in the following manner.
Consider the space Lp(R;E) of E-valued functions for 1 ≤ p < ∞, or
the space C0(R;E) of continuous vanishing at ±∞ functions on R, and
the semigroup {etB}t≥0 of evolutionary operators
(etBf)(x) = etAf(x− t), t ≥ 0, (2)
generated by the operator B that is the closure of − d
dx
+ A, x ∈ R. It
turns out that it is σ(B) in Lp(R;E) (or in C0(R;E)) that is responsible
for the asymptotic behavior of v(·) in E. For example, s(B) = ω(A),
and s(B) < 0 in Lp(R;E) or C0(R;E) implies ‖etA‖ → 0 as t→∞ on
E.
The order of the proofs is as follows. First, we consider the evolu-
tionary semigroup {etB} in the space Lp([0, 2pi];E) or C([0, 2pi];E) of
2pi-periodic functions. We prove that 1 /∈ σ(e2piA) in E is equivalent to
1 /∈ σ(e2piB) or 0 /∈ σ(B) in Lp([0, 2pi];E) or C([0, 2pi];E). The main
part of the proof uses a modification of an idea due to C. Chicone and
R. Swanson [6]. Next, using this result, we give a variant of the spectral
mapping theorem for a semigroup {etA} in a Banach space E. This
spectral mapping theorem is a direct generalization of L. Gearhart’s
spectral mapping theorem for Hilbert spaces (see, e.g., [21, p. 95]),
and is related to the spectral mapping theorem of G. Greiner [21, p.
94]. Finally, using a simple change of variables arguments, we prove
that σ(etA) ∩ T = ∅, t 6= 0 in E, T = {z : |z| = 1} is equivalent
to σ(etB) ∩ T = ∅, t 6= 0 which in turn is equivalent to 0 /∈ σ(B) in
Lp(R;E) or C0(R;E).
We will also consider the well-posed nonautonomous equation v′ =
A(x)v in E, and its associated evolutionary family {U(x, s)}x≥s, which
can be thought as a propagator of this equation, that is v(x) = U(x, s)v(s).
We assume that U(· , ·) is strongly continuous and satisfies the usual
([31, p. 89]) algebraic properties of the propagator. Instead of the
semigroup given by (2) we consider on Lp(R;E) or C0(R;E) the evo-
lutionary semigroup
(etGf)(x) = U(x, x− t)f(x− t), x ∈ R, t ≥ 0. (3)
We will show that σ(G) characterizes the asymptotic behavior of v(·)
and prove the spectral mapping theorem for the semigroup {etG}.
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We will be considering not only stability but also the exponential
dichotomy (hyperbolicity) for the solutions of the equation v′ = A(x)v
or evolutionary family {U(x, s)}. We say, that an evolutionary fam-
ily {U(x, s)}x≥s is (spectrally) hyperbolic if there exists a continuous
in the strong sense, bounded, projection-valued function P : R →
B(E) such that: a) The norm of the restrictions U(x, s)
∣∣∣ ImP (s) (resp.
U(x, s)
∣∣∣KerP (s)) exponentially decreases (resp. increases) with x− s,
and b) ImU(x, s)
∣∣∣KerP (s) is dense in KerP (x). Note, that b) au-
tomatically follows from a) if the operators U(x, s) are invertible and
defined for all (x, s) ∈ R2. This happens, in particular, if U(· , ·) is a
norm-continuous propagator for the differential equation v′ = A(x)v
with continuous and bounded A : R → B(E). For this case the hy-
perbolicity of {U(x, s)} coincides with the exponential dichotomy (see,
e.g., [9]) of the equation. However, generally a) does not imply b) (see
[27]).
Exponential dichotomy in the theory of differential equations with
bounded coefficients on E is a major tool used for proving instabil-
ity theorems for nonlinear equations, and for showing existence and
uniqueness of bounded solutions and Green’s functions, etc. (see, e.g.
[7, 9]). The spectral mapping theorem for the semigroup (3) which is
given here allows one to extend these ideas to the case of unbounded
coefficients.
It turns out that the spectrum σ(etG) for nonperiodic A(·) plays the
same role in the description of exponential dichotomy as the spectrum
of the monodromy operator does in the usual Floquet theory for the
periodic case. That is, the condition σ(etG) ∩ T = ∅, t 6= 0, or equiv-
alently 0 /∈ σ(G), is equivalent to the (spectral) hyperbolicity of the
evolutionary family {U(x, s)}x≥s.
Showing that the hyperbolicity σ(eG) ∩ T = ∅ of the operator eG
implies the hyperbolicity of {U(x, s)} is a delicate matter. It turns
out that the Riesz projection P for eG on Lp(R, E) or C0(R;E), that
corresponds to σ(eG) ∩ D, D = {z : |z| < 1}, has the form (Pf)(x) =
P (x)f(x). Here P (·) is a continuous in the strong sense, projection-
valued function, that defines the hyperbolicity of {U(x, s)}. Note that
eG = aR, where a is an operator of multiplication by the function
a(x) = U(x, x− 1), that is (af)(x) = a(x)f(x), and R is a translation
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operator (Rf )(x) = f(x− 1), x ∈ R. Therefore, eG falls into the class
of so-called weighted translation operators, which are well-understood
in the case that E is Hilbert space and p = 2 (see [1, 2, 18, 27], and
also [8, 23] and references therein). If U(· , ·) is norm-continuous, then
P is an operator from a C∗-algebra generated by R and the C∗-algebra
Anc of operators of multiplication by the norm-continuous, bounded
functions from R to B(E). The techniques from the theory of weighted
translation operators (see [1, 2, 18, 27]) allows one to conclude that
P ∈ Anc. This technique is not applicable to the case where {U(·, ·)}
is only strongly-continuous, nor also to the case when E is not Hilbert
space.
In this paper we present some new approaches, which allows one to
derive the above result for any Banach space E and is new even for the
Hilbert space case and when it is only known that U(·, ·) is strongly
continuous. The main idea is to “discretize” the operator aR, that is
to represent it by the family of operators pix(a)S, x ∈ R, acting on the
“discrete” space lp(Z;E). Here S : (vn)n∈Z 7→ (vn−1)n∈Z is the shift
operator and pix(a) : (vn)n∈Z 7→ (a(x+ n)vn)n∈Z is a diagonal operator
on lp(Z;E). This idea goes back to the theory of regular representations
of C∗-algebras [26], and is related to works [1, 2, 13, 16, 17, 18]. As a
result we prove that σ(aR)∩T = ∅ in Lp(R;E) implies σ(pix(a)S)∩T =
∅ in lp(Z;E) for each x ∈ R, and derive from this fact that P ∈ A,
where A is the set of bounded functions a : R → B(E) which are
continuous in strong operator topology on B(E).
We point out that the investigation of evolutionary operators (2)–(3)
has a long history, probably starting from [14] (see also [10, 11, 19, 22]).
Recently significant progress has been made in the papers [3, 4, 25, 27].
It is these papers that essentially motivated and influenced this present
work.
Finally, the results of this article can be generalized to the case of the
variational equation v′(t) = A(ϕtx)v(t) for a flow {ϕt} on a compact
metric space X, or to the linear skew-product flow ϕˆt : X × E →
X × E : (x, v) 7→ (ϕtx,Φ(x, t)v), t ≥ 0 (see [6, 12, 18, 29, 30] and
references contained therein). Here Φ : X × R+ → L(E) is a cocycle
over ϕt, that is, Φ(x, t+s) = Φ(ϕtx, s)Φ(x, t). Let us recall (see [29, 30])
that part of the purpose of the theory of linear skew-product flows was
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to be able to handle the equation v′ = A(t)v in the case when A(·) is
almost-periodic .
To answer the question when ϕˆt is hyperbolic (or Anosov), instead
of (3) one considers the semigroup of so called weighted composition
operators (see [6, 15, 18]) on Lp(X;µ;E):
(T tf)(x) =
(
dµ ◦ ϕ−t
dµ
)1/p
Φ(ϕ−tx, t)f(ϕ−tx), x ∈ X, t ≥ 0.
(4)
Here µ is a ϕt-quasi-invariant Borel measure on X. As above, the
condition σ(T t) ∩ T = ∅ is equivalent to the spectral hyperbolicity of
the linear skew-product flow ϕˆt. The spectral hyperbolicity coincides
with the usual hyperbolicity if Φ(x, t), x ∈ X, t ≥ 0 are invertible or
compact operators. A detailed investigation of weighted composition
operators and their connections with the spectral theory of linear skew-
product flows and other questions of dynamical system theory may be
found in [18] (see also [27]).
We will use the following notations: D = {z : |z| < 1}; T = {z : |z| =
1}; “
∣∣∣∣” denotes the restriction of an operator; D(·) = DF (·) denotes the
domain of an operator in a space F ; σ(·) = σ(· ;F ) denotes the spec-
trum; σap(·) = σap(· ;F ) denotes the approximative point spectrum;
σr(·) = σr(· ;F ) denotes the residual spectrum; and ρ(·) = ρ(· ;F ) de-
notes the resolvent set of an operator on F . For an operator A in E we
denote by A the operator of multiplication by A in a space of E-valued
functions: (Af)(x) = Af(x), f : R→ E.
The authors would very much like to thank C. Chicone for help and
suggestions, and R. Rau for many illuminating discussions.
The authors also would like to thank the referee for the suggestion
to shorten the proof of Theorem 2.5 and Remark below.
2. Autonomous Case
Let A be a generator of a C0-semigroup {etA}t≥0 on a Banach space
E. The semigroup is called hyperbolic if σ(etA) ∩ T = ∅ for t 6= 0.
In this section we will characterize the hyperbolicity of the semigroup
{etA} in terms of evolutionary semigroup {etB}t≥0 and its generator B.
This semigroup acts by the rule (etBf)(x) = etAf(x − t) on functions
f with values in E. In Subsection 2.1 we consider {etB} acting on the
5
space Lp([0, 2pi];E) and C([0, 2pi];E). In Subsection 2.3 {etB} acts on
Lp(R;E) and C0(R;E). Subsection 2.2 is devoted to a spectral map-
ping theorem for {etA}t≥0 on E which generalizes the spectral mapping
theorem of L. Gearhart for Hilbert space.
2.1. Periodic Case
Let F denote one of the spaces Lp([0, 2pi], E), 1 ≤ p <∞ or C([0, 2pi], E)
of 2pi-periodic E-valued functions f , f(0) = f(2pi). Consider the evo-
lutionary semigroup {etB}t≥0 acting on F , defined by the rule
(etBf)(x) = etAf([x− t](mod 2pi)), x ∈ [0, 2pi].
Of course, [0, 2pi] here was chosen for convenience, and for a semigroup
(etBf)(x) = etAf ([x − t](mod t0)) the proofs below remain the same
for any t0 > 0.
Note that etB in F is a product of two commuting semigroups (U tf)(x) =
f([x− t](mod 2pi)) and (etAf)(x) = etAf(x). Hence the generator B is
the closure of the operator
(B0f)(x) = − d
dx
f(x) + Af(x), (5)
where B0 is defined on the core D(B0) of B (see [21, p. 24]). Moreover,
DF (B0) = DF (−d/dx) ∩ DF (A), where the derivative d/dx is taken
in the strong sense in E, and DF (B0) = {f : [0, 2pi] → D(A)
∣∣∣f ∈
F is absolutely continuous, d
dx
f ∈ F, and Af ∈ F}.
Since Beik·f(·) = eik·(B−ik)f(·), k ∈ Z, for the operator (Lkf)(x) =
eikxf(x) one has BLk = Lk(B − ik). Therefore, the spectrum σ(B) in
F is invariant under translations by i.
We will need the following Lemma.
Lemma 2.1. If 1 ∈ σap(e2piA) in E, then 0 ∈ σap(B) in F .
Proof. Fix m ∈ N, m ≥ 2. Since 1 ∈ σap(e2piA), we can choose v ∈ E
such that ‖v‖E = 1 and ‖v− e2piAv‖E < 1m . Note also that ‖e2piAv‖E ≥
1− 1
m
.
Let α : [0, 2pi] → [0, 1] be any smooth function with bounded deriv-
ative such that α(x) = 0 for x ∈ [0, 2pi
3
] and α(x) = 1 for x ∈ [4pi
3
, 2pi].
Define a function g : [0, 2pi]→ E by the the formula
g(x) = [1− α(x)]e(2pi+x)Av + α(x)exAv, x ∈ [0, 2pi]. (6)
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Note that g(0) = g(2pi) = e2piAv. Obviously, g ∈ F . Also,
(etBg)(x) = [1− α(x− t)]e(2pi+x)Av + α(x− t)exAv,
g ∈ DF (B), and
(Bg)(x) = α′(x)exA[e2piAv − v], x ∈ [0, 2pi]. (7)
Let us denote a = max{|α′(x)| : x ∈ [0, 2pi]} and b = max{‖exA‖ :
x ∈ [0, 2pi]}. Note, that ‖e2piAv‖ = ‖e(2pi−x)AexAv‖ ≤ b‖exAv‖ for any
x ∈ [0, 2pi].
First let us suppose that F = Lp([0, 2pi];E). Then
‖Bg‖Lp([0,2pi];E) ≤ (2pi)1/p
ab
m
.
On the other hand,
‖g‖pLp([0,2pi];E) ≥
∫ 2pi
4pi
3
‖exAv‖pdx ≥ 2pi
3
b−p‖e2piAv‖p ≥ 2pi
3
b−p(1− 1
m
)p.
Finally,
‖Bg‖Lp([0,2pi];E) ≤ (2pi)1/p
ab
m
≤ 31/pab2‖g‖Lp([0,2pi];E) ·
1
m− 1 . (8)
Since this holds for all m, it follows that 0 ∈ σap(B).
Now suppose that F = C([0, 2pi], E). Then
‖Bg‖C([0,2pi],E) ≤ ab
m
, ‖g‖C([0,2pi],E) ≥ ‖g(0)‖E = ‖e2piAv‖ ≥ 1− 1
m(9)
and hence
‖Bg‖C([0,2pi];E) ≤ ab
m− 1‖g‖C([0,2pi];E). (10)
Since this is true for all m, it follows that 0 ∈ σap(B). 
Theorem 2.2. Let F be one of the spaces Lp([0, 2pi], E), 1 ≤ p < ∞
or C([0, 2pi], E). Then the following are equivalent:
1) 1 ∈ ρ(e2piA) in E;
2) 1 ∈ ρ(e2piB) in F ;
3) 0 ∈ ρ(B) in F .
Proof. 1)⇒ 2). Note that (e2piBf)(x) = e2piAf(x). Hence σ(e2piA;E) =
σ(e2piB;F ). Note also that σr(e
2piA;E) = σr(e
2piB;F ).
2)⇒ 3) follows from the spectral inclusion theorem e2piσ(B) ⊂ σ(e2piB)
(see [24, p. 45]).
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3) ⇒ 1). Assume 0 ∈ ρ(B;F ) but 1 ∈ σ(e2piA;E) = σap(e2piA;E) ∪
σr(e
2piA;E). By Lemma 2.1 it follows that 1 ∈ σr(e2piA;E), and hence
1 ∈ σr(e2piB;F ). By the spectral mapping theorem for the residual
spectrum ([24, Theorem 2.5 (ii)]) it follows that ik ∈ σr(B;F ) for
some k ∈ Z. Since σ(B;F ) is invariant under translations by i, we
have that 0 ∈ σ(B;F ), contradicting 3). 
2.2. Spectral Mapping Theorem for Banach Spaces
As it is well-known (see, e.g., [21, p. 82–89]), that in general, the
inclusion etσ(A) ⊂ σ(eAt), t 6= 0 for a C0-semigroup {etA}t≥0 on a Ba-
nach space E is improper. In particular, iZ ⊂ ρ(A) is implied by but
does not imply 1 ∈ ρ(e2piA). For Hilbert space E, however, the follow-
ing spectral mapping theorem of L. Gearhart (see [21, p. 95]) is true:
1 ∈ ρ(e2piA) if and only if iZ ⊂ ρ(A) and supk∈Z ‖(A − ik)−1‖ < ∞.
We will now give a direct generalization of this result to any arbitrary
Banach space E. This generalization is related (but independent) to
G. Greiner’s spectral mapping theorem [21, p. 94] that involves Ce´saro
summability of the series
∑
k(A− ik)−1v, v ∈ E.
Theorem 2.3. Let {etA} be any C0-semigroup on a Banach space E
and let F be one of the spaces Lp([0, 2pi], E), 1 ≤ p <∞ or C([0, 2pi], E).
Then the following are equivalent:
1) 1 ∈ ρ(e2piA);
2) iZ ⊂ ρ(A) and there is a constant C > 0 such that
‖∑
k
(A− ik)−1eikxvk‖F ≤ C‖
∑
k
eikxvk‖F (11)
for any finite sequence {vk} ⊂ E.
Proof. Consider the evolutionary semigroup {etB}t≥0 on F from the
previous subsection. Consider a finite sequence {vk} ⊂ E. Assume
that (A− ik)−1 exists for all k ∈ Z. Define functions f , g ∈ F by the
rule
f(x) =
∑
k
(A− ik)−1eikxvk, g(x) =
∑
k
eikxvk, x ∈ [0, 2pi].
(12)
8
Since (A− ik)−1 : E → D(A), one has Bf = g. Indeed
(Bf)(x) =
d
dt
etAf([x− t](mod 2pi))
∣∣∣
t=0
=
∑
k
[A(A− ik)−1eikxvk − ik(A− ik)−1eikxvk] = g.
1) ⇒ 2). If 1 ∈ ρ(e2piA), then the inclusion iZ ⊂ ρ(A) follows from
the spectral inclusion theorem e2piσ(A) ⊂ σ(e2piA). In accordance with
part 1)⇒ 3) of Theorem 2.2, the operator B has bounded inverse B−1
on F provided that 1 ∈ ρ(e2piA). Denote C = ‖B−1‖, and consider
functions (12). Then ‖f‖F = ‖B−1g‖F ≤ C‖g‖F , and (11) is proved.
2) ⇒ 1). First, we show that 2) implies 0 /∈ σap(B). Indeed, the
functions of type g in (12) are dense in F . If we let uk = (A− ik)−1vk,
then we note that the functions of type f are also dense in F . Now
(11) implies ‖Bf‖F = ‖g‖F ≥ C−1‖f‖F , and 0 /∈ σap(B).
Assume that 2) is fulfilled, but 1 ∈ σ(e2piA) = σr(e2piA)∪σap(e2piA). If
1 ∈ σap(e2piA) in E then, by Lemma 2.1, 0 ∈ σap(B), in contradiction to
the previous paragraph. On the other hand, 1 ∈ σr(e2piA) implies, by
the spectral mapping theorem for residual spectrum, that ik ∈ σr(A)
for some k ∈ Z, contradicting iZ ⊂ ρ(A). 
Remark. We note, that 1) ⇒ 2) can be also seen directly. Indeed,
assuming 1), let us denote φ(s) = (e2piA − I)−1esA, s ∈ [0, 2pi]. Then
the convolution operator
(Kf)(x) =
2pi∫
0
φ(s)f(x− s) ds
is a bounded operator on F . But
(A− ik)−1 =
2pi∫
0
e−iks(e2piA − I)−1esA ds, k ∈ Z,
are Fourier coefficients of φ : [0, 2pi] → B(E). Inequality (11) can be
viewed as the condition of boundedness of K, which gives 2).
Let us show now that Theorem 2.3 is really a direct generalization
of L. Gearhart’s Theorem, mentioned above. Indeed, for Hilbert space
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E and p = 2, Parseval’s identity implies:
‖∑
k
(A− ik)−1eik·vk‖L2([0,2pi];E) =
(
2pi
∑
k
‖(A− ik)−1vk‖2E
)1/2
‖∑
k
eik·vk‖L2([0,2pi];E) =
(
2pi
∑
k
‖vk‖2E
)1/2
.
Clearly, (11) is equivalent to the condition sup{‖(A−ik)−1‖ : k ∈ Z} <
∞.
We conclude this subsection by giving four more statements equiva-
lent to 1) and 2) in Theorem 2.3:
3) iZ ⊂ ρ(A) and there is a constant C > 0 such that
‖Bf‖L1([0,2pi];E) ≥ C−1‖f‖C([0,2pi];E)
for all f ∈ C([0, 2pi];E) such that Bf ∈ L1([0, 2pi];E);
4) iZ ⊂ ρ(A) and there is a constant C > 0 such that
‖Bf‖C([0,2pi];E) ≥ C−1‖f‖L1([0,2pi];E)
for all f ∈ L1([0, 2pi];E) such that Bf ∈ C([0, 2pi];E);
5) iZ ⊂ ρ(A) and there is a constant C > 0 such that
‖∑
k
(A− ik)−1eikxvk‖C([0,2pi];E) ≤ C‖
∑
k
eikxv‖L1([0,2pi];E)
for any finite sequence {vk} ⊂ E;
6) iZ ⊂ ρ(A) and there is a constant C > 0 such that
‖∑
k
(A− ik)−1eikxvk‖L1([0,2pi];E) ≤ C‖
∑
k
eikxv‖C([0,2pi];E)
for any finite sequence {vk} ⊂ E.
2.3. Real Line
Consider now the evolutionary semigroup {etB}t≥0,
(etBf)(x) = etAf(x− t) (13)
acting on the space F = Lp(R;E), 1 ≤ p < ∞, or F = C0(R;E).
Formula (5) is valid and the identities
etBeiξ·f(·) = eiξ·e−iξtetBf(·),
Beiξ·f(·) = eiξ·(B − iξ)f(·), ξ ∈ R,
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show that σ(etB) in F is invariant under rotations centered at the origin,
and that σ(B), σap(B) and σr(B) in F are invariant under translations
parallel to iR.
First we state a simple lemma. Let Fs be one of the spaces Fs =
lp(Z;E), 1 ≤ p < ∞ or Fs = c0(Z;E) (of sequences (vn)n∈Z such
that vn → 0 as n → ±∞). Let S be a shift operator on Fs, that is
S : (vn) 7→ (vn−1). For an operator a on E we will denote by Da the
diagonal operator on Fs, acting by the rule Da : (vn)n∈Z 7→ (avn)n∈Z.
Lemma 2.4. The following are equivalent:
1) σ(a) ∩ T = ∅ in E;
2) σ(DaS) ∩ T = ∅ in Fs.
Proof. We will give the proof for the case when Fs = lp = lp(Z;E).
The case Fs = c0(Z;E) can be considered similarly.
1) ⇒ 2). Since σ(a) ∩ T = ∅, there exists a Riesz projection pˆ for
a in E that corresponds to the part of the spectrum σ(a) ∩ D. Define
qˆ = I − pˆ, and consider in F complimentary projections Dpˆ and Dqˆ.
Since DaSDpˆ = DaDpˆS, the decomposition Fs = ImDpˆ ⊕ ImDqˆ is
DaS-invariant. For the spectral radius
r(·) = lim
n→∞ ‖(·)
n‖ 1n
one has r(pˆapˆ) < 1 and r([qˆaqˆ]−1) < 1 in E. Hence, r(DaSDpˆ) < 1,
r([DaSDqˆ]
−1) < 1, and σ(DaS) ∩ T = ∅ in Fs.
2) ⇒ 1). Assume that I −DaS is invertible in lp, but for any  > 0
there is a vector v ∈ E such that ‖v‖E = 1 and ‖v − av‖E < . Fix
q > 0 such that ∣∣∣∣1− e±q∣∣∣∣ < ,
and define a sequence (vn) ∈ lp by vn = e−q|n|v, n ∈ Z. Then
I −DaS : (vn)n∈Z 7→
(
e−q|n|(v − av) + (e−q|n| − e−q|n−1|)av
)
n∈Z
.
A direct calculation shows that
‖(I −DaS)(vn)‖lp ≤ (1 + ‖a‖) ·  · ‖(vn)‖lp ,
contradicting the invertibility of I −DaS in lp.
Let us show now that I−a has a dense range in E, provided I−DaS
is an operator onto lp. Indeed, for any u ∈ E consider a sequence
(un) ∈ lp defined by u0 = u and un = 0 for n 6= 0. Find a sequence
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(vn) ∈ lp such that (I −DaS)(vn) = (un), that is vn − avn−1 = un for
n ∈ Z. But then for k ∈ N one has
u =
k∑
n=−k
(vn − avn−1)
= vk − av−k−1 + (yk − ayk),
where
yk =
k−1∑
n=−k
vn.
Therefore, Im(I − a) 3 yk − ayk → u, since vk → 0 and av−k−1 → 0 as
k →∞. 
Theorem 2.5. Let F be one of the spaces Lp(R;E), 1 ≤ p < ∞ or
C0(R;E), and let t > 0. Then the following are equivalent:
1) σ(etA) ∩ T = ∅ in E;
2) σ(etB) ∩ T = ∅ in F ;
3) 0 ∈ ρ(B) in F .
Proof. 2) ⇒ 3) follows from the spectral inclusion theorem for {etB}.
3) ⇒ 2) we will prove for F = Lp(R;E); the arguments for F =
C0(R;E) are similar.
Since σ(etB) is invariant under the rotations with the center at origin,
it suffices to prove that 3) implies 1 ∈ ρ(etB). Also, to confirm our
previous notations, we will consider only the case t = 2pi. The proof
stays the same for any t.
The idea is to apply Theorem 2.2, to show that 1 ∈ ρ(e2piB) is implied
by 0 ∈ ρ(B′). Here the operator B′ = − d
ds
− d
dx
+A acts on Lp([0, 2pi]×
R;E), s ∈ [0, 2pi], x ∈ R. Indeed, by formula (5) one has B = − d
dx
+A.
Hence, B′ on Lp([0, 2pi];Lp(R;E)) is the generator of the evolutionary
semigroup for the semigroup {etB} on Lp(R;E). But the change of
variables u = [s−x](mod 2pi), v = x shows that ρ(B′) = ρ(− d
dv
+A) =
ρ(B). Let us now make this argument more formal.
Consider the semigroups
(etB
′
h)(s, x) = etAh([s− t](mod 2pi), x− t), t > 0, s ∈ [0, 2pi], x ∈ R,
(etBh)(s, x) = etAh(s, x− t), t > 0, s ∈ [0, 2pi], x ∈ R,
and an invertible isometry J ,
(Jh)(s, x) = h([s+ x](mod 2pi), x),
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acting on the space
Lp([0, 2pi]× R; E) = Lp([0, 2pi];Lp(R;E)).
Since etB acting on Lp([0, 2pi];Lp(R;E)) is actually the operator of mul-
tiplication by the operator etB in Lp(R;E), one has:
σ(etB) = σ(etB) and σ(B;Lp([0, 2pi];Lp(R;E))) = σ(B;Lp(R;E)).
Also, (
JetB
′
h
)
(s, x) = etAh([s+ x− t](mod 2pi), x− t) =(
etBJh
)
(s, x),
and hence one has JetB
′
= etBJ and JB′ = BJ . Therefore,
σ(etB) = σ(etB
′
) and σ(B) = σ(B′) in Lp([0, 2pi];Lp(R;E)).
Thus 3) implies 0 ∈ ρ(B) and 0 ∈ ρ(B′).
The semigroup {etB′} acts on Lp([0, 2pi];Lp(R;E)) by the rule
(etB
′
f)(s) = etBf([s− t](mod 2pi)),
where f(s) = h(s, ·) ∈ Lp(R;E) for almost all s ∈ [0, 2pi]. Hence, {etB′}
on the space Lp([0, 2pi];Lp(R;E)) is the evolutionary semigroup for the
semigroup {etB} on Lp(R;E). Now one can apply the part 3) ⇒ 1) of
the Theorem 2.2 and conclude that 1 ∈ ρ(e2piB) on Lp(R;E).
1) ⇔ 2) we will prove for F = Lp(R;E); the arguments for F =
C0(R;E) are similar.
Let us denote, for brevity, a = e2piA and (Rf )(x) = f(x − 2pi) on
Lp(R;E). Thus e2piB = aR. Consider the invertible isometry
j : Lp(R;E)→ lp(Z;Lp([0, 2pi];E)) :
f 7→ (fn), fn(s) = f(s+ 2pin), n ∈ Z, s ∈ [0, 2pi).
Let S : (fn) 7→ (fn−1) be a shift operator on lp(Z;Lp([0, 2pi];E)). Then
jaR = DaSj and σ(aR) = σ(DaS). Therefore, 2) is equivalent to
σ(DaS)∩T = ∅. By Lemma 2.4 this in turn is equivalent to σ(a)∩T = ∅
in Lp(R;E). 
Note, that 3)⇒ 1) in the above theorem can also be derived directly
by constructing a function g in a similar manner as in the proof of
Lemma 2.1. This proof will be given elsewhere.
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3. Non-autonomous Case
Consider a non-autonomous differential equation v′(x) = A(x)v(x),
x ∈ R in E. We will assume that this equation is well-posed. This
means that there exists an evolutionary family {U(x, s)}x≥s (propaga-
tor) for the equation, that is v(x) = U(x, s)v(s), x ≥ s. Recall the
definition of evolutionary family (see, e.g., [27, 31]).
Definition 3.1. A family {U(x, s)}x≥s of bounded in E operators
U(x, s) is called an evolutionary family if the following conditions are
fulfilled:
(i) for each v ∈ E the function (x, s) 7→ U(x, s)v is continuous for
x ≥ s;
(ii) U(x, s) = U(x, r)U(r, s), U(x, x) = I, x ≥ r ≥ s;
(iii) ‖U(x, s)‖ ≤ Ceβ(x−s), x ≥ s for some constants C, β > 0.
The evolutionary family {U(x, s)} generates an evolutionary semi-
group {etG}t≥0 acting on the space F = Lp(R;E), 1 ≤ p < ∞ or
F = C0(R;E) by the rule
(etGf)(x) = U(x, x− t)f(x− t), x ∈ R. (14)
In Subsection 3.1 we will prove the spectral mapping theorem σ(etG)\{0} =
etσ(G), t 6= 0 for {etG}. We will achieve this by applying a simple change
of variables argument (cf. the proof of Theorem 2.5) to deduce this from
Theorem 2.5. In Subsection 3.2 we will prove that the hyperbolicity
σ(etG) ∩ T = ∅ of the semigroup in F is equivalent to the so-called
spectral hyperbolicity of the family {U(x, s)}. Spectral hyperbolicity
is a generalization of the notion of exponential dichotomy (see, e.g.,
[9]) for the equation v′(x) = A(x)v(x) with bounded A : R→ B(E).
3.1. The Spectral Mapping Theorem for Evolutionary
Semigroup
Let G be the generator of the evolutionary semigroup {etG}t≥0 acting
on the space F = Lp(R;E), 1 ≤ p < ∞ or F = C0(R;E) by equation
(14).
Theorem 3.1. The spectrum σ(G) is invariant under translations
along the imaginary axis, and the following are equivalent:
1) 0 ∈ ρ(G) on F ;
2) σ(etG) ∩ T = ∅ on F , t > 0.
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Proof. For any ξ ∈ R it is true that etGeiξ·f(·) = eiξ(·−t)etGf(·) and
Geiξ· = eiξ·(G − iξ). Hence σ(etG) is invariant under rotations cen-
tered at the origin, and σ(G) is invariant under translations along the
imaginary axis.
2) ⇒ 1) follows from the spectral inclusion theorem for {etE}.
1) ⇒ 2). We will first consider the case when F = Lp(R;E), 1 ≤
p <∞.
The idea of the proof is almost identical to the proof of 3)⇒ 2) from
Theorem 2.5. If U(·, ·) is a smooth propagator for the equation v′ =
A(x)v, then G = − d
dx
+ A(x). Consider the evolutionary semigroup
for {etG}, that is the semigroup with the generator B = − d
ds
+ G on
Lp(R;Lp(R;E)). Theorem 2.5 shows that 1 ∈ ρ(etG) is implied by 0 ∈
ρ(B), where B = − d
ds
− d
dx
+A(x), s, x ∈ R by formula (5). The change
of variables u = s−x, v = x shows that ρ(B) = ρ(− d
dv
+A(v)) = ρ(G).
Let us now make this argument more formal.
Consider the semigroups {etB}t≥0 and {etG}t≥0 acting on the space
Lp(R× R;E) = Lp(R;Lp(R;E)) by
(etBh)(s, x) = U(x, x− t)h(s− t, x− t), (s, x) ∈ R2, t > 0,
(etGh)(s, x) = U(x, x− t)h(s, x− t).
Note that etG in Lp(R;Lp(R;E)) is the operator of multiplication by
etG, that is (etGf)(s) = etGf(s), where f(s) = h(s, ·) ∈ Lp(R;E).
Similarly, (Gf)(s) = Gf(s) = Gh(s, ·) for f(s) = h(s, ·) ∈ DLp(R;E)(G)
for almost all s ∈ R.
Consider an isometry J on Lp(R × R;E) defined by (Jh)(s, x) =
h(s+ x, x). Then for h ∈ Lp(R× R;E) one has:
(etGJh)(s, x) = U(x, x− t)h(s+ x− t, x− t) = (JetBh)(s, x).
(15)
Also (15) implies
GJh = JBh, h ∈ D(B) and J−1Gh = BJ−1h, h ∈ D(G).
Therefore, σ(G) = σ(B) on Lp(R× R;E).
Note that G on Lp(R × R;E) has bounded inverse (G−1f)(s) =
G−1f(s), s ∈ R, provided G has bounded inverse G−1 on Lp(R;E).
Hence 1) implies 0 ∈ ρ(B).
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Let us apply the part 3) ⇒ 1) of Theorem 2.5 to the semigroups
{etG} and {etB}. To this end we note that (etBf)(s) = etGf(s− t) for
f : R → Lp(R;E) : s 7→ h(s, ·). Hence 0 ∈ ρ(B) on Lp(R;Lp(R;E))
implies σ(etG) ∩ T = ∅, t 6= 0 on Lp(R;E).
The proof for the case F = C0(R;E) is identical, and uses exactly
the same semigroups and isometries on C0(R;F ) = C0(R× R;E). 
3.2. Hyperbolicity
Let {U(x, s)}x≥s be an evolutionary family on a Banach space E. In
this subsection we relate the (spectral) hyperbolicity of the evolutionary
family and the hyperbolicity of the evolutionary semigroup {etG} on the
space Lp = Lp(R;E) in the case when the Banach space E is separable.
The case F = C0(R;E) (without the assumption of separability) and
the case of a Hilbert space E and p = 2 was considered in [27, 28].
Definition 3.2. An evolutionary family {U(x, s)}x≥s is called (spec-
trally) hyperbolic if there exists a projection-valued, bounded function
P : R → B(E) such that the function R 3 x 7→ P (x)v ∈ E is contin-
uous for every v ∈ E and for some constants M , λ > 0 and all x ≥ s
the following conditions are fulfilled:
a) P (x)U(x, s) = U(x, s)P (s):
b) ‖U(x, s)v‖ ≤Me−λ(x−s)‖v‖ if v ∈ ImP (s),
‖U(x, s)v‖ ≥M−1eλ(x−s)‖v‖ if v ∈ KerP (s);
c) Im(U(x, s)|KerP (s)) is dense in KerP (x).
This notion generalizes the notion of exponential dichotomy (see,
e.g., [9]) for the solutions of differential equation v′(x) = A(x)v(x),
x ∈ R, with bounded and continuous A : R → B(E). In this case the
evolutionary family (propagator) {U(x, s)}(x,s)∈R2 consists of invertible
operators, the function (x, s) 7→ U(x, s) is norm-continuous, and P (·)
from Definition 3.2 is also a bounded, norm-continuous function P :
R→ B(E).
The second inequality in b) implies that the restriction U(x, s)|KerP (s)
is uniformly injective as an operator from KerP (s) to KerP (x) (that
is ‖U(x, s)v‖ ≥ c‖v‖ for some c > 0 and all v ∈ KerP (s)). Thus
condition c) implies that U(x, s)|KerP (s) is invertible as an opera-
tor from KerP (s) to KerP (x). Obviously, if U(x, s) is invertible in
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E or dim KerP (x) ≤ d < ∞, condition c) in Definition 3.2 is redun-
dant. The inequality dim KerP (x) ≤ d <∞ holds, for example, if the
U(x, s) are compact operators in E ([R. Rau, private communication]).
Generally, of course, b) does not imply c).
¿From now on we will assume that the Banach space E is separable.
As we will see below, the spectral hyperbolicity of the evolution-
ary family {U(x, s)} is equivalent to the hyperbolicity σ(etG) ∩ T = ∅,
t > 0 of the evolutionary semigroup {etG}t≥0 in Lp(R;E). Therefore,
by Theorem 3.1 the spectral hyperbolicity of the evolutionary family
{U(x, s)}x≥s is also equivalent to the condition σ(G) ∩ iR = ∅. That
is why we used the term spectral hyperbolicity in Definition 3.2. A
remarkable observation by R. Rau [27] shows that generally the condi-
tion c) in Definition 3.2 cannot be dropped: there exists an evolutionary
family that satisfies conditions a) and b) but σ(etG) ∩ T 6= ∅ for the
associated evolutionary semigroup.
If the operator T = eG is hyperbolic in Lp(R;E), that is σ(T )∩T = ∅,
we let P denote the Riesz projection for T , corresponding to the part
σ(T ) lying inside the unit disk D, and set Q = I − P .
Lemma 3.2. If σ(etG) ∩ T = ∅, t > 0, then P has a form (Pf)(x) =
P (x)f(x), where P : R→ B(E) is a bounded projection-valued function
such that the function R 3 x 7→ P (x)v ∈ E is (strongly) measurable
for each v ∈ E.
Proof. We will show first that
χP = Pχ (16)
for any scalar function χ ∈ L∞(R;R). Then we will derive that
(Pf)(x) = P (x)f(x) from (16).
Note that the decomposition Lp(R;E) = ImP⊕ImQ is T -invariant.
Denote TP = PTP = T | ImP , TQ = QTQ = T | ImQ. Note that
σ(TP ) ⊂ D, and TQ is invertible with σ(T−1Q ) ⊂ D in ImQ. Hence for
some λ, M > 0 and all n ∈ N, the following inequalities hold:
‖T nP f‖Lp ≤Me−λn‖f‖Lp , f ∈ ImP , (17)
‖T nQf‖Lp ≥M−1eλn‖f‖Lp , f ∈ ImQ. (18)
We show first that ImP = {f ∈ Lp(R;E) : T nf → 0 as n → ∞}.
Indeed, f ∈ ImP implies that T nf → 0 by (17). Conversely, if T nf →
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0, then for f = Pf +Qf , the inequality (18) implies
‖Qf‖ ≤Me−λn‖T nQQf‖ ≤Me−λn{‖T nf‖+ ‖T nP f‖} → 0,
and hence f ∈ ImP .
Consider on Lp = Lp(R;E) the operator χ of multiplication by χ(·) ∈
L∞(R;R). Note that (T nχf)(x) = χ(x − n)(T nf)(x). Hence for f ∈
ImP
‖T nχf‖Lp ≤ ‖χ‖L∞‖T nf‖Lp → 0 as n→∞,
and so χf ∈ ImP . Thus, to prove (16), it suffices to show that f ∈
ImQ implies χf ∈ ImQ.
Fix f ∈ ImQ. Recall that TQ is invertible on ImQ. Let fn = T−nQ f ,
and define functions gn(x) = χ(x+ n)fn(x), n = 0, 1, . . . . Decompose
gn = Pgn +Qgn. Since the decomposition Lp(R;E) = ImP ⊕ ImQ is
T -invariant, one has:
χf = T ngn, Pχf = T nPPgn, Qχf = T nQQgn, n = 0, 1, . . . .
Now (17)–(18) imply:
‖Pχf‖ ≤Me−λn‖Pgn‖ ≤Me−λn{‖gn‖+ ‖Qgn‖}
≤Me−λn{‖χ‖L∞‖fn‖+Me−λn‖Qχf‖}
≤Me−λn{‖χ‖L∞Me−λn‖f‖+Me−λn‖Qχf‖} → 0,
and hence χf ∈ ImQ. Thus (16) is proved.
In order to define P (·) such that (Pf)(x) = P (x)f(x), fix m ∈ Z
and let χm(x) = 1 if x ∈ [m,m + 1), and χm(x) = 0 otherwise. Let
{en}n∈Z be a linearly independent set with dense span E0.
Consider the function f ∈ Lp(R;E), defined by f(x) = χm(x)en.
Since P is bounded on Lp(R;E), it is true that Pf ∈ Lp(R;E). For
x ∈ [m,m + 1) define a vector P (x)en ∈ E as P (x)en = (Pf)(x). For
v =
∑k
n=1 dnen ∈ E0 set P (x)v =
∑k
n=1 dnP (x)en.
Let ∆ be a measurable subset in [m,m+ 1), and let χ∆ be its char-
acteristic function. Now (16) implies that∫
∆
‖P (x)v‖pE dx =
∫
R
‖χ∆(Pχmv)(x)‖pE dx =
∫
R
‖(Pχ∆v)(x)‖pE dx
≤ ‖P‖pB(Lp(R;E))
∫
∆
‖v‖pE dx.
Therefore, ‖P (x)v‖E ≤ ‖P‖B(Lp)‖v‖E for a.e. x ∈ R and all v ∈ E0.
Hence, P (x) can be extended to a bounded operator on E, such that
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‖P (x)‖ ≤ ‖P‖ for a.e. x ∈ R. That the function x 7→ P (x)v is a
measurable function for all v ∈ E0 (and, hence, for all v ∈ E) follows
from the fact that the function x 7→ (Pf)(x) is measurable.
To show that (Pf)(x) = P (x)f(x) we can assume that f is a simple
function, f =
∑
χ∆kvk, where ∆k ⊂ [mk,mk+1), mk ∈ Z, and vk ∈ E0.
Then (16) implies:
(Pf)(x) = ∑χmk(x)(Pχ∆kvk)(x) = ∑χ∆k(x)P (x)vk = P (x)f(x).

Let us stress that the function P (·) above is only defined on a set
R0 ⊂ R such that mes(R \ R0) = 0. In Theorem 3.4 below we will
establish that, in fact, this function P (·) can be extended to all of R as
a continuous function (in the strong operator topology in B(E)). To
prove this fact we will need a few definitions and Lemma.
Let A be the set of all operators a in Lp(R;E) of the form (af)(x) =
a(x)f(x), where the function a : R → B(E) is bounded and the func-
tion R 3 x 7→ a(x)v ∈ E is continuous for each v ∈ E. For a ∈ A and
x ∈ R let us define an operator pix(a) on lp(Z;E) by the rule
pix(a) = diag{a(x+ n)}n∈Z : (vn)n∈Z 7→ (a(x+ n)vn)n∈Z.
(19)
Finally, let S : (vn)n∈Z 7→ (vn−1)n∈Z be a shift operator on lp(Z;E).
Let us denote: T = eG, a(x) = U(x, x − 1), (Rf )(x) = f(x − 1).
Then T = aR. For λ ∈ T set b = λI − aR, and for x ∈ R set
pix(b) = λI − pix(a)S.
Lemma 3.3. If σ(T ) ∩ T = ∅ in Lp(R;E) then σ(pix(a)S) ∩ T = ∅ in
lp(Z;E) for all x ∈ R. Moreover, for all λ ∈ T the following estimate
holds:
‖[pix(b)]−1‖B(lp(Z;E)) ≤ ‖b−1‖B(Lp(R;E)), x ∈ R. (20)
Proof. First, for any ξ ∈ R one has:
pix(a)SL = e
−iξLpix(a)S,
where L is the operator (vn) 7→ (eiξnvn). Hence σ(pix(a)S) is invariant
under rotations centered at the origin. Thus it suffices to prove the
Lemma for the special case λ = 1, that is, to show that if b = I−aR is
invertible in Lp(R;E) then for each x0 ∈ R that the operator pix0(b) =
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I − pix0(a)S is invertible in lp(Z;E), and that estimate (22) is valid for
this b and x = x0.
Further, it suffices to prove the Lemma only for x0 = 0. Indeed, let
us denote aˆ(x) = a(x+ x0), x ∈ R for any fixed x0 ∈ R. Obviously,
pix0(I − aR) = I − pix0(a)S = I − pi0(aˆ)S = pi0(I − aˆR).
Consider the invertible isometry Jx0 on Lp(R;E), defined as (Jx0f)(x) =
f(x+x0). Clearly, I−aˆR = Jx0(I−aR)J−1x0 . Hence, the operator I−aˆR
is invertible if and only if the operator b = I − aR is invertible, and
‖(I − aˆR)−1‖ = ‖b−1‖. Therefore, the estimate (20) for x = x0 follows
from the estimate (20) for x = 0.
Thus our purpose is to prove if b = I − aR is invertible in Lp(R;E),
then the operator pi0(b) = I − pi0(a)S is invertible in lp(Z;E), and
‖[pi0(b)]−1‖B(lp(Z;E)) ≤ ‖b−1‖B(Lp(R;E)). (21)
We first show that for any (vn) ∈ lp(Z;E) the following estimate
holds:
‖(vn)‖lp(Z;E) ≤ ‖b−1‖B(Lp(R;E))‖pi0(b)(vn)‖lp(Z;E). (22)
Let us fix a sequence (vn)n∈Z ∈ lp(Z;E), a natural number N > 1, and
 > 0.
Recall that the function R 3 x 7→ a(x)v ∈ E is continuous for each
v ∈ E. Choose δ < 1 such that
‖[a(x+ n)− a(n)]vn−1‖E < , ∀x ∈ [0, δ], n = −N, . . . , N.
(23)
Define f ∈ Lp(R;E) by f(x) = vn for x ∈ [n, n + δ], |n| ≤ N , and
f(x) = 0 otherwise. Since b is an invertible operator in Lp(R;E), it
follows that:
‖b−1‖pB(Lp)‖bf‖pLp ≥ ‖f‖pLp =
N∑
n=−N
∫ n+δ
n
‖vn‖p dx = δ
N∑
n=−N
‖vn‖p.
(24)
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On the other hand, using (23), one has:
‖bf‖pLp =
∫
R
‖f(x)− a(x)f(x− 1)‖pE dx
=
N∑
n=−N+1
∫ n+δ
n
‖vn − a(x)vn−1‖pE dx+
∫ −N+δ
−N
‖v−N‖pE dx
+
∫ N+1+δ
N+1
‖a(x)vN‖pE dx
≤
N∑
n=−N+1
∫ δ
0
‖vn − a(n)vn−1 − [a(x+ n)− a(n)]vn−1‖pE dx
+ δ‖v−N‖pE + δmax
x∈R
‖a(x)‖p · ‖vN‖pE
≤ δ
N∑
n=−N
(‖vn − a(n)vn−1‖E + )p + δ‖v−N‖pE + δmax
x∈R
‖a(x)‖p‖vN‖pE.
Combining this inequality with (24), one has:
N∑
n=−N
‖vn‖p ≤ ‖b−1‖pB(Lp)
{ N∑
n=−N
(‖vn − a(n)vn−1‖E + )p
+ ‖v−N‖pE + max
x∈R
‖a(x)‖p‖vN‖pE
}
.
If → 0 and N →∞, then
‖(vn)‖lp(Z;E) ≤ ‖b−1‖B(Lp)
( ∞∑
n=−∞
‖vn − a(n)vn−1‖pE
)1/p
and (22) is proved.
Note, that (22) is sufficient to show (21) provided the operator pi0(b)
is invertible, and so it only remains to show that pi0(b) is an operator
onto lp(Z;E).
Fix any (vn) ∈ lp(Z;E) and let f(x) = U(x, n − 1)vn−1, x ∈ [n −
1/2, n + 1/2), n ∈ Z. Property (iii) from the Definition 3.1 of the
evolutionary family {U(x, s)} implies that
‖U(x, n− 1)‖ ≤ Ceβ(x−n+1) ≤ Ce 32β for x ∈ [n− 1/2, n+ 1/2).
Hence f ∈ Lp(R;E). Since the operator b, defined by (bg)(x) = g(x)−
U(x, x−1)g(x−1), is invertible in Lp(R;E), it follows that there exists
a unique function g ∈ Lp(R;E) such that
g(x)− U(x, x− 1)g(x− 1) = f(x) (25)
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for almost all x ∈ R. Since
‖g‖pLp =
∑
n∈Z
∫ −n+1/2
−n−1/2
‖g(s)‖p ds =
∫ 1/2
−1/2
(∑
n∈Z
‖g(s+ n)‖p
)
ds <∞,
the sequence (g(s + n))n∈Z belongs to lp(Z;E) for all s ∈ Ω for some
subset Ω ⊂ (−1/2, 1/2) of full measure. For each s ∈ Ω, let us define a
function hs by the rule:
hs(x) =

g(x), if n− 1
2
≤ x ≤ n+ s,
U(x, n+ s)g(n+ s), if n+ s ≤ x < n+ 1
2
,
n ∈ Z.
Clearly, hs ∈ Lp(R;E) for each s ∈ Ω because (g(s+n))n∈Z ∈ lp(Z;E),
and
‖U(x, n+ s)‖ ≤ Ceβ(1/2−s) for x ∈ [n+ s, n+ 1/2).
We note that hs is a solution of equation (25). Indeed, for x ∈
[n−1/2, n+s], equation (25) implies hs(x)−U(x, x−1)hs(x−1) = f(x).
For x ∈ [n+ s, n+ 1/2), one has:
hs(x)− U(x, x− 1)hs(x− 1) =
U(x, n+ s)[g(n+ s)− U(n+ s, n− 1 + s)g(n− 1 + s)]
= U(x, n+ s)f(n+ s) = U(x, n+ s)U(n+ s, n− 1)vn−1 = f(x).
But equation (25) has only one solution g in Lp(R;E). Hence g = hs
for all s ∈ Ω.
Fix s < 0, s ∈ Ω. The function hs(·) is defined for x = n, n ∈
Z. Moreover, the sequence (hs(n))n∈Z belongs to lp(Z;E). Indeed,
hs(n) = U(n, n+s)g(n+s), the sequence (g(n+s))n∈Z ∈ lp(Z;E), and
‖U(n, n+ s)‖ ≤ Ce−βs by (iii) from Definition 3.1.
Set un = hs(n)+vn. Since hs(·) satisfies the equation (25) for x = n,
n ∈ Z, we have:
pi0(b)(un) =
un − U(n, n− 1)un−1 = hs(n) + vn − U(n, n− 1)hs(n− 1)− U(n, n− 1)vn−1 =
vn + hs(n)− U(n, n− 1)hs(n− 1)− f(n) = (vn).
This identity proves that pi0(b) is an operator onto Lp(Z;E). 
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Theorem 3.4. Let {U(x, s)}x≥s be an evolutionary family in a separa-
ble Banach space E, and let {etG}t≥0 be the evolutionary semigroup act-
ing on Lp(R;E), 1 ≤ p <∞ by the rule (etGf)(x) = U(x, x−t)f(x−t).
The following conditions are equivalent:
1) {U(x, s)}x≥s is (spectrally) hyperbolic in E;
2) σ(etG) ∩ T = ∅, t 6= 0, in Lp(R;E);
3) 0 ∈ ρ(G) in Lp(R;E).
Moreover, the Riesz projection P that corresponds to the part σ(eG)∩D
of the spectrum of the hyperbolic operator eG is related to a strongly con-
tinuous, projection-valued function P : R → B(E) that satisfies Defi-
nition 3.2 by the formula (Pf)(x) = P (x)f(x), x ∈ R, f ∈ Lp(R;E).
Proof. 2) ⇔ 3) was proved in Theorem 3.1.
1) ⇒ 2). Without loss of generality assume t = 1. ¿From the
projection-valued function P (·) from Definition 3.2, let us define a
projection P in Lp(R;E) by the rule (Pf)(x) = P (x)f(x). Denote
Q = I − P. For T = eG, condition a) of Definition 3.2 implies
PT = TP . Set TP = PTP and TQ = QTQ. Then b) implies
σ(TP ) ⊂ D in ImP = {f ∈ Lp(R;E) : f(x) ∈ ImP (x)}. Also b)
and c) imply that the operator TQ, which can be written as (TQf)(x) =
Q(x)U(x, x−1)Q(x−1)f(x−1), is an invertible operator, and σ(T−1Q ) ⊂
D in ImQ = KerP . Hence, σ(T ) ∩ T = ∅.
2) ⇒ 1). Let B be a Banach algebra with a norm ‖ · ‖1 consisting
of the operators d on Lp(R;E) of the form
d =
∞∑
k=−∞
akR
k, ak ∈ A, ‖d‖1 :=
∞∑
k=−∞
‖ak‖B(Lp(R;E)) <∞.
We first show that if b = λ−T is invertible in Lp(R;E) for all λ ∈ T,
then (λ− T )−1 ∈ B. This fact will be proved in several steps.
First, without loss of generality let λ = 1. Since σ(T ) ∩ T = ∅, by
Lemma 3.2 the Riesz projection P has a form (Pf)(x) = P (x)f(x),
where the function R0 3 x 7→ P (x)v ∈ E is a bounded, measurable
(in the strong sense in E) function for each v ∈ E, where R0 is a set
of full measure in R. Recall also that Q(x) = I − P (x). Decompose
b = I − T = (P − TP )⊕ (Q− TQ). Since σ(TP ) ⊂ D and σ(T−1Q ) ⊂ D,
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one has that b−1 = (P − TP )−1 ⊕ (Q− TQ)−1, where
(P − TP )−1 =
∞∑
k=0
T kP ; (Q− TQ)−1 = [−TQ(Q− T−1Q )]−1 = −
−1∑
k=−∞
T kQ.
(26)
Notice that T−1Q = (QaRQ)−1 = (QaQ(· − 1)R)−1 = R−1(QaQ(· −
1))−1 = [Q(· + 1)a(· + 1)Q(·)]−1R−1, and that TP = aRP = aP (· −
1)R. Hence both operators T kP and T
k
Q can be written as akR
k for
some multiplication operators ak. The Neumann series in (26) converge
absolutely. Therefore,
b−1 =
∞∑
k=−∞
akR
k,
∞∑
k=−∞
‖ak‖B(Lp(R;E)) <∞, (27)
for each k ∈ Z the function ak : R0 → B(E) is bounded, and the
function R0 3 x 7→ ak(x)v ∈ E is measurable for each v ∈ E.
Our next aim is to show that the ak from (27) belong to A, that is,
the function x 7→ ak(x)v ∈ E extends to a continuous function from
R for each v ∈ E. To this end let us define for ak from (27) and all
x ∈ R0 the operator pix(ak) in lp(Z;E) as in (19). Denote:
pix(b
−1) =
∑
pix(ak)S
k, pix(ak) = diag{ak(x+ n)}n∈Z for x ∈ R0.
(28)
Identities bb−1 = b−1b = I in Lp(R;E) imply that pix(b) · pix(b−1) =
pix(b
−1) · pix(b) = I in lp(Z;E) for x ∈ R0. Since the operator b is
invertible in Lp(R;E) by assumption, for each x ∈ R the operator
pix(b) is invertible in lp(Z;E) by Lemma 3.3. Hence
pix(b
−1) = [pix(b)]−1 for x ∈ R0. (29)
Recall that the function R 3 x 7→ a(x)v ∈ E is continuous for each
v ∈ E. Also, the function R 3 x 7→ ‖a(x)‖ ∈ R+ is bounded. Hence
for each (vn) ∈ lp(Z;E) the function R 3 x 7→ pix(b)(vn) ∈ lp(Z;E) is
continuous. By Lemma 3.3 ‖[pix(b)]−1‖B(lp) are uniformly bounded for
x ∈ R. This implies that the function R 3 x 7→ [pix(b)]−1(vn) ∈ lp(Z;E)
is continuous for each (vn) ∈ lp(Z;E). Indeed,∣∣∣∣∣∣ ([pix(b)]−1 − [pix0(b)]−1) (vn)∣∣∣∣∣∣lp(Z;E) =∣∣∣∣∣∣[pix(b)]−1 · [pix(b)− pix0(b)] · [pix0(b)]−1(vn)∣∣∣∣∣∣lp(Z;E)
for any x, x0 ∈ R, and the function R 3 x 7→ [pix(b)]−1(vn) ∈ lp(Z;E)
is continuous at x = x0.
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Fix k0 ∈ Z, x0 ∈ R, and v ∈ E. Define (v˜n) ∈ lp(Z;E) as v˜−k0 = v
and v˜n = 0 for n 6= −k0. Consider a sequence xm → x0, xm ∈ R0. We
will show that {ak0(xm)v}m∈N is a Cauchy sequence in E and will define
ak0(x0)v = limm→∞ ak0(xm)v. Then the function R 3 x 7→ ak0(x)v ∈ E
becomes a continuous function, and ak0 ∈ A.
Note, that the pixm(b
−1) are defined by the formula (28) since xm ∈
R0. For the sequence (v˜n) one has the following estimate:
‖[pixm′ (b−1)− pixm′′ (b−1)](v˜n)‖plp
=
∑
n∈Z
∥∥∥∥∑
k∈Z
[ak(xm′ + n)− ak(xm′′ + n)]v˜n−k
∥∥∥∥p
E
≥
∥∥∥∥∑
k
[ak(xm′)− a(xm′′)]v˜−k
∥∥∥∥p
E
= ‖[ak0(xm′)− ak0(xm′′)]v‖pE. (30)
Since xm ∈ R0, formula (29) is applicable. Then the sequence
pixm(b
−1)(v˜n) = [pixm(b)]
−1(v˜n)
is a Cauchy sequence in lp(Z;E) since the function R 3 x 7→ [pix(b)]−1(v˜n) ∈
lp(Z;E) is continuous. In accordance with (30) the sequence {ak0(xm)v}m∈N
is a Cauchy sequence in E, and ak0 ∈ A.
Since the ak from (27) are continuous, we have proved that (λI −
T )−1 ∈ B for all λ ∈ T.
The rest of the proof is standard (cf. [2, 18, 27]). Indeed, consider
the absolutely convergent Fourier series f : λ 7→ λI − aRλ0 with the
coefficients from B. For each λ ∈ T, the operator f(λ) = b is invertible
in B. Hence the function T 3 λ 7→ [f(λ)]−1 ∈ B is expandable (see,
e.g., [5]) into an absolutely convergent Fourier series
[f(λ)]−1 = (λI − aR)−1 =
∞∑
k=−∞
dkλ
k,
∑
k
‖dk‖ <∞, dk ∈ B.
By the integral formula (see, e.g., [9, p. 20]) for the Riesz projection P ,
we conclude that P = d−1 ∈ B. Hence for some ak ∈ A one has that
P =
∞∑
k=−∞
akR
k, where
∞∑
k=−∞
‖ak‖ <∞.
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We will show that ak = 0 for k 6= 0, and P = a0 ∈ A. Indeed, by
(16), χP = Pχ for any bounded continuous scalar function χ. Then
χP − Pχ = ∑
k
ak(·)[χ(·)− χ(· − k)]Rk = 0.
Then by picking x0 and χ such that χ(x0) 6= χ(x0 − k) for k 6= 0, it
follows that ak(x0) = 0, k 6= 0. 
As we have mentioned above, for the space C0(R;E), part 1) ⇔ 2)
of Theorem 3.4 was proved in [27].
REFERENCES
[1] A. B. Antonevich, “Lineinye funktsional’nye uravneniya. Operatornyi podkhod
(Linear functional equations. Operator approach)”, Universitetskoe, Minsk,
1988.
[2] A. B. Antonevich, “Two methods for investigating the invertibility of operators
from C∗-algebras generated by dynamical systems”, Math. USSR-Sbornik 52
(1985), 1–20.
[3] A. Ben-Artzi and I. Gohberg, “Dichotomy of systems and invertibility of linear
ordinary differential operators”, Oper. Theory Advances and App. 56 (1992),
90–119.
[4] A. Ben-Artzi, I. Gohberg and M. Kaashoek, “Invertibility and dichotomy of
differential operators on a half line”, J. Dynamics and Diff. Eqns. 5 (1993),
1–36.
[5] S. Bochner and R. Phillips, “Absolutely convergent Fourier expansions for non-
commutative normed rings”, Ann. Math. 43 (1942), 409–418.
[6] C. Chicone and R. Swanson, “Spectral theory of linearizations of dynamical
systems”, J. Diff. Eqns. 40 (1981), 155–167.
[7] W. A. Coppel, “Dichotomies in Stability Theory”, Lect. Notes Math. 629,
Springer-Verlag, Berlin/N.Y., 1978.
[8] C. Cowen, “Composition operators on Hilbert spaces of analytic functions: a
status report”, Proc. Symp. Pure Math. 51 (1990), 131–145.
[9] J. Daleckij and M. Krein, “Stability of Differential Equations in Banach
Space”, Amer. Math. Soc., Providence, RI, 1974.
[10] D. E. Evans, “Time dependent perturbations and scattering of strongly contin-
uous groups on Banach spaces”, Math. Ann. 221 (1976), 275–290.
[11] J. Goldstein, “Asymptotics for bounded semigroups on Hilbert space”, in “As-
pects of Positivity in Functional Analysis”, Mathematics Studies 122, North-
Holland, Amsterdam, 1986.
[13] D. Hadwin and T. Hoover, “Representations of weighted translation algebras”,
Houston J. Math., 18 (1992), 295–318.
[12] J. Hale, “Asymptotic Behavior of Dissipative Systems”, Math. Surv. and
Mongr. 25, Amer. Math. Soc., Providence, RI, 1988.
[14] J. S. Howland, “Stationary scattering theory for time-dependent hamiltoni-
ans”, Math. Ann., 207 (1974), 315–335.
26
[15] R. Johnson, “Analyticity of spectral subbundles”, J. Diff. Eqns., 35 (1980),
366–387.
[16] Yu. I. Karlovich, “The local-trajectory method of studying invertibility in C∗-
algebras of operators with discrete groups of shifts”, Soviet Math. Dokl., 37
(1988), 407–412.
[17] V. G. Kurbatov, “Lyneinye differentsial’no-rasnostnye uravneniya (Linear
differential-difference equations)”, Voronez University, Voronez, 1990.
[18] Y. Latushkin and A. Stepin, “Weighted translations operators and linear ex-
tensions of dynamical systems”, Russian Math. Surveys, 46 (1991), 95–165.
[19] G. Lumer, “Equations de diffusion dans le domaines (x, t) non-cylindriques et
semigroupes “espace-temps””, Lect. Notes Math. 1393 (1989), 161–179.
[20] J. Mather, “Characterization of Anosov diffeomorphisms”, Indag. Math., 30
(1968), 479–483.
[21] R. Nagel (ed.) “One Parameters Semigroups of Positive Operators”, Lect.
Notes Math. 1184, Springer-Verlag, Berlin, 1984.
[22] H. Neidhardt, “On abstract linear evolution equations”, I, Math. Nachr. 103
(1981), 283–298.
[23] E. A. Nordgren, “Composition operators on Hilbert spaces”, Lect. Notes Math.
693 (1978), 37-63.
[24] A. Pazy, “Semigroups of Linear Operators and Applications to Partial Differ-
ential Equations”, Springer-Verlag, N.Y./Berlin, 1983.
[25] K. Palmer, “Exponential dichotomy and Fredholm operators”, Proc. AMS, 104
(1988), 149–156.
[26] G. K. Pedersen, “C∗-Algebras and their Automorphisms Groups”, Academic
Press, London, 1979.
[27] R. Rau, “Hyperbolic Evolution Semigroups”, Dissertation, Tu¨bingen, 1992.
[28] R. Rau, “Hyperbolic evolution groups and exponential dichotomy of evolution
families”, J. Funct. Anal., to appear.
[29] R. Sacker and G. Sell, “A spectral theory for linear differential systems”, J. Diff.
Eqns., 27 (1978), 320–358.
[30] R. Sacker and G. Sell, “Dichotomies for Linear Evolutionary Equations in
Banach Spaces”, IMA Preprint No. 838, 1991.
[31] H. Tanabe, “Equations of Evolution”, Pitman, London, 1979.
27
