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If cities of the 21st century are to be, in the words of planners the world over, “just, safe, healthy, accessible, 
affordable, resilient, and sustainable” (Habitat III), the implementation of planning interventions to these ends 
requires information about urban spaces and the people who inhabit them. The acquisition of such information 
depends largely on robust data collection mechanisms, largely absent in many of today’s largest and fastest 
growing cities. This study investigates the efficacy of predictive mapping, a means of producing demographic data 
through the interpretation of satellite imagery using machine learning algorithms, as a tool for urban planning 
through the simulated deployment of the method on five cities in California’s San Joaquin Valley. The study 
determines the error of predictive mapping models for six different demographic characteristics and suggests that 
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 I  Introduction.. 
By and large, urban planners need data. Informed decisions require information, and given the scale of most planning 
projects, the information planners typically need is urban scaled data. Data helps enable planning interventions to 
be concise and focused, preventing project funds from being squandered by misinformed planning bodies, and 
target populations that stand to be most benefited from going unidentified. In addition to aiding in decision making, 
data can also be a tool for outreach and participation within the planning process. A lack of data impedes the creation 
and implementation of effective planning projects. If cities are to be, in the words of Habitat III’s New Urban Agenda, 
“just, safe, healthy, accessible, affordable, resilient, and sustainable,” then the implementation of planning 
interventions to  these ends will require extensive information about urban spaces and the people who  inhabit 
them.  
The late 20th and early 21st centuries have seen considerable urbanization, much of which has been 
concentrated outside of Europe and North America. Today, approximately 77 percent of cities with populations 
greater than 1 million are located in Asia, Africa, and Latin America (UN 2016) and the concentration of future urban 
growth in cities in the Global South is projected to intensify. That being said, expansion and development of many 
of these cities has far outpaced the capacity to monitor and measure this growth. Urban data collection in many 
countries in the Global South is inadequate in terms of producing data that planners can use; it is often inaccurate, 
not comprehensive, too aggregated, collected infrequently or in an exclusionary manner. “Lacking detailed 
knowledge and information on the demographic, economic, cultural, physical and environmental dynamics in their 
cities, many planners and decision-makers are operating in an environment of uncertainty, allocating resources to 
immediate and pressing issues rather than investing in progressive change over the long term” (UN Habitat 2015). If 
new methods of data acquisition can prove to be feasible and appropriate in these conditions, then perhaps 
decisions can be made with greater certainty and potentially more effective interventions and policy can be 
implemented with appropriate long range goals.  
The dearth of data for cities in the Global South as an impediment of effective urban planning is not a 
newfound dilema.  Alternatives to traditional data collection methods have been subject to extensive inquiry. Public 
and private institutions have aimed to develop data generation alternatives to traditional state-led data collection. 
Most of the time, these rely on surveys, open source mapping, among other methods. These studies are generally 
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expensive, time consuming, not comprehensive enough, and not easily replicable.  For example, the Lincoln Institute 
of Land Policy, in partnership with New York University and UN Habitat has produced an Atlas of Urban Expansion 
Volume 1: Populations and Densities and Volume 2: Blocks and Roads, which amasses data from several hundred 
urban areas around the world. Although undoubtedly impressive in its breadth, this dataset consists of too few data 
points at spatial units too large to be of much facility for the purposes of urban planning (see Figure 1).  Like many 
of alternatives initiatives, the Atlas for Urban Expansion presents a step in the right direction in terms of the 
collection, organization, and provision of urban data, but is far from being valuable for anything but the most basic 
of analyses. 
Recent advancements in the generation, and more notably the accessibility, of high-resolution satellite 
imagery have proliferated an entire new set of analytical methodologies for practitioners and researchers in the 
fields of urban planning, forestry, agriculture, government, among others. For example, young satellite imagery 
companies such as Planet Lab, a private, California based firm that utilizes the World’s largest fleet of CubeSats1 in 
order “ to image the entire earth on a daily basis” (Planet Labs Inc. 2017). The wholistic spatial coverage and temporal 
frequency of Planet Labs Satellite imagery allow them to track changes to the built or natural environment in near 
real time. Coupled with increased computing capacity, it has become possible to analyze the vast quantity of satellite 
imagery currently being produced can be analyzed using computation, specifically machine learning designed to 
handle huge amounts of information. In terms of urban research, the most impactful consequence of these 
technological gains is the accessibility of data as well as computational analysis methods; these conditions have 
predicted a relatively new, but energetic and momentous methodological logic that combines the richness of vast 
collections satellite imagery, the capacity of contemporary computation, and the robust, adaptive nature of machine 
learning. 
                                               
1 A CubeSat, or Cube Satellite, is micro-scaled satellite that is made of inexpensive, modular components and can be customized 
to perform a variety of functions. CubeSats are usually no bigger than a household microwave. Their small size and modular 
design have drastically reduced the once prohibitive expense of launching traditional remote sensing satellites. The lower 
production and launching costs of CubeSats have allowed companies to experiment with the size and, configuration of 


















One such methodology is predictive mapping. Predictive mapping is a term invented in this study to put under one 
roof, a collection of related but nominally disparate studies that use machine learning algorithms to interpret 
satellite imagery in order to produce a dataset, discrete (primarily classifications) or continuous in nature, that 
describes a variety of ground conditions - land use, socio-economic conditions, characteristics of the built 
environment, etc. Adding to this assemblage of studies, the work presented here deploys a predictive mapping 
method to answer a set of research questions. For the purposes of this study, predictive mapping is a spatial analysis 
that uses high resolution satellite imagery paired with data of relatively fine spatial granularity2 of the same 
geography to predict data of the same criteria using satellite imagery for that geography. The predictions are made 
using a variety of machine learning algorithms, most notably a Convolutional Neural Network (CNN). Predictive 
                                               
2 Spatial granularity in this context refers to the size of the analytical unit relative to the spatial size of the entire data set. 
Spatial data sets of high granularity have relatively small geographic units of analysis. For example, US census data at the block 
level has higher spatial granularity than US census data at the census tract or county level.  
Data for Kinshasa, DR Congo from the Atlas of Urban Expansion   Fig 1
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mapping uses inputs of satellite imagery and spatial demographic data in order to train a convolutional neural 
network. In order to make predictions, this network takes inputs of satellite imagery from a different geography and 
produces outputs of predicted values of the same criteria as the demographic data used in training, but for the new 
geometry of the inputted satellite imagery. Predictive mapping has considerable promise in terms of its application 
for urban planning, specifically for the creation of fine grained data sets where no data, or data of exceptionally low 
spatial granularity, exists currently. That being said, there has been few studies investigating the application of 
predictive mapping using high-resolution satellite imagery at the scale of an urban area. It is in this context, that this 
study posits the following research questions: 
 
How effective is predictive mapping at measuring demographic characteristics of urban 
populations? 
What applications does predictive mapping have as a tool for urban planning academics and 
practitioners? 
 
 II  Literature Review.. 
Although a relatively new field of inquiry, a body of “predictive mapping” literature does indeed exist (as mentioned 
in the Introduction chapter, a consensus as to what these types of spatial analysis should be called has not been 
reach). The boundaries around what I’m defining as predictive mapping are fuzzy; many spatial analysis studies that 
use machine learning models do so to produce land use classifications and to identify other features within satellite 
imagery as opposed to predicting socio-economic characteristics. Most texts from the predictive mapping literature 
are more broadly apart of computer science, economy, and planning disciplines. The majority of projective mapping 
literature consists of academic journal articles describing a specific methodology that uses satellite imagery and 
machine learning techniques to predict a desired set of quantifiable data, and many times the applications and 
implications of that methodology.  
 
Consistencies in the literature Almost all of the method-based texts in the literature posit methodological logics of 




remote sensing datasets meant to replace or supplement existing data-gathering and projection methods (eg. 
surveying, sampling, collecting cell phone data, etc.). For example, Robinson et. Al (2017), Jean et. Al (2016), 
Henderson et. Al (2009), and Gebru et. Al (2017) argue that their methods provide universally applicable and cost 
effective alternatives to more traditional means of gathering population, poverty, and other socio-economic 
characteristics typical of a census type dataset. These scholars argue that their models are comparable in terms of 
accuracy and in several ways inherently advantageous to traditional means of data collection and analysis. Robinson 
et. al (2017) illustrates that by virtue of the spatial resolution of the satellite imagery his study uses, the resultant 
machine learning model produces population projects that are considerably more granular when compared to 
available data from alternative sources. 
         The texts also consistently advance methodologies that fundamentally depend on the accessibility and 
universality of information gathered through remote sensing, primarily satellite imagery. Given the recent 
technological advances and democratization of remote sensing data and the ostensible continuity of these trends, 
scholars within the field of projective mapping celebrate their studies as beginning to realize the immensity and 
regularity of this type of data. Moreover, remote sensing data is becoming a critically important resource for 
academics and professionals who conduct work in regions of the world where data collection is inadequate, 
infrequent, or nonexistent. The studies Jayachandran et. al (2009), Feyrer et. al (2009), Guiteras et. al (2015), Hodler 
et. al (2014), Jayachandran et. al (2009), Jean et. al (2016), Marx et. al (2015), Michalopoulos et al. (2013 & 2014), 
and Storeygard (2016) were all conducted in regions where, without methodologies rooted in remote sensing, 
prohibitively insufficient data collection environments would have prevented or significantly handicapped these 
investigations. 
          The third thread that consistently manifests in the projective mapping literature concerns those that are 
producing the literature, which (as reflected in the texts gathered for this study) by and large are scholars trained in 
the fields of computer science, engineering, and economics (see Table 1). Although computer scientists and 
economists are not by definition unaware of the social, political, and cultural contexts in which their studies are 
grounded, these fields generally lack the formal channels through which knowledge of non-financial assets, social 
and political power structures, among other non-technical is acquired. This has the potential to become problematic 
when those who construct these models are not trained to identify how the implications of such models may affect 
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the populations which they attempt to describe. Of the literature identified in this review, five of the method-based 
texts were written by academics outside of the fields of computer science and economics, and only two—Burchfield 
et. al (2006) and Saiz (2010), were written by urban planners. 
 
Inconsistencies in the literature The most discernible inconsistency among texts in the literature is the information 
for which the various projective models are predicting. Although the method-based studies identified in this review 
tend to use very similar analytic techniques and data inputs, the models’ output features and affected conclusions 
vary significantly. For example, the model developed by Marx et. al (2015) seeks to predict community patronage 
networks, that of Jayachandran et. al (2009) the efficiency of a payment-based conservation policy in Uganda, Hodler 
et. al (2014) regional favoritism, and Casaburi et. al (2016), the location of Italian “ghost” buildings. The breadth of 
these projective mapping investigations speaks to the field’s potential for application in the wide range of disciplines 
including urban and regional planning. 
When compared to the quantity of analyses that utilize low-resolution imagery (Landsat), there seems to 
be a lack of investigations that produce relatively fine-grained outputs that use high-resolution satellite imagery and 
machine learning models. Of the method-based studies identified, the eight that implement some type of machine 
algorithm—Turner et. al (2014), Small et. al (2005), Marx et. al (2015), Jean et. al (2016), Jayachandran et. al (2009), 
Robinson et. al (2017), Gebru et. al (2017), and Albert et al. (2017) only three Albert et al., Marx et al., Jean et al. 
does so at a resolution smaller than 30m x 30m. Given this, there seems to be a relative absence of projective 
mapping investigations that analyze entities typically associated with the urban built environment—different types 
of dwellings, streets, automobiles, public spaces, etc. 
         In addition, projective mapping studies produced by urban and regional planners is underrepresented in 
the literature. This is understandable given the high barrier to entry posed by the technological sophistication of this 
type of method. However, given continuing proliferation of computation based experimentation in many disciplines, 
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Conceptual Framework Satellite imagery provides a tremendous wealth of information for urban planners. 
Information about vegetation and hardscape coverage, open space, buildings, street characteristics, among others, 
is available at global scope and increasingly detailed scale. Even a superficial analysis of satellite imagery from 
localities in for example Rio de Janeiro, Detroit, and Orange County provides substantial insight into the different 
spatial and demographic characteristics of these cities. In theory, features of satellite imagery from urban areas 
should be to some degree indicative of certain demographic characteristics. Satellite imagery with large amounts of 
parked cars suggests high rates of automobile ownership and the use of cars as primarily sources of transportation; 
likewise, large residential parcels with high amounts of vegetation can indicate lower population density than 
smaller, less vegetated parcels. Although by no means can every spatial or demographic condition be ascertained 
from satellite imagery, this view of the built and natural environment offers researchers a rich and comprehensive 
source of information.  
This study follows a post-positivist deductive approach. This study is rooted in the premise that satellite 
imagery provides a body of data from which interpretations can be made in order to draw conclusions about certain 
conditions in the places represented by the imagery. Operationalizing this premise can be conceptualized in terms 
of the interpretation of an independent variable and the creation intermediate variables as a means of determining 
a dependent variable. Given this operationalization, the variables used in this study can be broken down into three 
classifications: independent variables (inputs into the machine learning model), intermediate variables (outputs 
created by any given layer of the machine learning model, which are then used as inputs for the next layer), and 
dependent variables (outputs from the last layer of the model). The independent variables used in the predictive 
mapping models deployed here are satellite imagery. Intermediate variables generated within the model, primarily 
include features of the satellite imagery (in order from lowest level data types to highest level data types) pixel 
variation and pixel clusters, edges, rudimentary shapes, complex groupings of shapes. The dependent variable, which 
the model outputs is a set of value predictions for whatever spatial data the model was trained. For example, if the 
model was trained on a spatial data set of the average household size, the model will produce predictions for average 
household size given the features of new satellite imagery input. 
 




The premise of this study follows a “proof of concept”3 model. As such, the methodology is designed not only to 
evaluate the performance of the predictive mapping model as set of analytical operations, but to understand its 
feasibility and potential facilities as a tool for urban planning. In order to conduct such a study, the tool must first be 
constructed, then deployed, and finally evaluated within the context of its application for planning practitioners and 
academics. Thus, the methodology is comprised of three parts: 1) the construction of a machine learning (predictive 
mapping) model, 2) its deployment, and 3) its evaluation. 
Part one consists of constructing a machine learning model capable of producing predicted demographic 
characteristic values by interpreting satellite imagery and train it using data solely from one urban area (in this case, 
Sacramento). In addition to model construction, the part also includes preparing both satellite imagery and 
demographic data. Part two consists of deploying the trained model on other cities within the region. Doing so 
constitutes a simulated situation in which predictive mapping is being used to create estimates (predictions) for 
demographic characteristics in a location in which data availability is low. Part three consists of determining how 
accurate those predictions were. In order to reliable assess the models’ predictions, they will be evaluated against 
known values for these geographies.  
 
Data Selection The dense technicalities of model architecture aside, machine learning models function as analytical 
tools based on what data is used to train them. Thus, the relationship between the data used to train the model and 
the data used when deploying the trained model will have a significant effect on model performance, meaning how 
credible the predictions it produces are. Given that the predictive mapping models used for this study take satellite 
imagery from different geographies as inputs for training versus evaluation, urban areas of similar typology–built 
form, building density, etc.–tend to produce more accurate results. For example, the machine learning model used 
by Albert et al. to produce land use classifications for cities in Europe using satellite imagery produced predictions 
of higher accuracy on for cities that were similar in typology to the training city (see Figure 16). The model trained 
on imagery of Barcelona produced the best results when deployed on Barcelona and Madrid (Abert et al.). This result 
                                               
3 Proof of concept is a term typically used in business and describes the process by which an idea or project is evaluated to 
determine its feasibility and potential applications.  
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seems rather intuitive as both cities are located within the same country and most likely have similar features as 
extracted from satellite imagery. A model trained on imagery and spatial demographic data from Houston and 
evaluate on imagery from Dallas will most likely perform significantly better than a model trained on Los Angeles 
and evaluated on Hong Kong or Budapest. 
 In light of these conditions, the study areas chosen here were to be within the same geographic region in 
order to bolster the models’ reliability as well as to simulate a condition in which fine-grained spatial data exists for 
one city within a country or region and a predictive mapping model could be used to produce data for other urban 
areas in the area. As mentioned above, the study’s analysis consists of testing the predictions produced by the 
machine learning algorithms againsts known values. Thus, all geographies included in the study areas were required 
to have known values that were spatial in nature. Given these constraints of predictive mapping, the follow criteria 
were developed in order to guide the selection of the study geography:  
 
1. Urban area (used for model training) must have accurate fine-grained 
demographic data 
2. There must be urban areas of similar typology that also have accurate fine-
grained demographic data 
3. (Obviously) there must be high resolution satellite imagery for all geographies  
 
 
Based on these criteria, the geography selected for this thesis included five cities in California’s San Joaquin 
Valley (also more colloquially known as the Central Valley): Sacramento (Metropolitan Area), Stockton, Modesto, 
Fresno, and Bakersfield. All of these cities are located within the same region, the predominantly agrarian San 
Joaquin Valley, and have like building densities, urban form, and built environment characteristics (see Figure 2). 
With a population of approximately 1.5 million spread across almost 1000 square miles, Sacramento is the largest 
of the five cities in both population and land area. The other four cities have comparable populations (between 
200,000-500,000 inhabitants) and land areas (between approx. 50-150 sq. mi). For each of these cities, the study 
area would be bounded by a rectangle (rectangular when projected using WGS 1984 Web Mercator -  
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Auxiliary Sphere projection) that contained the entire municipality and whatever adjacent undeveloped/rural land 
was within the boundary. The precise location and dimension of the study area boundaries was determined by the 
map tile grid that was used to structure the acquisition of satellite imagery from Google Maps.  
In addition to satellite imagery, demographic data required both as an input to train the predictive mapping 
model and as a means of provided observed values when evaluating model performance (explain in detail in the 
Findings chapter). The demographic data used in this study needed to be spatial in nature and available at the same 
granularity for all study areas. For the purposes of this study, the American Community Survey 2015 (5 year survey) 
aggregated to the census block group level provided the variety and spatial granularity required. A breadth of 
demographic characteristics were seclected in order to see how well the predictive mapping model could predict 
features that ranged in spatial manifestation within the built environment as seen from satellite imagery as well as 
to simulate the types of data that would be potentially used by planners in practice. The following demographic 
characteristics were used in this study (parenthesis indicate the unit for each characteristic): Population Density 
(persons per square kilometer), Unit Density (house units per square kilometer), Percent of commuters who do not 
dive (percent), Percent Renter Occupied Units (percent), Median Home Value (USD), and Median Year Built (year). 
These characteristics were calculated based on the follow features from the ACS 2015 (5 Year Estimate): B01003 – 
Total Population, B25001 – Housing Units, B08301 – Means of Transportation to Work, B25003 – Tenure, B25077 – 
Median Value (Dollars), and B25035 – Median Year Structure Built.  
High resolution satellite imagery available through the google static maps API includes only the most recent 
imagery; there is no option to query historic imagery. Therefore, it was important to pick demographic data that was 
current such that this data reflected the satellite imagery as closely as possible. In the case of this study, the satellite 
imagery that was collected is from 2017 and ACS data is from 2015. Any new development between those periods 
would be recorded in the satellite imagery, but not in the demographic data. Qualitative spot checking was 
performed in order to determine how potentially incongruous the satellite imagery was from the ACS data. While 
this analysis did determine that there was some development after 2015, it was relatively insignificant in the scope 






Data Preparation Certain characteristics of lived human conditions are undoubtedly revealed by features of satellite 
imagery. Dwelling size, roof material, the abundance of vegetation and cars, the presence of swimming pools–all 
easily discernible from satellite imagery–are indicative of certain socio-economic conditions and therefore present 
valuable data for a predictive mapping model. Many such features of satellite imagery only become distinguishable, 
however, at certain scales. In the case of internet hosted satellite imagery, the scale of the imagery being view is 
controlled by the map’s zoom level. Zoom levels, which range from 0 (entire world) to 21 are determined by the size 
in meters (at the equator) each pixel of the map represents4 and has become a standardized metric across web-
hosted map platforms. For the purposes of this study, a zoom level of 17 was chosen because it provided a high level 
of detail in terms of built environment features–building characteristics, automobiles, hardscape and vegetation 
characteristics etc. that could potentially help inform the model.  
Maps API5 and downloaded as a series of map tiles. In order to collect satellite imagery that covered each 
urban area its in totality such that map tiles aligned seamlessly with one another without gaps or overlaps, map tiles 
were arranged in orthogonal grids that aligned with web map tile organization system conventions. At zoom level 
17, the number of map tiles needed to cover the Sacramento, Stockton, Modesto, Fresno, and Bakersfield study 
areas was [27,680], [6,970], [3,364], [9,476], and [7,546], respectively.  
 In addition to the collection of satellite imagery, the ACS (demographic) data for each study area had to be 
modified in order to match the spatial units of this dataset with that of the grid-based satellite imagery map tiles. 
Prior to doing so, all count data was converted to a form of continuous data, which in the case of this study, involved 
normalizing population and housing unit counts by land area (thus converting to population and housing unit 
density), and converting other count data to percentages. This was done in order to make sure that all data used in 
in training and evaluating the model was normalized.   
Proceeding this process of normalization, the ACS dataset for each city (spatial unit of the census block 
group) was intersected with fishnet geometry aligned to the map tile grid of the corresponding urban area. This 
allowed for the calculation of weights per map tile cell, such that the percent area of each grid cell occupied by a  
                                               
4 Definition https://wiki.openstreetmap.org/wiki/Zoom_levels  
5 https://developers.google.com/maps/documentation/static-maps/ 
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given census block polygon acted as the weight for those values within that polygon. Using the weights, new 
weighted values were produced; dissolving all geometry to the spatial unit of the map tile grid cell allowed of the 
creation of grid cells that contained the weighted averages of data of all intersecting census block groups for seven 
demographic characteristics (see Appendix 3). Because grid cells were typically much smaller than census block 
groups, the vast majority of cells retained  unaveraged characteristic values.  
The retrieval of map tiles and transformation of demographic data was conducted as preliminary 
preparation for the construct the inputs necessary for the convolutional neural network (machine learning) models. 
Prior to training and utilizing these models, further data transformation was necessary (discussed in the following 
section).  
 
Convolution Neural Network Model Predictive mapping is enabled by machine learning algorithms that interpret 
the features of the satellite image (independent variable) in order to determine which features are useful in 





algorithm used in this study is a convolutional neural network (CNN). CNNs belong to a class of machine learning 
algorithms known as “deep learning” and are typically used for image recognition and classification, also known as 
computer vision (Karn 2016). CNNs have been applied in the technology used for facial recognition, self-driving 
vehicles, and robotics. 
 Conceptually, machine learning models (of which the subset convolutional neural networks belong to) differ 
from other analytical models in that the networks upon which the model is based are constructed through the 
process of training the model on a set of collected data. In establishing a set of operations from processing training 
data–and thus “learning”–machine learning models greatly reduce the need to explicitly program computational 
operations in their entirety (SAS 2017). Compared to traditional algorithms, machine learning models are seen as 
highly adaptive and capable of interpreting a wide range of inputs. It is for this reason that CNNs are used for tasks 
of computer vision and image interpretation more generally.  
 For the purposes of this study, the Keras machine learning API was used with Tensorflow as the backend 
engine. All codes used in this study were written using the Python language and created specifically for these 
purposes. All of the machine learning code was written and executed using Jupyter notebooks on a Vagrant virtual 
machine.  
In order to operate numerically on the satellite imagery input, the images were transformed into a series 
of numeric matrices. Each image, which was downloaded as color satellite imagery, was transformed from 3 channel 
(RGB) to 1 channel with values between 0 (black) and 255 (white). Images were downloaded at resolutions of 
256x256 pixels and rescaled using nearest neighbor resampling prior to model input to dimensions 128x128. Due to 
the high volume of imagery undergoing computation, this reduced processing time and prevented the virtual 
machine kernel from dying.  
 In addition to processing the satellite imagery input, all demographic data underwent conventional 
standardization using the formula (𝑋𝑋new = 𝑋𝑋 − 𝜇𝜇
𝜎𝜎
). After standardization, each datapoint was recorded not in absolute 
terms, but as its displacement from the mean in units of standard deviation. Data standardization was performed 
for several reasons. First, it allowed for the models predicting all seven demographic characteristics, which varied in 
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units, to have standardized loss and validation loss values. This enabled the evaluation of model performance upon 
model training as well as allowed for a comparative analysis across the seven models.  
Model architecture describes the composition of computational models as designed by the model’s creator. 
Although they range considerably in terms of composition and complexity, the model architecture of convolutional 
neural networks typically consists of four main operations: convolution, non-linearity (ReLU), pooling (subsampling), 
and fully connected layers (Karn 2016). The architecture of the model created for this study followed by and large 
conventional CNN architecture, in which a series of 2D convolutional layers of increasing filter size, rectified linear 
unit (ReLU) activation layers, and maxpooling2D layers was used to parse for increasingly higher-level features 
followed by several fully connected (dense) and dropout layers. A diagram of the complete model architecture is 
shown above (see Figure 3). The models were compiled using the Adadelta optimizer.  
The training of all machine learning models is fundamental to these types of algorithms and is what enables 
them to learn. It does so by establishing a set of criteria for mathematically interpreting inputs such that they most 
accurately produce the correct corresponding output. Outside the of machine learning, the concept of training data 
has been used to perform land classification operations in more conventional geographic information systems tools 
(Campbell and Wynne 2011). For this study, all six models were trained and evaluated using the satellite imagery 
and associated demographic data from 2800 and 1200 randomly chosen grid cells from the 27,680 that comprised 
the Sacramento study area, respectively. All models were trained utilizing a batch size of 36 over the course of 10 
epochs.  
 During training, the model’s performance is measured in order to establish to what degree it is able to 
produce accurate outputs. For classification-based CNNs, this is primarily done through measuring the model’s loss 
(how often the model incorrectly classified a given input) and displayed as a percentage. For the purposes of this 
study, model loss was evaluating using Mean Squared Error (explained further in the findings section).  
 These evaluation results were used to prototype and incrementally improve the model architecture. For 
this study, this was done primarily through adjusting the amount of convolutional2D layers within the model as well 
as the number of filters within each convolutional layer. In addition, dropout layers were later added after each 
dense layer in order to mitigate overfitting of the model to the data upon which it was trained.  
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After the models were trained, they could be utilized to make predictions. All of the outputs produced by 
models in this study constituted a predicted value for one of the seven demographic characteristics based on the 
features of the satellite imagery map tile. Identical to the form of the demographic data inputs for training, model 
outputs (predictions) were produced as standard deviations away from the mean. These values were then rescaled 
to absolute terms.  
 
Model Evaluation The models constructed for this study were trained using data (satellite imagery and ACS data) 
solely from the city of Sacramento used to generated predictions for each of the seven demographic characteristics 
for four similar, but unfamiliar urban areas: Stockton, Modesto, Fresno, and Bakersfield. Given that each of these 
cities has its own unique spatial and socio-economic conditions, it was expected that the degree to which a model 
train on data from Sacramento performed accurately varied per evaluation city. In order to test how well the model 
performed at predicting demographic characteristics for each city, the predictions were evaluated against ACS for 
these locales (referred to as “observed” values for the remained of the study). Similar to the evaluation methodology 
during model training, mean squared error was used to determined how erroneous model predictions were for the 
four cities in question when compared to the associated observed values.  
Given the assumptive premise of predictive mapping and the complexity of this methodology, there are 
several aspects of the study that compromise the validity of certain conclusions. First and foremost, although 
satellite imagery is a rich source of information regarding urban populations, so much of what characterizes urban 
spaces and peoples is lost in the strictly “view from above” vantage. There are also complex data transformations, 
primarily the transformation of AMS data from the geography of the census tract to that of the grid cell, which may 
lead to inaccuracies in the final values for each grid square. A means of mitigating this potentially issues would be to 
use AMS data that is disaggregated to the level of the census block. Finer-grained spatial demographic data would 
result in more accurate grid cell data for model training and evaluation purposes. Lastly, it may not be appropriate 
to transpose a set of rules (trained model) to an entire new geography. Every urban area (and each locale within an 
urban area) is unique in terms of the relationship between the population and the built and natural environment as 
seen from satellite imagery. That being said, urban areas of similar region and typology are generally similar enough 





IV  Findings.. 
The findings of this study consist of the both the outputs from the predictive mapping model and the results from 
the evaluation of this model. First, the performance of the model for each characteristic will be presented, followed 
by a description of the model’s numeric output, the evaluation of these outputs using the mean squared error 
function, and lastly, geographic representations of both model outputs and error values.  
 
Model Performance As discussed in the methodology section, the final CNN model architecture was created through 
a series of model prototypes and test training that sought to reduce as much as possible the loss and validation loss 
values for a given model. (See the methodology section for explanation of loss and validation loss, as well as the 
performance of several model prototypes).  
During training, each of the models was evaluated using Mean Squared Error as the loss and validation loss 
functions. Mean Squared Error (MSE) is commonly used to evaluate statistical models and has been described as 
“arguably the most important criterion used to evaluate the performance of a predictor or an estimator.”6 MSE is 
found by taking the average of squared differences between all predicted values and their associated observed 
values within the evaluation data set. Thus, while interpreting the model performance results, keep in mind that 
lower MSE validation loss values are indicative of more accurate model predictions.  
In order to compare the performance of all seven models, the characteristic data were rescaled using a 
conventional standardization method ( 𝑋𝑋new = 𝑋𝑋 − 𝜇𝜇
𝜎𝜎
). In doing so, each data point is recorded and processed by the 
model not as its original value, but as how many standard deviations away from the mean of the data set the value 
falls. For example, if the mean of a given dataset is 10 and its standard deviation is 2, a observed value of 8 would 
be recorded and processed by the model as -1.  
Although there was considerable variation in the magnitude of the validation loss diminution, overall the loss and 
validation loss of the seven models tended to decrease with each consecutive epoch. In terms of evaluating the 
                                               





performance of a CNN model, a reduction in both loss and validation loss values during training is indication of two 
important conditions. The first is that the neural networks within the model are extracting features from the training 
images that predict accurate results with increasing success. This is generally associated with loss values and is 
indicative of good internal validity. The second condition is one of model generalizability or external validity, 
meaning that the model can interpret unfamiliar inputs (in this case, new satellite imagery map tiles) with relative 
accuracy.7 Models that exhibit low loss values and high validation loss values are said to be not generalizable and 
suggest that the model is overfitting to the training data; several model prototypes produced loss values of this 
nature and were modified to mitigate overfitting (more on this in methodology).  
The performances of the six models used in this study are shown in Appedix 1 (pg 57-59). This line graph 
charts the validation loss (mean squared error) of each model’s predictions over the course of the 10 epochs that 
constituted model training. Depending on the model, validation loss MSE values ranged between 1.1 and 0.4. These 
MSE values correspond to average errors per prediction between approximately 1 and 0.75 standard deviations. 
According to these validation loss scores, the models that performed the best were those that predicted the 
densities of population and dwelling units. These models, which scored significantly better than the other five, 
produced validation loss values of 0.48 and 0.52, respectively, after 10 training epochs. The models that predicted 
median home value as well as median year built performed next best, and produced final validation loss values of 
0.74 and 0.84, respectively. The three models with the highest MSE validation loss scores were those that predicted 
the percent of commuters that do not drive, and the percent of renter occupied units, which produced scores of 
1.02, and 1.04, respectively. (See Appendix 1, for model performance of all six characteristics). 
 
Model Output Each model was designed to produce an output of one continuous numerical value per map tile input. 
Given that the cities of Sacramento, Stockton, Modesto, Fresno, and Bakersfield were comprised of 27,680, 6,970, 
3,364, 9,476, and 7,546 map tiles respectively, the seven models used in this study produced six datasets each 
containing 55,036 datapoints. Thus, this study produced over 330,000 predictions. Descriptive statistics for each of 
the six datasets, segmented by city, indicate the maximum, minimum and mean values (see Table 2).  
                                               
7 Steyerberg, E.W. (2009).  https://link.springer.com/content/pdf/10.1007%2F978-0-387-77244-8_19.pdf 
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 (This paragraph is horrifically boring, sorry) For each characteristic, the minimum, maximum, and mean 
values for predictions for each of the five study areas ranged as follows. Values for predicted population density 
range between -237 and 3,128 persons per square kilometer, with mean values between 926 and 1,286 persons per 
square kilometer. Values for predicted residential unit density range between 4 and 1,008 persons per square 
kilometer, with mean values between 230 and 371 persons per square kilometer. Values for predicted percentage 
of those who commute without driving range between 8 and 19 percent, with mean  values between 13 and 15 
percent. Values for predicted percentage of renter occupied units range between 23 and 45 percent, with mean 
values between 35 and 39 percent. Values for predicted median home value range between $73,000 and $670,000, 
with mean values between 1977 and 1981. Values for predicted median year built between 1971 and 1987, with 
mean values between 1838 and 1856.  
 This description of the data reveals several interesting trends. For each of the 30 datasets (the six primary 
datasets segmented by city), the range of the distribution for predicted values is considerably more compact than 
the associated observed values. This distributions of the predicted and observed datasets are show in the box plots 
below. The distributions for almost all of the 30 observed value datasets can be described as having high levels of 
positive skewness, as indicated by the existence of considerable amounts of large outliers (indicated by the dashed 
lines in the box plots). For example, although the median of the observed values for population density in Stockton 
is less than 500 person per square kilometer, outliers above 7,000 person per square kilometer exist.   
When compared to the relatively large spreads of observed values, the predicted datasets are universally 
more compact and by and large have less extreme minimum and maximum values. For all predicted datasets, the 
maximum value is significantly smaller--in some cases, over 50 percent smaller--than the maximum value of the 
associated observed data. With some exceptions, predicted minimum values tend to be greater than their associated 
observed minimum. The models that predicted values for the percent of households that commuted without a car 
and the percent of renter occupied units produced particularly compressed distributions, several magnitudes smaller 
than their observed counterparts. Out of all six characteristics, the distribution of the datasets that describe 
predictions for median home value had the largest range relative to the corresponding observed values.  
In terms of the accuracy of the models’ predictions, the reduction in the range of predicted data is indicative 





for the percent of housing units that are renter occupied (Figure 5) for map tiles associated with high observed values 
(observed maximum of 100 percent) were significantly underestimated by the model (the predicted maximum is less 
than 50 percent). Likewise, predictions made for map tiles associated with low observed values (observed minimum 
of almost 0 percent), were overestimated by the model (the predicted minimum is greater than 25 percent). This 
pattern of over and under estimation characterizes the output of all six models with the exception of median home 
value, which produced predicted maximums higher than their observed counterparts.  
Despite the compressed nature of the distribution of predicted data, the means of the datasets tend to be 
much closer the means of the observed data, relatively speaking. In fact, the means of 13 of the 30 datasets fall 
within 5 percent of the observed means, when calculated relative to the range of the observed data. Taken together, 
these two trends indicate that the models tend to produce predictions that are distributed around relatively accurate 
means, but with variation of smaller magnitude.  
 
Spatial Representation of Model Outputs Given its association with a map tile, every data point in each of of the six 
characteristics datasets is inherently geographic in nature. Mapping these datasets yielded a series of gridded 
cartographic representations (see Figures 6-10). These maps depict all six  demographic characteristics in each of 
the five urban areas - each row contains three maps all of which pertain to a single characteristic in one urban area. 
The first map in each row shows the American Community Survey (ACS) data after modifying its spatial units to 
match those of the map tile grid. The boundaries of the census blocks groups from which the data originated are still 
markedly visible. In the case of Sacramento, the first column of maps comprises all the data used to train each of the 
six  models as well as to evaluate the predictions made for that geography. For the other four urban areas, maps 
within the first column represent the data used to evaluate the accuracy of the predictions. In other words, the data 
represented in these maps comprise the observed values used in calculating mean squared errors. The second map 
in each row is a representation of the predictions produced as each models output. The third map in each row depicts 
the relationship of each predicted data point to its observed counterpart, representing this relationship as one of 
two binary values: overestimated, the condition in which the predicted value was greater than the observed, or 
underestimated, the condition in which the predicted value was less than the observed. These maps indicate 
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overestimated predicted values as red and underestimated as blue. The size of each grid square is maintained 
throughout all maps, thus preserving each urban areas relative size.   
 Absolute accuracy aside, the capacity of the models to produce meaningful outputs for a wide variety of 
input data is evident. Most apparent is the facility of the prediction maps in terms of responding to land use patterns 
as well as manmade and natural features within these study areas. For example, the delineation between peopled 
(developed, urban land) and unpeopled (undeveloped, primarily agricultural land) is clearly depicted in the 
population density and unit density maps for all five urban areas. The data form distinct boundaries between the 
peopled and unpeopled portions the urban areas. In many cases, these prediction maps provide a more nuanced 
spatial representation of human settlement when compared to census block group data.   
The representation of model predictions as geographic entities makes visible the relationship of the 
predictions to features of the built and natural environments and quite clearly illustrate that many of the models 
respond to semantically relevant features within the imagery. Most apparent in many of the prediction maps is the 
depiction of waterways and roads. For example, the American, Calaberas, Tuolumne, and Kern Rivers are 
represented by markedly lower population and unit density values in the prediction maps for Sacramento, Stockton, 
Modesto, and Bakersfield, respectively. Man-made water features such as the Sacramento River Deep Water Ship 
Channel are also visible in, some of the prediction maps. Interstates 80, CA-99, and other major road infrastructure 
are produce distinct changes in the data. Furthermore, there are many instances when large non-residential and 
non-commercial land uses are mapped by the predictions. Airports and industrial areas in Sacramento, Modesto, 
Fresno, and Bakersfield are clearly presented in the data. For example, the airport and large industrial area in the 
southeastern portion of Modesto (see Figure 11) is delineated in all of the prediction maps, especially those for 
population and residential unit density, percentage of commuters who do not drive, and median year built.  
 
Model Scoring In order to determine how the models, trained solely on data from Sacramento, performed on the 
four other urban areas–Stockton, Modesto, Fresno, and Bakersfield–the predicted values produced for these 
geographies was evaluated against observed data (2015 ACS estimates) also using Mean Squared Error. The results 
of MSE calculations for each of the 30 prediction datasets as well as averages MSE scores per demographic 
characteristic as well as per city are shown below (see Table 3). As with the MSE validation loss values that were  
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used to measure the performance of the models during training, values that are closer to zero are indicative of less 
erroneous predictions and a more accurate model. By comparing the average performance of models across the 
four evaluation cities (excluding Sacramento), the most accurately predicted demographic characteristics were 
population density and residential unit density, both with MSE values of 0.59. The models predicting the two 
percentage-based characteristics, commute without car and renter occupied units, produced average MSE values 
between 1.35 and 1.03, respectively. The model for median year built produced a MSE value of 1.05. The model for 
median home value produced the highest MSE value, 2.08, of all six characteristics.   
These results tend to reflect how well the model performed in training (see Figure 12), with one exception, 
the performance of median home value, which when evaluated on the four other geographies, produced higher 
mean square errors magnitudes than those produced during training (0.74). The poor  performance of this 
characteristics can be possibly explained by the relatively high cost of real estate in Sacramento (the largest, most 
metropolitan city in the region) for comparable properties. Training on this data would thus result in prediction 
values that were considerably higher than observed values. As indicated in the (Figure 12), this tended be the case.   
Producing MSE scores for each of the datasets also allows for the creation of average MSE scores by city and thus a 
comparison of model performance between each of the four urban areas used for evaluation. It is unsurprising that 
predictions made for the city of Sacramento produce the lowest MSE value of 0.79. A portion of this data was used 
to train the model and it is therefore most familiar with relationship between satellite imagery and demographic 
characteristics within this specific context. Outside of Sacramento, the models predicted most accurately for the 
cities of Stockton and Fresno, producing average MSE values of 1.09 and 1.07, respectively. Predictions for the city 
of Modesto were less accurate, producing an average MSE value of 1.17. Predictions for Bakersfield were the least 
accurate, producing an average MSE value of 1.43.  
 
Prediction Error In addition to the MSE scores calculated for each model and geography, evaluation of the error 
produced contributes to the understanding of the mechanics of each model in relation to the input data. This is 
especially true when the error for each prediction is mapped. A component of mean squared error, the definition of 
error used for this study is the difference between the predicted and observed values. 
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For the characteristics excluding median year built and median home value, models tend to underestimate 
values in developed portions of the urban area and overestimate in undeveloped portions. This pattern is most 
apparently in prediction maps for population density and residential unit density, but can be observed to some 
degree in the error maps for percent commute without car and percent renter occupied units. Notice how closely 
the distribution of underestimated grid cells for population and unit density follows the pattern of developed, as 
opposed to agricultural, land for all five study citiesd (see Figures 6-10). Given the more narrow range of predicted 
data in relation to observed data (as discussed in Model Output section of the Findings chapter), this pattern of 
underestimation-overestimation buttresses this finding. 
That being said, for characteristics describing the percentage of commuters who do not drive, the 
percentage of renter occupied units, and the percentage of residences in multi-unit buildings, the  relationship 
between each predicted-observed datapoint pair (ie error) becomes less universal and more dependent on 
contextual conditions, especially census block group geometry. Given the distribution of the predicted data for 
median home value and median year built (as discussed in Model Output section of the Findings chapter), its is 
unsurprising that almost all data points were underestimated.  
 
Stockton - A Case Study of Model Performance In order better understand how the models perform in handling the 
wide range of conditions that characterizes urban areas and the satellite imagery that reflects this variety, a case 
study investigating the prediction values for three neighborhoods in Stockton was conducted (see Table 2 and Figure 
13). These neighborhoods were chosen to reflect three built environment typologies--rural, suburban, and urban--
typical of the San Joaquin Valley. The case study helps to illustrate the relationship between the ground condition, 
the observed data (in this case, ACS data aggregated to the census group block), and the predicted data. The 
comparison between the predicted and observed values as well how these data are represented illustrates the 
relative strengths and limitations of predictive mapping (as designed in this study) as a tool for urban planning.  
A comparison between the representation of data in the observed and predicted values illustrates the 
glaring disparity in granularity, size, and geometry of the spatial units used in both datasets; the grid cells used in 
this predictive mapping model are considerably smaller and uniform in size and shape compared to the larger and 



















representations have many advantages when compared to conventional administrative boundaries. A spatial unit 
that is uniform in size throughout the dataset sidesteps the oft dreaded modifiable areal unit problem. It can also 
provide for considerably more detail to be recorded within the data set even in areas with lower populations and 
traditionally large spatial units. For example, given that the entire rural geography is contained within one census 
block group, the spatial variation population and housing unit distribution is all but lost within the American 
Community survey data. The more granular spatial unit of the predicted values allows the clusters of housing units 
in the southern and northern edges of the geography visibility within the data. 
 Overall the predicted values tend to follow the trends that describe the predictions made for the large study 
areas. Most notable of these trends, the predicted values produced for areas that are non-rural (for the purposes of 
this case study, the Urban Core and Suburban study areas) tend to be underestimated and those produced for areas 
that are rural or agricultural (in this case, the Rural study area) tend to be overestimated. For example, the predicted 
value for the percent of renter occupied units is 41 percent lower, 25 percent lower, but 10 percent higher for the  
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Urban Core, Suburban, and Rural study areas, respectively (see Table 2). The same pattern can be observed in the 
predicted values for population density, unit density, the percent of those who commute without driving.  
It should be noted that although the values predicted are considerably inaccurate in absolute terms, every 
prediction for all characteristic expect median year built are accurate in a relative sense; the predictions correct 
reflect which of the three areas have the highest, intermediate, and lowest values for these five characteristic. Take 
for example unit density across all three study areas (see Table 2). The observed values reveal the lowest density 
value for the rural area, relatively high density in the urban core, and the highest density in the suburban area. This 
same pattern is exhibited in the predicted values. Similarly, the relative magnitudes (from lowest to highest) of the 
predicted values for the percent of commuters who do not drive is identical to the relative magnitudes of the 
observed values - suburban, urban core, and rural. 
By and large, these models, as they are currently designed and as they perform for this study, are not well 
suited for predicting values in absolute terms. Rather, they function considerably more effectively at predicting 
values relative to other predicted values. 
 
 V  Discussion.. 
So what does all of this mean? How have we come to understand more about the research questions posited at the 
beginning of this study and where do these findings fit within the broader “predictive mapping” literature? 
Let us consider the first research question: how effective is predictive mapping at measuring demographic 
characteristics of urban populations? The literature has made clear the ability of convolutional neural networks to 
be used satellite image classification. Past studies describe the use of CNNs to interpret satellite imagery in order to 
produce land use classifications (Albert et al.) and to detect objects (Engstrom et al.). Given the historical 
development of CNNs as tools for image classification, these applications present a logical nexus from images taken 
from a human perspective to satellite imagery. There are fewer studies that use the interpretational capacity of CNNs 
to produce outputs that are continuous (as opposed to discrete classifications). The experiment conducted here 
presents one such study.  
This study’s findings have indicated both the numeric and geographic performance of the the six models 
across five geographies. This section probes these findings of the models in order to illuminate the mechanics of the  
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model as well as to understand its limitations. This sections uses a series of case studies that explore the extremes 
of the model’s predictions and  errors. It then discusses the disadvantages predictive mapping as deployed in this 
study. It concludes with a discussion of the applications for predictive mapping as deployed in this study as well as 
potential applications of the method more broadly.  
 
Extreme Predictions Convolutional neural networks serve to isolate and recognize features of varying complexity 
from imagery and use the presence of such features to inform outputs. Establishing which features were determined 
by the model to be associated with high and low values for each characteristics help to illustrate both how the 
models operate as well as the relationship between model inputs (satellite imagery) and outputs (predictions) as 
predicted by the data used to train the model. Figure 14 indicates the map tiles that produced both the highest and 
lowest values for each of the six demographic characteristics for the city of Sacramento. Overall, the satellite imagery 
within the two categories (producing the highest predicted values and producing the lowest predicted values) for all 
six characteristics is consistent in terms of the imagery’s visual features and the built and natural environments 
which the imagery represents.  
This consistency is an indication that the models are fairly adept at recognizing specific features within the 
imagery that correlate to variation within all six demographic features. For many categories established in Figure 14, 
there the connection between the features of the satellite imagery and the demographic characteristic for which it 
produces a high or low value is relatively straightforward. For example, the map tiles that produced the highest 
population density values all depict tightly arrange seemingly single-family dwellings and the lowest predicted 
values, empty, homogenous agricultural land. Interestingly, the majority of the map tiles that produced the highest 
predicted values for unit density contain what appears to be not single family homes, but larger, multi family 
buildings. 
Not all of the features identified by the imagery are as intuitive however, but make sense once understood 
in relationship to the features of the satellite imagery used for model training. For example, the map tiles that 
produced the highest predicted values for median home value all depict agricultural land. Although the connection 
to high median home value is not immediately apparent, the AMS data for sacramento does indicate that homes in  
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census block groups in rural areas tend to have higher values than those in urban areas. Because large portions of 
these rural census block groups are comprised of farmland, the connection the model has recognized between this 
feature of the imagery follows the method’s logic and is indicative of the model making predictions as trained by the 
training data.  
 
Extreme Error Each prediction produces a certain error based on the difference between that value and the 
associated observed value. Given the nature of this method of error calculation, inaccuracies in both the predicted 
and observed values, relative to the actual ground condition, affect the magnitude of error for a given data point. In 
order to probe the relationship between model predictions, AMS data, and the existing condition those data describe 
as expressed in the calculation of error, the most erroneous grid cells resulting from the prediction of population 
density for the city of Sacramento were identified (see Figure 15). The 99th percentile of overestimated (indicated 
in red) and underestimated (indicated in blue) grid cells are highlighted in a map illustrating the observed values for 
population density. Above are the map the 30 map tiles that produced the highest positive and negative error values 
are displayed.  
 As indicated by both the map of observed values as well as associated the map tiles, the most overestimated 
grid cells tend to result from inconsistencies between observed values and the ground condition as represented in 
the satellite imagery. The most overestimated grid cells are almost exclusively recorded in AMS data as having low 
population density; a condition with a myriad of potential causes: the modifiable areal unit problem, new 
development between 2015 when the AMS data was collected and 2017 when the satellite imagery was recorded, 
etc. The map tiles indicate that almost all of these grid cells depict areas with dense housing development--inputs 
that would understandably produce large predicted values. Given the problems inherent with aggregating spatial 
data using administrative boundaries, error caused by this condition is unavoidable given the methodology used in 
this study.  
 The most underpredicted values for predicted population density in Sacramento can also be potentially 
explained by these inconsistencies as well as the considerable amount of positive skewness present in the data used 
to train and evaluate this model and the other models (see Figure 5). 
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Model Generalization The findings of this study are not dissimilar to previous studies that show that these types of 
predictive models generally do best when deployed on data that is similar to the data used for model training. As  
mentioned in the Findings chapter (see Figure 12) the model constructed for this study produced the most accurate 
results for the city on which it was trained, Sacramento. In addition, mean squared error scores seem to improve the 
closer the urban area is to the city of Sacramento. Although there are numerous factors that influence these scores, 
this pattern suggests that there may be some characteristics in the built environment that lead to accurate 
predictions that diminishes as the distance from Sacramento gets larger. Studies conducted by Albert et al. and Jean 
et al. both included experiments as to how adept their models were to “transferability” (Albert et al.) or “cross-
border model generalization” (Jean et al.) (see Figure 16). The results of these indicate, much like the findings of this 
study, that “common determinants… are revealed in the imagery, and these commonalities can be leverage to 
estimate” (Jean et al.).   
 
Limitations As a method for producing actionable data for urban planning, predictive mapping as deployed in this 
study has considerable limitations. These limitations extend from the specificities of the training data used for this 
study, but are also rooted in the way that machine learning models treat data points in relationship to one another. 
Given that model training establishes how a CNN will produce predictions, the degree to which training data 
represents the “ground condition” and accounts for the variation in input data that may be encountered determines 
how successfully the model predict outputs. The predictive mapping model deployed in this study was trained and 
evaluate on segmented AMS data, which served to complicate both processes for several reasons. First, the 
segmentation of the relatively large spatial units of the AMS data meant that there was considerable variation in 
input satellite imagery data with identical AMS values (see Figure 17). For example, all of the map tiles in Figure 17 
have similar population densities as recorded in AMS data. Conversely, there are also grid cells with similar features 
in satellite imagery have considerable variation their corresponding AMS values. Although a large data set for 
training helps to mitigate these issues, in aggregate can obscure “accurate” representation of the ground condition.  
Secondly, due to the pairing of demographic data and satellite imagery required for this study, the accurate 
representation of the “ground condition” was inhibited by constraints imposed in the process of gathering high-  
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resolution satellite imagery. Acquiring large quantities of high-resolution satellite imagery without cost can be 
accomplished through very limited channels, one of which is Google Static Maps API. This API only allows for the 
most recent satellite imagery to be downloaded. Thus discrepancies between the condition represented by the 
demographic data and by the satellite imagery can occur.  
Third, predictive mapping as deployed in this study, as well as the multitude of satellite imagery base 
analyses more broadly, are predicated on the ability of satellite imagery to be a appropriate representation of 
whatever ground condition is being investigate. While satellite imagery is an undoubtedly rich source of information, 
it will never be able to fully convey the complexities of the built and natural environment, particularly socio-
economic conditions.  
 In addition, the method for predictive mapping as deployed in this study unequivocally ignores Tobler’s first 
law of geography which states that “everything is related to everything else, but near things are related more than 
distant things” (Tobler 1970).8 Within the predictive mapping methodology deployed in this study, and machine 
learning models more broadly, in order for input data to be interpretable by the model, it must be segmented into 
units small enough to be processed efficiently (both quickly and accurate) while still remaining semantically relevant. 
For example, in the language processing, it is common to segment bodies of text into words or phrases (Sebastiani 
2002). In the case of this study, the inputs--both demographic data and satellite imagery--were segmented such that 
the spatial unit was the grid cell. During the model’s prediction process, the satellite imagery for each grid cell was 
interpreted independently from all other data points. Thus the spatial relationship between the area represented 
by that map tile was unaffected by the predictions made by neighboring cells.  
As opposed to complete randomness, the spatial distribution of peoples or features of the built 
environment is almost alway clustered to some degree. Although this predictive mapping method does not account 
for spatial clustering of any kind, clusters of cells of similar values do form. This therefore indicates that features 
                                               
8 Tobler’s first law is foundational to the notion of spatial autocorrelation. “Spatial autocorrelation describes the tendency of 
measurements at one location to resemble those at nearby location. Thus a measurement of soil moisture at one place is likely 





recognizable by the models were clustered within the satellite imagery and a consistent prediction process 
happened to produce values that happened to cluster. 
 
Avenues for future research New methods for in predictive mapping, and convolutional neural networks more 
generally, are produced at a rapid pace. Because the fields relative youth, testing the limits of certain methods is 
very much a part of the broader experimentation and incremental improvement of the interpretation of satellite 
imagery by machine learning algorithms. Thus, like many experiments of this nature, hindsight has illuminated ample 
room for improvements and recommendations to those conducting this type of study as well as new 
experimentation and avenues for future research.  
As discussed above (Figure 17), the segmentation of AMS data into grid cells resulted in a condition for 
certain map tiles in which the imagery within the map tile was not independently indicative of the demographic 
value to which it was associated. Such map tiles established associations between imagery and AMS data that were 
not explicitly relevant to the prediction of certain demographic characteristics and undoubtedly inhibited the 
accuracy of the model and its evaluation.  
This problem of noise was exacerbated in rural portions of the study area where census block groups are 
larger and a wider range of built and natural conditions are present within a single administrative boundary. A 
potential improvement to this issue worth investigating would be reducing the extent of study areas to urbanized 
areas, thus reducing the amount grid cells that enforced associations between satellite imagery of open and 
agricultural land and non-zero values for demographic characteristics. Although the selection of training data was 
premised on the idea that more is better, for the specific condition of the AMS data in conjunction with the method 
deployed in this study, the findings have indicated that this may be the case.  
In addition to noise, most of the training data was characterized by considerable positive skewness (Figure 
5). Established means of accounting for skewed training data include  stratified sampling or limiting the quantity of 
samples from an overrepresented class. (Hartl, 2012). In addition to limiting the geographic extent of the training 
data, modifying the training data in this way may have increased the model's ability to produce accurate predictions 
more effectively.  
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Pretraining the CNN used in this study presents another means for potentail improvement that has been 
used in similar studies. The first would be to see if pretraining the CNN model on existing image classification 
datasets, like imagenet,9 improved the performance of the models used in this study. Several studies mentioned in 
the literature review, including Albert et al. and Jean et al., used ImageNet and similar repositories to pretrain their 
models prior to training them on the data specific to their respective studies. In addition to imagenet, dataset that 
exclusively contain classified satellite imagery now exist. One such dataset, RS19 dataset10 was used by Noguiera et 
al. in their study, and could potentially bolster the performance of the predictive mapping model deployed here. 
As discussed above, predictive mapping models inherently interpret prediction inputs as independent 
entities, thus ignoring any spatial relationships between data points. Several studies including that conducted by 
Albert et al. implemented a clustering algorithm after image classification in order to account for spatial 
autocorrelation between parcels of similar land use in urban environments. The same method could theoretically 
be applied to this study in order include the allow for spatial relationships between data points (primarily clustering) 
to influence prediction values.  
As an alternative to linear regression, which was implemented in this study, similar investigations into 
predictive mapping applications have used Gaussian processes to produce predictions. One such investigation 
conducted by Jean et al. used a gaussian process to more accurately predict poverty measurements.  
 
Applications Let us now consider the second research question posited by this study: what applications does 
predictive mapping have as a tool for urban planning academics and practitioners? Predictive mapping undoubtedly 
has application for urban planning, especially in regions where data collection is scarce or non-existent. This final  
 
                                               
9 Imagenet is an online repository of hundreds of thousands of classified images used for training computer vision models. 
http://www.image-net.org/  
10 G.-S.Xia,W.Yang,J.Delon,Y.Gousseau,H.Sun,H.Maître,Structuralhigh- resolution 
satelliteimageindexing,in:ISPRSTCVIISymposium-100Years ISPRS, vol.38,2010,pp.298–303.  
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section discusses first the applications of predictive mapping as deployed in this study and then the potential 
applications of predictive mapping methods more broadly. In discussing the applications of predictive mapping as a 
tool for urban planning, it is improtant to keep in my that urban condition is unique and requires both the model 
and data being used to address the specificities of the geographic and demographic context.   
Given the findings in performance of this specific predictive mapping model, it is most appropriate to use 
such a model for predictive values of population density or housing unit density as these two characteristics 
produced the most accurate results. It should be noted that the limitations of this study indicate that demographic 
data with as fine a spatial unit as possible will produce less noise within the training data. Similarly, satellite imagery 
collected temporarily proximal to the collection of demographic data will help mitigate discrepancies between what 
each dataset represents.  
As mentioned in the Methodology chapter, this study was designed in part to act as a simulation for 
potential real world situations in which a city within a data scarce region has spatial data of relatively fine granularity 
for some demographic characteristic. A survey of data availability in data scarce regions revealed the existence of a 
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population census (aggregated to the ward level) conducted for the city of Kathmandu (see Figure 18). Using this 
dataset, it would be possible to produce fine grained population data for other cities of similar urban typology in the 
region such as Janakpur, Pokhara, Biratnagar, and Patan. The ability of the simple model constructed for this study 
to produce values that were relatively accurate for almost all demographic characteristics demonstrates the ability 
of machine learning models to interpret satellite imagery. 
Outside of this specific deployment of a predictive mapping method, there are numerous potential for 
application. Theoretically, this type of model could be used for any condition in which some quantifiable and spatial 
instance is reflected in variation in the satellite imagery. Pragmatically, this includes mapping urban populations, 
characteristics of the built and natural environments, and to a degree demographic characteristics that don’t 
explicitly manifest in the features of satellite imagery. For any given application, models will always have to undergo 
interactions of prototyping, testing, and modification in order to address the spatial and statistical specificities of 
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