We prove that the mild solution to a semilinear stochastic evolution equation on a Hilbert space, driven by either a square integrable martingale or a Poisson random measure, is (jointly) continuous, in a suitable topology, with respect to the initial datum and all coefficients. In particular, if the leading linear operators are maximal (quasi-)monotone and converge in the strong resolvent sense, the drift and diffusion coefficients are uniformly Lipschitz continuous and converge pointwise, and the initial data converge, then the solutions converge.
Introduction
Consider the stochastic evolution equation du(t) + Au(t) dt + f (u(t)) dt = B(u(t−)) dM (t), u(0) = u 0 ,
on a real separable Hilbert space H, where A : D(A) ⊂ H → H is a linear quasi-maximal monotone operator, M is a Hilbert-space-valued square integrable martingale, and the coefficients f , B satisfy suitable Lipschitz and linear growth conditions (see below for precise assumptions on all data of the problem). The purpose of this work is to provide sufficient conditions for the (sequential) continuity, in an appropriate topology, of the map (u 0 , A, f, G) → u, where u denotes the mild solution to (1) . The same problem is considered also for equations (still with multiplicative noise) driven by compensated Poisson random measures. Our main results are Theorems 2.2 and 2.4 below. The problem we consider, apart of having its own intrinsic interest, is also motivated by several other considerations, such as the study of the stability of models based on stochastic partial differential equations (SPDEs) and the convergence of numerical approximation schemes. Moreover, as is well known, a technique to obtain estimates for mild solutions to SPDEs consists in, first, approximating the unbounded operator A by a bounded one (such as e.g. the Yosida approximation), so that, roughly speaking, tools from stochastic calculus for semimartingales can be applied to the regularized equation; then, showing uations, that there exists a ∈ E such that φ(a) F < ∞. This immediately implies φ(x) F ≤ N (1 + x E ), with N depending only on φ Ċ0,1 (E,F ) , a E , φ(a) F . If E and F are complete, the space of linear continuous operators, of trace class, and of Hilbert-Schmidt operators from E to F will be denoted by L(E, F ), L 1 (E, F ), and L 2 (E, F ), respectively. If E = F , we shall simply write L(E) in place of L(E, E), and similarly for other spaces. Occasionally we shall drop the indication of the spaces E and F altogether if there is no risk of confusion. We shall write a b if there exists a constant N > 0 such that a ≤ N b. If the constant N depends on parameters p 1 , . . . , p n , we shall also write N = N (p 1 , . . . , p n ) and a p 1 ,...,pn b.
Main results
Let H and K two real separable Hilbert spaces. The inner product and norm of H will be denoted by ·, · and · , respectively. Let A : D(A) ⊂ H → H be a linear (unbounded) maximal quasi-monotone operator, i.e. such that
for some η > 0, and R(λI + A) = H for all λ > η (range and domain of operators will be denoted by R(·) and D(·), respectively). The strongly continuous semigroup of quasi-contractions on H generated by −A will be denoted by S. Let T > 0 be fixed. All random variables and processes are assumed to be defined on a filtered probability space (Ω, F, F, P), F = (F t ) 0≤t≤T , satisfying the "usual" conditions. Statement involving random elements are always meant to hold P-a.s.. The space L p (Ω, H), p > 0, will be denoted by L p .
Let M be a K-valued square integrable martingale. Further hypotheses on M will be specified when needed. For convenience, we shall say that M satisfies hypothesis (Q) if there exists a deterministic operator Q ∈ L 1 (K) such that
Let (Z, Z, m) be a σ-finite measure space, and µ a Poisson random measure on Z × [0, T ] with compensator m ⊗ Leb, where Leb stands for the Lebesgue measure on [0, T ]. The compensated measure µ − m ⊗ Leb will be denoted byμ. We shall denote the space of functions φ :
For any 0 < t ≤ T , H p (t) stands for the Banach space of càdlàg adapted processes
We shall write H p instead of H p (T ).
Let us consider the equations
and, for each n ∈ N,
One has the following well-posedness result in H 2 . A proof (of a more general result) can be found for instance in [11] .
Theorem 2.1. Assume that M satisfies hypothesis (Q) and u 0 ∈ L 2 (H). If f ∈Ċ 0,1 (H) and B ∈Ċ 0,1 H, L 2 (Q 1/2 K, H) , then (2) admits a unique mild solution u ∈ H 2 , which depends continuously on the initial datum u 0 .
Clearly, if, for each n ∈ N, (u 0n , f n , B n ) satisfy the same type of assumptions, then (3) is also well-posed in H 2 .
Our first main result, whose proof is postponed to §6.1, is the following.
Theorem 2.2. Assume that M satisfies hypothesis (Q). Moreover, assume that (i) for each n ∈ N, there exists η n ≤ η such that A n +η n I is a linear maximal monotone operator on H, and there exists λ 0 > 0 such that (I + λA n ) −1 h → (I + λA) −1 h as n → ∞ for all h ∈ H and 0 < λ < λ 0 ;
Let u and u n be the mild solutions to (2) and (3), respectively. Then
The type of convergence of A n to A assumed in (i) is also called convergence in the strong resolvent sense.
(b) Hypothesis (Q) is satisfied, for instance, if M has stationary independent increments (in particular it M is a Lévy processes without drift, see e.g. [20, p. 69] ). One may remove this assumption at the price of assuming that B satisfies a "random" Lipschitz condition, i.e. a condition involving a predictable L 1 -valued process rather than the (deterministic, time-independent) operator Q. Similarly, it would be possible to give a convergence result in H p , assuming that B satisfies a different "random" Lipschitz condition involving the quadratic variation of M . We believe that these conditions are in general too difficult to check, and the corresponding results are of limited interest.
(c) One could allow the coefficients f and B to depend also on ω ∈ Ω and t ∈ [0, T ], assuming that they satisfy suitable measurability conditions and that their Lipschitz constants (with respct to the H-valued variable) do not depend on (ω, t). Details are left to the interested reader.
We now turn to the case of equations driven by compensated Poisson random measures. Consider the equations
Recall that (see [16] ) if f ∈Ċ 0,1 (H) and
A completely analogous statement obviously holds for (5) . Observing that
and recalling that one can turn the intersection of L 2 (Z) with L p (Z) into a Banach space with the norm
(see e.g. [12, p. 9]), the above Lipschitz condition for G can be equivalently formulated
Our second main result is the following.
Assume that A n and f n , n ∈ N, satisfy hypotheses (i) and (ii) of the previous theorem, and that
Let u and u n be the mild solutions to (4) and (5), respectively. Then
Preliminaries

Linear maximal monotone operators
We are going to recall some definitions and (known) facts about linear maximal (quasi-)monotone operators on Hilbert spaces, referring e.g. to [3, 19] for details. A linear operator A : D(A) ⊂ H → H is called maximal monotone if Ax, x ≥ 0 for all x ∈ D(A) and R(I + λA) = H for all λ > 0. An operator A is called maximal η-monotone if A + ηI is maximal monotone. Let A be maximal η-monotone on H and, for 0 < λ < 1/η, let J λ := (I + λA) −1 and A λ := λ −1 (I − J λ ) (the latter operator is the so-called Yosida regularization, or approximation, of A). Then
It should be noted that the above properties of the resolvent J λ and of the Yosida approximation A λ continue to hold, mutatis mutandis, for the much more general class of nonlinear (quasi-)m-accretive operators on Banach spaces (see e.g. [1] ).
We shall need for the proofs of the main results the following inhomogeneous version of the Trotter-Kato's theorem.
Theorem 3.1. Let A and A n , n ∈ N, be maximal monotone operators on H; f and f n , n ∈ N, be elements of L 1 ([0, T ], H); u 0 and u 0n , n ∈ N, be elements of H. Let u and u n denote the mild solutions to the equations
respectively. Suppose that, as n → ∞, A n → A in the strong resolvent sense,
Proof. See e.g. [1, p. 241] for a proof (of a much more general result) that uses the theory of m-accretive operators on Banach spaces, or [13] for a "linear" proof using the factorization method.
Stochastic integration with jumps and maximal inequalities
We shall use the theory of stochastic integration with respect to Hilbert space-valued martingales, about which we refer to [18] for a detailed treatment. Here we shall essentially limit ourselves to fixing notation.
We shall denote by Λ 2 M (K, H) the closure of the space of L(K, H)-valued simple process in the space of processes Φ whose values are linear (possibly unbounded) operator from
M h is predictable for all h ∈ H, and
dt.
In the following proposition we collect some (known) maximal inequalities for stochastic convolutions driven by martingales, of which we sketch a proof for the reader's convenience. More details can be found e.g. in [10] . Proposition 3.2. Let B be a process taking values in the space of linear (not necessarily bounded) operators from K to H, and set
The following holds true:
is predictable and there exists p ∈ [2, ∞[ such that the right-hand side of (7) below is finite, then Y ∈ H p and
Proof. Let S η (t) := e −ηt S(t), t ≥ 0. Then S η is a strongly continuous contraction semigroup, and, by Sz.-Nagy's dilation theorem, there exist a (separable) Hilbert spacē H ⊃ H and a unitary strongly continuous group (U (t)) t∈R onH such that
where i : H →H is an isometric embedding and π :H → H is an orthogonal projection. We thus have
Then (6) follows by Doob's inequality for real-valued submartingales. The proof of (7) is completely analogous: it follows from Burkholder's inequality, rather than from the isometric property of the stochastic integral with respect to M , taking into account the
Remark 3.3. Unfortunately it is not possible to replace the operator norm of B in (7) with the Hilbert-Schmidt norm of BQ 1/2 M , cf. e.g. [10] for a brief discussion of this issue.
We shall also need a maximal inequality for stochastic convolution with respect to compensated Poisson random measures obtained in [16] . Here P stands for the predictable σ-field. 
Note that inequalities (6), (7) and (8) can equivalently be written as
Remark 3.5. (i) A corresponding inequality for stochastic integrals and convolutions with respect to Lévy processes was established in [15] . An analogous estimate holds if the Hilbert space H is replaced by an L q space (see [17] for a basic result, and [6] for far-reaching generalizations).
(ii) The maximal estimates of the previous two propositions continue to hold in the case that A has a bounded H ∞ -calculus of angle less than π/2. In fact, exactly the same proofs go through, using a different (and more sophisticated) dilation theorem, cf. e.g. [22] for the case of stochastic convolutions in UMD Banach spaces of type 2 with respect to a Wiener process. In the context of Hilbert spaces, however, the classes of quasi-monotone operators and of operators with bounded H ∞ -calculus mentioned above essentially coincide (see [14] for a precise result).
Convergence of stochastic convolutions I
Throughout this and the following section we assume that η = 0, in particular that A is maximal monotone, rather than just maximal quasi-monotone. That this comes at no loss of generality is showed in Remark 7.2 below.
Let us consider the linear stochastic evolution equation on H
whose mild solution is defined, at least formally, as
It is immediate that y 0 ∈ L 2 , B ∈ Λ 2 M imply y ∈ H 2 , and that, for any p ∈ [2, ∞[, y 0 ∈ L p , B satisfying the hypotheses of Proposition 3.2(ii) imply y ∈ H p .
In the first of the following two subsections we establish convergence to y, in H 2 and in H p , of the solutions to the equations obtained replacing A in (9) with its Yosida regularization. In the second subsection we consider, more generally, the equations obtained replacing A by A n , with A n converging to A in the strong resolvent sense.
Yosida approximation of A
Let A λ , λ > 0, be the Yosida approximation of A, and consider the regularized equation
whose mild solution can be written, formally for the time being, as
In analogy to the case of equation (9),
We start with an elementary convergence result which will be needed in the proof of Theorem 4.2 below.
Lemma 4.1. Assume that y 0 ∈ L 2 and B satisfies assumption (i) or (ii) of Proposition 3.2. Let y and y λ ∈ H 2 be the solutions to (9) and (10), respectively. Then one has
Proof. One has
Let us assume first that B ∈ Λ 2 M (K, H). Recall that, by the Trotter-Kato's theorem (see e.g. [19, p. 88] ), one has e −tA λ h → S(t)h as λ → 0 for all t ∈ [0, T ] and all h ∈ H. By the isometric property of the stochastic integral with respect to M , the second term on the right-hand side of the above inequality is equal to
where (e j ) j∈N is an orthonormal basis of K. Then one has
for all s ≤ t and for all j ∈ N. Since the operator norms of S(t) and e −tA λ are not larger than one for all t ∈ [0, T ], one also has
for all 0 ≤ s ≤ t, and
The dominated convergence theorem then implies that the second term on the right-hand side of (11) tends to zero as λ → 0. A completely analogous (but simpler) argument shows that the same is true for the first term on the r.h.s. of (11) . If B satisfies the assumptions of Proposition 3.2(ii) for some p ≥ 2, it certainly does for p = 2, in which case we have
where we have used the ideal property of the space of Hilbert-Schmidt operators, the identity
, and the fact that Tr Q M ≤ 1. We have thus shown that B ∈ Λ 2 M , a condition which has already been proved to imply the claim.
Theorem 4.2. Assume that y 0 ∈ L 2 and B ∈ Λ 2 M (K, H). Let y and y λ ∈ H 2 be the solutions to (9) and (10), respectively. Then one has y λ → y in H 2 as λ → 0, i.e.
Proof. Let us introduce two auxiliary regularized equations as follows:
with y ε 0 := (I + εA) −1 y 0 , B ε := (I + εA) −1 B, for ε > 0. The triangle inequality yields
By Proposition 3.2(i) one gets
Since (I + λA) −1 is contracting, the dominated convergence theorem implies that the right-hand sides of the above inequalities converge to zero as ε → 0. Let us fix δ > 0. Then there exists ε > 0 such that
for all λ > 0. We shall keep ε fixed from now on. In order to conclude the proof we have to show that y ε − y ε λ H 2 < δ/2 for λ small enough. To this purpose note that, for any λ > 0, y ε λ is a strong solution (not just a mild solution) to (14) because A λ is a bounded operator. Therefore, for any λ, µ > 0, we infer that y ε λ − y ε µ is a strong solution to the deterministic evolution equation
Taking the scalar product of both sides with y ε λ − y ε µ , one has
Recalling the identity λA λ = I − J λ , one has
This yields, thanks to the identity A λ = AJ λ , 
and
Since it holds
recalling that A λ x ≤ Ax for all x ∈ D(A), one has
which implies, taking into account that A(I + εA) −1 = A ε is a bounded operator,
i.e. λ → y ε λ is a Cauchy net in H 2 . In particular, there exist z ε such that y ε λ → z ε in H 2 as λ → 0. Clearly this implies that y ε λ (t) → z ε (t) in L 2 for all t ∈ [0, T ] as λ → 0. Since the previous lemma implies that it also holds y ε λ (t) → y ε (t) in L 2 for all t ∈ [0, T ] as λ → 0, we infer that z ε (t) = y ε (t) for all t ∈ [0, T ]. Then one has
which is obviously bounded above by δ/2 for λ small enough.
An analogous result holds in the case p > 2, adapting the assumptions on the coefficient B.
Theorem 4.3. Let p > 2. Assume that B satisfies the hypotheses of Proposition 3.2(ii).
Then one has y λ → y in H p as λ → 0, i.e.
where y λ and y denote the mild solutions to (9) and (10), respectively.
Proof. In analogy to the argument used in the proof of the previous theorem, one has
as well as, by Proposition 3.2(ii),
. Let δ > 0 be arbitrary but fixed. Then there exists ε > 0 such that
for all λ > 0. Keeping ε fixed from now on, let us show that y ε − y ε λ Hp < δ/2 for λ sufficiently small. As in the proof of the previous theorem, exploiting the monotonicity of A and using properties of the Yosida approximation, we arrive at
Raising both sides to the p/2-th power and appealing to Hölder's inequality we obtain
Note that one has
which implies
This shows that λ → y ε λ is a Cauchy net in H p , from which we infer that there exists a constant N , depending on ε and T , such that
the right-hand side of which is clearly bounded above by δ/2 for λ small enough.
The estimates contained in the following corollary are simply extracted from the proofs of the previous two theorems. Since they will be used in the next subsection, we state them explicitly for clarity of exposition. 
Assume that there exists p > 2 such that the assumptions of Theorem 4.3 are satisfied. Then one has, for any ε > 0 and λ > 0,
Approximation of A in the strong resolvent sense
For any n ∈ N, let A n be a linear maximal monotone operator on H, and denote by S n the strongly continuous semigroup of contractions generated by −A n . Then the mild solution to the equation
defined by the variation of constants formula as
is well-defined as a process in H 2 or in H p , under the measurability and integrability assumptions on B of Proposition 3.2(i) or (ii), respectively. We start with a generalization of Theorem 4.2.
Theorem 4.5. Assume that A n → A in the strong resolvent sense as n → ∞ and that the hypotheses on B of Proposition 3.2(i) are met. Then one has y n → y in
Proof. Let us denote by A nλ := A n (I + λA n ) −1 , λ > 0, the Yosida approximation of A n , and consider the regularized equations
By the triangle inequality one has
By Corollary 4.4 we infer that, for any ε > 0 and λ > 0, the following inequalities hold true:
where we have set, for convenience of notation, J n ε := (I + εA n ) −1 . Choosing ε = λ 1/4 , and recalling that, for any n ∈ N, A nλ is Lipschitz continuous with Lipschitz norm bounded above by 1/λ, yields
It goes without saying that the same estimate holds if A n is replaced by A. We are thus left with
Let us now consider the second term on the right-hand side of (21): it is immediately seen that y λ − y nλ is the mild solution to the deterministic evolution equation
Since A λ and A nλ are bounded operators, it follows that y λ and y nλ are actually strong solutions of (19) and (20), respectively. Taking scalar product of both sides with y λ −y nλ and integrating (or, equivalently, applying Itô's formula for the square of the H-norm), we obtain
The monotonicity of A nλ implies
which in turn yields, by Gronwall's inequality and obvious estimates,
Collecting estimates, we have
where each I k , k = 1, . . . , 6, depends on λ and n. We are now going to show that lim n→∞ I k = 0 for all k = 1, . . . , 6. Let δ be any positive real number. Since J λ is a contraction and J λ x → x as λ → 0 for all x ∈ H, the dominated convergence theorem implies that there exists λ 1 > 0 such that
By exactly the same token, there exists λ 2 > 0 such that
One also clearly has that there exists λ 3 > 0 such that
We can safely assert that I 1 + I 3 + I 5 < δ/3 for λ = min(λ 1 , λ 2 , λ 3 )/2. Let λ be fixed from now on. Note that one has, by the triangle inequality and the above estimates,
Since A n → A in the strong resolvent topology, by the dominated convergence theorem we infer that there exists n 1 > 0 such that the sum of the last two terms on the righthand side of the previous inequality is not larger than δ/9 for all n > n 1 , i.e. that 5 k=1 I k < 8δ/9 for all n > n 1 . In order to conclude the proof, we only have to show that
can be bounded by δ/9 for n sufficiently large. To this purpose, note that A nλ x → A λ x as n → ∞ for all x ∈ H, because A nλ = λ −1 (I − λJ n λ ). Therefore it is enough to show that the dominated convergence theorem can be applied. Recalling that both A λ and A nλ have Lipschitz constant not larger than 1/λ, one has
There exists then n 2 > n 1 such that for all n > n 2 one has I 6 < δ/9, hence also, by the above, 6 1 I k < δ for all n > n 2 , which is equivalent to lim n→∞ y − y n H 2 = 0, thus concluding the proof.
We now turn to the case p > 2, thus providing an extension of Theorem 4.3.
Theorem 4.6. Assume that A n → A in the strong resolvent sense as n → ∞ and that there exists p > 2 such that the hypotheses on B of Proposition 3.2(ii) are met. Then one has y n → y in H p as n → ∞, i.e.
Proof. We follow the reasoning used in the proof of the previous theorem. Denoting the mild solutions to (19) and (20) by y λ and y nλ , respectively, one has y − y n Hp ≤ y − y λ Hp + y λ − y nλ Hp + y nλ − y n Hp .
Choosing ε = λ 1/4 , and recalling that, for any n ∈ N, the Lipschitz constant of A nλ is bounded above by 1/λ, we obtain
The same estimate holds if A n is replaced by A, therefore we have
Moreover, as in the proof of the previous theorem, we have
which in turn yields, by taking p/2-th power and applying Gronwall's inequality,
hence also, collecting estimates, y − y n p Hp T,p 6 k=1 I k . Let δ be an arbitrary but fixed positive real number. By a reasoning already used above, we infer that there exist λ 1 , λ 2 , λ 3 > 0 such that
hence I 1 + I 3 + I 5 < 3δ for λ := min(λ 1 , λ 2 , λ 3 )/2, which will remain fixed for the rest of the proof. Moreover, one has
Since J n λ 1/4 → J λ 1/4 as n → ∞, there exists n 0 such that the sum of the last two terms on the right-hand side of the previous inequalities is not larger than δ 1/p for all n > n 0 , hence
The proof is concluded is we show that I 6 δ for n large enough. But this follows by observing that
converges to zero as n → ∞ by the dominated convergence theorem,
Convergence of stochastic convolutions II
Let us consider the equation with Poisson random noise
whereμ is a compensated Poisson random measure, as defined in Section 2. Consider the equations
where A λ and A n are defined as in the previous sections.
Recall that the mild solutions to (22) , (23) and (24) defined by the formula of variations of contants are well-defined processes belonging to H p , p ≥ 2, as soon as
To render notation less burdensome, we shall denote the latter space by G p .
Theorem 5.1. Let p ≥ 2 and G ∈ G p . Denoting the mild solutions to (22) and (23) by y and y λ , respectively, one has y λ → y in H p as λ → 0.
Proof. The proof is similar to the one of Theorem 4.3, and therefore we omit some details. One has
where y λ and y ε λ are solutions to the regularized equations
where G ε := (I + εA) −1 G. Let δ > 0 be arbitrary but fixed. By virtue of
there exists ε > 0 (which will remain fixed for the rest of the proof) such that y − y ε Hp + y ε λ − y λ Hp < δ/2 for all λ > 0. Recalling the maximal inequality (8'), the same argument used in the proof of Theorem 4.3 yields
hence that λ → y ε λ is a Cauchy net in H p , and that
which can be made smaller than δ/2 choosing λ small enough.
In the final result of this section, we prove the analogon of Theorem 4.6 for equations driven by Poisson random noise.
Theorem 5.2. Assume that A n → A in the strong resolvent sense as n → ∞, and that there exists p ∈ [2, ∞ such that G ∈ G p . Denoting the mild solutions to (22) and (24) by y and y n , respectively, one has y n → y in H p as n → ∞.
Proof. The proof follows the same lines of the proofs of Theorems 4.5 and 4.6, therefore we omit some details. Let y λ and y nλ be the solutions to the regularized equations S n (t − s)G n (z, u n (s−))μ(ds, dz).
We shall set, for notational convenience, S * φ(t) := (even though we use the same symbol to denote stochastic convolutions with respect to a martingale and to a compensated Poisson measure, there will be no risk of confusion). In the case of Theorem 2.2, the triangle inequality yields, for any 0 < t ≤ T , u − u n Hp(t) ≤ Su 0 − S n u 0n Hp(t) + S * f (u) − S n * f n (u n ) Hp(t)
+ S ⋄ B(u) − S n ⋄ B n (u n ) Hp(t) .
Thanks to the maximal inequality (6), there exists a constant N = N (η) such that
Therefore, setting n 0 = n 1 + n 2 + n 3 and γ = γ 1 + γ 2 , we are left with
Denoting by u and u n the mild solutions to du + Au dt + f (u) dt = B dM, u(0) = u 0 , and du n + A n u n dt + f n (u n ) dt = B n dM, u(0) = u 0n , respectively, one has u n → u in H p .
Remark 7.2. As mentioned at the beginning of Section 4, Theorems 4.2, 4.3, 4.5 and 4.6 remain true also assuming that A + ηI is maximal monotone. Let us consider the case of A n → A in the strong resolvent sense. Then y n is the mild solution to dy n +Ã n y n dt − ηy n dt = B dM, y n (0) = y 0 , whereÃ n := A n + ηI. Setting f = f n := ηI for all n ∈ N, the previous theorem implies that y n → y in H p , with p depending on the hypotheses on B and M .
