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We provide a new hydrodynamic framework to describe out-of-equilibrium integrable systems with
space-time inhomogeneous interactions. Our result builds up on the recently-introduced Generalized
Hydrodynamics (GHD). The method allows to analytically describe the dynamics during generic
space-time-dependent smooth modulations of the interactions. As a proof of concept, we study
experimentally-motivated interaction quenches in the trapped interacting Bose gas, which cannot
be treated with current analytical or numerical methods. We also benchmark our results in the XXZ
spin chain and in the classical Sinh-Gordon model.
Introduction. — Exploring the out-of-equilibrium be-
havior of quantum many-body systems is nowadays
among the most active research areas in physics, due to a
successful synergy between theoretical and experimental
advances [1–17].
How, and in which sense, does a coarse-grained ther-
modynamic description emerge through dynamical evo-
lution in isolated out-of-equilibrium many-body systems?
One-dimensional systems represent an ideal playground
to address this question: there, remarkably powerful tools
exist, both theoretical (such as conformal field theory [18]
and integrability [19, 20]) and computational (such as
Matrix Product States methods [21]).
Integrability is ubiquitous in the low-dimensional
world, with applications ranging from spin chains [19]
to continuum models (having Lorentz [20] or Galilean
[22, 23] invariance, or neither [24]). Amazingly, many of
these examples have been experimentally realized [9–17].
Integrable models are characterized by the presence
of infinitely many conserved charges Qˆj , which can be
used to exactly determine their thermodynamics [25]. In
recent times, the importance of quasi-local charges has
moreover been underlined [26–35].
The last decade has witnessed exact results reach-
ing out-of-equilibrium protocols as well: great attention
has been devoted to the homogeneous sudden quantum
quench [36] (see also Ref. [37] and reference therein). Due
to the conserved quantities, the system exhibits local re-
laxation to a state that is not thermal [38–46], but rather
emerges from a Quench Action [47, 48] or (where appli-
cable) a Generalized Gibbs Ensemble [49, 50] which ac-
counts for all the relevant charges.
More recently, the focus has been on quenches from
spatially inhomogeneous systems. A new theoretical tool-
box, dubbed Generalized Hydrodynamics (GHD) [51, 52]
allows to address this problem. In Ref. [51, 52] GHD
dealt with inhomogeneous states evolving under a homo-
geneous Hamiltonian. Several applications have been ex-
plored [53–78], extending the initial findings to describe
the entanglement spreading [79–84], including diffusive
corrections [85–88] or applying it to classical field theo-
ries [89–92]. Very recently, it has been shown that GHD
FIG. 1: Prototypical experimental setup that can be ad-
dressed with our method. A Bose gas is trapped in a one-
dimensional tube. The space-time dependent interparticle in-
teraction strength c(t, x) is modified by modulating the trans-
verse trapping potential (see also Fig. 2).
provides the correct theoretical framework to describe
atom-chip experiments [94].
When comparing with actual experiments, inhomo-
geneities, for instance due to external trapping potentials,
should ideally be kept into account. Strictly speaking, in-
homogeneities break integrability, but smooth variations
can still be captured by invoking local relaxation to a
(locally homogeneous) integrable model.
Inhomogeneities in the dynamics have already been
studied with some limitations for either spatial [53] or
temporal changes [75, 93], opening the possibility, for ex-
ample, of studying the famous Quantum Newton Cradle
experiment [9] through GHD [68]. However, the current
state-of-the-art cannot capture changes in the interpar-
ticle interactions, leaving several experimentally relevant
situations [95–103] out of reach.
In this Letter, we present a complete GHD approach
that allows to treat the dynamics under integrable hamil-
tonians with space-time inhomogeneous interactions. Our
results significantly extend the current GHD framework
exhausting all the possible inhomogeneities which can be
considered on a pure hydrodynamic level, disclosing the
full power of GHD in describing experimentally relevant
protocols. We discuss the potential applications of our
result to interaction changes in the Lieb-Liniger model
[22, 23] (Fig. 1-2), which is of primary experimental in-
terest.
So far, the primary analytical tool used in dealing with
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2FIG. 2: Evolution of the trapped one-dimensional Lieb-Liniger gas. The interaction strength is changed as c(t) = 0.3+tanh(3t)
during the evolution. The left and right panels correspond to the harmonic and anharmonic trapping potentials V (x) = x2/2−0.5
and V (x) = x4/2 − 0.5, respectively. In both cases the initial state is a thermal state at inverse temperature β = 2. In (a.1)
and (b.1) we show the space dependence of the quasiparticle filling functions at different times. In each subfigure, the y-axis λ
is the quasiparticle rapidity. The x-axis shows the position inside the trap. (a.2) Particle densities n(t, x) ≡ 〈ψ†(x)ψ(x)〉 as a
function of x, for several times. Subfig. (a.3): density at the center of the trap as a function of time. Subfigs. (b.2) and (b.3):
the same as in (a.2) and (a.3) for the quench in the anharmonic trap.
inhomogeneous interactions has been the Luttinger Liq-
uid approach [104, 105] which, in contrast with GHD, is
nevertheless confined to the low-energy excitations. We
numerically benchmark the GHD predictions both in the
quantum and classical realms, considering the XXZ spin
chain and the classical Sinh Gordon field theory, show-
ing once again the wide applicability of our results. Fur-
thermore, we improve the numerical method proposed in
Ref. [55] to solve GHD equations, promoting it from a
first order to a second order algorithm in the time step,
providing a great stability enhancement.
Thermodynamics of integrable models. — The Ther-
modynamic Bethe Ansatz (TBA) technique is nowadays
a textbook topic [25]: here we present the basic con-
cepts for the sake of a self-contained exposition. The
Hilbert space of integrable models can be understood in
terms of multiparticle states |{λ}Ni=1〉, labeled by suit-
able parameters λ called rapidities [19, 20]. Quasiparti-
cles undergo pairwise elastic scatterings, which are de-
scribed by an interaction-dependent scattering matrix
S(λ). These states are common eigenstates of the full
set of (quasi-)local charges. In the thermodynamic limit
(TDL), we switch to a coarse-grained description through
a rapidity (root) density ρ(λ) [25], which gives the den-
sity of rapidites within the interval (λ, λ+ dλ). The root
densities are in a one-to-one correspondence with the pos-
sible thermodynamic states of the system, such as GGEs
[29] or thermal states and fix the (extensive part of) the
expectation value of the local charges
lim
TL
1
L
〈{λ}Ni=1|Qˆj |{λ}Ni=1〉 =
∫
dλ qj(λ)ρ(λ) , (1)
together with any other local (in real space) property of
the system, according to the Quench Action approach
[47, 48, 106]. The function qj(λ) in Eq. (1) is called the
charge eigenvalue.
The presence of non-trivial interactions induces collec-
tive effects. For example, the group velocity of the quasi-
particles, which is defined as v(λ) = ∂λ/∂λp, with (λ),
p(λ) the energy and momentum eigenvalues respectively,
is “dressed” as veff(λ) = (∂λ)
dr/(∂λp)
dr, with dr and pdr
the dressed quasiparticle energy and momentum. These
are obtained by using that an arbitrary dressed quantity
τdr(λ) is defined through the integral equation
τdr(λ) = τ(λ)−
∫
dµ
2pi
∂λΘ(λ− µ)ϑ(µ)τdr(µ) , (2)
with τ(λ) the “bare” quantity. Here Θ(λ) = −i logS(λ),
with S(λ) the two body scattering matrix encoding the
interaction, while ϑ(λ) = 2piρ(λ)/(∂λp)
dr is the so-called
filling function. We summarized the TBA considering a
single particle species, but the construction is easily gen-
eralized to several species of excitations and boundstates.
Emergent hydrodynamics with space-time inhomoge-
neous interactions. — TBA describes homogeneous sta-
tionary states. Instead, we now consider smooth space-
time inhomogeneities, both in the initial state and in the
Hamiltonian. We imagine a family of integrable models
parametrized by a coupling α, with Hamiltonians
Hˆ(α) =
∫
dx hˆ(x, α(t, x)) . (3)
Crucially, in Eq. (3) α is a function of both space and
time. We consider models in the continuum for simplicity,
but the same construction can be repeated on the lattice.
3Spatial inhomogeneities of the initial state on the same
typical length-scale of the variation of α are allowed. We
are then interested in describing the system at the Eu-
lerian scales (∆t,∆x) ∼ ((∂tα)−1, (∂xα)−1), considering
at the same time the limit of infinitely smooth variations
∂tα ∼ ∂xα→ 0.
Closely following the same argument presented in [51,
52], in this limit we can invoke local relaxation to an
inhomogeneous GGE, associated with a weakly inhomo-
geneous root density ρ(t, x, λ).
The key ingredients to derive the root densities are
the Heisenberg equations of motion for the charge den-
sities, together with a local density approximation and
the completeness of the charges. We report the details of
the derivation in the Supplementary Material (SM) [107].
Here, we rather present the result, discussing its physical
interpretation and validity regime, together with possible
applications.
Our main result is that ρ(t, x, λ) satisfies the following
hydrodynamic equations as
∂tρ+ ∂x(v
effρ) + ∂λ
(
∂tαf
dr + ∂xαΛ
dr
(∂λp)dr
ρ
)
= 0 (4)
where we dropped the space-time dependence to lighten
the notation. In Eq. (4) veff is the dressed velocity of the
quasiparticles. Note that only first order derivatives ap-
pear, implying that the equation is invariant under the
rescaling (t, x)→ (At,Ax), with A ∈ R. For a space-time
homogeneous dynamics (∂xα = ∂tα = 0), the standard
GHD equations are obtained [51, 52], while in the gen-
eral case force terms appear. The functions f and Λ are
obtained by solving
f(λ) = −∂αp(λ) +
∫
dµ
2pi
∂αΘ(λ− µ)(∂µp)drϑ(µ) , (5)
Λ(λ) = −∂α(λ) +
∫
dµ
2pi
∂αΘ(λ− µ)(∂µ)drϑ(µ) . (6)
Here ϑ = 2piρ/(∂λp)
dr is the filling function. As usual
in GHD, Eq. (4) has a clear semiclassical interpretation:
ρ(t, x, λ) locally describes the phase-space density of a
collection of quasiparticles, moving with velocity veff and
subjected to force terms induced by the inhomogeneities,
which can change the quasiparticles rapidity. The force
terms account for both single particle as well as collec-
tive effects. The former are contained in the terms ∂αp
and ∂α in Eqs. (5-6). These are the energy-momentum
changes of a single excitation of rapidity λ induced by
the inhomogeneities: the change in the dispersion relation
causes the excitation to accelerate. Similar single-particle
effects, albeit less general, have already been considered
in Ref. [53] and Ref. [75] for space and time inhomo-
geneities respectively. These are a particular case of our
more general results.
FIG. 3: Slow quench in the trapped XXZ spin chain. We apply
the external static magnetic field Bj = −1− 8(j/L)2, with j
the distance from the chain center and L its length. The initial
state is a thermal one with β = 4. We evolve the system with
the XXZ chain with ∆j(t) = 1.5 + 0.3 tanh(3t/L) sin(4pi(j −
t)/L). (a) Profile of the local magnetization Sˆzj as a function
of j/L and several times. The curves are GHD results. The
symbols are tDMRG simulations for a chain with L = 128,
and are in good agreement with the GHD. The inset shows
a zoom around the center of the system. (b) Profile of the
local energy density hˆj = Sˆ
x
j Sˆ
x
j+1 + Sˆ
y
j Sˆ
y
j+1 + ∆j(t)Sˆ
z
j Sˆ
z
j+1 −
∆j(t)/4.
The integrals in (5-6) are entirely due to collective be-
haviors and have never been derived in previous studies.
Due to modifications in the interparticle interactions, en-
coded in the scattering phase Θ, the excitations experi-
ence force fields caused by the surrounding particles.
For spatial-homogeneous interactions, i.e. ∂xα = 0, we
are able to derive Eq. (4) for rather generic integrable
models [107]. However, in the presence of spatial inhomo-
geneity, thus ∂xα 6= 0, Eq. (4) is derived in the presence of
Lorentz invariance [107] and in Galilean invariant mod-
els through a non-relativistic limit [108–111]. Outside of
the mentioned cases, we present Eq. (6) as a conjecture,
although we show that it is well supported by numeri-
cal evidence (see Figs. 3). As a further nontrivial check,
thermal states are shown to be steady states of the GHD
equation (4) with ∂xα 6= 0[107].
We now comment on the regime of applicability of
Eq. (4). In order to have a weakly varying (locally) inte-
grable model, a smooth dependence of hˆ(x, α) (3) on the
coupling does not suffice: the whole set of (quasi-)local
charges must be smooth as a function of α. For example,
our method cannot be applied to interaction changes in
the XXZ spin chain with |∆| < 1, which has a fractal
4dependence on the coupling [25].
Applications and numerical checks. — We now show
the wide applicability of our results. GHD equations are
numerically solved according with the method described
in SM [107], where we also present a short summary of
the TBA of the models here investigated. In Fig. 2 we
show a possible application to an experimentally rele-
vant setup, namely a (slow) interaction quench in the
interacting Bose gas [22, 23]. We mention that there are
no alternative analytical and numerical methods to ad-
dress this type of protocols. Closely related setups have
already been experimentally addressed [112]. On the an-
alytical side, solely the sudden interaction quench in the
homogeneous Lieb-Liniger model has been studied, start-
ing from the Bose-Einstein (BEC) state [38].
The Hamiltonian of the Lieb-Liniger model reads
Hˆ =
∫
dx {∂xψˆ†∂xψˆ + c(t)(ψˆ†)2(ψˆ)2 + V (x)ψˆ†ψˆ}, with
[ψˆ(x), ψ†(y)] = δ(x−y). The gas is loaded in an harmonic
trap in a low-temperature state, the interaction c(t) > 0
is then slowly increased. This induces a non-trivial evo-
lution of the quasiparticles densities, which are reported
in Fig. 2 (a.1). As the interparticle repulsion is increased
quasiparticles increase their rapidity λ (reflected in the
stretching of the initial blob along the vertical direction)
and escape from the center of the trap. The total den-
sity n(t, x) =
∫
dλ ρ(λ) of the quasiparticles is shown in
Fig. 2 (a.2). Interestingly, the quench induces a breathing
mode, which is long-lived in harmonic potentials [112].
This is clear from Fig. (a.3), where we show the density
n in the center of the trap as a function of time. In Fig. 2
(b.1) (b.3) we focus on the slow quench in an anharmonic
trap. As it is clear from Fig. 3 (b.1) the anharmonicity
causes a spiral motion in the filling which develops a frac-
tal structure as times passes [68, 93]. However the spatial
discretization used to solve the GHD equation (4) induces
a local averaging in the phase space with the consequence
of losing such a fine structure. Now a much faster relax-
ation is observed as compared with the harmonic case,
due to dephasing [68, 113].
In Fig. 3 we focus on the XXZ spin chain with Hamil-
tonian Hˆ =
∑L
j=−L{Sˆxj Sˆxj+1 + Sˆyj Sˆyj+1 + ∆j(t)Sˆzj Sˆzj+1 +
BjSˆ
z
j }, where Sˆαj are standard spin−1/2 operators. The
system is initialized in a confining magnetic field and in a
low temperature thermal state, with an uniform interac-
tion ∆j > 1. Then, ∆j is slowly changed with time in the
form of a traveling wave (see Fig. 3). In Fig. 3 we compare
the GHD predictions for the local magnetization and the
local energy density with tDMRG simulations [114–116],
finding excellent agreement.
Finally, in Fig. 4 we benchmark the GHD in the classi-
cal Sinh-Gordon model (see Ref. [117] and [89] for the
TBA). The model describes a scalar field φ with La-
grangian L = ∫ dx {∂µφ∂µφ/2 − (m/g)2[cosh(gφ) − 1]},
with m the mass and g the interaction parameter. The
system is initially prepared in a thermal state with an
FIG. 4: Classical Sinh-Gordon model: GHD results com-
pared with classical Monte Carlo simulations. The system
is prepared in an inhomogeneous thermal state with inverse
temperature β(x) = 1.25 + 0.25 tanh[2 sin(2pix/L)], with L
the system length. The system is evolved with the Sinh-
Gordon Hamiltonian with inhomogeneous coupling g(x) =
1.5 + 0.5 tanh[2 sin(2pix/L)] and m = 1. (a). Profile of the
vertex operator 〈egφ〉 as a function of x/L at different times.
The curves are GHD predictions. Symbols are classical Monte
Carlo simulations for L = 30. (b). Vertex operator 〈egφ〉 at
x = L/2 as a function of time. Now the continuous line is
the GHD prediction. The dashed line is the result obtained
by ignoring the the force fields, i.e. Λ = 0 in Eq. (4), which is
inaccurate, as expected.
inhomogeneous temperature profile. The system is then
evolved with the Sinh-Gordon Hamiltonian with inhomo-
geneous coupling g → g(x). Inhomogeneities in g in the
Sinh-Gordon model do not affect the single particle dis-
persion law (see SM [107]), implying that the GHD pre-
diction is determined entirely by the collective terms in
Eq.(5-6) and providing an ideal benchmark to test their
effects. We focus on the expectation value of the vertex
operator egφ, symbols are Monte Carlo data [89], whereas
the lines are the GHD results. In (a) we show the expecta-
tion value of the vertex operator as a function of position
x/L for different times, in (b) we plot egφ at x = L/2 as
a function of time. The agreement with the GHD is spec-
tacular. The dashed line is the GHD result neglecting the
collective effects, i.e. the integrals in the right-hand-side
in Eq. (5), which clearly have a crucial role.
Conclusions and outlook.— The success of hydrody-
namic approaches is hard to overestimate. GHD merges
the hydrodynamic framework with integrability, provid-
ing unprecedented levels of accuracy in describing out-
of-equilibrium systems. In this Letter we extended the
reach of this program, providing hydrodynamic equations
5which account for arbitrary (smooth) inhomogeneities in
the couplings and state. Several interesting questions are
left out for the future. Our analysis holds true when the
model has a smooth dependence on the inhomogeneous
coupling, but there could be special points (or regions)
where this hypothesis breaks down. Understanding the
behavior of protocols overcoming such special points is
surely a compelling quest, which can unveil a rich phe-
nomenology (see Ref. [75] for a closely related problem).
Including higher order corrections in the derivative ex-
pansion at the root of Eq. (4) is another important direc-
tion. Finally, it is important to devise numerical schemes
based on molecular dynamics, such as the flea gas [54],
to simulate the GHD equations (4).
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7Supplementary Material
Generalized hydrodynamics with space-time inhomogeneous interactions
The Supplementary Material provides some technical analysis which complement the main text. It is organized as
it follows
1. Section A goes through a detailed derivation of the GHD equation presented in the main text.
2. Section B deals with the numerical solution of the GHD equation, presenting an algorithm with O(dt2) precision.
3. Section C briefly presents the details of the TBA of the models we analyzed, additional details on the numerical
simulations are given as well.
A. DERIVATION OF THE GHD EQUATIONS
Following the original references Ref. [1, 2], we assume local relaxation to a (weakly) inhomogeneous GGE, yet to
be determined. The (local) GGE is unambiguously fixed by the expectation value of all the (quasi-) local charges. Let
us consider the family of integrable models described by the parameter-dependent Hamiltonian Hˆ(α) out of which we
constructed the inhomogeneous Hamiltonian. Similarly, we consider the parameter-dependent (quasi-)local charges
Qˆj(α) =
∫
dx qˆj(x, α) of the homogeneous system, then construct
Qˆj =
∫
dx qˆj(x, α(t, x)) . (S1)
The operator (S1) pointwise resembles a local charge, but it is not conserved anymore due to the inhomogeneity,
which breaks integrability on a large scale. Nevertheless, the knowledge of 〈qˆj(x, α(t, x))〉 for any j fixes the local
GGE. Let us write the Heisenberg equation of motion for the local density after an infinitesimal evolution t→ t+ dt.
Let qˆHj (t, x, α(t, x)) be the local charge density in the Heisenberg picture, its time variation receives a contribution
from the Hamiltonian evolution and one from the parametric change
qˆHj (t+ dt, x, α(t+ dt, x)) = e
idtHˆ(t)qˆj(x, α(t+ dt, x))e
−idtHˆ(t) . (S2)
Above, we added a label ”t” to the Hamiltonian to stress its explicit time dependence. Expanding at O(dt) we find
∂tqˆ
H
j (t, x, α(t, x)) = ∂tα(t, x)∂αqˆj(x, α(t, x) + i
∫
dy [hˆ(y, α(t, y)), qˆj(x, α(t, x))]) . (S3)
Above, hˆ is the local Hamiltonian density. We further manipulate the integral expanding α(t, y) ' α(t, x) + (y −
x)∂xα(t, x) + ... . Higher derivatives can be neglected in the limit of smooth variations.
i
∫
dy [hˆ(y, α(t, y)), qˆj(x, α(t, x))] = i
∫
dy [hˆ(y, α(t, x)), qˆj(x, α(t, x))]+
i
∫
dy (x− y)∂xα(t, x)[∂αhˆ(y, α(t, x)), qˆj(x, α(t, x))] + ... . (S4)
In the first term of the r.h.s., the parameter α is constant and we can compute the expression within the homogeneous
case, resulting in the divergence of the proper current operator of the homogeneous model. Therefore, we get
∂tqˆj(x, α(t, x)) + ∂xjˆj(x, α(t, x))− ∂tα(t, x)∂αqˆj(x, α(t, x)− ∂xαΦˆ(t, x) = 0 . (S5)
Above, we drop further orders in the derivative expansion of α (negligible at first order in the infinitely smooth limit)
and defined
Φˆj(t, x) = i
∫
dy (x− y)[∂αhˆ(y, α(t, x)), qˆj(x, α(t, x))] . (S6)
From the Heisenberg equation of motion, we want now to move to expectation values and invoke local relaxation
to the inhomogeneous GGE. To this aim, we approximate the expectation values of space-time derivatives of charges
and currents with the derivatives of the expectation values on the inhomogeneous GGE [1, 2], i.e.
〈∂tqˆHj (t, x, α(t, x))〉 ' ∂t〈qˆj(x, α(t, x))〉GGE(t,x) , 〈∂xjˆHj (t, x, α(t, x))〉 ' ∂x〈ˆjj(x, α(t, x))〉GGE(t,x) . (S7)
8Enforcing this approximation, we are finally lead to the (infinite set of) equations
∂t〈qˆj〉+ ∂x〈ˆjj〉 − ∂tα〈∂αqˆj〉 − ∂xα〈Φˆj〉 = 0 . (S8)
For simplicity, we drop the explicit dependence of the various operators and the expectation values are meant to be
taken over the inhomogeneous GGE at the point of interest. Enforcing these equations on the complete set of charges,
we aim for an equation for the root density: in this perspective, we need the expectation value of the various operators.
The charge expectation value is the simplest: again, we focus on a single type of excitation, but everything we say is
readily generalized to multiparticle species.
〈qˆj(x, α(t, x))〉GGE(t,x) =
∫
dλ qj(λ, α(t, x))ρ(t, x, λ) . (S9)
Above, qj is the charge eigenvalue in which we made explicit the dependence on the inhomogeneous coupling. Taking
the time derivative we have
∂t〈qˆj〉 =
∫
dλ∂tα∂αqj(λ)ρ(λ) + qj(λ)∂tρ(λ) . (S10)
Above, we suppress the explicit space-time dependence for the seek of a lighter notation. The expectation value of
the current is less trivial and it has been only recently computed [1, 2], making possible the first formulation of GHD
(which lacks the terms ∝ ∂α in Eq. (S8))
〈ˆjj(x, α(t, x))〉GGE(t,x) =
∫
dλ qj(λ, α(t, x))v
eff(t, x, λ)ρ(t, x, λ) . (S11)
Above, the effective velocity has a space-time dependence due both to the dressing and to the parametric dependence
on the coupling α. We write its spatial derivative as it follows (below, the (t, x) dependence is neglected in the notation
since no ambiguities arise)
∂x〈ˆjj(x, α(t, x))〉GGE(t,x) =
∫
dλ∂xα∂αqj(λ)v
eff(λ)ρ(λ) + qj(λ)∂x
(
veff(λ)ρ(λ)
)
. (S12)
Computing the remaining terms is an open problem, which we managed to partially solve. Indeed, 〈∂αqˆj〉 can be
exactly computed through a generalization of the Hellmann-Feynman theorem: we postpone the derivation to the end
of this Section and, for the time being, just quote the result. On arbitrary GGEs we have
〈∂αqˆj(x, α)〉 =
∫
dλ∂αqj(λ, α)ρj(λ) +
1
2pi
fdr(λ)∂λqj(λ, α)ϑ(λ) , (S13)
where ϑ is the filling and the function f is defined in the main text Eq. (5) (f has a parametric dependence on α
which we drop for the seek of simplicity). It is useful to perform an integration by parts: assuming that the boundary
terms in the integral vanish (it is usually the case, see however Ref. [3]) we have
〈∂αqˆj〉 =
∫
dλ∂αqj(λ)ρj(λ)− 1
2pi
qj(λ)∂λ
(
fdr(λ)ϑ(λ)
)
. (S14)
The knowledge of 〈∂αqˆj〉 is enough to deal with those protocols where the dynamics is time-dependent, but ho-
mogeneous, i.e. ∂xα = 0. Notice that we do not need to require the homogeneity of the state. However, we want to
provide an answer for arbitrary inhomogeneities, thus ∂xα 6= 0.
Computing 〈Φˆj〉 is much more complicated and we did not succeed in providing a first-principle derivation. However,
invoking some reasonable assumptions which we discuss later on, the natural ansatz for the GHD equation presented
in the main text emerges. Lately, the ansatz can be proven in presence of Lorentz invariance.
Let us plug (S10-S12-S14) into (S8) leaving 〈Φˆj〉 implicit∫
dλ qj(λ)
[
∂tρ(λ) + ∂x
(
veff(λ)ρ(λ)
)
+
∂tα
2pi
∂λ
(
fdr(λ)ϑ(λ)
)]
+ ∂xα
[
−〈Φˆj〉+
∫
dλ∂αqj(λ)v
eff(λ)ρ(λ)
]
= 0 . (S15)
It is convenient to stop for a moment and consider ∂xα = 0. In this case, following [1, 2], we invoke the completeness
of the charges and replace the infinite set of integral equations (holding true for any charge qˆj) with a differential
equation for ρ, obtained posing to 0 the term in Eq. (S15) proportional to qj(λ). The presence of the unknown term
9〈Φˆj〉 prevents us from straightforwardly apply the same reasoning to the case ∂xα 6= 0. However, we assume the
existence of a GHD equation for the root density which, compared with the case ∂xα = 0, adds a yet unknown
contribution
∂tρ+ ∂x
(
veffρ
)
+ ∂tα
1
2pi
∂λ
(
fdrϑ
)
+ ∂xαχ = 0 . (S16)
Above, χ(t, x, λ) is due to the second term in (S15). Invoking the locality of the GHD equation, χ(t, x, λ) must be
completely determined by the model at (t, x), i.e. by ρ(t, x) and α(t, x). It cannot contain space or time derivatives
neither of the root density or of the coupling, since these terms would be next-to-leading order in the weakly-
inhomogeneity approximation. The problem is now reduced to the determination of χ. To this aim, we convert Eq.
(S16) into an equation for the filling function ϑ, namely
ϑ(λ) = 2pi
ρ(λ)
(∂λp)dr
. (S17)
The experience gained from the previous literature (see e.g. Ref. [1–4]) teaches us that simple equations for the filling
should be expected: this rewriting leads us to a very natural ansatz for χ. In order to reach the desired equation, we
start computing the time derivative of the dressed momentum derivative ∂t(∂λp)
dr. From the definition of the dressing
we have (again, we suppress the explicit (t, x) dependence if no ambiguities arise)
∂t
[
(∂λp)
dr
2pi
]
=
∂tα
2pi
∂λ
(
p(λ)−
∫
dµ∂αΘ(λ− µ)ρ(µ)
)
−
∫
dµ
2pi
∂λΘ(λ− µ)∂tρ(µ) . (S18)
The first term in round brackets is readily identified with −f(λ), as defined in the main text Eq. (5). In the term where
∂tρ appears, we take advantage of the hydrodynamic equation (S16). Furthermore, we use the following identities∫
dµ
2pi
∂λΘ(λ− µ)∂x(veff(µ)ρ(µ)) = ∂x
[∫
dµ
2pi
∂λΘ(λ− µ)veff(µ)ρ(µ)
]
− ∂xα∂λ
[∫
dµ
2pi
∂αΘ(λ− µ)veff(µ)ρ(µ)
]
=
= − 1
2pi
∂x
[
(∂λ)
dr − (∂λ)
]− ∂xα∂λ [∫ dµ
2pi
∂αΘ(λ− µ)veff(µ)ρ(µ)
]
(S19)
and∫
dµ
2pi
∂λΘ(λ− µ)∂µ
(
fdr(µ)ϑ(µ)
)
= −
∫
dµ
2pi
∂λ∂µΘ(λ− µ)fdr(µ)ϑ(µ) =
= ∂λ
[∫
dµ
2pi
∂λΘ(λ− µ)fdr(µ)ϑ(µ)
]
= −∂λ
[
fdr(λ)− f(λ)] . (S20)
Above, we integrated by parts assuming zero contribution from the boundary terms, use the symmetry of the kernel
and finally the definition of the dressing. Collecting the various terms we can write
∂t
[
(∂λp)
dr
2pi
]
= −∂tα
2pi
∂λf
dr(λ)− 1
2pi
∂x(∂λ)
dr
− 1
2pi
∂xα
{
−∂λ
[
∂α(λ)−
∫
dµ
2pi
∂αΘ(λ− µ)ϑ(µ)(∂µ)dr
]
−
∫
dµ∂λΘ(λ− µ)χ(µ)
}
. (S21)
Using now this last result and the definition of the filling Eq. (S17), we finally reach the following hydrodynamic
equation
∂tϑ(λ) + v
eff(λ)∂xϑ(λ) +
∂tαf
dr(λ)
(∂λp)dr
∂λϑ(λ)+
+
∂xα
(∂λp)dr
{
ϑ(λ)∂λ
[
∂α(λ)−
∫
dµ
2pi
∂αΘ(λ− µ)ϑ(µ)(∂µ)dr
]
+ 2piχ(λ) + ϑ(λ)
∫
dµ∂λΘ(λ− µ)χ(µ)
}
= 0 (S22)
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This is how further we can go without any additional hypothesis on χ or symmetries of the system. Notice that
the contribution proportional to ∂tα, passing from Eq. (S16) to Eq. (S22), retains a very simple form, while the term
∂xα looks strangely complicated. Inspired by the ∝ ∂tα term, we make the following ansatz
χ(λ) =
1
2pi
∂λ(Λ
dr(λ)ϑ(λ)) ansatz , (S23)
with Λ a still unknown function, Eq. (S22) is then greatly simplified
∂tϑ(λ) + v
eff(λ)∂xϑ(λ) +
∂tαf
dr(λ) + ∂xαΛ
dr(λ)
(∂λp)dr
∂λϑ(λ)+
+
∂xαϑ(λ)
(∂λp)dr
∂λ
[
Λ(λ) + ∂α(λ)−
∫
dµ
2pi
∂αΘ(λ− µ)ϑ(µ)(∂µ)dr
]
= 0 . (S24)
At this point, it is very tempting to assume the identification
Λ(λ) = −∂α(λ) +
∫
dµ
2pi
∂αΘ(λ− µ)ϑ(µ)(∂µ)dr , ansatz (S25)
i.e. Eq. (6) of the main text. This immediately enforces the hydrodynamic equation for the filling
∂tϑ+ v
eff∂xϑ+
∂tαf
dr + ∂xαΛ
dr
(∂λp)dr
∂λϑ = 0 , (S26)
which is equivalent to Eq. (4) of the main text. Apart from the appealing formal structure, nontrivial checks can be
performed. In the main text we provided numerical benchmarks of our result in a variety of contexts, finding excellent
agreement. Furthermore, we can explicitly check that thermal states in the local density approximation are steady
states of the hydrodynamic equation, as it should be. This check is performed in the next short subsection.
Lastly, we provide a derivation of our ansatz in Lorentz invariant models, from which we can assess galilean invariant
models through proper non relativistic limits.
Check: thermal states are steady states of the GHD equation
As long as we are interested in GGEs described by thermal states, their filling is best parametrized in terms of the
effective energy ε [5] as it follows
ϑ(λ) =
1
eε(λ) + 1
. (S27)
The effective energy satisfies the following integral equation
ε(λ) = β(λ) +
∫ ∞
−∞
dµ
2pi
∂λΘ(λ− µ) log
(
1 + e−ε(µ)
)
. (S28)
Or, equivalently
ε(λ) = β(λ)−
∫ ∞
−∞
dµ
2pi
Θ(λ− µ)ϑ(µ)∂µε(µ) . (S29)
We now consider an inhomogeneous system which is in a thermal state with inverse temperature β: within the local
density approximation, the local GGE is fixed as per above where the energy eigenvalue has a parametric dependence
on the position. Of course, such a state must be a steady state for the GHD equation. Thus, we plug Eq. (S27) in Eq.
(S26) assuming ∂tα = 0 (but keeping ∂xα 6= 0) and imposing ∂tϑ = 0. We then reach the following equation for the
effective energy
(∂λ)∂xε+ ∂xαΛ
dr∂λε = 0 . (S30)
Deriving the defining equation of the effective energy Eq. (S29) in the rapidities we readily get ∂λε = (∂λ)
dr. Instead,
deriving with respect to the position we find ∂xε = −∂xαΛdr. Thus, Eq. (S30) is satisfied.
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Derivation of the ansatz in the relativistic invariant case
In addition to integrability we now assume the system to be relativistic invariant (we set the speed of light equal
to unity, for simplicity). We start from the hydrodynamic equation in terms of the filling (S22), but no hypothesis on
the χ functions are made. We rewrite (S22) in a more compact way, collecting into an unknown function w(λ) the
∝ ∂xα term
(∂λp)
dr∂tϑ(λ) + (∂λ)
dr∂xϑ(λ) + ∂tαf
dr(λ)∂λϑ(λ) + ∂xαw(λ) = 0 . (S31)
We now enforce relativistic invariance on the dispersion law, having (λ) = m coshλ, p(λ) = m sinhλ, with m the
mass of the fundamental excitation. Therefore, it holds true
∂λ(λ) = p(λ) , ∂λp(λ) = (λ) . (S32)
We now construct the contravariant momentum Pµ(λ) = ((λ), p(λ)), furthermore we collect in an unique two com-
ponent vector the force terms Fµ = (fdr(λ)∂λϑ(λ), w(λ)). The hydrodynamic equation can be then rewritten as (sum
over repeated indexes)
(Pµ)dr∂µϑ+ ∂µαF
µ = 0 (S33)
Since ϑ is a scalar under Lorentz boosts, (Pµ)dr inherits the same transformation properties of Pµ. Therefore,
(Pµ)dr∂µϑ is a Lorentz scalar. In order to complete the hydrodynamic equation to a Lorentz scalar, we are forced to
require Fµ to be contravariant.
We can now use a Lorentz boost to fix F 1, using the knowledge of F 0 and the transformation properties under
Lorentz boosts. Let us consider a boost of velocity v, then Fµ → (Fµ)′, in particular the first component
(F 0)′ = γF 0 − vγF 1 (S34)
with γ = 1/
√
1 + v2. Using the definition of f(λ), the identities (S32) and the tranformation properties of energy and
momentum, from the above equation we can read F 1, which turns out to be
F 1(λ) = Λdr(λ)∂λϑ(λ) , (S35)
with
Λ(λ) = −∂α(λ) +
∫
dµ
2pi
∂αΘ(λ− µ)ϑ(µ)pdr(µ) , (S36)
i.e. Eq. (S25) specialized to the Lorentz-invariant case.
Expectation value of the derivative of charges
During the derivation of the GHD equations, we postponed the proof of Eq. (S13), i.e. 〈∂αqˆj(x, α)〉 computed on
an arbitrary GGE. We now provide the proof through a suitable generalization of the Hellmann-Feynman theorem.
Firstly, we should take a step back from the thermodynamic limit and consider the system at finite size L, periodic
boundary conditions (PBC) are assumed. Let us consider a state |{λi}Ni=1〉: due to the PBC, the rapidities must satisfy
the Bethe-Gaudin equations [5]
Ii
L
=
p(λi)
2pi
− 1
2piL
∑
j 6=i
Θ(λi − λj) . (S37)
Above, Ii are suitable integers. Of course, we are lastly interested in the thermodynamic limit N,L → ∞ (N/L
constant). In view of the representative state approach [6, 7], in the thermodynamic limit we can equivalently compute
〈∂αqˆj(x, α)〉 on a single state rather than the whole GGE ensemble, provided that the root density associated with
the representative state equals the GGE root density.
Rather than labeling the state with the rapidities, we use the Bethe integers. Moreover, we take advantage of the
homogeneity of the GGE and compute the derivative of the whole charge, rather than its density
〈{Ii}Ni=1|∂αqˆj(x, α)|{Ii}Ni=1〉 =
1
L
〈{Ii}Ni=1|∂αQˆj(α)|{Ii}Ni=1〉 . (S38)
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The expectation value 〈{Ii}Ni=1|∂αQˆj(α)|{Ii}Ni=1〉 can be computed using the fact that |{Ii}Ni=1〉 is an eigenstate of the
charge
Qˆj(α)|{Ii}Ni=1〉 =
(
N∑
i=1
qj(λi, α)
)
|{Ii}Ni=1〉 (S39)
and generalizing the Hellman-Feynman theorem
∂α
(
〈{Ii}Ni=1|Qˆj(α)|{Ii}Ni=1〉
)
=
(
N∑
i=1
qj(λi, α)
)
∂α
(
〈{Ii}Ni=1|{Ii}Ni=1〉
)
+ 〈{Ii}Ni=1|∂αQˆj(α)|{Ii}Ni=1〉 . (S40)
Above, the derivative is taken keeping the Bethe integers fixed. Since the norm of the state is constant, we get the
identity ∂α
(
〈{Ii}Ni=1|Qˆj(α)|{Ii}Ni=1〉
)
= 〈{Ii}Ni=1|∂αQˆj(α)|{Ii}Ni=1〉. Taking the derivative of the expectation value
of the charge, we get two effects: one due to the parametric change of the charge eigenvalues, the other due to a
rearrangement of the rapidities caused by a modification of the scattering phase shift in Eq. (S37)
∂α
(
〈{Ii}Ni=1|Qˆj(α)|{Ii}Ni=1〉
)
= ∂α
(
N∑
i=1
qj(λi, α)
)
=
N∑
i=1
∂αqj(λi, α) + ∂αλi∂λqj(λi, α) . (S41)
When the thermodynamic limit is enforced, the first term above simply becomes
lim
TDL
N∑
i=1
∂αqj(λi, α) = L
∫
dλ∂αqj(λ, α)ρ(λ) . (S42)
Instead, the second term requires extra manipulations. Indeed, deriving the Bethe Gaudin equations (S37) we get
∂αλi
∂λp(λi)− 1
L
∑
j 6=i
∂λiΘ(λi − λj)
 = −∂αp(λi) + 1
L
∑
j 6=i
∂αΘ(λi − λj)− 1
L
∑
j 6=i
∂λiΘ(λi − λj)∂αλj (S43)
In the thermodynamic limit, the above equation becomes
∂αλi =
fdr(λi)
(∂λp(λi))dr
, (S44)
with
f(λ) = −∂αp(λ) +
∫
dµ
2pi
∂αΘ(λ− µ)ϑ(µ)(∂µp)dr , (S45)
i.e. Eq. (5) presented in the main text. Replacing the last finding into Eq. (S41) we finally get
〈∂αqˆj(x, α)〉 = 1
L
∂α
(
〈{Ii}Ni=1|Qˆj(α)|{Ii}Ni=1〉
)
=
∫
dλ∂αqj(λ, α)ρj(λ) +
1
2pi
fdr(λ)∂λqj(λ, α)ϑ(λ) , (S46)
i.e. Eq. (S13), as we desired.
B. NUMERICAL SOLUTION OF THE GHD EQUATION
This section is dedicated to numerical methods for solving the GHD equation. It is convenient to look at the
equation in terms of the filling (S26). Interestingly, it admits the following implicit solution
ϑ(t′, x, λ) = ϑ(t, x(t′, t), λ(t′, t)) (S47)
where
x(t′, t) = x−
∫ t′
t
dτ veffτ (x(τ, t), λ(τ, t)) λ(t
′, t) = λ−
∫ t′
t
dτ
[
∂ταf
dr + ∂xαΛ
dr
(∂λp)dr)
]
(τ,x(τ,t),λ(τ,t))
. (S48)
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Above, the effective velocity and the forces must be computed at the integration time, i.e. using the root density and
the coupling at that time. Furthermore, they must be computed along the trajectories (x(τ, t), λ(τ, t)). Checking that
Eq. (S47) satisfies the GHD equation is immediate, however the solution is only implicit, since Eq. (S48) depends
on ϑ through the dressing operations. Nevertheless, the implicit solution is very useful in constructing numerical
algorithms. We introduce a time step dt and we are interested in updating the filling from t to t → t + dt, thus we
write
ϑ(t+ dt, x, λ) = ϑ(t, x(t+ dt, t), λ(t+ dt, t)) . (S49)
Eq. (S49) is in principle exact for any dt: errors are introduced only when we approximate x(t+ dt, t) and λ(t+ dt, t).
A first order method
A first order method is readily obtained with the crude approximation
x(t+ dt, t) = x− dt vefft (x, λ) +O(dt2) , (S50)
λ(t+ dt, t) = λ− dt
[
∂ταf
dr + ∂xαΛ
dr
(∂λp)dr)
]
(t,x,λ)
+O(dt2) . (S51)
This provides a O(dt) algorithm: indeed, at any update of the fillings an error O(dt2) is introduced and, in order to
reach a time t, we need t/dt steps. Therefore, at time t we accumulate an error ∼ tdt. This method has already been
proposed in Ref. [8] (albeit in absence of force terms). In Ref. [8] it has been observed that estimating the integrals
appearing in x(t+dt, t) λ(t+dt, t) with the endpoints of the leap (instead of the starting one as per above) makes the
algorithm more stable, which however remains first order in time. Here, we further improve the algorithm providing
a O(dt2) method.
A second order method
A better approximation for x(t + dt, t) and λ(t + dt, t) can be obtained taking the middle points in the integrals
(S48) rather than the extrema. Therefore
x(t+ dt, t) = x− dt vefft+dt/2(x′, λ′) +O(dt3) , (S52)
λ(t+ dt, t) = λ− dt
[
∂ταf
dr + ∂xαΛ
dr
(∂λp)dr)
]
(t+dt/2,x′,λ′)
+O(dt3) , (S53)
with x′ = x(t+ dt/2, t) and λ′ = λ(t+ dt/2, t). The exact expressions for x′ and λ′ are unknown, but we can estimate
them at first order
x′ = x− dt
2
vefft+dt/2(x, λ) +O(dt
2) , (S54)
λ′ = λ− dt
2
[
∂ταf
dr + ∂xαΛ
dr
(∂λp)dr)
]
(t+dt/2,x,λ)
+O(dt2) . (S55)
This approximation contributes with a O(dt3) correction to (S52-S53). Using middle points in the time leap requires
computing the fillings at times ndt and (n+ 1/2)dt, where n is an integer. Therefore, this method is two time slower
than the first order one if the same time step dt is used, but the global error grows as ∼ tdt2. So, in general cases this
algorithm outclasses the previous one, since much larger time steps can be considered.
There is a subtlety in this algorithm that needs to be mentioned, i.e. we need the fillings at times t = 0 and t = dt/2
as a starting points. While the filling at time t = 0 is simply the initial condition and provided by the TBA solution,
the filling at t = dt/2 is not. In order to determine it, we choose a second time step dt′  dt/2 and approximate
ϑ(t + dt′/2, x, λ) according to the first order algorithm, then the filling is evolved with the second order algorithm
up to time t + dt/2 using a time step dt′. At this point, both ϑ(t, x, λ) and ϑ(t + dt/2, x, λ) are known and we can
proceed with the second order algorithm with time step dt.
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C. THE TBA OF THE MODELS OF INTEREST
In this short Section, for the sake of completeness, we briefly review the TBA description of the models we looked
at. For a more detailed presentation of the TBA method, the reader can refer to Ref. [5]. For any model, we also
shortly mention the details of the numerical methods used in making the plots presented in the main text.
The interacting Bose igas
The interacting Bose gas describes bosons with contact interaction and it is known to be integrable since a long
time [9, 10]. Within the second quantization formalism, its Hamiltonian reads
Hˆ =
∫ L
0
dx
{
1
2m
∂xψˆ
†(x)∂xψˆ(x) + cψˆ†(x)ψˆ†(x)ψˆ(x)ψˆ(x)− µψˆ†(x)ψˆ(x)
}
, (S56)
The fields ψˆ†(x),ψˆ(x) are bosonic creation and annihilation operators
[
ψˆ(x), ψˆ†(y)
]
= δ(x − y). The interaction
strength is assumed to be positive c > 0 and we explicitly introduced the chemical potential µ which, once it is made
inhomogeneous, can describe external traps.
Within the repulsive regime, the model does not have bound states, therefore its TBA is formulated in terms of a
single species of particle with bare energy and momentum given by
(λ) =
λ2
2m
− µ , p(λ) = λ . (S57)
The rapidity lives on the whole real line λ ∈ (−∞,∞). The expectation value of energy and density of particles, which
are the observables on which we focus on, are (the thermodynamic limit is always enforced)
1
L
〈Hˆ〉 =
∫
dλ (λ)ρ(λ) , 〈ψˆ†(x)ψˆ(x)〉 =
∫
dλ ρ(λ) . (S58)
Analyzing the model by mean of coordinate Bethe Ansatz, the following scattering matrix can be derived
S(λ) =
λ+ 2imc
λ− 2imc =⇒ Θ(λ) = arctan
(
4λmc
λ2 − (2mc)2
)
. (S59)
Thermal states can be described according to Eq. (S27) and Eq. (S28).
Details of the numerical simulations
In Fig. 2 we numerically simulated an interaction quench for a trapped interacting Bose gas. The GHD equations
are solved with the second order method presented in Section B using a time step dt = 0.025. The instantaneous
TBA equations are solved by discretizing the integrals using Gaussian quadratures, thus converting the linear integral
equations into finite-dimensional vector-matrix equations. The rapidity space has a cut off |λ| ≤ 3 and its discretized
on a lattice of 100 points. The spatial coordinates are taken within the interval x ∈ [−3, 3] and are discretized on a
lattice of 100 points, with constant lattice space. In order to check the precision of the solution, we monitored the
conservation of the total number of particles which is constant with . 0.5% fluctuations over the explored time scales.
The XXZ spin chain
The XXZ spin chain is governed by the Hamiltonian
Hˆ =
N∑
j=1
{Sˆxj Sˆxj+1 + Sˆyj Sˆyj+1 + ∆Sˆzj Sˆzj+1 +BSˆzj } . (S60)
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Above, Sˆx,y,zj are usual spin− 12 operators. Differently from the Lieb Liniger model, the XXZ spin chain always supports
bound states and thus the TBA requires multiple root densities. The thermodynamics is greatly affected by the value
of ∆, in particular the cases |∆| < 1 and |∆| ≥ 1 require a different discussion. For |∆| < 1 the TBA has a fractal
dependence on the value of ∆ [5]. For this reason, inhomogeneous space-time dependent ∆−profiles within this phase
lay outside of the applicability of our method, which requires a smooth dependence of the model on the coupling.
Instead, the |∆| ≥ 1 case is not pathological: more specifically, we focus on ∆ ≥ 1 and in the positive magnetization
sector B < 0 (which implies 〈Szj 〉 > 0). The TBA description requires infinitely many root densities, usually called
strings, {ρj(λ)}∞j=1. Accounting for several strings in the TBA is straightforward.
In the ∆ ≥ 1 case the rapidities are confined to a Brillouin zone λ ∈ [−pi/2, pi/2]. To each string are associated an
energy j(λ) and a momentum pj(λ) (j ∈ {1, 2, 3, ...})
j(λ) = −1
2
sin(θ)∂λpj(λ)− jB , pj(λ) = 2 arctan
[
coth
(
jθ
2
)
tanλ
]
, (S61)
where the angle θ parametrizes the coupling ∆ = cosh θ. Among the possible relevant observables, the expectation
values of the Hamiltonian and local magnetization are of outmost simplicity
1
N
〈Hˆ〉 = ∆
4
+
∑
j
∫ pi/2
−pi/2
dλj(λ)ρj(λ) , 〈Sˆzi 〉 =
1
2
−
∑
j
∫ pi/2
−pi/2
dλ jρj(λ) . (S62)
The scattering phase is promoted to be a matrix with indexes running over all the possible strings
Θj,k(λ) = (1− δj,k)
p|j−k|(λ)
2pi
+
pj+k(λ)
2pi
+ 2
min(j,k)−1∑
`=1
p|j−k|+2`(λ)
2pi
. (S63)
The dressing operation now keeps in account the presence of multiple strings, therefore a function τj(λ) is now dressed
according to
τdrj (λ) = τj(λ)−
∑
i
∫ pi/2
−pi/2
dµ
2pi
∂λΘji(λ− µ)ϑi(µ)τdri (µ) . (S64)
The thermal states are now described by the set of equations
ϑj(λ) =
1
eεj(λ) + 1
, (S65)
εj(λ) = βj(λ) +
∑
i
∫ pi/2
−pi/2
dµ
2pi
∂λΘj,i(λ− µ) log
(
1 + e−εi(µ)
)
. (S66)
Notice that for B < 0 the fillings are exponentially vanishing while increasing the string index j, thus the infinite
set of strings can be truncated only to the first ones, the quality of the approximation being decided by the magnetic
field B and the inverse temperature β. We mention that the ground state, i.e. β →∞, is such that ϑj>2(λ) = 0, thus
we can use only the first string to describe it.
Details of the numerical simulations
In Fig. 3 we provide a benchmark of the GHD equations against tDMRG [13] simulations. For what it concerns the
GHD simulations, with the parameters we choose (i.e. low temperature) we found that retaining only the first two
strings gives a satisfactory precision. The rapidity space is discretized into 50 points and integral equations are solved
by means of Gauss quadratures. The position lives on an interval [−1, 1] which is discretized into 100 equally spaced
lattice points. The time evolution is solved according to the second order algorithm with time step dt = 0.0125.
For the tDMRG simulations we employed the standard purification method [14] to represent the initial density
matrix. The time evolution was implemented by using the MPO representation for the evolution operators e−iHt. To
mitigate the error associated with the time discretization we employed the scheme presented in Ref. [15], which allows
one to obtaine an accuracy O(dt5). The application of the MPO evolution operator is implemented by using the fitting
algorithm described in Ref.[16]. In our simulations we used dt = 0.1. The maximum bond dimension employed was
χ ≈ 500.
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The classical Sinh Gordon model
The Sinh Gordon model is a relativistic field theory of a scalar field φ, governed by the Lagrangian
L =
∫
dx
1
2
∂µφ∂
µφ− m
2
g2
[
cosh(gφ)− 1] . (S67)
The model is integrable both at classical and quantum level. The reader could be more familiar with the thermody-
namics of the quantum system, but a proper semiclassical limit of the latter readily gives access to the GGE [11] and
GHD [12] of the classical version. We leave to the original references the details and present here the relevant results.
The classical ShG model can be described in terms of a single species of particle, having energy and momentum
eigenvalues given by
(λ) = m coshλ , p(λ) = m sinhλ . (S68)
Notice that, in contrast with the quantum case, no renormalization of the mass occurs and the single particle eigen-
values are independent from the interaction g. The scattering phase Θ is singular and defined as
Θγ(λ) =
g2
8
[
1
sinhλ+ iγ
+
1
sinhλ− iγ
]
, (S69)
where the limit γ → 0+ must be enforced after the integrations have been carried out. For example, the dressing
operation is actually defined as
τdr(λ) = τ(λ)− lim
γ→0+
∫
dλ
2pi
∂λΘγ(λ− µ)ϑ(µ)τdr(µ) . (S70)
The filling of thermal states is written in terms of the effective energy ε(λ) as
ϑ(λ) =
1
ε(λ)
, (S71)
which satisfies the following integral equation
ε(λ) = β(λ)− lim
γ→0+
∫
dµ
2pi
∂λΘγ(λ− µ) log ε(µ) . (S72)
The expectation value of the energy is UV divergent on thermal states, similarly to what it happens in the famous
black-body catastrophe. For this reason, we revert to other local operators with well-defined UV properties, namely
the vertex operators ekgφ. Their expectation values on arbitrary GGEs are recursively fixed by the following set of
integral equations [12]
〈e(k+1)gΦ〉
〈ekgΦ〉 = 1 + (2k + 1)
g2
4pi
∫
dλ eλϑ(λ)ξk(λ) , (S73)
where
ξk(λ) = e−λ +
g2
4
P
∫
dµ
2pi
1
sinh(λ− µ) (2k − ∂µ) (ϑ(µ)ξ
k(µ)) . (S74)
Above P stands for the principal value regularization of the singular integral. Eq. (S73) allows for a recursive
determination of 〈ekgφ〉 for k = 1, 2, ... using the fact that, for k = 0, the vertex operator becomes the identity
〈ekgφ〉
∣∣∣
k=0
= 〈1〉 = 1.
Details of the numerical simulations
In Fig. 4 we compare the GHD predictions against Monte Carlo simulations. The GHD is solved with the second
order algorithm of Section B with time step dt = 0.025. The singular nature of the integral equations requires a careful
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discretization whose details can be found in Ref. [12]: for our purposes, we restricted the rapidities on a finite interval
[−10, 10] which is discretized into 200 equispaced lattice points. The spatial direction is restricted on the interval
[−1, 1] which is discretized on a lattice of 200 equispaced points.
The ShG model is directly simulated through Metropolis-Hasting techniques presented in Ref. [12]: the interval
[−L,L], together with the temporal direction, is discretized on a tilted squared lattice (lattice space a = 0.025 and
length L = 30, i.e. 600 points in the spatial direction). The initial configurations are sampled from a (inhomogeneous)
thermal ensemble generated through a Metropolis-Hasting algorithm. Subsequently, each initial configuration is then
deterministically evolved in time: observables are then averaged on the initial conditions. We took roughly 3.5× 105
realizations.
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