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Resumo
Este trabalho apresenta uma abordagem baseada em Redes Neurais Artificiais para
problemas de classificac¸a˜o multi-rotulada. Em particular, foi empregada uma versa˜o
modificada da Rede Neural Probabil´ıstica para tratar de tais problemas. Em experimentos
realizados em va´rias bases de dados conhecidas na literatura, a Rede Neural Probabil´ıstica
proposta apresentou um desempenho compara´vel, e algumas vezes ate´ superior, a outros
algoritmos especializados neste tipo de problema.
Como o foco principal deste trabalho foi o estudo de estrate´gias para classificac¸a˜o
automa´tica de texto de atividades econoˆmicas, foram realizados tambe´m experimentos
utilizando uma base de dados de atividades econoˆmicas. No entanto, diferente das bases
de dados utilizadas anteriormente, esta base de dados apresenta um nu´mero extenso de
categorias e poucas amostras de treino por categoria, o que aumenta o grau de difi-
culdade deste problema. Nos experimentos realizados foram utilizados a Rede Neural
Probabil´ıstica proposta, o classificador k-Vizinhos mais Pro´ximos Multi-rotulado, e um
Algoritmo Gene´tico para otimizac¸a˜o dos paraˆmetros dos mesmos. Nas me´tricas utilizadas
para avaliac¸a˜o de desempenho, a Rede Neural Probabil´ıstica mostrou resultados superi-
ores e compara´veis aos resultados obtidos pelo k-Vizinhos mais Pro´ximos Multi-rotulado,
mostrando que a abordagem utilizada neste trabalho e´ promissora.
Abstract
This work presents an approach based on Artificial Neural Networks for problems of
multi-label classification. In particular, was used a modified version of Probabilistic Neural
Network to handle such problems. In experiments carried out in various databases known
in the literature, the Probabilistic Neural Network proposal presented a performance
comparable, and sometimes even superior to other algorithms specialized in this type of
problem.
As the main focus of this work was the study of strategies for automatic text classi-
fication of economic activities then were also conducted experiments using a database of
economic activities. However, unlike of databases used previously, this database shows a
huge number of categories and few samples of training by category, which increases the
degree of difficulty this problem. In the experiments were used to Probabilistic Neural
Network proposal, the classifier Multi-label k-Nearest Neighbor and a Genetic Algorithm
for optimization of the parameters. The metrics used to evaluation of performance have
shown that the results of Probabilistic Neural Network were superior and comparable to
the results obtained by the Multi-label k-Nearest Neighbor, showing that the approach
used in this work is promising.
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1 Introduc¸a˜o
A capacidade de aprendizado, racioc´ınio, deduc¸a˜o e reconhecimento de padro˜es sa˜o
algumas das caracter´ısticas mais fundamentais do ser humano. Devido a essas car-
acter´ısticas o ser humano e´ capaz de inventar, criar e montar objetos que ajudem-no
nas tarefas do dia-a-dia. De forma similar, ele pode modificar o ambiente em que vive
para torna´-lo menos hostil e mais conforta´vel. Ale´m disso, grac¸as a essas caracter´ısticas
nos destacamos dos outros animais, bem como elas permitiram que no´s, seres humanos,
sa´ıssemos da Idade da Pedra para plena era da informatizac¸a˜o.
Com o passar do tempo surgiram va´rias tentativas de reproduzir a inteligeˆncia de
um ser humano, criando assim uma ma´quina inteligente ou com inteligeˆncia artificial.
E´ curioso notar que o conceito de inteligeˆncia artificial varia com o tempo. Na Gre´cia
antiga, por exemplo, um distribuidor de a´gua era considerado inteligente por simplesmente
fornecer a´gua em func¸a˜o do peso da moeda que era colocado nele. Mais recentemente, no
in´ıcio do se´culo passado, um sistema que era realimentado e mantinha a sa´ıda esta´vel era
considerado inteligente [1].
Por volta da de´cada de 40 surgiu, inspirado no ce´rebro humano, um novo campo
da inteligeˆncia artificial conhecido como Redes Neurais Artificiais (RNA). Apesar de ate´
hoje na˜o ser conhecido por completo o funcionamento do ce´rebro, esta nova a´rea da
cieˆncia e´ baseada no neuroˆnio biolo´gico e na estrutura das redes neurais que compo˜em o
ce´rebro humano. Ale´m da sua base na neurocieˆncia, as Redes Neurais Artificiais possuem
ra´ızes em outras a´reas como Matema´tica, Estat´ıstica, F´ısica, Cieˆncia da Computac¸a˜o e
Engenharia [2].
Ao longo das u´ltimas de´cadas as Redes Neurais Artificiais teˆm mostrado ser um con-
junto de te´cnicas com potencial para resolver uma variedade de problemas, tais como
modelagem, predic¸a˜o, reconhecimento de padro˜es, controle de sistemas, processamento de
sinais e ana´lise de se´ries temporais [2–10]. A capacidade das Redes Neurais de adaptac¸a˜o
ao problema atrave´s de exemplos, de realizar mapeamento na˜o linear entre a entrada e
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sa´ıda, de generalizar informac¸o˜es ruidosas e/ou incompletas, garantindo a`s Redes Neurais
um certo grau de robustez, e de obter resultados ta˜o bons ou melhores do que outras
te´cnicas particulares, teˆm despertado o interesse de muitos pesquisadores [2].
No entanto, apesar da versatilidade, a abordagem cla´ssica de Redes Neurais apresen-
tam algumas limitac¸o˜es. O uso da te´cnica de descida de gradiente (que depende do ca´lculo
do gradiente) para o treinamento de alguns tipos de redes pode ser computacionalmente
custosa e sujeita a cair em mı´nimos locais da superf´ıcie de erro. Ale´m disso, a definic¸a˜o do
nu´mero de neuroˆnios das camadas ocultas na˜o e´ uma tarefa trivial, sendo que um nu´mero
grande sacrifica a capacidade de generalizac¸a˜o da rede e um nu´mero pequeno interfere na
capacidade de aprendizado [11–13]. Como se na˜o bastasse, se for necessa´rio apresentar
novas amostras de treinamento, caso t´ıpico em aplicac¸o˜es on-line, ou incluir novas classes
a`s Redes Neurais e´ necessa´rio um processo de re-treinamento da rede, que pode acabar
sendo um procedimento custoso. Isto indica que em geral as Redes Neurais na˜o possuem
uma estrutura flex´ıvel para acomodac¸a˜o de novas classes ou amostras [14, 15].
Ale´m disso, com relac¸a˜o a problemas de reconhecimento de padro˜es, mais especifica-
mente ao de classificac¸a˜o, o treinamento das Redes Neurais pode se tornar muito custoso
e tambe´m ser muito sens´ıvel aos dados usados no treinamento, especialmente quando
o problema apresenta muitas classes [16, 17]. Para evitar estas desvantagens uma das
abordagens utilizadas e´ a criac¸a˜o de um conjunto de redes para classificac¸a˜o. Sendo as-
sim, cada rede e´ responsa´vel por um conjunto de classes ou por uma classe, onde no
segundo caso a rede deve ser capaz de prever se a amostra pertence ou na˜o a esta classe
[18–20]. Uma outra variante desta te´cnica acontece quando cada rede usa somente um
pequeno conjunto do espac¸o de entrada para classificac¸a˜o [21]. No entanto, embora esta
abordagem torne o processo de treinamento menos custoso, ela pode acabar tornando
o problema mais complexo. Um dos fatores que influenciam e´ que normalmente neste
procedimento as redes sa˜o treinadas de forma independente, e dessa forma na˜o levam em
considerac¸a˜o a correlac¸a˜o entre as classes ou regio˜es de amostra [22].
No estudo de caso proposto nesta Dissertac¸a˜o este problema se torna ainda mais
evidente. Ale´m de se tratar de um problema de classificac¸a˜o de texto, que de forma
geral sa˜o problemas que apresentam alta dimensionalidade e esparsidade dos dados [23],
a classificac¸a˜o de atividades econoˆmicas engloba va´rias centenas de categorias ale´m de ser
uma classificac¸a˜o multi-rotulada. Diferente da usual classificac¸a˜o uni-rotulada, na qual e´
associada somente uma classe por amostra, na classificac¸a˜o multi-rotulada uma amostra
pode ser classificada em uma ou mais classes. Ademais, no problema proposto na˜o existe
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uma definic¸a˜o da quantidade de classes a serem associados a` amostra, e ta˜o pouco existe
um limite ma´ximo da quantidade de classes que podem ser associados a` amostra. Estas
caracter´ısticas somadas tornam o problema mais dif´ıcil de ser resolvido [24].
Apesar das desvantagens mencionadas anteriormente das Redes Neurais, existem
va´rios trabalhos que utilizaram Redes Neurais para a classificac¸a˜o, inclusive de texto, cu-
jos resultados obtidos foram considerados animadores pelos autores [17, 25–30]. Contudo,
muitos destes trabalhos empregaram Redes Neurais para a classificac¸a˜o uni-rotulada,
sendo muito pouco o uso desta abordagem para a classificac¸a˜o multi-rotulada.
A partir dos resultados obtidos pelas Redes Neurais em va´rios campos de pesquisa
e, em especial, para a classificac¸a˜o de texto, este trabalho propo˜e o uso de tal abor-
dagem para a classificac¸a˜o de atividades econoˆmicas. No entanto, para contornar parte
das dificuldades apresentadas anteriormente, este trabalho propo˜e a abordagem de uma
classificac¸a˜o multi-rotulada baseada na Rede Neural Probabil´ıstica [31]. Esta Rede Neu-
ral possui as vantagens de possuir um treinamento ra´pido, que na˜o depende de ca´lculos
nume´ricos como o gradiente, ale´m de possuir poucos paraˆmetros para serem selecionados.
Ale´m disso, grac¸as ao seu treinamento ra´pido existe uma facilidade maior em criar uma
u´nica rede para todas as classes, ao inve´s de ser feito um conjunto de pequenas redes como
citado anteriomente, ale´m de tornar mais plaus´ıvel uma aplicac¸a˜o on-line desta rede. En-
tretanto, a Rede Neural Probabil´ıstica proposta neste trabalho e´ uma versa˜o modificada
da original de forma que ela possa resolver problemas de classificac¸a˜o multi-rotulada, uma
vez que a versa˜o original desta rede foi projetada para o caso de classificac¸a˜o uni-rotulada.
O classificador proposto sera´ avaliado atrave´s de um conjunto de bases de dados e
seu desempenho sera´ comparado ao de outros algoritmos especialmente projetados para
tal problema. Entre os algoritmos usados para comparac¸a˜o sera´ utilizado o MLkNN [32],
que e´ uma versa˜o modificada do tradicional classificador k-Vizinhos mais Pro´ximos e que
apresentou bons resultados para va´rias bases de dados multi-rotuladas [32, 33]. Apo´s
verificar a efica´cia da Rede Neural proposta, sera´ realizada uma bateria de experimentos
com a Rede Neural Probabil´ıstica e com o MLkNN para a base de dados de atividades
econoˆmicas, que e´ o foco deste trabalho.
Para obter um desempenho melhor na classificac¸a˜o de atividades econoˆmicas sera´
utilizado um Algoritmo Evoluciona´rio, mais precisamente um Algoritmo Gene´tico, para
a otimizac¸a˜o parcial da Rede Neural Probabil´ıstica e do MLkNN. Um dos Algoritmos
Evoluciona´rios foi selecionado pois, como mencionado em [12, 13], existem va´rios motivos
para se utilizar tais algoritmos para otimizac¸a˜o de soluc¸o˜es de problemas ao inve´s de
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outros algoritmos. Alguns destes motivos sa˜o: eles na˜o dependem do ca´lculo do gradiente,
realizam busca global, sa˜o robustos a`s condic¸o˜es iniciais, pouco propensos a ca´ırem em
mı´nimos locais, possuem capacidade de tratar problemas em superf´ıcies de busca grandes,
complexas, na˜o diferencia´veis e multimodais, que sa˜o os t´ıpicos casos encontrados no
mundo real.
A seguir sera´ apresentado brevemente algumas caracter´ısticas do problema proposto,
assim como a importaˆncia em se conseguir uma soluc¸a˜o pra´tica para o mesmo. Maiores
detalhes deste problema sera˜o vistos no Cap´ıtulo 2.
1.1 Definic¸a˜o do Problema
Atualmente, a burocracia para se abrir uma empresa no Brasil demora em me´dia ate´
152 dias, sendo um dos piores pa´ıses da Ame´rica Latina para a abertura de empresas [34].
Parte deste longo tempo de espera e´ porque o empreendedor precisa passar por uma longa
cadeia de processos manuais, a`s vezes em diferentes momentos nos treˆs n´ıveis do governo:
Municipal, Estadual e Federal. O Governo Federal, numa tentativa de reduzir este tempo,
estuda uma maneira de criar uma interface u´nica entre os cidada˜os e todos os treˆs n´ıveis
do governo brasileiro. Para isto se concretizar, um dos problemas que o Governo precisa
atacar e´ a classificac¸a˜o das atividades econoˆmicas das empresas. A descric¸a˜o da atividade
econoˆmica de uma empresa, que deste ponto em diante tambe´m sera´ chamado de objeto
social, informa os ramos de atividade que a empresa atua. O objeto social pode ser
classificado em uma ou mais categorias de um total de mais de 1000 categorias [35]. Por
essa tarefa ser realizada de forma manual ela acaba sendo extremamente lenta e sujeita
a subjetividade, ale´m de apresentar a falta de ma˜o-de-obra devidamente qualificada para
esta tarefa. Um outro agravante da situac¸a˜o e´ a imensa demanda de objetos a serem
classificados: nos u´ltimos 5 anos teve-se, em me´dia por ano, mais de 1 milha˜o e 300 mil
empresas que surgiram ou alteraram seu objeto social [36], necessitando dessa forma de
uma classificac¸a˜o ou re-classificac¸a˜o.
De acordo com o nosso conhecimento, devido a` quantidade de categorias, este e´ um
problema incomum na literatura [24]. O trabalho encontrado com o maior nu´mero de
classes foi em [37], onde os autores trabalharamos ouTd(ao)7ura classificac¸d˜emqussit91alerf
aboren n 20 T (A)Tj 8.4e737 0 Td2 (de)Tj 15.508 0 T5d (o)Tj 9.In0068 0 T99an at40 Td(e)Tj 10.8613 0 T9 (da)Tj 15.4317 0 Td (caracter)Tj 39.6175 0 Td (´)Tj 1.29205 0 Td (ıs78(Um)Tj 2361702 0 Td (apresen)Tj 38.08a5 0 Td (8174f)Tj 12-19.503 Td (da)Tj 15-19.503 ,uTd (ao29res)Tj 42.6371 0 T72os)Tj 20.9689 0 Td (pro)Tj 17.2di1 0 Td (tua7len)Tj 14.9969 0 Tdior ´e6lpo 403(de)Tj 17.239 0j -3ezesm
o v erf´ aoempd (te)Tj 13.6431 0 Tss71(an)Tj 12.r081 0 Td maneiuesoluc¸˜
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Mesmo se fosse aplicado tal procedimento, ele necessitaria de uma grande quantidade de
amostras por categoria para poderem ser aferidas estat´ısticas mais precisas dos dados [38].
No entanto, para o caso em questa˜o na˜o se tem dispon´ıvel tal quantidade de dados. Por
outro lado, uma abordagem usando Redes Neurais na˜o necessita de tal procedimento, ale´m
disso as capacidades de adaptac¸a˜o e generalizac¸a˜o das Redes Neurais podem proporcionar
relativamente numa boa classificac¸a˜o das atividades econoˆmicas.
1.2 Estrutura da Dissertac¸a˜o
Esta Dissertac¸a˜o esta´ estruturada da seguinte forma:
• Cap´ıtulo 1: Introduc¸a˜o
E´ descrito o tema desta Dissertac¸a˜o, em linhas gerais. Sa˜o apresentados o problema,
o procedimento a ser utilizado e os objetivos aos quais se propo˜e este trabalho.
• Cap´ıtulo 2: Classificac¸a˜o Nacional de Atividades Econoˆmicas - CNAE
A Classificac¸a˜o Nacional de Atividades Econoˆmicas (CNAE), sua importaˆncia, seu
contexto histo´rico, a tabela e como e´ realizada a classificac¸a˜o dos objetos sociais sa˜o
apresentados no Cap´ıtulo 2.
• Cap´ıtulo 3: Revisa˜o Bibliogra´fica de Te´cnicas
Neste cap´ıtulo e´ realizado uma revisa˜o de Redes Neurais Artificiais e Algoritmos
Evoluciona´rios, com uma eˆnfase maior para a Rede Neural Probabil´ıstica e Algo-
ritmo Gene´tico, respectivamente. Tambe´m sera´ descrito sobre o MLkNN e outros
classificadores utilizados na sec¸a˜o de experimentos.
• Cap´ıtulo 4: Resultados e Discusso˜es
Neste cap´ıtulo sa˜o apresentadas as bases de dados utilizadas, a preparac¸a˜o das bases
de dados, os testes realizados, os resultados obtidos e discussa˜o dos mesmos.
• Cap´ıtulo 5: Concluso˜es
Nesta parte e´ feita uma ana´lise conclusiva do trabalho realizado e sa˜o propostos
trabalhos futuros.
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2 Classificac¸a˜o Nacional de
Atividades Econoˆmicas - CNAE
2.1 Importaˆncia da CNAE
Antes de prosseguirmos para uma melhor detalhamento da Classificac¸a˜o Nacional
de Atividades Econoˆmicas - CNAE, e´ de importaˆncia definirmos primeiro o que e´ uma
atividade econoˆmica. Segundo [39, 40] a ”atividade econoˆmica e´ a combinac¸a˜o de recursos:
ma˜o-de-obra, capital, mate´rias primas e servic¸os, associada a um processo produtivo, que
permite a produc¸a˜o de bens ou servic¸os, num determinado per´ıodo”.
A CNAE e´ uma classificac¸a˜o das atividades econoˆmicas projetada sob a coordenac¸a˜o
do IBGE (Instituto Brasileiro de Geografia e Estat´ıstica) usando como refereˆncia a Inter-
national Standard Industrial Classification - ISIC. Por sua vez, a ISIC e´ uma padronizac¸a˜o
internacional definida pelas Nac¸o˜es Unidas para harmonizac¸a˜o da produc¸a˜o e disseminac¸a˜o
das estat´ısticas econoˆmicas no globo [40].
A CNAE e´ usada com o objetivo de padronizar a identificac¸a˜o das diversas atividades
econoˆmicas no Brasil junto a`s treˆs esferas do poder (Municipal, Estadual e Federal), de
forma a contribuir na melhoria da qualidade dos sistemas de informac¸a˜o que auxiliam
nas deciso˜es e ac¸o˜es do Estado [40]. Com esta classificac¸a˜o e´ poss´ıvel representar estatis-
ticamente o parque produtivo do Pa´ıs e classificar as unidades segundo a sua atividade
principal, permitindo fazer uma ana´lise da estrutura de organizac¸a˜o da economia e as-
sim obter uma visa˜o geral deste setor no pa´ıs. Empresas podem tambe´m utilizar de
informac¸o˜es obtidas da CNAE para investigar o ambiente onde esta˜o inseridas e assim
descobrir novas oportunidades e minimizar os riscos [41]. Com esta importante func¸a˜o,
fica evidenciado o interesse de uma correta classificac¸a˜o dos objetos sociais para evitar que
o Governo obtenha uma informac¸a˜o distorcida da economia e tome deciso˜es inadequadas
para o setor econoˆmico, o que pode ocasionar preju´ızos aos cofres pu´blicos e afetar de
forma direta e indireta a populac¸a˜o brasileira.
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Uma vez que esta tabela e´ padronizada no pa´ıs inteiro e apresenta, ate´ certo grau,
uma correspondeˆncia com a ISIC, e´ poss´ıvel fazer comparac¸o˜es do setor econoˆmico na˜o
so´ entre munic´ıpios e estados, mas tambe´m com outros pa´ıses [39, 40].
2.2 Contexto Histo´rico
O per´ıodo po´s-guerra apresentou um forte crescimento econoˆmico-industrial ate´ o final
dos anos 60 ou o in´ıcio dos anos 70. Este per´ıodo caracterizou-se por uma produc¸a˜o de
bens materiais em se´rie e distribuic¸a˜o em massa. Com isso, o come´rcio se intensificou
ale´m das fronteiras dos pa´ıses. Assim, a partir dos anos 70, comec¸ou a surgir no mundo
a necessidade de uma padronizac¸a˜o das classificac¸o˜es para servir de refereˆncia mundial e
facilitar o come´rcio entre os povos [42].
Seguindo essa tendeˆncia, no Brasil houve a necessidade de realizar uma padronizac¸a˜o
dos co´digos de atividades econoˆmicas utilizados pelos diversos o´rga˜os da administrac¸a˜o
tributa´ria e, dessa forma, evitar poss´ıveis confuso˜es e desorganizac¸a˜o da informac¸a˜o.
Enta˜o, na de´cada de 80, foi criado uma Tabela de Atividades Econoˆmicas - TAE, que
foi uma primeira tentativa de padronizar os co´digos no pa´ıs.
Pore´m, o processo de padronizac¸a˜o so´ apresentou avanc¸os em n´ıvel nacional com a
definic¸a˜o da tabela CNAE. No entanto, somente os o´rga˜os federais utilizavam esta tabela,
enquanto que os estados e munic´ıpios continuavam a trabalhar com suas pro´prias tabelas
para a classificac¸a˜o das atividades econoˆmicas, que tinham sido definidas em momentos
diferentes e que apresentavam um maior grau de especificac¸a˜o em relac¸a˜o a` tabela CNAE.
Devido a este impasse foi necessa´rio criar uma tabela mais detalhada para satisfazer
as necessidades dos estados e munic´ıpios. Neste contexto foi definido a CNAE-Fiscal. A
CNAE-Fiscal e´ um detalhamento da CNAE que mante´m a sua estrutura e possui mais
um n´ıvel de desagregac¸a˜o, surgindo deste modo as subclasses, na˜o presentes na tabela do
CNAE original. A primeira versa˜o da tabela de co´digos da CNAE-Fiscal apresentava um
total de 1094 subclasses e entrou em vigor em 25 de junho de 1998. Apo´s uma se´rie de
reviso˜es e verso˜es chegou-se a versa˜o 1.1 da tabela. A versa˜o 1.1 da tabela entrou em vigor
desde de 1o de abril de 2003 e apresenta 1183 subclasses [39]. Recentemente foi elaborada
a versa˜o 2.0 e esta tabela esta em vigor desde de janeiro de 2007 [40]. Devido a` recente
mudanc¸a da tabela de classificac¸a˜o, todas as demais informac¸o˜es sa˜o referentes a` versa˜o
1.1 da tabela, uma vez que a base de dados obtida e´ referente a esta classificac¸a˜o.
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2.3 A Tabela CNAE
Devido a impossibilidade de representar todas as caracter´ısticas de todas as atividades
econoˆmicas, foi decidido, pelos membros que elaboraram a tabela, utilizar somente as
caracter´ısticas mais relevantes das atividades e agrupa-las de acordo com certos crite´rios:
• Similaridade de func¸o˜es produtivas;
• Caracter´ısticas em comum;
• Finalidade de uso.
Dessa forma, a tabela CNAE foi estruturada em 5 n´ıveis hiera´rquicos: Sec¸a˜o, Divisa˜o,
Grupo, Classe e Subclasse. A versa˜o 1.1 da tabela esta´ dividida em 17 Sec¸o˜es, 59 Diviso˜es,
222 Grupos, 580 Classes e 1183 Subclasses. A divisa˜o desta tabela segue uma estrutura
lo´gica de co´digos, onde cada co´digo e´ formado por 7 d´ıgitos, sendo que os 5 primeiros
d´ıgitos definem a Classe da atividade (co´digos do CNAE) e os 2 u´ltimos definem as
Subclasses. Na Tabela 1 sa˜o apresentadas todas as Sec¸o˜es, suas denominac¸o˜es e diviso˜es
por Sec¸a˜o da tabela. A tabela pode ser dividida de forma grosseira em atividades de
manejo de recursos naturais (Sec¸o˜es A, B e C), atividades de transformac¸a˜o, tratamento,
montagem e construc¸a˜o (Sec¸o˜es D, E e F), atividades de compra e venda (Sec¸a˜o G),
servic¸os de uso gene´rico voltados a empresa e/ou famı´lias (Sec¸o˜es H, I, J, K, L, M, N e
O), servic¸os dome´sticos (Sec¸a˜o P) e atividades de organismos internacionais e instituic¸o˜es
extraterritoriais (Sec¸a˜o Q) [39].
Para ser poss´ıvel fazer uma relac¸a˜o entre a situac¸a˜o do pa´ıs no setor econoˆmico e o
resto do mundo, as duas primeiras hierarquias da tabela (Sec¸a˜o e Divisa˜o) apresentam uma
certa semelhanc¸a com a ISIC. A terceira e quarta categorias no entanto, na˜o apresentam
uma correspondeˆncia com a ISIC.
Para fins ilustrativos, na Tabela 2 e´ apresentado um exemplo da hierarquia da Sub-
classe cultivo de milho. Observa-se neste exemplo que para cada n´ıvel da hierarquia esta´
associada uma denominac¸a˜o.
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SEC¸O˜ES DENOMINAC¸A˜O DA SEC¸A˜O DIVISO˜ES
A Agricultura, pecua´ria, silvicultura e explorac¸a˜o florestal 01 a 02
B Pesca 05
C Indu´strias extrativas 10 a 14
D Indu´stria de transformac¸a˜o 15 a 37
E Produc¸a˜o e distribuic¸a˜o de eletricidade, ga´s e a´gua 40 a 41
F Construc¸a˜o 45
G Come´rcio, reparac¸a˜o de ve´ıculos automotores, objetos
pessoais e dome´sticos
50 a 52
H Alojamento e alimentac¸a˜o 55
I Transporte, armazenagem e comunicac¸o˜es 60 a 64
J Intermediac¸a˜o financeira, seguros, prevideˆncia
complementar e servic¸os relacionados
65 a 67
K Atividades imobilia´rias, alugue´is e servic¸os prestados a`s
empresas
70 a 74
L Administrac¸a˜o pu´blica, defesa e seguridade social 75
M Educac¸a˜o 80
N Sau´de e servic¸os sociais 85
O Outros servic¸os coletivos, sociais e pessoais 90 a 93
P Servic¸os dome´sticos 95
Q Organismos internacionais e outras instituic¸o˜es
extraterritoriais
99
Tabela 1: Sec¸o˜es e denominac¸o˜es da tabela




01 Agricultura, pecua´ria e
servic¸os relacionados
011 Produc¸a˜o de lavouras
tempora´rias
0111-2 Cultivo de cereais para
gra˜os
0111-2/02 Cultivo de milho
Tabela 2: Exemplo de hierarquia da tabela CNAE
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No entanto a denominac¸a˜o apresenta uma informac¸a˜o muito limitada e ineficiente
a respeito da categoria. Enta˜o, para auxiliar na classificac¸a˜o foram elaboradas notas
explicativas para os co´digos de classe e subclasse da tabela CNAE. Essas notas explicativas
se constituem num instrumento de interpretac¸a˜o da CNAE com o objetivo de definir o
conteu´do e a abrangeˆncia dessas duas categorias, apontando os casos limites quando
necessa´rio e os casos de excessa˜o quando existentes. Pore´m, ela na˜o e´ um instrumento
que cobre a definic¸a˜o do conteu´do como um todo: ela esta´ ali apenas para esclarecer alguns
conceitos que geram du´vida, como indicar atividades que aparentemente na˜o pertencem a`
categoria, mas que sa˜o classificados como tal e, nos casos inversos, atividades que parecem
pertencer a categoria mas que na˜o pertencem. Um exemplo dessas notas explicativas e´




Divisa˜o: 05 PESCA, AQU¨ICULTURA E SERVIC¸OS RELA-
CIONADOS
Grupo: 051 PESCA, AQU¨ICULTURA E SERVIC¸OS RELA-
CIONADOS
Classe: 0511-8 PESCA E SERVIC¸OS RELACIONADOS
Subclasse 0511-8/01 PESCA DE PEIXES
Notas Explicativas:
Esta Subclasse compreende:
– A pesca de peixes em a´guas mar´ıtimas e em a´guas continentais
Esta Subclasse compreende tambe´m:
– A preparac¸a˜o e conservac¸a˜o do peixe no pro´prio barco
Esta Subclasse na˜o compreende:
– A captura de crusta´ceos e moluscos (0511-8/02)
– A preparac¸a˜o do peixe (frigorificado, congelado, salgado, seco)
e a fabricac¸a˜o de conservas de peixe em estabelecimentos fabris,
inclusive em barcos-fabrica (1514-8/00)
– A preparac¸a˜o de qualquer tipo de farinha de peixe (1514-8/00)
– A criac¸a˜o e cultivo de peixes (0512-6/01)
Tabela 3: Notas explicativas da tabela CNAE-Fiscal para a Subclasse Pesca de Peixe
2.4 A Classificac¸a˜o dos Objetos Sociais
Atualmente a classificac¸a˜o dos objetos sociais e´ realizada da seguinte forma: uma
empresa preenche um questiona´rio e, entre outras informac¸o˜es, ela fornece a descric¸a˜o
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dos seus va´rios ramos de atividades e, com base nessa descric¸a˜o e´ verificado manualmente
em quais subclasses da tabela CNAE a empresa deve ser classificada. A pra´tica indica
que raramente um profissional especializado toma parte nesse processo. A inexisteˆncia
de profissionais devidamente treinados para a realizac¸a˜o dessa tarefa leva a` distorc¸o˜es
que podera˜o prejudicar em muito as futuras ana´lises estat´ısticas realizadas pelos o´rga˜os
pu´blicos. Outra dificuldade intr´ınseca ao problema e´ o grau de subjetividade existente
em processo de indexac¸a˜o/classificac¸a˜o dessa natureza [43]. Pessoas diferentes podem
tomar deciso˜es distintas sobre os poss´ıveis co´digos a serem associados a um certo texto
que descreve o objeto social de uma empresa. Acrescenta-se ao conjunto de dificuldades
desse problema que um objeto social que descreve as atividades econoˆmicas de uma em-
presa pode ser classificado em muitas subclasses ao mesmo tempo. Na base de dados que
utilizamos para nossos experimentos foi encontrado um caso com ate´ 109 subclasses asso-
ciadas a um u´nico objeto social e, em me´dia, ha´ cerca de 4 subclasses por objeto social,
com um desvio padra˜o de 5,51. Para melhor detalhes desta base de dados veja a Tabela
6 da Sec¸a˜o . Vale ressaltar, entretanto, que a primeira subclasse e´ dita ser a subclasse
principal em que a empresa se enquadraria, ou seja, e´ o seu principal ramo de atividade.
A regra geral para se decidir o principal ramo de atividade de uma empresa e´ baseada
na atividade que gera a maior receita de venda para mesma. Sendo assim e´ poss´ıvel em-
presas possu´ırem o mesmo objeto social mas, no entanto, possu´ırem subclasses principais
diferentes. As a´reas de maior interesse para o governo sa˜o utilizadas para identificar o
principal ramo de atividade tambe´m. Normalmente na˜o e´ poss´ıvel descobrir com apenas
uma iterac¸a˜o com a empresa o seu principal ramo de atividade, necessitando muitas vezes,
apo´s uma pre´via classificac¸a˜o, obter uma ou mais informac¸o˜es junto ao cliente.
OBJETO SOCIAL: Servic¸os de lavagem, lubrificac¸a˜o e polimento de ve´ıculos,
lanchonete e come´rcio de bebidas. (BAR)
CLASSIFICAC¸A˜O: – Servic¸os de lavagem, lubrificac¸a˜o e polimento de ve´ıculos.
(5020-2/03)
– Come´rcio varejista de bebidas. (5224-8/00)
– Lanchonete, casas de cha´, de sucos e similares. (5522-0/00)
Tabela 4: Exemplo de um objeto social e sua classificac¸a˜o
Na Tabela 4 e´ ilustrado um exemplo de objeto social e sua classificac¸a˜o. O exemplo de
objeto social e´ t´ıpica de um posto de gasolina. Como as atividades de lavagem, lubrificac¸a˜o
e polimento de ve´ıculos geram a maior receita para o estabelecimento, enta˜o esta subclasse
e´ definida como a subclasse principal do objeto social e por isso aparece como primeiro
na classificac¸a˜o. A ordem das demais subclasses associadas ao objeto na˜o apresenta
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relevaˆncia.
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3 Me´todos de Classificac¸a˜o
3.1 Redes Neurais Artificiais
3.1.1 Introduc¸a˜o
O homem e´ o ser mais inteligente entre todos os seres vivos existentes sobre a face da
Terra. O ser humano e´ capaz de raciocinar, aprender, interpretar, deduzir entre outras
diversas atividades intelectuais. O ce´rebro e´ o o´rga˜o responsa´vel por todas estas tarefas
e ele e´ composto por bilho˜es de ce´lulas conhecidas por neuroˆnios, que sa˜o as menores
unidades de processamento do ce´rebro, e cada neuroˆnio esta´ conectado a milhares de
outros neuroˆnios.
Os neuroˆnios sa˜o divididos em treˆs partes: dendritos, corpo (ou soma) e axoˆnio,
como mostrado na Figura 1. Basicamente, os dendritos recebem os impulsos nervosos
(informac¸o˜es) de outros neuroˆnios e transporta-os para dentro do corpo da ce´lula. Esses
impulsos sa˜o processados no corpo e na rede dentr´ıtica da ce´lula e um novo impulso e´
transmitido para outros neuroˆnios atrave´s do axoˆnio. Este e outros axoˆnios de outros
neuroˆnios esta˜o conectados aos dendritos de va´rias outras ce´lulas. Por sua vez, os axoˆnios
destas ce´lulas esta˜o conectados a va´rios outros neuroˆnios e estes a outros e assim por
diante, formando uma rede chamada de rede neural. O ponto de contato entre o axoˆnio
de uma ce´lula e o dentrito de uma outra e´ chamado de sinapse ou junc¸a˜o sina´ptica, que
e´ a unidade ba´sica para a construc¸a˜o de circuitos neurais biolo´gicos [44, 45].
Baseado no neuroˆnio biolo´gico e no conhecimento da estrutura das redes neurais, um
novo campo da cieˆncia surgiu com o objetivo de tentar reproduzir o funcionamento das
redes neurais. Este campo ficou conhecido por Redes Neurais Artificiais e o seu marco
inicial foi realizado por McCulloch e Pitts [46] que descreveram o funcionamento de um
neuroˆnio artificial que, assim como o neuroˆnio na rede neural biolo´gica, e´ a unidade ba´sica
de processamento das Redes Neurais Artificiais.
Essencialmente um neuroˆnio artificial e´ composto por va´rias entradas, uma func¸a˜o de
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Figura 1: Esquema de um neuroˆnio biolo´gico
transfereˆncia (ou func¸a˜o de ativac¸a˜o) e uma sa´ıda. Conforme pode ser visto na Figura
2, para cada entrada do neuroˆnio j esta´ associado um valor nume´rico (wj0, wj1, ..., wjn),
conhecido como peso. Quando e´ apresentada uma informac¸a˜o ao neuroˆnio (xj0, xj1, ...,
xjn), cada elemento desta informac¸a˜o e´ multiplicado pelo peso correspondente a entrada
da mesma e o resultado e´ somado. Desta forma e´ realizada uma soma ponderada da
informac¸a˜o de entrada. O resultado da soma passa por uma func¸a˜o de transfereˆncia e a
sa´ıda do neuroˆnio j sera´ o resultado obtido na func¸a˜o de transfereˆncia [2].
Figura 2: Esquema de um neuroˆnio artificial
A arquitetura (topologia) da rede e´ que define como os neuroˆnios esta˜o interligados
entre si. Este e´ um paraˆmetro de suma importaˆncia, pois ela define o tipo de problema
que a Rede Neural Artificial pode tratar.
As Redes Neurais Artificiais podem ser classificadas em func¸a˜o da quantidade de ca-
madas e os tipos de conexo˜es entre os neuroˆnios. Uma camada e´ formada por neuroˆnios
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que recebem informac¸a˜o ao mesmo instante e uma rede neural pode possuir uma u´nica
camada (quando a entrada e sa´ıda da rede sa˜o separados por um u´nico no´ (neuroˆnio)), ou
por mult´ıplas camadas (quando existe camadas ocultas, ou seja, que na˜o esta˜o conectadas
nem com a sa´ıda e nem com a entrada da rede). Estas camadas podem ser completa-
mente conectadas (quando todos os neuroˆnios da camada anterior esta˜o conectados a
todos neuroˆnios da camada seguinte) ou parcialmente conectadas (quando os neuroˆnios
da camada anterior esta˜o conectadas a apenas alguns neuroˆnios da camada seguinte).
O arranjo das conexo˜es das redes podem ser do tipo:
• Diretas (ingleˆs: Feedforward): Na˜o existe realimentac¸a˜o na rede, ou seja, a sa´ıda
da rede na˜o e´ utilizada como entrada, tendo portanto um fluxo unidirecional dos
dados.
• Recorrentes (ingleˆs: Feedback): Apresenta realimentac¸a˜o na rede, ou seja, os dados
de sa´ıda sa˜o utilizados na entrada.
Figura 3: Arranjo de conexo˜es das Redes Neurais.
As Redes Neurais Artificiais na˜o sa˜o programadas para executar uma func¸a˜o. Elas
”aprendem” a realizar as tarefas a partir de amostras de exemplo e com essas amostras
elas va˜o se adaptando ao problema. Ejopda ao e´ chireando como
”aprealig(dem)T2270.88560 Td (da)Tj 16.2556 0 TdR(rede)Tj-2909843 0 Td (Neulis.)Tj9 49055.7 -26.580 Td (exismen)Tj 4595003 0 Td2(e)Tj 7420303 0 Td (tip)Tj 14.6104 0 Td (os)Tj 1464267 0 Tdb(n´)Tj 6.49969 0 Tdasicnios de e
ando rede NeulraArtificlra um cjunos
te entraios saı´sglsetadasda rede te adaptando entrada te
(e)Tj 7.75202 0 Td (te)Tj31726011 0 Td(”aoo.)Tj 24.0147 0 Tdximatiree p e´ dassa´ısglsetados.
•
na˜o
andote um cjunos tote entraios Neulra das informac¸o˜es eatgl´ que sa rede
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Existem mais outros dois tipos de aprendizagem que sa˜o derivados dos dois primeiros
[47]:
• Aprendizado por reforc¸o: derivado do aprendizado supervisionado. Neste apren-
dizado e´ dito somente a` rede se uma sa´ıda esta´ certa ou na˜o, diferente do supervi-
sionado que ja´ diz qual e´ a sa´ıda correta.
• Aprendizado por competic¸a˜o: derivado do aprendizado na˜o supervisionado. Neste
aprendizado e´ apresentado um conjunto de entradas e os neuroˆnios disputam entre
si os recursos. O vencedor tem seus pesos atualizados e direito a sa´ıda ativada. Os
demais permanecem desativados.
Alguns tipos de Redes Neurais Artificiais sa˜o:
• Perceptron Multi Camada: provavelmente o tipo de Rede Neural mais amplamente
utilizada. Sa˜o Redes Neurais diretas com uma ou mais camadas ocultas, cujos
neuroˆnios possuem uma func¸a˜o de transfereˆncia na˜o linear, normalmente uma func¸a˜o
sigmoidal. Sa˜o utilizados para problemas de classificac¸a˜o, aproximac¸a˜o de func¸o˜es,
entre outros [2, 48];
• Mapas Auto-Organiza´veis: Mapas Auto-Organiza´veis sa˜o redes cujo aprendizado
e´ na˜o supervisionado, possuem uma u´nica camada de neuroˆnios, cujos neuroˆnios
esta˜o conectados a outros neuroˆnios da mesma camada. Usualmente utilizado para
agrupamento de dados [2];
• Hopfield: a Rede de Hopfield consiste de um conjunto de neuroˆnios numa arquitetura
recorrente, cuja a sa´ıda de um neuroˆnio realimenta a entrada dos outros neuroˆnios
(com excec¸a˜o a ele mesmo) com uma unidade de atraso. Uma das aplicac¸o˜es e´ a
recuperac¸a˜o de informac¸a˜o incompleta ou ruidosa [2];
• Redes de Func¸a˜o de Base Radial: sa˜o Redes Neurais diretas cuja ativac¸a˜o de cada
neuroˆnio da camada oculta e´ determinada pela distaˆncia entre um vetor de entrada
e um proto´tipo de vetor contido no neuroˆnio, na qual a distaˆncia normalmente e´ a
Euclidiana. A camada oculta e´ na˜o linear, enquanto que a camada de sa´ıda e´ linear.
Podem ser utilizadas para aproximac¸a˜o de func¸o˜es e classificac¸a˜o [2, 48].
A seguir sera´ descrito a Rede Neural Probabil´ıstica, que e´ uma rede que faz parte da
famı´lia das Redes Neurais de Func¸a˜o de Base Radial.
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3.1.2 Rede Neural Probabil´ıstica
A Rede Neural Probabil´ıstica foi inicialmente proposta por Specht em 1990 [31]. Ela
e´ uma rede neural de arquitetura direta, multi-camadas com mapeamento na˜o linear da
entrada para a sa´ıda.
A classificac¸a˜o realizada por esta rede e´ baseada na teoria de decisa˜o Bayesiana e ela
realiza a estimac¸a˜o da func¸a˜o de densidade de probabilidade a partir da utilizac¸a˜o do
me´todo na˜o parame´trico de Parzen [49, 50].
A Rede Neural Probabil´ıstica e´ composta por quatro camadas como mostrado na
Figura 4: a camada de entrada, a camada de padro˜es, a camada de soma e a camada
de decisa˜o. Onde X e´ o vetor de entrada (amostra que se deseja classificar), Wi,j e´ a
j-e´ssima amostra de treino da classe i, c e´ a quantidade de classes, pi(X) representa a
probabilidade da amostra pertencer a` classe i e C(X) e´ a classe em que X foi classificado.
Ambos vetores X e Wi,j sa˜o de dimensa˜o d.
Figura 4: Arquitetura da Rede Neural Probabil´ıstica.
Na camada de entrada na˜o e´ realizado nenhum ca´lculo, ela simplesmente transmite
o vetor de entrada para a pro´xima camada: a camada de padro˜es. Nos neuroˆnios da
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Se tanto X e Wi,j forem normalizados de forma que X
T X = W Ti,jWi,j = 1, podemos










































O σ (sigma) representa o desvio padra˜o da Gaussiana e σ2 a variaˆncia. Este e´ o u´nico
paraˆmetro a ser configurado nas func¸o˜es de transfereˆncia. Sigma muito pequeno causa
uma aproximac¸a˜o muito ruidosa e pode na˜o generalizar bem, enquanto que para sigma
muito grande a Gaussiana e´ mais suave e causa perda de detalhes [51].
Dependendo da escolha dos sigmas da rede surgem duas verso˜es:
1. Se e´ utilizado um u´nico sigma σ para toda a rede enta˜o esta rede e´ chamada de
Rede Neural Probabil´ıstica Ba´sica, sendo usada a Equac¸a˜o 3.1, onde σi = σ, para i
= 1, 2, ..., c;
2. Se sa˜o utilizados sigmas diferentes para cada classe [52] ou sigmas diferentes para
cada dimensa˜o dos vetores de amostras [53] enta˜o esta rede e´ chamada de Rede

















σ21 0 · · · 0





0 0 · · · σ2d


(3.4)
