ABSTRACT Though end-to-end siamese networks have achieved great performance on object tracking owing to offline pre-training with large datasets. They are still liable to fail to track fast moving object and their accuracy suffers from the cosine window for mitigating background interference. The cosine window will aggravate the boundary effect and have a negative impact on track. In this paper, we propose an accurate positioning siamese network (FPSiam) for real-time object tracking. This approach can better estimate the search candidate area of the object in the current frame from the previous tracking position and can keep tracking well for the fast moving object. The unbalanced penalty mechanism of the cosine window in the tracking process is avoided. Furthermore, the features of the low-level layers are high-resolution, which is suitable for positioning the object. High-level layers are full of rich semantic features which are suitable for classifying the objects. In order to utilize the advantages of high-level features and low-level features, we introduce a densely connected tracking network. A number of experiments were conducted on five challenging tracking datasets: OTB50, OTB2013, OTB2015, VOT2015, and VOT2016, and the proposed method achieved excellent results on these benchmarks.
I. INTRODUCTION
Visual tracking is the task of estimating the trajectory of a target in a video. It is one of the fundamental problems in computer vision and has many applications, e.g., surveillance security, robotic services, traffic control, and human-computer interactions. With the advancement of deep convolutional neural networks (CNNs), which can extract features that are more discriminative than the empirical features, visual tracking has achieved favorable performance on multiple standard benchmarks. Even though significant progress has been made in the research area, tracking is still a challenging problem due to fast motions, occlusions, deformations, and illumination variations.
In recent years, CNNs have demonstrated their superior performance in a variety of visual tasks. It motivates the progress of object recognition [2] - [4] , and also make significant progress in object tracking. Some of the trackers [5] - [9] integrate deep features into traditional tracking methods, which will benefit from the expressiveness of the The associate editor coordinating the review of this manuscript and approving it for publication was Derek Abbott.
CNNs features. Others [10] - [13] directly use CNNs as a classifier and take advantage of end-to-end training. Most of these methods use online training to improve tracking performance. Unlike handcrafted features, the representation of CNNs features projected in the semantic embedded learning space contains rich high-level semantic information and is effective for distinguishing between different categories of objects. Those methods also use data augmentation to ensure reliable tracking. During the online tracking phase, these trackers provide high-speed estimation of target locations through only a single feedforward network without any network fine-tuning.
In recent years, due to SiamFC have good performance and fast speed. There are some work that has been improved based on it. for example, [14] - [19] . SiamFC [1] regards tracking as a similarity learning problem. It introduces a complete convolutional network structure to make full use of a large number of offline pretraining data to obtain higher recognition capabilities. However, it does not make full use of the motion information between video frames. We have found through experiments that the tracking performance of SiamFC is very dependent on the cosine window added during the tracking. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ SiamFC use cosine to mitigate interference of the background which is away from the center. The search area is selected based on the position of the tracked target in the previous frame. The cosine window undermine the response of the current frame. When the target moves too fast, it leads to an unbalanced penalty mechanism. Therefore, SiamFC still has a performance difference with the best online trackers.
To address the limitations above, the motion information between video frame is fully utilized. We propose an optical flow accurate positioning Siamese network called FPSiam. In this method, an optical flow motion estimation network is introduced. It is used to estimate the motion information of a target in two adjacent frame. It differs from SiamFC when choosing search area. Our method uses an optical flow network to estimate the position of the target in the current frame. In addition, this estimated position is used to obtain the search area. The SiamFC obtains the search area centered on the target position of the previous frame.
For the optical flow network, the pretrained FlowNet2 [20] network is added with ROI Pooling, and finally the motion information of the target is returned by the fully connected layer. We train it end-to-end to get better performance. Our tracking network uses the AlexNet network to extract features and train our network on the ImageNet Large Scale Visual Recognition Challenge (ILSVRC15) dataset [21] . and YouTube-BB [22] . The evaluation shows that our tracker performs well and has a significant improvement in the SiamFC. In addition, our tracker achieves state-of-the-art performance on VOT benchmarks and the OTB-2013/50/100 benchmark. The main contributions of this work are as follows:
1. We propose an accurate positioning network that uses rich motion information between adjacent frames to accurately track the target. The optical flow estimation network is used to predict the motion trend of two adjacent frames. This is a good solution for challenging tracking problem of fast motion. Fully utilizing time information also makes our tracking method more robust. Eliminating the effects brought by nonuniform weighting of the cosine window, the performance of the tracker is greatly improved.
2.We train the end-to-end optical flow network to make it more adaptive to the motion estimation of the target.
3.We propose a densely connected tracking network with a stronger feature representation. In addition, our method achieves state-of-the-art performance on the VOT2015/2016 benchmarks and OTB-2013/50/100 benchmark.
II. RELATED WORK
In this section, we focus on the most relevant tracking methods and techniques. we give a brief discuss on three directions closely related to this work: deep feature-based trackers, Siamese network-based trackers, and optical flow in the visual tasks.
A. DEEP FEATURE-BASED TRACKING
Recently, due to its superior performance, deep feature has been widely used to improve tracking performance. The work based on deep convolution networks is mainly divided into two parts. Firstly, a pretrained object recognition network is used and built on a discriminant or regression model. The tracker combines the depth features with the correlation filter. For example, CF2 [23] and DeepSRDCF [6] connect features from different layers of the pretrained CNNs (e.g., VGG [24] ) to the correlation filter. CCOT [7] and ECO [5] build a tracker based on a continuous convolution filter. Tracking can also be considered as a classification or regression problem. Another method uses classification or regression networks to introduce deep features. The CNN-SVM tracker [25] utilizes a CNNs model with saliency maps and SVMs. FCNT [26] proposes the way of feature selection in the regression framework. DeepTrack [27] treats data-driven model tracking as classification problems and uses multiple CNNs candidate pools as different instances of the target object. The advantage of these methods is that they use the excellent representation power of deep networks. However, these online-only methods do not train this method on offline datasets.
B. SIAMESE NETWORK-BASED TRACKING
End-to-end networks are used to improve tracking performance. This method achieves good tracking performance by performing offline pretraining on a large amount of data. SINT [16] treats visual tracking as a validation problem and trained a Siamese architecture to learn online target matching metrics. SiamFC [1] introduces cross-correlation into a completely complex Siam network. GOTURN [13] joins pairs of consecutive frames and learns the target tracking state through regression. CREST [28] treats the tracking process as a convolution and applies the residual network to learn appearance changes. FlowTrack [29] uses rich traffic information in successive frames to improve feature representation and tracking accuracy.
SiamFC tracks the object by comparing the target image with the candidate area in the search image to obtain the similarity score. Better performance can be achieved by offline pretraining of large amounts of data. It has considerable follow-up work. CFNet [23] interprets the correlation filter learner as a differentiable layer in a deep neural network. SA-Siam [19] consists of a semantic branch and an appearance branch, each of which is a similarity learning twin network for real-time target tracking. Based on the Siamese network structure. SiamRPN [37] proposed a Siamese region proposal network. It introduces a region proposal network into the tracking network, and can perform offline endto-end training on the network using large-scale images. Deeper and Wider Siamese Networks for Real-Time Visual Tracking [38] proposes how to use deeper and broader convolutional neural networks to enhance the robustness and accuracy of tracking. They proposed new residual modules to eliminate the negative effects of padding and further designed a new architecture using these modules with controlled perceptual domain size and network stride. The architecture of the design is very lightweight, and the performance is also greatly improved while ensuring real-time performance. SiamMask [39] proposes a simple model that can complete both video target tracking and segmentation simultaneously in real time. The model optimizes the network by adding a mask branch to the full convolutional siamese neural network for target tracking to achieve segmentation of the target.
C. OPTICAL FLOW FOR VISUAL TASKS
Optical flow is widely used in many video analysis and processing. FlowNet proposed the first optical flow prediction algorithm based on CNNs. Although it has a fast calculation speed, its accuracy is still not ideal yet. This has largely limited the use of FlowNet. FlowNet2.0 [20] is an enhanced version of FlowNet. It is upgraded on the basis of FlowNet, and it costs little in terms of speed, which greatly improves the performance of the traditional leading method. In video detection, FGFA [30] uses optical flow information to combine features of adjacent frames along a motion path to improve video recognition accuracy. Recently, there have also been some trackers that use optical flow to improve tracking performance. FlowTrack [29] trains the end-to-end optical flow networks and uses rich flow information in successive frames to improve feature representation and tracking performance.
III. METHOD
The proposed method derives from fully using the motion information in the video frame to more accurately locate the target. This also solves the problem of the target moving too fast. Introducing optical flow into the method creates a estimate of the target's movement trend, which ensures that the target is always close to the center of the search area patch. Therefore the tracker can easier detect the targets, and the adverse effects imposed by the cosine window can be mitigated. In our approach, the cosine window is more conducive to our tracking process. To some extent, it is equivalent to a mechanism of attention, which achieves more accurate target tracking. We conducted end-to-end training the ME-FlowNet on the VID dataset, which also makes the optical network more suitable for our tracking tasks.
A. FP-SIAM NETWORK ARCHITECTURE
The framework we proposed is shown in Fig.1 . The input of the optical flow estimation network is the current tracking frame and the previous frame. It is used to calculate the target motion trend of two adjacent frames to obtain the approximate position where the target will appear in the next frame. Then, this location is used as the center of the search area to be cropped to obtain a more accurate search area. Finally, the target is sent along with the template to the tracking network. The input to the tracking network is a pair of image patches cropped from the first frame and the current frame of the video sequence, i.e., the template and the search area.
We use an improved version of SiamFC as a tracking network. We increased the number of channels in the second and fifth layers of the network feature extraction network AlexNet from 256 to 512. z and X are the template and search area, respectively. SiamFC implements a comparison selection with multiple candidates through the correlation learned by the network between template and the search area. The response score can be expressed as:
where f (·) is the feature representation. Corr(·)is the correlation operation. s (z, X ) denotes the similarity between the target image and the search image. Eq. (1) is the equivalent of performing an exhaustive search of template z on search image X . The goal is to acquire the maximum value corresponding to the target position of the response map (left side of Eq. (1)). We expand Eq.(1) more precisely in our network.
The target feature representation f (z) has a size of M ×N ×C, the search image feature representation f (z) has a size of W × H × C, and response S ∈ R u×v . u and v represent the motion offset of the target obtained by our proposed optical flow estimation network. The search area and an offset are correlated with the template to obtain a response map.
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FPSiam is optimized by minimizing the logistic loss function L(·) as follows:
y (u, v) ∈ {+1, −1} is the label of the search image indicating whether it is a positive sample or a negative sample. |D| is the number of training samples. We found that SiamFC relies on the use of cosine windows to eliminate the effects of surrounding targets and the background on the tracking results. The performance will be impaired without the cosine window. However, the introduction of a cosine window may also produce some unfavorable results. The effect is even worse when the target moves too fast, or the camera vibrates violently. In this case, the target is far from the target center of the previous frame and adding a cosine window severely weaken the response away from the target center of the previous frame. This will result in the loss of the target. To overcome this limitation of SiamFC, this paper proposes an optical flow network to estimate the motion trend of adjacent frame images. The algorithm not only effectively mitigates the loss of targets in the tracking scene where the target moves too fast, but also the motion information between video frames is fully utilized to achieve more accurate tracking. 
B. END-TO-END TRAINING OF FLOWNET
To enable the optical flow network to more accurately predict the target motion trend. We perform end-to-end offline pretraining on the optical flow network. The framework of the network is shown in Fig.2 .The input of the network is adjacent frames of images in the video. First, FlowNet2 extracts the image optical flow information and crops the optical flow map according to the position of the target. Then, the optical flow information is sent to the ROI pooling fixed size. Finally, the motion information of the target between the two frames is returned through a layer of fully connected layers. According to our results, it is found that the network after end-to-end training is better than the network results without training. We use the current frame picture and the previous picture as input to obtain the optical flow estimation through the optical flow network. we utilize the ROI pooling operation to generate the pooled features of the target. The process is formulated as: where FlowNet2 is denoted by F,(I t−1 , I t ) that represents the t − 1st frame and the t-th frame image, and (u t−1 , v t−1 , h t−1 , w t−1 ) is the position coordinate height and width of the target of the t − 1st frame. φ is ROI pooling. The size of the target in each frame of the image is inconsistent, and the input size of the fully connected layer needs to be fixed. We use ROI pooling to do this. The ROI pooling uses max pooling to convert the feature map into a small feature map with a fixed spatial extent. Finally, we send the generated pooled feature to the fully connected layer network. The network regresses the relative motion of the target between the previous frame and the current frame.
This method uses the ground truth to supervise the relative movement of network learning. The relative motion information of the target is generated by the ground truth bounding box of the target in the adjacent frame in the training set. We use the smooth L1 loss to train the network. This network was designed to adjust the optical flow network. The obtained optical flow information is more accurate so that the relative motion of the target can be better learned. The following equation is the loss of L1:
where x is the subtraction of the real motion information of the target from the target motion information output by the fully connected layer of the optical flow estimation network. σ is a certain parameter. We set its value to 4. Since we train the optical flow network to predict the movement trend of the target, we hope that the network can predict the change of the position of the target as accurate as possible. Therefore, we use the Smooth L1 loss in the target detection method to process the difference between the prediction frame and the real frame. The loss function controls the smoothed area with a parameter σ . It is equivalent to using L2 norm (more smooth and easy to derive derivatives) for the small and using L1 norm for the large (avoid gradient explosion while reducing the influence of outlier). We adjust the effect of the training by adjusting σ .
C. DENSE CONNECTION
Feature representation is very important for object tracking. Network extraction of comprehensive and diverse features can greatly improve tracking accuracy. Inspired by the dense connection of DenseNet [36] , we introduced a dense CNN connection network in the SiamFC feature representation layer, which perfectly integrates high-level semantic features with low-level high-resolution features. As shown in Figure 1 , it introduces a direct connection from any layer to all subsequent layers, and layer i accepts the feature maps of all previous layers x 0 , x 1 , x 2 . . . , x i−1 as input. Since our feature network is different in size of each layer. We use a simple pooling layer to create feature maps of the same size. Then the feature of the previous layer is concatconcatenated as the current Layer input. This process is expressed as,
As shown in Equation 7 , the H i layer can directly use the original input information x 0 . Through this connection, we can believe that the output layer of the feature contains the information of the previous layer. This achieves a natural fusion of features and a better supervision of the training process.
D. SEARCH REGION DESIGN
The search area for squares applied in the Siamese Tracker is as follows:
where w and h are the size of the target. The search area is square and has the same height and width. This type of search can alleviate the situation in which the target is moving too fast. When the aspect ratio of the target is not close to 1, the target that moves too fast will be out of view. It may result in more similar backgrounds in the search area during the tracking process, which can affect the tracking results. In our proposed method, optical flow is used to estimate the moving trend of the target ensuring that the target is always close to the center of the search area. So we use a rectangular search area; the size of the search area is proportional to the height and width of the target. This avoids interference from similar backgrounds around the target making tracking more stable.
IV. EXPERIMENTS A. IMPLEMENTATION DETAILS 1) NETWORK STRUCTURE
Our network is divided into two parts: the optical flow estimation network and the tracking network. The tracking network has an architecture similar to the SiamFC tracker [1] . We set the number of output channels for the second and fifth layers of the AlexNet network from 256 to 512. For the optical flow estimation network, we use pretrained FlowNet2, followed by ROI and a fully connected layer to achieve the regression of the target relative motion trend. FlowNet2 was fine-tuned during the training process. To improve the speed of our network, we perform downsampling of the input image of the optical flow network 4 times.
2) TRAINING DATA AND METHOD
Our method is divided into two training parts. The optical flow estimation network was trained offline on the ILSVRC-2015 [21] video dataset. After 20 epochs training, the learning rate decreases linearly from 0.01 to 0.001. During the training, we randomly select two images from one video. The frame number of two videos is no more than 20 frames. To obtain better results, we trained the tracking network on ILSVRC-2015 and YouTube-BB [22] . ILSVRC-2015 has approximately 1.3 million frames and approximately 2 million tracked objects with terrestrial real bounding boxes. YouTube-BB [22] consists of more than 100,000 videos annotated once in every 30 frames. We randomly select a pair of images from an image and cropped area around the center z, and X was cropped from another image. The tracking network is trained for a total of 50 epochs. The learning rate ranges from 0.01 to 0.001 and decreases in logarithmic form. Our network optimizer uses the stochastic gradient descent method (SGD). Experiments are performed on a PC equipped with a Xeon E5 2.4 GHz CPU and a GeForce GTX Titan X GPU. The average test speed of the FP-Siam-256 was 50 fps. FP-Siam-256 is a tracking network that does not change the number of channels. The average test speed of the FP-Siam-512 was 40 fps.
3) PARAMETER SETTING
During the training, the optical flow estimation network loss function D is set to 4. The number of pictures in each period of the tracking network is 53200*11. To accommodate scale changes, we search on three scales of the current search image. VOLUME 7, 2019 FIGURE 5. The success plots on the OTB-2015 dataset in the ten scenarios of illumination variation, scale variation, occlusion, deformation, motion blur, fast motion, in-plane rotation, out-of-plane rotation, background clutters, low resolution.
TABLE 1.
Ablation study of the effectiveness of tracking components on OTB using the area under the curve (AUC).
B. ABLATION STUDY
In this section. We perform an ablation analysis to prove the effectiveness of the proposed components. We compare the proposed method (FPSiam) with SiamFC on OTB2015, OTB2013 and OTB50. and analyze the gain by increasing the number of channels. We add four algorithm variants to the baseline. We analyze and compare the network between the baseline and the network with optical flow estimates network. And then the tracking performance is compared between densely connected structures and nondensely connected structures. The results analysis includes OTB2013 [31] , OTB2015 [32] , and OTB50. As seen from the results in Table slowromancapi@ , we compares the AUC of the OTB dataset; AUC is the area under the curve of each success plot. Introducing the optical flow estimation network into the SiamFCis called FPSiam. The AUC scores on OTB2013, OTB2015 and OTB50 achieve gains of 4.4%, 5% and 5.4%, respectively. The densely connected structures achieve gains of 2.1%, 2.9%, and 4.1%.
C. COMPARISON WITH STATE-OF-THE-ARTS
We compare FPSiam with the state-of-the-art real-time trackers on four benchmarks including OTB-50, OTB-2013, OTB-2015,VOT2015 and VOT2016.
1) EXPERIMENTS ON OTB
The object tracking benchmarks (OTB) [34] , [35] consists of three datasets, namely OTB-2013, OTB-50 and OTB-100. Those datasets have 51, 50 and 100 real-world target for tracking, respectively. OTB100 includes OTB2013 and OTB50. OTB50 are 50 relatively difficult tracking videos. OTB2013 [31] contains 50 fully annotated sequences collected from commonly used tracking sequences. There are eleven typical tracking interfering attributes to which all sequences belong. The two standard evaluation indicators for OTB are success rate and precision. The precision image shows the percentage of frames whose tracking results are within a certain distance, which is determined by a given threshold. A value with a threshold of 20 pixels is always used as a representative precision. The success plot shows the ratio of successful frames when the threshold changes from 0 to 1 where a successful frame indicates that its overlap is greater than the given threshold. AUC of each success graph is used to rank the tracking method. The FPSiam tracker is compared with recent stateof-the-art trackers including SiamFC3s [1] , CF2 [23] , ECO-hc [5] , SINT [16] , CNN-SVM [25] , MEEM [33] , SRDCF [6] , KCF [34] , and DSST [35] on OTB 2013/50/ 100 benchmarks. The precision plots and success plots of one path evaluation (OPE) are shown in Fig.4 . The comparison shows that FPSiam achieves the best performance among these real-time trackers on all three OTB benchmarks. The FPSiam tracker achieves an AUC score of 67.55%, 66.26% and 61.15% on OTB2013, OTB-2015 and OTB-50, respectively, at real-time speed(40 fps). Compared to the Siamese network-based trackers [1] , our tracker obtains significant AUC gains of 9.5%, 6.3% and 8% on OTB-50, OTB2013 and OTB-2015, respectively. The results prove that our method can achieve stable and accurate tracking target. We show FPSiam's successful plots of the 10 visual tracking challenges on the OTB-2015 (a total of 100 videos), Including Illumination Variation, Scale Variation, Occlusion, Deformation, Motion Blur, Fast Motion, In-Plane Rotation, Out-of-Plane Rotation, Background Clutters, Low Resolution. It can be seen from Fig.5 that our method maintains leading accuracy in these challenges. This further proves the effectiveness of FPSiam. Fig.6 shows some qualitative results of our tracker compared with 9 real-time trackers.
2) EXPERIMENTS ON VOT
In the visual object tracking (VOT) benchmark, we chose VOT2015 and VOT2016 to evaluate our algorithm. VOT2015 contains 60 challenging videos. In VOT2016, 10 sequences from VOT2015 are replaced by new sequences. The VOT benchmark evaluates the tracker by applying a reset-based approach. Whenever the tracker does not overlap with the ground truth, the tracker reinitializes after five frames. The tracker metrics are evaluated by the expected average overlap(EAO), which is the inner product of empirically estimated average overlap and typical sequence length distribution; the expected no-reset overlap of EAO measurement trackers running on short-term sequences. In addition, accuracy (average overlap) and robustness (average number of failures) are reported.
In the VOT2015 and VOT2016 experiments, we present a state-of-the-art comparison with the participants in the challenge. The EAO curve evaluated at VOT2015 is shown in Fig.6 with 62 state-of-the-art trackers comparing. The results of FPiSam are comparable to those of the most advanced method, and its resulting EAO score is the second best result. MDNet [11] is not compatible with the latest VOT rules because of OTB training data. Our tracker does not use any tracking benchmarks in offline training. The EAO curve evaluated at VOT2016 is shown in Fig.7 . It illustrates that our tracker ranks the 1st among 70 trackers according to the EAO standard. In addition, our algorithm can run in real time (40FPS), which is 130 times faster than CCOT (0.3FPS).
V. CONCLUSION
In this paper, we propose a flow accurate positioning Siamese network for real-time object tracking. We use the optical flow network to estimate the relative motion trend of the target between the current frame and the previous frame. In addition, the manner in which the search area is selected during the tracking process is changed. Our method can handle situations when the target is moving too fast, and can filter the interference of similar background to achieve stable tracking. Making full use of motion information also makes tracker more robust and effectively weakens the negative effects of the cosine window. Further, densely connected network is designed for real-time object tracking, which fully integrates high-level semantic features and lowlevel high-resolution features and enriches the features for tracking. FPSiam was evaluated on OTB-2013, OTB-2015, VOT2015 and VOT2016. FPSiam significantly surpasses other real-time trackers in the OTB benchmarks, and it also reaches the state-of-the-art algorithms in a series of VOT benchmarks. 
