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TRACE IDEALS FOR FOURIER INTEGRAL OPERATORS WITH
NON-SMOOTH SYMBOLS III
JOACHIM TOFT, FRANCESCO CONCETTI, AND GIANLUCA GARELLO
Abstrat. We onsider Fourier integral operators with symbols in modula-
tion spaes and non-smooth phase funtions whose seond orders of deriva-
tives belong to ertain types of modulation spae. We establish ontinuity and
Shatten-von Neumann properties of suh operators when ating on modula-
tion spaes.
0. Introdution
The aim of this paper is to investigate Fourier integral operators with non-
smooth amplitudes (or symbols), when ating on (general, or weighted) modulation
spaes. The amplitudes are assumed to belong to appropriate modulation spaes,
or more generally, appropriate oorbit spaes of modulation spae type. Sine these
oorbit spaes ontains spaes of smooth funtions whih belongs to ertain mixed
Lebesgue spaes, together with all their derivatives, it follows that we are able
to obtain results for ertain Fourier integral operator with smooth symbols. It is
assumed that the phase funtions are ontinuous funtions with seond orders of
derivatives belonging to appropriate modulation spaes (i. e. weighted "Sjöstrand
lasses") and satisfying appropriate non-degeneray onditions. For suh Fourier
integral operators we investigate ontinuity and ompatness properties when ating
on modulation spaes. Espeially we are onerned with detailed ompatness
investigations of suh operators in bakground of Shatten-von Neumann theory,
when ating on Hilbert modulation spaes. (Here we reall that the spaes of trae-
lass or Hilbert-Shmidt operators are partiular lasses of Shatten-von Neumann
lasses.) More preisely, we establish suient onditions on the amplitudes and
phase funtions in order for the orresponding Fourier integral operators to be
Shatten-von Neumann of ertain degree. Sine Sobolev spaes of Hilbert type are
speial ases of these Hilbert modulation spaes, it follows that our results an be
applied on ertain problems involving suh spaes.
Furthermore, by letting the involved weight funtions be trivially equal to one,
these Sobolev spaes are equal to L2, and our results here then generalize those
in [8, 9℄, where similar questions are disussed when the amplitudes and seond
order of derivatives belong to lassial or non-weighted modulation spaes.
On the other hand, the framework of the investigations in the present paper
as well as in [8, 9℄ is to follow some ideas by A. Boulkhemair in [6℄ and loalize
the Fourier integral operators in terms of short-time Fourier transforms, and then
making appropriate Taylor expansions and estimates. In fat, in [6℄, Boulkhemair
onsiders a ertain lass of Fourier integral operators were the orresponding sym-
bols are dened without any expliit regularity assumptions and with only small
regularity assumptions on the phase funtions. The symbol lass here is, in the
present paper, denoted by M∞,1, is sometimes alled the "Sjöstrand lass", and
ontains S00,0, the set of smooth funtions whih are bounded together with all
their derivatives. In time-frequeny ommunity, Mp,q is known as a (lassial or
non-weighted) modulation spae with exponents p ∈ [1,∞] and q ∈ [1,∞]. (See
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e. g. [14, 16, 21℄ or below for strit denition.) Boulkhemair then proves that suh
operators are uniquely extendable to ontinuous operators on L2. In partiular it
follows that pseudo-dierential operators with symbols in M∞,1 are L2-ontinuous,
whih was proved by J. Sjöstrand in [32℄, where it seems that M∞,1 was used for
the rst time in this ontext.
Boulkhemair's result was extended in [8, 9℄, where it is proved that if the am-
plitude belongs to the lassial modulation spae Mp,1, then the orresponding
Fourier integral operator is Shatten-von Neumann operator of order p ∈ [1,∞] on
L2. In [9℄ it is also proved that if the amplitude only depends on the phase spae
variables and belongs to Mp,p, then the orresponding Fourier integral operator is
ontinuous from Mp
′,p′
to Mp,p. If in addition 1 ≤ p ≤ 2, then it is also proved
that the operator is Shatten-von Neumann of order p on L2.
We remark that the assumptions on the phase funtions imply that these fun-
tions are two times ontinuously dierentiable, whih is usually violated for "las-
sial" Fourier integral operators (see e. g. [23, 2830℄). For example, this ondition
is not fullled in general when the phase funtion is homogenous of degree one in
the frequeny variable. We refer to [2830℄ for reent ontribution to the theory of
Fourier integral operators with non-smooth symbols, and in ertain domains small
regularity assumptions of the phase funtions.
In order to be more spei we reall some denitions. Assume that p, q ∈ [1,∞]
and that ω ∈ P(R2n) (see Setion 1 for the denition of P(Rn)). Then the
modulation spae Mp,q(ω)(R
n) is the set of all f ∈ S ′(Rn) suh that
(0.1) ‖f‖Mp,q
(ω)
≡
( ∫
Rn
( ∫
Rn
|F (fτxχ)(ξ)ω(x, ξ)|
p dx
)q/p
dξ
)1/q
<∞
(with obvious modiation when p = ∞ or q = ∞). Here τx is the translation
operator τxχ(y) = χ(y − x), F is the Fourier transform on S
′(Rn) whih is given
by
Ff(ξ) = f̂(ξ) ≡ (2π)−n/2
∫
Rn
f(x)e−i〈x,ξ〉 dx
when f ∈ S (Rn), and χ ∈ S (Rn) \ 0 is alled a window funtion whih is kept
xed. For onvenieny we set Mp,q = Mp,q(ω) when ω = 1.
Modulation spaes were introdued by H. Feihtinger in [14℄. The basi theory
of suh spaes were thereafter extended by Feihtinger and Gröhenig in [16, 17℄,
where the oorbit spae theory was established. Here we note that the amplitude
lasses in the present paper onsist of oorbit spaes, dened in suh way that their
norms are given by (0.1), after replaing the Lp and Lq norms by mixed Lebesgue
norms and interhanging the order of integration. (See Subsetion 1.2 and Setion
2.) During the last twenty years, modulation spaes have been an ative elds of
researh (see e. g. [14, 15, 21, 26, 36, 39℄). They are rather similar to Besov spaes
(see [2, 34, 39℄ for sharp embeddings) and it has appeared that they are useful to
have in bakground in time-frequeny analysis and to some extent also in pseudo-
dierential alulus.
Next we disuss the denition of Fourier integral operators. For onvenieny we
restrits ourself to operators whih belong to L (S (Rn1),S ′(Rn2)). Here we let
L (V1, V2) denote the set of all linear and ontinuous operators from V1 to V2, when
V1 and V2 are topologial vetor spaes. For any appropriate a ∈ S
′(RN+m) (the
symbol or amplitude) for N = n1 + n2, and real-valued ϕ ∈ C(R
N+m) (the phase
funtion), the Fourier integral operator Opϕ(a) is dened by the formula
(0.2) Opϕ(a)f(x) = (2π)
−N/2
∫∫
Rn1+m
a(x, y, ξ)f(y)eiϕ(x,y,ξ) dydξ,
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when f ∈ S (Rn1). Here the integrals should be interpreted in distribution sense if
neessary. By letting m = n1 = n2 = n, and hoosing symbols and phase funtions
in appropriate ways, it follows that the pseudo-dierential operator
Op(a)f(x) = (2π)−n
∫∫
Rn
a(x, y, ξ)f(y)ei〈x−y,ξ〉 dydξ
is a speial ase of Fourier integral operators. Furthermore, if t ∈ R is xed, and a
is an appropriate funtion or distribution onR
2n
instead ofR
3n
, then the denition
of the latter pseudo-dierential operators over the denition of pseudo-dierential
operators of the form
(0.3) at(x,D)f(x) = (2π)
−n
∫∫
R2n
a((1 − t)x+ ty, ξ)f(y)ei〈x−y,ξ〉 dydξ.
On the other hand, in the framework of harmoni analysis it follows that the
map a 7→ at(x,D) from S (R
2n) to L (S (Rn),S ′(Rn)) is uniquely extendable to
a bijetion from S ′(R2n) to L (S (Rn),S ′(Rn)).
In the litterature it is usually assumed that a and ϕ in (0.2) are smooth funtions.
For example, if n1 = n2 = n, a ∈ S (R
2n+m) and ϕ ∈ C∞(R2n+m) satisfy ϕ(α) ∈
S00,0(R
2n+m) when |α| = N1 for some integer N1 ≥ 0, then it is easily seen that
Opϕ(a) is ontinuous on S (R
n) and extends to a ontinuous map from S ′(Rn) to
S (Rn). In [1℄ it is proved that if ϕ(α) ∈ S00,0(R
2n+m) for all multli-indies α suh
that |α| = 2 and satises
(0.4)
∣∣∣∣∣det
(
ϕ′′x,y ϕ
′′
x,ξ
ϕ′′y,ξ ϕ
′′
ξ,ξ
)∣∣∣∣∣ ≥ d
for some d > 0, then the denition ofOpϕ extends uniquely to any a ∈ S
0
0,0(R
2n+m),
and then Opϕ(a) is ontinuous on L
2(Rn). Next assume that ϕ instead satises
ϕ(α) ∈ M∞,1(R3n) for all multi-indies α suh that |α| = 2 and that (0.4) holds
for some d > 0. This implies that the ondition on ϕ is relaxed sine S00,0 ⊆M
∞,1
.
Then Boulkhemair improves the result in [1℄ by proving that the denition of Opϕ
extends uniquely to any a ∈M∞,1(R2n+m), and that Opϕ(a) is still ontinuous on
L2(Rn).
In Setion 2 we disuss ontinuity and Shatten-von Neumann properties for
Fourier integral operators whih are related to those whih were onsidered by
Boulkhemair. More preisely, assume that ω, ωj for j = 1, 2 and v are appropriate
weight funtions, ϕ ∈M∞,1(v) and 1 < p <∞. Then we prove in Subetion 2.4 that
the denition of a 7→ Opϕ(a) from S to L (S (R
n),S ′(Rn) extends uniquely to
any a ∈ M∞,1(ω) , and that Opϕ(a) is ontinuous from M
p
(ω1)
to Mp(ω2). In partiular
we reover Boulkhemair's result by letting ω = ωj = v = 1 and p = 2.
In Subsetion 2.5 we onnsider more general Fourier integral operators, where
we assume that the amplitudes belong to oorbit spaes whih, roughly speaking,
are like Mp,q(ω) for p, q ∈ [1,∞] in ertain variables and like M
∞,1
(ω) in the other
variables. (Note here that M∞,1(ω) is ontained in M
∞,q
(ω) in view of Proposition 1.1.)
If q ≤ p, then we prove that suh Fourier integral operators are ontinuous from
Mp
′,p′
(ω1)
to Mp,p(ω2). Furthermore, by interpolation between the latter result and our
extension of Boulkhemair's result we prove that if q ≤ min(p, p′), then these Fourier
integral operators belong to Ip(M
2,2
(ω1)
,M2,2(ω2)). Here Ip(H1,H2) denotes the set
of Shatten-von Neumann operators from the Hilbert spae H1 to H2 of order p.
This means that T ∈ Ip(H1,H2) if and only if T linear and ontinuous operators
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T from H1 to H2 whih satisfy
‖T ‖Ip ≡ sup
(∑
|(Tfj, gj)H2 |
p
)1/p
<∞,
where the supremum should be taken over all orthonormal sequenes (fj) in H1
and (gj) in H2.
In Setion 3 we list some onsequenes of our general results in Setion 2. For
example, assume that p, q ∈ [1,∞], a(x, y, ξ) = b(x, ξ), for some b ∈ Mp,q(ω)(R
2n),
and that
(0.5) | det(ϕ′′y,ξ)| ≥ d
holds for some onstant d > 0. Then it follows from the results in Setion 2 that if
q = p, then Opϕ(a) is ontinuous from M
p′,p′
(ω1)
to Mp,p(ω2). Furthermore, if in addition
(0.4) and q ≤ min(p, p′) hold, then Opϕ(a) ∈ Ip.
1. Preliminaries
In this setion we disuss basi properties for modulation spaes. The proofs are
in many ases omitted sine they an be found in [1218,21, 3739℄.
We start by disussing some notations. The duality between a topologial vetor
spae and its dual is denoted by 〈 · , · 〉. For admissible a and b in S ′(Rn), we set
(a, b) = 〈a, b〉, and it is obvious that ( · , · ) on L2 is the usual salar produt.
Assume that B1 and B2 are topologial spaes. Then B1 →֒ B2 means that B1
is ontinuously embedded in B2. In the ase that B1 and B2 are Banah spaes,
B1 →֒ B2 is equivalent to B1 ⊆ B2 and ‖x‖B2 ≤ C‖x‖B1 , for some onstant
C > 0 whih is independent of x ∈ B1.
Let ω, v ∈ L∞loc(R
n) be positive funtions. Then ω is alled v-moderate if
(1.1) ω(x+ y) ≤ Cω(x)v(y), x, y ∈ Rn,
for some onstant C > 0, and if v in (1.1) an be hosen as a polynomial, then
ω is alled polynomially moderated. Furthermore, v is alled submultipliative if
(1.1) holds for ω = v. We denote by P(Rn) the set of all polynomially moderated
funtions on R
n
.
1.1. Modulation spaes. Next we reall some properties on modulation spaes.
We remark that the denition of modulation spaes Mp,q(ω)(R
n), given in (0.1) for
p, q ∈ [1,∞], is independent of the hoie of the window χ ∈ S (Rn) \ 0. Moreover
dierent hoies of χ give rise to equivalent norms. (See Proposition 1.1 below).
For onvenieny we setMp(ω) = M
p,p
(ω). Furthermore we setM
p,q = Mp,q(ω) if ω ≡ 1.
The proof of the following proposition is omitted, sine the results an be found
in [1218, 21, 3739℄. Here and in what follows, p′ ∈ [1,∞] denotes the onjugate
exponent of p ∈ [1,∞], i. e. 1/p+ 1/p′ = 1 should be fullled.
Proposition 1.1. Assume that p, q, pj, qj ∈ [1,∞] for j = 1, 2, and ω, ω1, ω2, v ∈
P(R2n) are suh that ω is v-moderate and ω2 ≤ Cω1 for some onstant C > 0.
Then the following are true:
(1) if χ ∈ M1(v)(R
n) \ 0, then f ∈ Mp,q(ω)(R
n) if and only if (0.1) holds, i. e.
Mp,q(ω)(R
n) is independent of the hoie of χ. Moreover, Mp,q(ω) is a Banah
spae under the norm in (0.1), and dierent hoies of χ give rise to equiv-
alent norms;
(2) if p1 ≤ p2 and q1 ≤ q2 then
S (Rn) →֒Mp1,q1(ω1) (R
n) →֒Mp2,q2(ω2) (R
n) →֒ S ′(Rn);
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(3) the L2 produt ( · , · ) on S extends to a ontinuous map from Mp,q(ω)(R
n)×
Mp
′,q′
(1/ω)(R
n) to C. On the other hand, if ‖a‖ = sup |(a, b)|, where the
supremum is taken over all b ∈ S (Rn) suh that ‖b‖
Mp
′,q′
(1/ω)
≤ 1, then ‖ · ‖
and ‖ · ‖Mp,q
(ω)
are equivalent norms;
(4) if p, q <∞, then S (Rn) is dense inMp,q(ω)(R
n). The dual spae ofMp,q(ω)(R
n)
an be identied with Mp
′,q′
(1/ω)(R
n), through the form ( · , · )L2 . Moreover,
S (Rn) is weakly dense in M∞(ω)(R
n).
Proposition 1.1 (1) allows us be rather vague onerning the hoie of χ ∈M1(v)\0
in (0.1). For example, if C > 0 is a onstant and A is a subset of S ′, then
‖a‖Mp,q
(ω)
≤ C for every a ∈ A , means that the inequality holds for some hoie of
χ ∈M1(v) \ 0 and every a ∈ A . Evidently, a similar inequality is true for any other
hoie of χ ∈M1(v) \ 0, with a suitable onstant, larger than C if neessary.
It is also onvenient to let Mp,q(ω)(R
n) be the ompletion of S (Rn) under the
norm ‖ · ‖Mp,q
(ω)
. Then Mp,q(ω) ⊆M
p,q
(ω) with equality if and only if p <∞ and q <∞.
It follows that most of the properties whih are valid for Mp,q(ω)(R
n), also hold for
Mp,q(ω)(R
n).
We also need to use multipliation properties of modulation spaes. The proof of
the following proposition is omitted sine the result an be found in [14,16,38,39℄.
Proposition 1.2. Assume that p, pj , qj ∈ [1,∞] and ωj , v ∈ P(R
2n) for j =
0, . . . , N satisfy
1
p1
+ · · ·+
1
pN
=
1
p0
,
1
q1
+ · · ·+
1
qN
= N − 1 +
1
q0
,
and
ω0(x, ξ1 + · · ·+ ξN ) ≤ Cω1(x, ξ1) · · ·ωN (x, ξN ), x, ξ1, . . . ξN ∈ R
n,
for some onstant C. Then (f1, . . . , fN) 7→ f1 · · · fN from S (R
n)×· · ·×S (Rn) to
S (Rn) extends uniquely to a ontinuous map from Mp1,q1(ω1) (R
n)×· · ·×MpN ,qN(ωN) (R
n)
to Mp0,q0(ω0) (R
n), and
‖f1 · · · fN‖Mp0,q0
(ω0)
≤ C‖f1‖Mp1,q1
(ω1)
· · · ‖fN‖MpN,qN
(ωN )
for some onstant C whih is independent of fj ∈M
pj ,qj
(ωj)
(Rn) for i = 1, . . . , N .
Furthermore, if u0 = 0 when p < ∞, v(x, ξ) = v(ξ) ∈ P(R
n) is submultiplia-
tive, f ∈Mp,1(v) (R
n), and φ, ψ are entire funitons on C with expansions
φ(z) =
∞∑
k=0
ukz
k, ψ(z) =
∞∑
k=0
|uk|z
k,
then φ(f) ∈Mp,1(v) (R
n), and
‖φ(f)‖Mp,1
(v)
≤ C ψ(C‖f‖Mp,1
(v)
),
for some onstant C whih is independent of f ∈Mp,1(v) (R
n)
Remark 1.3. Assume that p, q, q1, q2 ∈ [1,∞], ω1 ∈ P(R
n) and that ω, v ∈ P(R2n)
are suh that ω is v-moderate. Then the following properties for modulation spaes
hold:
(1) if q1 ≤ min(p, p
′), q2 ≥ max(p, p
′) and ω(x, ξ) = ω1(x), then M
p,q1
(ω) ⊆
Lp(ω0) ⊆M
p,q2
(ω) . In partiular, M
2
(ω) = L
2
(ω0)
;
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(2) if ω(x, ξ) = ω1(x), then M
p,q
(ω)(R
n) →֒ C(Rn) if and only if q = 1;
(3) M1,∞ is a onvolution algebra whih ontains all measures on Rn with
bounded mass;
(4) if x0 ∈ R
n
and ω0(ξ) = ω(x0, ξ), then M
p,q
(ω) ∩ E
′ = FLq(ω0) ∩ E
′
. Here
FLq(ω0)(R
n) onsists of all f ∈ S ′(Rn) suh that
‖f̂ ω0‖Lq <∞.
Furthermore, if B is a ball with radius r and enter at x0, then
C−1‖f̂‖Lq
(ω0)
≤ ‖f‖Mp,q
(ω)
≤ C‖f̂‖Lq
(ω0)
, f ∈ E ′(B)
for some onstant C whih only depends on r, n, ω and the hosen window
funtions;
(5) if ω(x, ξ) = ω(ξ, x), then Mp(ω) is invariant under the Fourier transform. A
similar fat holds for partial Fourier transforms;
(6) for eah x, ξ ∈ Rn we have
‖ei〈 · ,ξ〉f( · − x)‖Mp,q
(ω)
≤ Cv(x, ξ)‖f‖Mp,q
(ω)
,
for some onstant C;
(7) if ω˜(x, ξ) = ω(x,−ξ) then f ∈Mp,q(ω) if and only if f¯ ∈M
p,q
(ω˜).
(See e. g. [1214,1618,21, 39℄.)
For future referenes we note that the onstant Cr,n is independent of the enter
of the ball B in (4) in Remark 1.3.
In our investigations we need the following haraterization of modulation spaes.
Proposition 1.4. Let {xα}α∈I be a lattie in R
n
, Bα = xα + B where B ⊆ R
n
is an open ball, and assume that fα ∈ E
′(Bα) for every α ∈ I. Also assume that
p, q ∈ [1,∞]. Then the following is true:
(1) if
(1.2) f =
∑
α∈I
fα and F (ξ) ≡
(∑
α∈i
|f̂α(ξ)ω(xα, ξ)|
p
)1/p
∈ Lq(Rn),
then f ∈Mp,q(ω), and f 7→ ‖F‖Lq denes a norm on M
p,q
(ω) whih is equivalent
to ‖ · ‖Mp,q
(ω)
in (0.1);
(2) if in addition ∪αBα = R
n
, χ ∈ C∞0 (B) satises
∑
α χ( · − xα) = 1, f ∈
Mp,q(ω)(R
n), and fα = f χ( · − xα), then fα ∈ E
′(Bα) and (1.2) is fullled.
Proof. (1) Assume that χ ∈ C∞0 (R
n) \ 0 is xed. Sine there is a bound of over-
lapping supports of fα, we obtain
|F (fχ( · − x))(ξ)ω(x, ξ)| ≤
∑
|F (fαχ( · − x))(ξ)ω(x, ξ)|
≤ C
(∑
|F (fαχ( · − x))(ξ)ω(x, ξ)|
p
)1/p
.
for some onstant C. From the support properties of χ, and the fat that ω is
v-moderate for some v ∈ P(R2n), it follows for some onstant C independent of α
we have
|F (fαχ( · − x))(ξ)ω(x, ξ)| ≤ C|F (fαχ( · − x))(ξ)ω(xα, ξ)|.
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Hene, for some balls B′ and B′α = xα + B
′
, we get(∫
Rn
|F (fχ( · − x))(ξ)ω(x, ξ)|p dx
)1/p
≤ C
(∑
α
∫
B′α
|F (fαχ( · − x))(ξ)ω(xα, ξ)|
p dx
)1/p
≤ C
(∑
α
∫
B′α
(
|f̂αω(xα, · )| ∗ |χ̂v(0, · )|(ξ)
)p
dx
)1/p
≤ C′′
(∑
α
(
|f̂αω(xα, · )| ∗ |χ̂v(0, · )|(ξ)
)p)1/p
≤ C′′F ∗ |χ̂v(0, · )|(ξ),
for some onstants C′ and C′′. Here we have used Minkowski's inequality in the
last inequality. By applying the Lq-norm and using Young's inequality we get
‖f‖Mp,q
(ω)
≤ C′′‖F ∗ |χ̂v(0, · )|‖Lq ≤ C
′′‖F‖Lq‖χ̂v(0, · )‖L1 .
Sine we have assumed that F ∈ Lq, it follows that ‖f‖Mp,q
(ω)
is nite. This proves
(1).
The assertion (2) follows immediately from the general theory of modulation
spaes. (See e. g. [21, 22℄.) The proof is omplete. 
Next we disuss (omplex) interpolation properties for modulation spaes. Suh
properties were arefully investigated in [14℄ for lassial modulation spaes, and
thereafter extended in several diretions in [17℄, where interpolation properties for
oorbit spaes were established. (See also Subsetion 1.2.) As a onsequene of [17℄
we have the following proposition.
Proposition 1.5. Assume that 0 < θ < 1, pj , qj ∈ [1,∞] and that ωj ∈ P(R
2n)
for j = 0, 1, 2 satisfy
1
p0
=
1− θ
p1
+
θ
p2
,
1
q0
=
1− θ
q1
+
θ
q2
and ω0 = ω
1−θ
1 ω
θ
2 .
Then
(Mp1,q1(ω1) (R
n),Mp2,q2(ω2) (R
n))[θ] =M
p0,q0
(ω0)
(Rn).
Next we reall some fats in Setion 2 in [41℄ on narrow onvergene. For any
f ∈ S ′(Rn), ω ∈ P(R2n), χ ∈ S (Rn) and p ∈ [1,∞], we set
Hf,ω,p(ξ) =
( ∫
Rn
|F (f τxχ)(ξ)ω(x, ξ)|
p dx
)1/p
.
Denition 1.6. Assume that f, fj ∈ M
p,q
(ω)(R
m), j = 1, 2, . . . . Then fj is said
to onverge narrowly to f (with respet to p, q ∈ [1,∞], χ ∈ S (Rm) \ 0 and
ω ∈ P(R2m)), if the following onditions are satised:
(1) fj → f in S
′(Rn) as j turns to ∞;
(2) Hfj ,ω,p(ξ)→ Hf,ω,p(ξ) in L
q(Rn) as j turns to ∞.
Remark 1.7. Assume that f, f1, f2, · · · ∈ S
′(Rn) satises (1) in Denition 1.6, and
assume that ξ ∈ Rn. Then it follows from Fatou's lemma that
lim inf
j→∞
Hfj ,ω,p(ξ) ≥ Hf,ω,p(ξ) and lim inf
j→∞
‖fj‖Mp,q
(ω)
≥ ‖f‖Mp,q
(ω)
.
The following proposition is important to us later on. We omit the proof sine
the result is a restatement of Proposition 2.3 in [41℄.
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Proposition 1.8. Assume that p, q ∈ [1,∞] suh that q < ∞, and that ω ∈
P(R2n). Then C∞0 (R
n) is dense in Mp,q(ω)(R
n) with respet to the narrow onver-
gene.
1.2. Coorbit spaes of modulation spae types. Next we disuss a familly
of Banah spaes of time-frequeny type whih ontains the modulation spaes.
Certain types of these Banah spaes are used as symbol lasses for Fourier integral
operators whih are onsidered in Subsetion 2.5. (Cf. the introdution.)
Assume that Vj and Wj for j = 1, . . . 4 are vetor spaes of dimensions nj and
mj respetively suh that
(1.3) V1 ⊕ V2 = V3 ⊕ V4 = R
n, W1 ⊕W2 = W3 ⊕W4 = R
m.
We let the eulidean struture in Vj and Wj be inherited from R
n
and R
m
re-
spetively. For onvenieny we also use the notation V and p for the quadruple
(V1, . . . V4) of the vetor spaes V1, . . . , V4 and the quadruple (p, q, r, s) in [1,∞]
4
,
respetively. That is
V = (V1, . . . , V4), W = (W1, . . . ,W4), and p = (p, q, r, s),
where p, q, r, s ∈ [1,∞]. We also let and ω ∈ P(R2n), and we set
Lp(V ) ≡ Ls(V4;L
r(V3;L
q(V2;L
p(V1)))).
Finally we let Lp(ω)(V ) be the Banah spae whih onsists of all F ∈ L
1
loc(R
2n)
suh that Fω ∈ Lp(V ). This means that Lp(ω)(V ) is the set of all F ∈ L
1
loc(R
2n)
suh that
‖F‖Lp
(ω)
(V ) ≡
(∫
V4
( ∫
V3
( ∫
V2
( ∫
V1
|F (x, ξ)ω(x, ξ)|p dx1
)q/p
dx2
)r/q
dξ1
)s/r
dξ2
)1/s
is nite (with obvious modiations when one or more of p, q, r, s are equal to
innity). Here dx1, dx2, dξ1, dξ2 denotes the Lebesgue measure in V1, V2, V3, V4
respetively.
Next let χ ∈ S (Rn) \ 0. Then the spae Θp(ω)(V ) onsists of all f ∈ S
′(Rn)
suh that Vχf ∈ L
p
(ω)(V ), i. e.
(1.4) ‖f‖
Θ
p
(ω)
(V ) ≡ ‖Vχ‖Lp
(ω)
(V ) <∞.
We note that if p = q and r = s, then Θp(ω)(V ) agrees with the modulation spae
Mp,r(ω). On the other hand, if p 6= q or r 6= s, then Θ
p
(ω)(V ) is not a modulation
spae. However it is still a oorbit spae, a familly of Banah spaes whih is intro-
dued and briey investigated in [16, 17℄. By Corollary 4.6 in [16℄ it follows that
Θ
p
(ω)(V ) is homeomorphi to a retrat of L
p
(ω)(V ), whih implies that the interpo-
lation properties of Lp(ω)(V ) spaes arry over to Θ
p
(ω)(V ) spaes. (Cf. Theorem
4.7 in [16℄.) Furthermore, if ω is the same in the involved spaes, it follows that
Lp(ω)(V ) has the same interpolation properties as L
p(V ). From these observations
together with the fat that the proof of Theorem 5.6.3 in [3℄ shows that
(Lp1(Rn;B1), L
p2(Rn;B2))[θ] = L
p(Rn;B),
when p, p1, p2 ∈ [1,∞],B = (B1,B2)[θ] and
1
p
=
1− θ
p1
+
θ
p2
,
it follows that the following result is an immediate onsequene of Theorems 4.4.1
and 5.1.1 [3℄. The seond part is also a onsequene of Corollary 4.6 in [16℄ and
Theorem ?? in [25℄. Here we use the onvention
1/p = (1/p, 1/q, 1/r, 1/s) when p = (p, q, r, s).
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Proposition 1.9. Assume that Vj ⊆ R
n
and Wj ⊆ R
m
for j = 1, . . . , 4 be vetor
spaes suh that (1.3) holds, pj , qj ∈ [1,∞]
4
for j = 0, 1, 2 satisfy
1
p0
=
1− θ
p1
+
θ
p2
,
1
q0
=
1− θ
q1
+
θ
q2
,
for some θ ∈ [0, 1]. Also assume that ω, ωj ∈ P(R
2nj) for j = 1, 2. Then the
following is true:
(1) the omplex interpolation spae (Θp1(ω)(V ),Θ
p2
(ω)(V ))[θ] is equal to Θ
p
(ω)(V );
(2) if T is a linear and ontinuous map fromΘp1(ω1)(V )+Θ
p2
(ω1)
(V ) toΘq1(ω2)(W )+
Θ
q2
(ω2)
(W ), whih restrits to a ontinuous mappings from Θ
pj
(ω1)
(V ) to
Θ
qj
(ω2)
(W ) for j = 1, 2, then T restrits to a ontinuous map from Θp0(ω1)(V )
to Θ
q0
(ω2)
(W ).
The most of the properties for modulation spaes stated in Proposition Proposi-
tion 1.1 and Remark 1.3 arry over to Θ
p
(ω) spaes. For example the analysis in [21℄
shows that the following result holds. Here we use the onvention
p1 ≤ p2 when pj = (pj , qj , rj , sj) and p1 ≤ p2, q1 ≤ q2, r1 ≤ r2, s1 ≤ s2,
and
t1 ≤ p ≤ t2 when p = (p, q, r, s), t1, t2 ∈ R ∪ {∞} and t1 ≤ p, q, r, s ≤ t2.
Proposition 1.10. Assume that p, pj ∈ [1,∞] for j = 1, 2, and ω, ω1, ω2, v ∈
P(R2n) are suh that ω is v-moderate and ω2 ≤ Cω1 for some onstant C > 0.
Then the following are true:
(1) if χ ∈ M1(v)(R
n) \ 0, then f ∈ Θp(ω)(V ) if and only if (1.4) holds, i. e.
Θ
p
(ω)(V ) is independent of the hoie of χ. Moreover, Θ
p
(ω)(V ) is a Ba-
nah spae under the norm in (1.4), and dierent hoies of χ give rise to
equivalent norms;
(2) if p1 ≤ p2 then
S (Rn) →֒ Θp1(ω1)(V ) →֒ Θ
p2
(ω2)
(V ) →֒ S ′(Rn).
Later on we also need the following observation.
Proposition 1.11. Assume that (x, y) ∈ V1 ⊕ V2 = R
n0+n
with dual variables
(ξ, η) ∈ V4 ⊕ V3, where V1 = V4 = R
n0
and V2 = V3 = R
n
. Also assume that
f ∈ S ′(Rn), f0 ∈ S
′(Rn0+n), ω ∈ P(R2n) and ω0 ∈ P(R
2(n0+n)) satisfy
f0(x, y) = f(y) (in S
′(Rn0+n)) and ω0(x, y, ξ, η) = ω(y, η)〈ξ〉
t
for some t ∈ R, and that p, q ∈ [1,∞]. Then f ∈ Mp,q(ω)(R
n) if and only if f0 ∈
Mp(ω0)(R
n0+n) and p = (∞, p, q, 1).
Proof. Let χ0 = χ1⊗χ, where χ1 ∈ S (R
n0) and χ ∈ S (Rn). By straight-forward
omputations it follows that
(1.5) |Vχ0f0(x, y, ξ, η)ω0(x, y, ξ, η)| = |Vχf(y, η)ω(y, η)| |χ̂1(ξ)〈ξ〉
t|.
Sine |χ̂1(ξ)|〈ξ〉
t
is rapidly dereasing to zero at innity, the result follows by ap-
plying an appropriate mixed Lebesgue norm on (1.5). 
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1.3. Shatten-von Neumann lasses and pseudo-dierential operators.
Next we reall some fats in Chapter XVIII in [23℄ onerning pseudo-dierential
operators. Assume that a ∈ S (R2n), and that t ∈ R is xed. Then the pseudo-
dierential operator at(x,D) in (0.3) is a linear and ontinuous operator on S (R
n),
as remarked in the introdution. For general a ∈ S ′(R2n), the pseudo-dierential
operator at(x,D) is dened as the ontinuous operator from S (R
n) to S ′(Rn)
with distribution kernel
(1.6) Kt,a(x, y) = (2π)
−n/2(F−12 a)((1 − t)x+ ty, y − x),
Here F2F is the partial Fourier transform of F (x, y) ∈ S
′(R2n) with respet to
the y-variable. This denition makes sense, sine the mappings F2 and F (x, y) 7→
F ((1− t)x+ ty, y− x) are homeomorphisms on S ′(R2n). Moreover, it agrees with
the operator in (0.3) when a ∈ S (R2m).
Furthermore, for any t ∈ R xed, it follows from the kernel theorem by Shwartz
that the map a 7→ at(x,D) is bijetive from S
′(R2n) to L (S (Rn),S ′(Rn)) (see
e. g. [23℄).
In partiular, if a ∈ S ′(R2m) and s, t ∈ R, then there is a unique b ∈ S ′(R2m)
suh that as(x,D) = bt(x,D). By straight-forward appliations of Fourier's inver-
sion formula, it follows that
(1.7) as(x,D) = bt(x,D) ⇔ b(x, ξ) = e
i(t−s)〈Dx,Dξ〉a(x, ξ).
(Cf. Setion 18.5 in [23℄.)
Next we reall some fats on Shatten-von Neumann operators and pseudo-
dierential operators (f. the introdution).
For eah pairs of Hilbert spaes H1 and H2, the set Ip(H1,H2) is a Banah
spae whih inreases with p ∈ [1,∞], and if p < ∞, then Ip(H1,H2) is on-
tained in the set of ompat operators. Furthermore, I1(H1,H2), I2(H1,H2)
and I∞(H1,H2) agree with the set of trae-lass operators, Hilbert-Shmidt op-
erators and ontinuous operators respetively, with the same norms.
Next we disuss omplex interpolation properties of Shatten-von Neumann
lasses. Let p, p1, p2 ∈ [1,∞] and let 0 ≤ θ ≤ 1. Then similar omplex inter-
polation properties hold for Shatten-von Neumann lasses as for Lebesgue spaes,
i. e. it holds
(1.8) Ip = (Ip1 ,Ip2)[θ], when
1
p
=
1− θ
p1
+
θ
p2
.
(Cf. [31℄.) Furthermore, by Theorem 2..6 in [24℄ and its proof, together with the
remark whih followed that theorem, it follows that the real interpolation property
(1.9) Ip = (I2,I∞)θ,p, when θ = 1−
2
p
.
We refer to [31, 40℄ for a brief disussion of Shatten-von Neumann operators.
For any t ∈ R and p ∈ [1,∞], let st,p(ω1, ω2) be the set of all a ∈ S
′(R2n) suh
that at(x,D) ∈ Ip(M
2
(ω1)
,M2(ω2)). Also set
‖a‖st,p = ‖a‖st,p(ω1,ω2) ≡ ‖at(x,D)‖Ip(M2(ω1),M
2
(ω2)
)
when at(x,D) is ontinuous from M
2
(ω1)
to M2(ω2). By using the fat that a 7→
at(x,D) is a bijetive map fromS
′(R2n) to L (S (Rn),S ′(Rn)), it follows that the
map a 7→ at(x,D) restrits to an isometri bijetion from st,p(ω1, ω2) to Ip(M
2
(ω1)
,M2(ω2)).
Here and in what follows we let p′ ∈ [1,∞] denote the onjugate exponent of
p ∈ [1,∞], i. e. 1/p+ 1/p′ = 1.
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Proposition 1.12. Assume that p, q1, q2 ∈ [1,∞] are suh that q1 ≤ min(p, p
′) and
q2 ≥ max(p, p
′). Also assume that ω1, ω2 ∈ P(R
2n) and ω, ω0 ∈ P(R
4n) satisfy
ω2(x− ty, ξ + (1 − t)η)
ω1(x+ (1− t)y, ξ − tη)
= ω(x, ξ, η, y)
and
ω0(x, y, ξ, η) = ω((1− t)x+ ty, tξ − (1− t)η, ξ + η, y − x).
Then the following is true:
(1) Mp,q1(ω) (R
2n) ⊆ st,p(ω1, ω2) ⊆M
p,q2
(ω) (R
2n);
(2) the operator kernel K of at(x,D) belongs to M
p
(ω0)
(R2n) if and only if
a ∈Mp(ω)(R
2n) and for some onstant C, whih only depends on t and the
involved weight funtions, it holds ‖K‖Mp
(ω0)
= C‖a‖Mp
(ω)
Proof. The assertion (1) is a restatement of Theorem 4.13 in [42℄. The assertion
(2) follows by similar arguments as in the proof of Proposition 4.8 in [42℄, whih
we reall here. Let χ, ψ ∈ S (R2n) be suh that
ψ(x, y) =
∫
Rn
χ((1 − t)x+ ty, ξ)ei〈y−x,ξ〉 dξ.
By applying the Fourier inversion formula it follows by straightforward omputa-
tions that
|F (Kτ(x−ty,x+(1−t)y)ψ)(ξ + (1 − t)η,−ξ + tη)| = |F (aτ(x,ξ)χ)(y, η)|.
The result now follows by applying the Lp(ω) norm on these expressions. 
We also need the following proposition on ontinuity of linear operators with
kernels in modulation spaes.
Proposition 1.13. Assume that p ∈ [1,∞], ωj ∈ P(R
2nj ), for j = 1, 2, and
ω ∈ P(R2n1+2n2) fulll for some positive onstant C
(1.10)
ω2(x, ξ)
ω1(y,−η)
≤ Cω(x, y, ξ, η).
Assume moreover that K ∈Mp(ω)(R
n1+n2) and T is the linear and ontinuous map
from S (Rn1) to S ′(Rn2) dened by
(1.11) (Tf)(x) = 〈K(x, ·), f〉
when f ∈ S (Rn1). Then T extends uniquely to a ontinuous map from Mp
′
(ω1)
(Rn1)
to Mp(ω2)(R
n2).
On the other hand, assume that T is a linear ontinuous map from M1(ω1)(R
n1)
to M∞(ω2)(R
n2), and that equality is attained in (1.10). Then there is a unique kernel
K ∈M∞(ω)(R
n1+n2) suh that (1.11) holds for every
Proof. By Proposition 1.1 (3) and duality, it suies to prove that for some onstant
C independent of f ∈ S (Rn1) and g ∈ S (Rn2), it holds:
|(K, g ⊗ f¯)| ≤ C‖K‖Mp
(ω)
‖g‖
Mp
′
(1/ω2)
‖f‖
Mp
′
(ω1)
.
Let ω3(x, ξ) = ω1(x,−ξ). Then by straight-forward alulation and using Remark
1.3 (7) we get
|(K, g ⊗ f¯)| ≤ C1‖K‖Mp
(ω)
‖g ⊗ f¯‖
Mp
′
(1/ω)
≤ C2‖K‖Mp
(ω)
‖g‖
Mp
′
(1/ω2)
‖f¯‖
Mp
′
(ω3)
≤ C‖K‖Mp
(ω)
‖g‖
Mp
′
(1/ω2)
‖f‖
Mp
′
(ω1)
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The last part of the proposition onerning onverse the property in the ase
p = ∞ is a restatement of Proposition 4.7 in [42℄ on generalization of Feihtinger-
Gröhenig's kernel theorem. 
2. Continuity properties of Fourier integral operators
In this setion we disuss Fourier integral operators with amplitudes in modula-
tion spaes, or more generally in ertain types of oorbit spaes. In Subsetion 2.3
we extend Theorem 3.2 in [5℄ to more general modulation spaes are involved.
2.1. Notation and general assumptions. In the most general situation, we as-
sume that the phase funtion ϕ and the amplitude a depend on x ∈ Rn1 , y ∈ Rn2
and ζ ∈ Rm, with dual variables ξ ∈ Rn1 , η ∈ Rn2 and z ∈ Rm. For onve-
nieny we use the notation N = n1 + n2, and X,Y, Z, . . . for tripples of the form
(x, y, ζ) ∈ RN+m, that is
(2.1) N = n1 + n2, and X = (x, y, ζ) ∈ R
n2 ⊕Rn1 ⊕Rm ≃ RN+m.
In order to state the results in Subsetion 2.5 we also let F ∈ C1(RN+m), V1 be a
linear subspae of R
N+m
of dimension N , V2 = V
⊥
1 , and let V
′
j ≃ Vj be the dual
of Vj for j = 1, 2. Also let any element X = (x, y, ζ) ∈ R
n1+n2+m = RN+m and
(ξ, η, z) ∈ RN+m in be written as
(x, y, ζ) = t1e1 + · · ·+ tNeN + ̺1eN+1 · · ·+ ̺meN+m
≡ (t,̺) = (t,̺)V1⊕V2 .
and
(ξ, η, z) = τ 1e1 + · · ·+ τNeN + u1eN+1 · · ·+ umeN+m
≡ (τ ,u) = (τ ,u)V ′1⊕V ′2 .
for some orthonormal basis e1, . . . , eN+m in R
N+m
, and let F ′ζ denotes the gradi-
ent of F with respet to the basis eN+1, . . . , eN+m. Assume that d > 0, ω, v ∈
P(R2(N+m)), ωj ∈ P(R
2nj ) and ϕ ∈ C(RN+m) are suh that v(X, ξ, η, z) =
v(ξ, η, z) is submultipliative, ϕ′′ ∈M∞,1(v) (R
N+m) and that (2.2) and (2.3) hold.
It is also onvenient to let
Ea,ω(t,̺, τ ,u) = |Vχa(X, ξ, η, z)ω(X, ξ, η, z)|,
Ea,ω(x, y,u) = sup
ζ,τ
Ea,ω(t,̺, τ ,u),
when a ∈ S ′(RN+m). Here u ∈ V ′2 and the supremum should be taken over
ζ ∈ Rm and τ ∈ V ′1 .
Next we disuss general assumptions on the weight funtions and phase funtions.
In general we assume the phase funtion ϕ ∈ C(RN+m), and the weight funtions
ω, v ∈ P(RN+m × RN+m), ω0 ∈ P(R
2N) and ω1, ω2 ∈ P(R
2nj ), are suh that
the following onditions are fullled:
(1) v is submultipliative and satises
(2.2)
v(X, ξ, η, z) = v(ξ, η, z), and
v(t · ) ≤ Cv X ∈ RN+m, ξ ∈ Rn2 , η ∈ Rn1 z ∈ Rm,
for some onstant C whih is independent of t ∈ [0, 1]. In partiular,
v(X, ξ, η, z) is onstant with respet to X ∈ RN+m;
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(2) ϕ(α) ∈M∞,1(v) (R
N+m) for all indies α suh that |α| = 2 and
(2.3)
ω2(x, ξ)
ω1(y,−η)
≤ C1ω0(x, y, ξ, η) ≤ C2ω(X, ξ − ϕ
′
x(X), η − ϕ
′
y(X),−ϕ
′
ζ(X)),
ω(X, ξ1 + ξ2, η1 + η2, z1 + z2) ≤ Cω(X, ξ1, η1, z1)v(ξ2, η2, z2),
X = (x, y, ζ) ∈ RN+m, ξ, ξ1, ξ2 ∈ R
n2 , η, η1, η2 ∈ R
n1 , z1, z2 ∈ R
m,
for some onstants C, C1 and C2 whih are independent of X ∈ R
N+m
,
ξ1, ξ2 ∈ R
n1
, η1, η2 ∈ R
n2
and z1, z2 ∈ R
m
.
2.2. The ontinuity assertions. In most of our investigations we onsider Fourier
integral operator Opϕ(a) where amplitude a belongs to appropriate Banah spae
whih are dened in similar way as ertain types of oorbit spaes in Subsetion 1.3,
and that the phase funtion ϕ should satisfy the onditions in Subsetion 2.1. In
this ontext we nd appropriate onditions on a, ϕ suh that the onditions (i)(iii)
below are fullled. Here the denition of admissible pairs (a, ϕ) are presented in
Subsetion 2.5 below.
(i) the pair (a, ϕ) is admissible, and the kernel Ka,ϕ of Opϕ(a) belongs to
Mp(ω0), and
‖Ka,ϕ‖Mp
(ω0)
≤ Cd−1 exp(‖ϕ′′‖M∞,1
(v)
)‖a‖,
for some onstant C whih is independent of a ∈ S ′(RN+m) and ϕ ∈
C(RN+m);
(ii) the denition of Opϕ(a) extends uniquely to a ontinuous operator from
Mp
′
(ω1)
(Rn1) to Mp(ω2)(R
n2). Furthermore, for some onstant C it holds
‖Opϕ(a)‖Mp′
(ω1)
→Mp
(ω2)
≤ Cd−1 exp(‖ϕ′′‖M∞,1
(v)
)‖a‖ ;
(iii) if in addition 1 ≤ p ≤ 2, then Opϕ(a) ∈ Ip(M
2
(ω1)
,M2(ω2)).
2.3. Reformulation of Fourier integral operators in terms of short time
Fourier transforms. For eah real-valued ϕ ∈ C(RN+m) whih satises ϕ(α) ∈
M∞,1(v) (R
N+m) for all multi-indies α suh that |α| = 2, and a ∈ S (RN+m), it
follows that the Fourier integral operator f 7→ Opϕ(a)f in (0.2) is well-dened and
makes sense as a ontinuous operator from S (Rn1) to S ′(Rn2), that is
(Opϕ(a)f, g) = (2π)
−N/2
∫
RN+m
a(X)eiϕ(X)f(y)g(x) dX,
when f ∈ S (Rn1) and g ∈ S (Rn2). In order to extend the denition we reformu-
late the latter relation in terms of short-time Fourier transforms.
Assume that 0 ≤ χ, ψ ∈ C∞0 (R
N+m) and 0 ≤ χj ∈ C
∞
0 (R
nj ) for j = 1, 2 satisfy
‖χj‖L1 = ‖χ‖L2 = 1,
and let X1 = (x1, y1, ζ1) ∈ R
N+m
. By straight-forward omputations we get
(2π)N/2(Opϕ(a)f, g) =
∫
RN+m
a(X)f(y)g(x)eiϕ(X) dX
=
∫∫
R2(N+m)
a(X+X1)χ(X1)
2f(y+y1)χ1(y1)g(x+ x1)χ2(x1)e
iψ(X1)ϕ(X+X1) dXdX1
14 JOACHIM TOFT, FRANCESCO CONCETTI, AND GIANLUCA GARELLO
Then Parseval's formula gives
(2π)N/2(Opϕ(a)f, g)
=
∫∫∫∫
R2(N+m)
F (X, ξ, η, ζ1)F (f(y + · )χ1)(−η)F (g(x + · )χ2)(ξ) dXdξdηdζ1
=
∫∫∫∫
R2(N+m)
F (X, ξ, η, ζ1)(Vχ1f)(y,−η)(Vχ2g)(x, ξ)e
−i(〈x,ξ〉+〈y,η〉) dXdξdηdζ1,
=
∫∫∫
R2N+m
( ∫
Rm
F (X, ξ, η, ζ1) dζ1
)
(Vχ1f)(y,−η)(Vχ2g)(x, ξ)e
−i(〈x,ξ〉+〈y,η〉) dXdξdη,
where
F (X, ξ, η, ζ1) = F1,2
(
eiψ( · ,ζ1)ϕ(X+( · ,ζ1))a(X + ( · , ζ1))χ( · , ζ1)
2
)
(ξ, η).
Here F1,2a denotes the partial Fourier transform of a(x, y, ζ) with respet to the x
and y variables.
By Taylor's formula it follows that
ψ(X1)ϕ(X +X1) = ψ(X1)ψ1,X(X1) + ψ2,X(X1),
where
(2.4)
ψ1,X(X1) = ϕ(X) + 〈ϕ
′(X), X1〉 and
ψ2,X(X1) = ψ(X1)
∫ 1
0
(1− t)〈ϕ′′(X + tX1)X1, X1〉 dt.
By inserting these expressions into the denition of F (X, ξ, η, ζ1), and integrating
with respet to the ζ1-variable give∫
Rm
F (X, ξ, η, ζ1) dζ1
= (2π)m/2F ((eiψ2,Xχ)(a( · +X)χ)(ξ − ϕ′x(X), η − ϕ
′
y(X),−ϕ
′
ζ(X))
= (2π)N/2Ha,ϕ(X, ξ, η),
where
(2.5)
Ha,ϕ(X, ξ, η) = hX ∗ (F (a( ·+X)χ))(ξ − ϕ
′
x(X), η − ϕ
′
y(X),−ϕ
′
ζ(X)),
and hX = (2π)
−(N−m/2)(F (eiψ2,Xχ))
Summing up we have proved that
(2.6)
(Opϕ(a)f, g) = Ta,ϕ(f, g)
≡
∫∫∫
Ha,ϕ(X, ξ, η)(Vχ0f)(y,−η)(Vχ0g)(x, ξ)e
−i(〈x,ξ〉+〈y,η〉) dXdξdη.
2.4. An extension of a result by Boulkhemair. Next we onsider Fourier
integral operators with amplitudes in the modulation spae M∞,1(ω) (R
2n+m), where
we are able to state and prove the announed generalization of Theorem 3.2 in [6℄.
Here we assume that n1 = n2 = n whih implies that N = 2n.
Theorem 2.1. Assume that 1 < p < ∞, and that ϕ ∈ C(R2n+m), ω, v ∈
P(R2(N+m)) and ω1, ω2 ∈ P(R
2n) fulll the onditions in Subsetion 2.1. Also
assume that (0.4) holds for some d > 0. Then the following is true:
(1) the map a 7→ Opϕ(a) from S (R
2n+m) to L (S (Rn),S ′(Rn)) extends
uniquely to a ontinuous map from M∞,1(ω) (R
2n+m) to L (S (Rn),S ′(Rn));
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(2) if a ∈ M∞,1(ω) (R
2n+m), then the map Opϕ(a) from S (R
n) to S ′(Rn) is
uniquely extendable to a ontinuous operator fromMp(ω1)(R
n) toMp(ω2)(R
n).
Moreover, for some onstant C it holds
(2.7) ‖Opϕ(a)‖Mp(ω1)→M
p
(ω2)
≤ Cd−1‖a‖M∞,1
(ω)
exp(C‖ϕ′′‖M∞1,
(v)
).
The proof needs some preparing lemmas.
Lemma 2.2. Assume that v(x, ξ) = v(ξ) ∈ P(Rn) is submultipliative and sat-
ises v(tξ) ≤ Cv(ξ) for some onstant C whih is independent of t ∈ [0, 1] and
ξ ∈ Rn. Also assume that f ∈M∞,1(v) (R
n), χ ∈ C∞0 (R
n) and that x ∈ Rn, and let
ϕx,j,k(y) = χ(y)
∫ 1
0
(1− t)f(x+ ty)yjyk dt.
Then there is a onstant C and a funtion g ∈ M1(v)(R
n) suh that ‖g‖M1
(v)
≤
C‖f‖M∞,1
(v)
and |F (ϕx,j,k)(ξ)| ≤ ĝ(ξ).
Proof. We rst prove the assertion when χ is replaed by ψ0(y) = e
−2|y|2
. For
onvenieny we let
ψ1(y) = e
−|y|2, and ψ2(y) = e
|y|2 ,
and
H∞,f (ξ) ≡ sup
x
|F (f ψ1( · − x))(ξ)|.
We laim that g, dened by
(2.8) ĝ(ξ) =
∫ 1
0
∫
Rn
(1− t)H∞,f (η)e
−|ξ−tη|2/16 dηdt,
fullls the required properties.
In fat, by applying M1(v) norm on g and using Minkowski's inequality and Re-
mark 1.3 (6), we obtain
‖g‖M1
(v)
=
∥∥∥ ∫ 1
0
∫
Rn
(1− t)H∞,f (η)e
−|ξ−tη|2/16 dηdt
∥∥∥
M1
(v)
≤
∫ 1
0
∫
Rn
(1 − t)H∞,f (η)‖e
−| ·−tη|2/16‖M1
(v)
dηdt
≤ C1
∫ 1
0
∫
Rn
(1− t)H∞,f (η)‖e
−| · |2/16‖M1
(v)
v(tη) dηdt
≤ C2
∫ 1
0
∫
Rn
(1− t)H∞,f (η)v(η)‖e
−| · |2/16‖M1
(v)
dηdt
= C3‖H∞,fv‖L1 = C3‖f‖M∞,1
(v)
.
In order to prove that |F (ϕx,j,k)(ξ)| ≤ g(ξ), we let ψ(y) = ψj,k(y) = yjykψ0(y).
Then
ϕx,j,k(y) = ψ(y)
∫ 1
0
(1− t)f(x+ ty) dt.
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By a hange of variables we obtain
(2.9)
|F (ϕx,j,k)(ξ)| =
∣∣∣ ∫ 1
0
(1− t)
( ∫
Rn
f(x+ ty)ψ(y)e−i〈y,ξ〉 dy
)
dt
∣∣∣
=
∣∣∣ ∫ 1
0
t−n(1 − t)F (f ψ(( · − x)/t))(ξ/t)ei〈x,ξ〉/t dt
∣∣∣
≤
∫ 1
0
t−n(1− t) sup
x∈Rn
|F (f ψ(( · − x)/t))(ξ/t)| dt.
We need to estimate the right-hand side. By straight-forward omputations we get
|F (f ψ(( · − x)/t))(ξ)|
≤ (2π)−n/2
(
|F (f ψ1( · − x))| ∗ |F (ψ(( · − x)/t)ψ2( · − x))|
)
(ξ)
= (2π)−n/2
(
|F (f ψ1( · − x))| ∗ |F (ψ( · /t)ψ2)|
)
(ξ)
where the onvolutions should be taken with respet to the ξ-variable only. Then
(2.10) |F (f ψ(( · − x)/t))(ξ)| ≤ (2π)−n/2
(
H∞,f ∗ |F (ψ( · /t)ψ2)|
)
(ξ)
For the estimate of the latter Fourier transform we observe that
(2.11) |F (ψ( · /t)ψ2)| = |∂j∂kF (ψ0( · /t)ψ2)|.
Sine ψ0 and ψ2 are Gauss funtions and 0 ≤ t ≤ 1, a straight-forward omputation
gives
(2.12) F (ψ0( · /t)ψ2)(ξ) = π
n/2tn(2− t2)−n/2e−t
2|ξ|2/(4(2−t2)).
Thus a ombination of (2.11) and (2.12) therefore give
(2.13) |F (ψ( · /t)ψ2)(ξ)| ≤ Ct
ne−t
2|ξ|2/16,
for some onstant C whih is independent of t ∈ [0, 1]. The assertion now follows
by ombining (2.9), (2.10) and (2.13).
In order to prove the result for general χ ∈ C∞0 (R
n) we set
hx,j,h(y) = ψ0(y)
∫ 1
0
(1 − t)f(x+ ty)yjyk dt,
and we observe that the result is already proved when ϕx,j,k is replaed by hx,j,h
and moreover ϕx,j,k = χ1hx,j,k, for some χ1 ∈ C
∞
0 (R
n). Hene if g0 is given as the
right-hand side of (2.8), the rst part of the proof shows that
|F (ϕx,j,k)(ξ)| = |F (χ1hx,j,k(ξ))| ≤ (2π)
−n/2|χ̂1| ∗ g − 0(ξ) ≡ g(ξ).
Moreover ‖g0‖M1
(v)
≤ C‖f‖M∞,1
(v)
.
Sine M1(v) ∗ L
1
(v) ⊆M
1
(v), we get for some positive onstants C,C1
‖g‖M1
(v)
≤ C‖χ̂1‖L1
(v)
‖g0‖M1
(v)
≤ C1‖f‖M∞,1
(v)
,
whih proves the result 
As a onsequene of Lemma 2.2 we have the following result.
Lemma 2.3. Assume that v(x, ξ) = v(ξ) ∈ P(Rn) is submultipliative and sat-
ises v(tξ) ≤ Cv(ξ) for some onstant C whih is independent of t ∈ [0, 1] and
ξ ∈ Rn. Also assume that fj,k ∈ M
∞,1
(v) (R
n) for j, k = 1, . . . , n, χ ∈ C∞0 (R
n) and
that x ∈ Rn, and let
ϕx(y) =
∑
j,k=1,...,n
ϕx,j,k(y), where ϕx,j,k(y) = χ(y)
∫ 1
0
(1− t)fj,k(x+ ty)yjyk dt.
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Then there is a onstant C and a funtion Ψ ∈M1(v)(R
n) suh that
‖Ψ‖M1
(v)
≤ exp(C sup
j,k
‖fj,k‖M∞,1
(v)
)
and
(2.14) |F (exp(iϕx)(ξ))| ≤ (2π)
n/2δ0 + Ψ̂(ξ).
Proof. By Lemma 2.2, we may nd a funtion g ∈M1(v) and a onstant C > 0 suh
that
|ϕ̂x(ξ)| ≤ ĝ(ξ), ‖g‖M1
(v)
≤ C sup
j,k
(
‖fj,k‖M∞,1
(v)
)
.
Set
Φ0,x = (2π)
n/2δ0, Φl,x = |F (ϕx)| ∗ · · · ∗ |F (ϕx)|, l ≥ 1
Υ0 = (2π)
n/2δ0, Υ̂l = ĝ ∗ · · · ∗ ĝ, l ≥ 1,
with l fators in the onvolutions. Then by Taylor expansion, there is a positive
onstant C suh that
|F (exp(iϕx( · ))(ξ))| ≤
∞∑
l=0
ClΦl,x/l! ≤
∞∑
l=0
ClΥ̂l/l!.
Hene, if
Ψ ≡
∞∑
l=1
ClΥl/l!,
then (2.14) follows. Furthermore, sine v is submultipliative, by means of Propo-
sition 1.2 we obtain
‖Υl‖M1
(v)
= (2π)(l−1)n/2‖g · · · g‖M1
(v)
≤ (C1‖g‖M1
(v)
)l, l ≥ 1,
for some positive onstant C1. This gives
‖Ψ‖M1
(v)
≤
∞∑
l=1
‖Υl‖M1
(v)
/l! ≤
∞∑
l=1
(C1‖g‖M1
(v)
)l/l!
≤
∞∑
l=1
(C2 sup
j,k
(‖fj,k‖M∞,1
(v)
)l/l! ≤ exp(C2 sup
j,k
‖fj,k‖M∞,1
(v)
),
for some onstants C1 and C2, and the assertion is proved. 
Proof of Theorem 2.1. We shall mainly follow the proof of Theorem 3.2 in [6℄. First
assume that a ∈ C∞0 (R
2n+m) and f, g ∈ S (Rn). Then it follows that Opϕ(a)
makes sense as a ontinuous operator from S to S ′. Sine
|F (eiΨ2,Xχ)| ≤ (2π)−n+m/2|F (eiΨ2,X )| ∗ |χ̂|, |F (a( · +X)χ)| = |Vχa(X, · )|,
if follows from Lemma 2.3 that
(2.15) |Ha,ϕ(X, ξ, η)| ≤ C(G ∗ |Vχa(X, · )|)(ξ − ϕ
′
x(X), η − ϕ
′
y(X),−ϕ
′
ζ(X)),
for some non-negative G ∈ L1(v) whih satises ‖G‖L1(v) ≤ C exp(C‖ϕ
′′‖M∞,1
(v)
. Here
Ha,ϕ is the same as in (2.5).
Next we set
(2.16)
Ea,ω(X, ξ, η, z) = |Vχa(X, ξ, η, z)ω(X, ξ, η, z)|,
E˜a,ω(ξ, η, z) = sup
X
Ea,ω(X, ξ, η, z)
F1(y, η) = |Vχ1f(y, η)ω1(y, η)|,
F2(x, ξ) = |Vχ2g(x, ξ)/ω2(x, ξ)|,
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and
Qa,ω(X, ζ) = Ea,ω(X, ξ − ϕ
′
x(X), η − ϕ
′
y(X),−ϕ
′
ζ(X)),(2.17)
and
Ra,ω,ϕ(X, ζ) = ((Gv) ∗Ea,ω(X, · ))(ξ − ϕ
′
x(X), η − ϕ
′
y(X),−ϕ
′
ζ(X)),(2.18)
X = (x, y, ζ), X = (x, y, ξ, η).
Note here the dierene between X and X. By ombining (2.3) with (2.15) we get∫∫∫
|Ha,ϕ(X, ξ, η)(Vχ1f)(y,−η)(Vχ2g)(x, ξ)| dXdξdη
≤ C1
∫∫∫
(G ∗ |Vχa(X, · )|)(ξ − ϕ
′
x(X), η − ϕ
′
y(X),−ϕ
′
ζ(X))×
|(Vχ1f)(y,−η)(Vχ2g)(x, ξ)| dXdξdη
≤ C2
∫∫∫
Ra,ω,ϕ(X, ζ)F1(y,−η)F2(x, ξ) dXdξdη
Summing up we have proved that
(2.19) |(Opϕ(a)f, g)| ≤ C
∫∫∫
Ra,ω,ϕ(X, ζ)F1(y,−η)F2(x, ξ) dXdξdη.
It follows from (2.16), (2.18), (2.19)
′
and Hölder's inequality that
(2.20) |(Opϕ(a)f, g)| ≤ CJ1 · J2,
where
J1 =
( ∫∫∫
(Gv) ∗ E˜a,ω(ξ − ϕ
′
x(X), η − ϕ
′
y(X),−ϕ
′
ζ(X))F1(y,−η)
p dXdξdη
)1/p
J2 =
( ∫∫∫
((Gv) ∗ E˜a,ω(ξ − ϕ
′
x(X), η − ϕ
′
y(X),−ϕ
′
ζ(X))F2(x, ξ)
p′ dXdξdη
)1/p′
.
We have to estimate J1 and J2. By taking z = ϕ
′
ζ(X), ζ0 = ϕ
′
y(X), y, ξ and η as
new variables of integrations, and using (0.4), it follows that
J1 ≤
(
d−1
∫∫∫
(Gv) ∗ E˜a,ω(ξ−κ1(y, z, z0), η− ζ0, z)F1(y,−η)
p dydzdξdηdζ0
)1/p
=
(
d−1
∫∫∫
(Gv) ∗ E˜a,ω(ξ, ζ0, z)F1(y,−η)
p dydzdξdηdζ0
)1/p
= d−1/p‖(Gv) ∗ E˜a,ω‖
1/p
L1 ‖F1‖Lp ,
for some ontinuous funtion κ1. It follows from Young's inequality and (2.3) that
‖(Gv) ∗ E˜a,ω‖L1 ≤ ‖G‖L1
(v)
‖E˜a,ω‖L1 .
Hene
(2.21) J1 ≤ d
−1/p
(
C exp(C‖ϕ′′‖M∞,1
(v)
)‖a‖M∞,1
(ω)
)1/p
‖f‖Mp
(ω1)
.
If we instead take x, y0 = ϕ
′
3(X), ξ, η and ζ0 = ϕ
′
1(X) as new variables of integra-
tions, it follows by similar arguments that
(2.21)
′ J2 ≤ d
−1/p′
(
C exp(C‖ϕ′′‖M∞,1
(v)
)‖a‖M∞,1
(ω)
)1/p′
‖g‖
Mp
′
(1/ω2)
.
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A ombination of (2.20), (2.21) and (2.21)
′
now gives
|(Opϕ(a)f, g)| ≤ Cd
−1‖a‖M∞,1
(ω)
‖f‖Mp
(ω1)
‖g‖
Mp
′
(1/ω2)
exp(C‖ϕ′′‖M∞,1
(v)
),
whih proves (2.7), and the result follows when a ∈ C∞0 (R
2n+m) and f, g ∈ S (Rn).
Sine S is dense in Mp(ω1) and M
p′
(1/ω2)
, the result also holds for a ∈ C∞0 and
f ∈Mp(ω1). Hene it follows by Hahn-Banah's theorem that the asserted extension
of the map a 7→ Opϕ(a) exists.
It remains to prove that this extension is unique. Therefore assume that a ∈
M∞,1(ω) is arbitrary, and take a sequene aj ∈ C
∞
0 for j = 1, 2, . . . whih onverges
to a with respet to the narrow onvergene. Then E˜aj ,ω onverges to E˜a,ω in L
1
as
j turns to innity. By (2.4)(2.6) and the arguments at the above, it follows from
Lebesgue's theorem that
(Opϕ(aj)f, g)→ (Opϕ(a)f, g)
as j turns to innity. This proves the uniqueness, and the result follows. 
2.5. Fourier integral operators with amplitudes in oorbit spaes. A ru-
ial point onerning the uniqueness when extending the denition of Opϕ to am-
plitudes in M∞,1(ω) in Theorem 2.1 is that C
∞
0 is dense in M
∞,1
(ω) with respet to
the narrow onvergene. On the other hand, the uniqueness of the extension of
the denition might be violated when spaes of amplitudes are onsidered where
suh density or duality properties are missing. In the present paper we use the
reformulation (2.6) to extend the denition of the Fourier integral operator in (0.2)
to ertain amplitues whih are not ontained in M∞,1(ω) .
More preisely, assume that a ∈ S ′(RN+m), f ∈ Rn1 , g ∈ S (Rn2) and that
the mapping
(X, ξ, η) 7→ Ha,ϕ(X, ξ, η)(Vχ0f)(y,−η)(Vχ0g)(x, ξ)
belongs to L1(RN+m ×RN ). (Here reall that N = n1 + n2, where, from now on,
n1 and n2 might be dierent.) Then we let Ta,ϕ(f, g) be dened as the right-hand
side of (2.6).
Denition 2.4. Assume that N = n1 + n2, v ∈ P(R
N+m × RN+m) is sub-
multipliative and satises (2.2), ϕ ∈ C2(RN+m) is suh and that ϕ(α) ∈ M∞,1(v)
for all multi-indies α suh that |α| = 2, and that a ∈ S ′(RN+m) is suh that
f 7→ Ta,ϕ(f, g0) and g 7→ Ta,ϕ(f0, g) are well-dened and ontinuous from S (R
n1)
and from S (Rn2) respetively to C, for eah xed f0 ∈ S (R
n1) and g0 ∈ S (R
n2).
Then the pair (a, ϕ) is alled admissible, and the Fourier integral operator Opϕ(a)
is the linear ontinuous mapping from S (Rn1) to S ′(Rn2) whih is dened by the
formulas (2.4), (2.5) and (2.6).
Here reall that if for eah xed f0 ∈ S (R
n1) and g0 ∈ S (R
n2), the mappings
f 7→ T (f, g0) and g 7→ T (f0, g) are ontinuous from S (R
n1) and from S (Rn2)
respetively to C, then it follows by Banah-Steinhauss theorem that (f, g) 7→
T (f, g) is ontinuous from S (Rn1)×S (Rn2) to C.
The following theorem involves Fourier integral operators with amplitudes whih
are not ontained in M∞,1(ω) .
Theorem 2.5. Assume that N , χ, ω, ωj , v, ϕ, Vj , V
′
j , ̺ τ and u for j = 0, 1, 2 are
the same as in Subsetion 2.1. Also assume that a ∈ S ′(RN+m) fullls ‖a‖ <∞,
where
‖a‖ ≡ ess sup
x,y
( ∫
V ′2
(
sup
ζ∈Rm, τ∈V ′1
|Vχa(X, ξ, η, z)|
)
du
)
,
20 JOACHIM TOFT, FRANCESCO CONCETTI, AND GIANLUCA GARELLO
and that | det(ϕ′′̺,ζ)| ≥ d for some d > 0. Then (i)(ii) in Subsetion 2.2 hold for
p =∞.
We note that the onditions on a in Theorem 2.5 means that a should belong
to a subspae of M∞(ω) whih is a superspae of M
∞,1
(ω) . Roughly speaking it follows
that a should belong to a weighted spaeM∞ in some variables and to a superspae
of M∞,1 in the other variables.
Proof. It sues to prove that (i) in Subsetion 2.2.
The notations are similar to that in the proof of Theorem 2.1. Furthermore we
let
Ea,ω(x, y,u) = sup
ζ,τ
Ea,ω(X, ξ, η, z), and G1,v(u) =
∫
V ′1
G(ξ, η, z) dτ ,
where E is given by (2.16). By taking x, y,−ϕ′̺(X), ξ, η as new variables of inte-
gration in (2.19), and using the fat that | det(ϕ′′̺,ζ)| ≥ d we get
(2.22) |(Opϕ(a)f, g)| ≤ Cd
−1
∫
R2N
Ka,ω,Cv(X)F1(y,−η)F2(x, ξ) dX
≤ Cd−1‖Ka,ω,Gv‖L∞‖F1‖L1‖F2‖L1 ,
where X = (x, y, ξ, η) and
Ka,ω,Gv(X) =
∫
V ′2
(
(Gv) ∗ (Ea,ω(x, y, κ1, · ))
)
((ξ, η, 0)RN+m − (κ2,u)V ′1⊕V ′2 ) du.
for some ontinuous funtions κ1 = κ1(x, y,u) and κ2 = κ2(x, y,u).
We need to estimate ‖Ka,ω,Gv‖L∞. By Young's inequality and simple hange of
variables it follows that
‖Ka,ω,Gv‖L∞ ≤ ‖Gv‖L1 · Ja,ω,
where
Ja,ω = ess sup
X
(∫
V ′2
Ea,ω(x, y, κ1(x, y,u), (κ2(x, y,u),u)V ′1⊕V ′2 ) du
≤ ess sup
X
(∫
V ′2
(
sup
ζ,τ
Ea,ω(x, y, ζ, (τ ,u)V ′1⊕V ′2 ) du = ‖a‖.
Hene
(2.23) ‖Ka,ω,Gv‖L∞ ≤ ‖Gv‖L1‖a‖ ≤ C exp(‖ϕ
′′‖M∞,1
(v)
)‖a‖.
A ombination of (2.22), (2.23), and the fats that ‖F1‖L1 = ‖f‖M1
(ω1)
and
‖F2‖L1 = ‖g‖M1
(1/ω2)
now gives that the pair (a, ϕ) is admissible, and that (i) in
Subsetion 2.2 holds. The proof is omplete. 
Corollary 2.6. Assume that N , χ, ω0, ωj , v and ϕ for j = 1, 2 are the same as
in Subsetion 2.1. Also assume that a ∈ S ′(RN+m), and that one of the following
onditions holds:
(1) | det(ϕ′′ζ,ζ)| ≥ d and ‖a‖ <∞, where
(2.24) ‖a‖ = sup
x,y
( ∫
Rm
sup
ζ,ξ,η
|Vχa(X, ξ, η, z)ω(X, ξ, η, z)| dz
)
;
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(2) m = n1, | det(ϕ
′′
x,ζ)| ≥ d and ‖a‖ <∞, where
(2.25) ‖a‖ = sup
x,y
( ∫
Rn1
sup
ζ,η,z
|Vχa(X, ξ, η, z)ω(X, ξ, η, z)| dξ
)
;
(3) m = n2, | det(ϕ
′′
y,ζ)| ≥ d and ‖a‖ <∞, where
(2.26) ‖a‖ = sup
x,y
(∫
Rn2
sup
ζ,ξ,z
|Vχa(X, ξ, η, z)ω(X, ξ, η, z)| dη
)
.
Then the (i)(ii) in Subsetion 2.2 hold for p =∞.
Proof. If (1) is fullled, then the result follows by hoosing
V1 = V
′
1 = { (ξ, η, 0) ∈ R
N+m ; ξ ∈ Rn2 , η ∈ Rn1 },
V2 = V
′
2 = { (0, 0, ζ) ∈ R
N+m ; ζ ∈ Rm },
̺ = ζ, τ = (ξ, η) and u = z in Theorem 2.5. If instead (2) is fullled, then the
result follows by hoosing
V1 = V
′
1 = { (0, η, z) ∈ R
N+m ; η ∈ Rn1 , z ∈ Rm },
V2 = V
′
2 = { (ξ, 0, 0) ∈ R
N+m ; ξ ∈ Rn2 },
̺ = x, τ = (η, z) and u = ξ in Theorem 2.5. The result follows similar arguments
if instead (3) is fullled. The details are left for the reader. 
The set of all a ∈ S ′(RN+m) whih fullls that ‖a‖ < ∞, where ‖ · ‖ is the
same as in Theorem 2.5 is neither a modulation spae nor a oorbit spae of that
type whih is onsidered in Subsetion 1.2. However it is still a oorbit spaes in
the sense of [16, 17℄.
Next we disuss Fourier integral operators where the amplitudes belong to oor-
bit spaes whih are related to the amplitude spae in Theorem 2.5.
Assume that a ∈ S ′(RN+m), ω, v ∈ P(R2(N+m)), ωj(R
2nj ) and ϕ ∈ C(RN+m)
satisfy ϕ′′ ∈ M∞,1(v) (R
N+m) satisfy (2.2) and (2.3), as before. Also assume that
ω0 ∈ P(R
2N ) satises
(2.27) ω0(x, y, ξ, η) ≤ Cω(X, ξ − ϕ
′
x(X), η − ϕ
′
y(X),−ϕ
′
ζ(X)).
Roughly speaking, the main part of the analysis in Setion 2 onerns of nding
appropriate estimates of the funtion E, dened in (2.16).
We need to make some further reformulations of the short-time Fourier transform
of the distribution kernel Ka,ϕ of Opϕ(a) in terms of (2.6). Formally, the kernel
an be written as
Ka,ϕ(x, y) = (2π)
−N/2
∫
Rm
a(X)eiϕ(X) dζ.
(Cf. Theorem 3.1.) Hene, if 0 ≤ χj ∈ C
∞
0 (R
nj ) for j = 1, 2 are the same as in
Setion 2, then it follows by straight-forward omputations that
(2.28) (Vχ1⊗χ2Ka,ϕ)(x, y, ξ, η) = (Opϕ(a)(χ1( · − y)e
−i〈 · ,η〉), χ2( · − x)e
i〈 · ,ξ〉).
By letting f = χ1( · − y)e
−i〈 · ,η〉
and g = χ2( · − x)e
−i〈 · ,ξ〉
, it follows that
|(Vχ1f(y1, η1)| = |(Vχ1χ1)(y1 − y, η1 + η)|(2.29)
and
|(Vχ2g(x1, ξ1)| = |(Vχ2χ2)(x1 − x, ξ1 + ξ)|.(2.30)
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Now we hoose N0 large enough suh that ω0 is moderate with respet to 〈 · 〉
N0
,
and we set
F (X) = |(Vχ1χ1)(y,−η)(Vχ2χ2)(x, ξ)〈X〉
N0 |.
Then F is a ontinuous funtion whih dereases rapidly to zera at innity. Fur-
thermore, it follows from (2.29) and (2.30) that
(2.31) |(Vχ1f(y1,−η1)(Vχ2g(x1, ξ1)ω0(X)| ≤ CF (X1 − X)ω(X1),
where the rst inequality follows from the fat that
ω0(X) ≤ Cω0(X1)〈X − X1〉
N0 .
By ombining (2.2), (2.3), (2.19) and (2.27)(2.31) we obtain
(2.32) |(Vχ1⊗χ2Ka,ϕ)(X)ω0(X)| ≤ C
∫∫
Ra,ω,ϕ(X1, ζ1)F (X1 − X) dζ1dX1,
for some onstant C.
We have now the following parallel result of Theorem 2.5.
Theorem 2.7. Assume that N , χ, ω, ωj for j = 0, 1, 2, v and ϕ are the same
as in Subsetion 2.1. Also assume that p ∈ [1,∞], and that one of the following
onditions hold:
(1) a ∈ S ′(RN+m) and ‖a‖ <∞, where
‖a‖ =
(∫∫
RN
(∫
Rm
sup
z
(∫∫
RN
|Vχa(X, ξ, η, z)ω(X, ξ, η, z)|
p dξdη
)1/p
dζ
)p
dxdy
)1/p
;
(2) | det(ϕ′′ζ,ζ)| ≥ d for some d > 0, a ∈ S
′(RN+m), and ‖a‖ <∞, where
‖a‖ =
(∫∫
RN
(∫
Rm
sup
ζ
(∫∫
RN
|Vχa(X, ξ, η, z)ω(X, ξ, η, z)|
p dξdη
)1/p
dz
)p
dxdy
)1/p
.
Then the (i)(iii) in Subsetion 2.2 hold.
Proof. It sues to prove (i). We only onsider the ase when (2) is fullled. The
other ase follows by similar arguments and is left for the reader.
Let G be the same as in the proof of Theorem 2.1, Qa,ω and Ra,ω be as in (2.17)
and (2.18), and let
Ea,ω(X, ξ, η, z) = |Vχa(X, ξ, η, z)ω(X, ξ, η, z)|.
It follows from (2.32) and Hölder's inequality that
|(Vχ1⊗χ2Ka,ϕ)(X)ω0(X)| ≤ C
∫∫
Rm+2N
(
Ra,ω,ϕ(X1, ζ1)F (X1 − X)
1/p
)
F (X1 − X)
1/p′ dζ1dX1
≤ C‖F‖
1/p′
L1
(∫
R2N
( ∫
Ra,ω,ϕ(X1, ζ1) dζ1
)p
F (X1 − X) dX1
)1/p
,
where ‖F‖L1 is nite, sine F is rapidly dereasing to zero at innity. By letting
Cϕ = C exp(C‖ϕ
′′‖M∞,1
(v)
) for some large onstant C, and applying the Lp norm
and Young's inequality, we get
(2.33)
‖K‖p
Mp
(ω0)
≤ C1
∫
R2N
( ∫
Rm
Ra,ω,ϕ(X, ζ) dζ
)p
dX
≤ C1‖G‖
p
L1
(v)
∫
R2N
(∫
Rm
Qa,ω,ϕ(X, ζ) dζ
)p
dX
≤ Cϕ
∫
R2N
(∫
Rm
Ea,ω(X, ξ − ϕ
′
x(X), η − ϕ
′
y(X),−ϕ
′
ζ(X)) dζ
)p
dX.
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for some onstant C1. It follows now from Minkowski's inequality that the latter
integral an be estimated by∫∫
RN
( ∫
Rm
(∫∫
RN
Ea,ω(X, ξ−ϕ
′
x(X), η−ϕ
′
y(X),−ϕ
′
ζ(X))
p dξdη
)1/p
dζ
)p
dxdy
=
∫∫
RN
( ∫
Rm
(∫∫
RN
Ea,ω(X, ξ, η,−ϕ
′
ζ(X))
p dξdη
)1/p
dζ
)p
dxdy.
By letting Cϕ = C2 exp(C2‖ϕ
′′‖M∞,1
(v)
), taking ξ, η,−ϕ′ζ(X), x, y as new variables of
integration, and using the fat that | det(ϕ′′ζ,ζ)| ≥ d, we get for some funtion κ that
‖K‖p
Mp
(ω0)
≤
Cϕ
d
∫∫
RN
( ∫
Rm
(∫∫
RN
Ea,ω(x, y, κ(x, y, z), ξ, η, z)
p dξdη
)1/p
dz
)p
dxdy
≤
Cϕ
d
∫∫
RN
( ∫
Rm
sup
ζ
(∫∫
RN
Ea,ω(x, y, ζ, ξ, η, z)
p dξdη
)1/p
dz
)p
dxdy
= Cϕ‖a‖
p.
This proves the assertion 
We also have the following result parallel to Theorem 2.7.
Theorem 2.8. Assume that N , χ, ω, ωj , v, ϕ, Vj , V
′
j , ̺ τ and u for j = 0, 1, 2
are the same as in Subsetion 2.1. Also assume that p ∈ [1,∞], a ∈ S ′(RN+m)
fullls ‖a‖ <∞, where
‖a‖ =
∫
V ′2
( ∫∫
V1×V ′1
(
sup
̺∈V2
|Vχa(X, ξ, η, z)ω(X, ξ, η, z)|
)p
dtdτ
)1/p
du ,
and that | det(ϕ′′̺,ζ)| ≥ d. Then (i)(iii) in Subsetion 2.2 hold.
We note that the norm estimate on a in Theorem 2.8 means that a ∈ Θp(ω)(V )
with p = (∞, p, p, 1) and V = (V2, V1, V
′
1 , V
′
2). The proof of Theorem 2.8 is based
on Theorem 2.5 and the following result whih generalizes Theorem 2.7 in the ase
p = 1.
Proposition 2.9. Assume that N , χ, ω, ωj , v, ϕ, Vj , V
′
j , ̺ τ and u for j = 0, 1, 2
are the same as in Subsetion 2.1. Also assume that a ∈ S ′(RN+m) satises
‖a‖ <∞, where
‖a‖ =
∫∫
Rm×V1
ess sup
̺∈V2
(∫∫
RN
|Vχa(X, ξ, η, z)ω(X, ξ, η, z)| dξdη
)
dtdz ,
and that | det(ϕ′′̺,ζ)| ≥ d. Then (i)(iii) in Subsetion 2.2 hold for p = 1.
Proof. We use the same notations as in Subsetion 2.1 and the proof of Theorem
2.1. It follows from (2.33) that
‖K‖M1
(ω0)
≤ Cϕ
∫∫
R2N+m
Ea,ω(X, ξ − ϕ
′
x(X), η − ϕ
′
y(X),−ϕ
′
ζ(X)) dζdX
= Cϕ
∫∫
R2N+m
Ea,ω(X, ξ, η,−ϕ
′
ζ(X)) dζdX
= C1Cϕ
∫∫
V1×V2
(∫∫
RN
Ea,ω(X, ξ, η,−ϕ
′
ζ(X)) dξdη
)
dtd̺.
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By taking t and −ϕ′ζ as new variables of integration in the outer doubble integral,
and using the fat that | det(ϕ′′̺,ζ)| ≥ d, we get
‖K‖M1
(ω0)
≤ C1Cϕd
−1
∫
Rm
(∫
V1
(∫∫
RN
Ea,ω(X, ξ, η, z) dξdη
)
dt
)
dz
≤ C1Cϕd
−1
∫
Rm
(∫
V1
sup
̺∈V2
( ∫∫
RN
Ea,ω(X, ξ, η, z) dξdη
)
dt
)
dz
= C1Cϕd
−1‖a‖.
This proves the result. 
Proof of Theorem 2.8. We start to onsider the ase p = 1. By Proposition 2.9 (i),
Minkowski's inequality and substitution of variables we obtain
‖K‖M1
(ω0)
≤ Cϕd
−1
∫
Rm
(∫
V1
sup
̺∈V2
(∫∫
RN
Ea,ω(X, ξ, η, z) dξdη
)
dt
)
dz
≤ Cϕd
−1
∫∫∫∫
V1×RN+m
ess sup
̺∈V2
Ea,ω(X, ξ, η, z) dtdξdηdz
= C1Cϕ
∫
V ′2
(∫∫
V1×V ′1
ess sup
̺∈V2
Ea,ω(X, ξ, η, z) dtdτ
)
du,
for some onstant C1, and the result follows in this ase.
Next we onsider the ase p =∞. By Theorem 2.5 we get
‖K‖M∞
(ω0)
≤ Cϕ sup
x,y
(∫
V ′2
sup
ζ,τ
(
Ea,ω(X, ξ, η, z)
)
du
)
≤ Cϕ
∫
V ′2
(
ess sup
(t,τ)∈V1×V ′1
(
sup
̺∈V2
Ea,ω(X, ξ, η, z)
))
du,
and the result follows in this ase as well.
The theorem now follows for general p by interpolation, using Proposition 1.9.
The proof is omplete. 
By interpolating Theorem 2.1 and Theorem 2.8 we get the following result.
Theorem 2.10. Assume that N , χ, ω, ωj , v, ϕ, Vj , V
′
j , ̺ τ and u for j = 0, 1, 2
are the same as in Subsetion 2.1. Also assume that p, q ∈ [1,∞], a ∈ S ′(RN+m)
fullls ‖a‖ <∞, where
‖a‖ =
∫
V ′2
(∫
V ′1
( ∫
V1
(
sup
̺∈V2
|Vχa(X, ξ, η, z)ω(X, ξ, η, z)|
)p
dt
)q/p
dτ
)1/q
du ,
and that in addition n1 = n2 and (0.4) and | det(ϕ
′′
̺,ζ)| ≥ d hold for some d > 0.
Then the following is true:
(1) if p′ ≤ q ≤ p and p1, p2 ∈ [1,∞] satisfy
(2.34) q ≤ p′1, p2 ≤ p, and
1
p′1
+
1
p2
=
1
p
+
1
q
,
with strit inequalities in (2.34), then the denition of Opϕ(a) extends
uniquely to a ontinuous map from Mp1(ω1) to M
p2
(ω2)
;
(2) if q ≤ min(p, p′), then Opϕ(a) ∈ Ip(M
2
(ω1)
,M2(ω2)).
We note that the norm estimate on a in Theorem 2.8 means that a ∈ Θp(ω)(V )
with p = (∞, p, q, 1) and V = (V2, V1, V
′
1 , V
′
2).
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Proof. In order to prove (1) we note that the result holds when (p, q) = (∞, 1) or
q = p, in view of Theorems 2.1 and 2.8. Next assume that q = p′ for p ≥ 2, and set
p1 = (∞,∞, 1, 1) and p = (∞, 2, 2, 1). Then it follows from Theorem 2.1 and 2.8
that the bilinear form
T (a, f) ≡ Opϕ(a)f
is ontinuous from
Θ
p1
(ω) ×M
p
(ω1)
to Mp(ω2), 1 < p <∞,
and from
Θ
p2
(ω) ×M
2
(ω1)
to M2(1/ω2).
By interpolation, using Theorem 4.4.1 in [3℄, Proposition 1.5 and Proposition 1.9,
it follows that if q = p′ < 2, then T extends uniquely to a ontinuous map from
Θ
p
(ω) ×M
p1
(ω1)
to Mp2(ω2),
when p′ < p1 = p2 < p. This proves (1) when q = p or q = p
′
.
For q ∈ (p′, p), the result now follows by interpolation between the ase q = p′
and p1 = p2 = p0 where p
′ < p0 < p, and the ase q = p and p
′
1 = p2 = p. In fat,
by interpolation it follows that T extens to a ontinuous map from
Θ
p
(ω) ×M
p1
(ω1)
to Mp2(ω2)
when
1
q
=
1− θ
p′
+
θ
p
,
1
p1
=
1− θ
p0
+
θ
p′
,
1
p2
=
1− θ
p0
+
θ
p
.
It is now straight-forward to ontrol that these onditions are equivalent with those
onditions in (1), and the assertion follows.
In order to prove (2), it is no restrition to assume that q = min(p, p′). If p =∞
and q = 1, then the result is a onsequene of Theorem 2.1. If instead 1 ≤ q = p ≤ 2,
then the result follows from Theorem 2.8. The remaining ase 2 ≤ p = q′ ≤ ∞
now follows by interpolation between the ases (p, q) = (2, 2) and (p, q) = (∞, 1),
using (1.8) or (1.9), and the interpolation properties in Setion 1.2. The proof is
omplete. 
3. Consequenes
In this setion we list some onsequenes of the results in Setion 2. In Subsetion
3.1 we onsider Fourier integral operators where the amplitudes depend on two
variables only. In Subsetion 3.2 we onsider Fourier integral operators with smooth
amplitudes.
3.1. Fourier integral operators with amplitudes depending on two vari-
ables. We start to disuss Shatten-von Neumann operators for Fourier integral
operators with symbols in Mp,q(ω)(R
2n) and phase funtions in M∞,1(v) (R
3n), for ap-
propriate weight funtions ω and v. We assume here that the phase funtions
depend on x, y, ζ ∈ Rn and that the amplitudes only depend on the x and ζ vari-
ables and are independent of the y variable. Note that here we have assumed that
the numbers n1, n2 and m in Setion 2 are equal to n. As in the preivous setion,
we use the notation X,Y, Z, . . . for tripples of the form (x, y, ζ) ∈ R3n.
The rst aim is to establish a weighted version of Theorem 2.5 in [9℄. To this
purpose, we need to transfer the onditions for the weight and phase funtions
from Setion 2. Namely here and in the following we assume that ϕ ∈ C(R3n),
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ω0, ω ∈ P(R
4n), v1 ∈ P(R
n), v2 ∈ P(R
2n) and v ∈ P(R6n). A ondition on the
phase funtion is
(3.1) | det(ϕ′′y,ζ(X))| ≥ d, X = (x, y, ζ) ∈ R
2n
for some onstant d > 0, and the onditions in (2.3) in Subsetion 2.1 are modied
into:
(2.3)
′
ω0(x, y, ξ, ϕ
′
y(X)) ≤ Cω(x, ζ, ξ − ϕ
′
x(X),−ϕ
′
ζ(X)),
ω2(x, ξ)
ω1(y,−η)
≤ Cω0(x, y, ξ, η),
ω0(x, y, ξ, η1 + η2) ≤ Cω0(x, y, ξ, η1)v1(η2),
ω(x, ζ, ξ1 + ξ2, z1 + z2) ≤ ω(x, ζ, ξ1, z1)v2(ξ2, z2),
v(X, ξ, η, z) = v1(η)v2(ξ, z), x, y, z, zj, ξ, ξj , η, ζ ∈ R
n.
For onvenieny we also set Op1,0,ϕ(a) = Opϕ(a1) when a1(x, y, ζ) = a(x, ζ).
Theorem 3.1. Assume that p ∈ [1,∞], d > 0, v ∈ P(R6n) is submultipliative,
ω0, ω ∈ P(R
4n) and that ϕ ∈ C(R3n) are suh that ϕ is real-valued, ϕ(α) ∈M∞,1(v)
for all multi-indies α suh that |α| = 2, and (3.1) and (2.3)′ are fullled for some
onstant C. Then the following is true:
(1) the map
a 7→ Ka,ϕ(x, y) ≡
∫
a(x, ζ)eiϕ(x,y,ζ) dζ,
from S (R2n) to S ′(R2n) extends uniquely to a ontinuous map from
Mp(ω)(R
2n) to Mp(ω0)(R
2n);
(2) the map a 7→ Op1,0,ϕ(a) from S (R
2n) to L (S (Rn),S ′(Rn)) extends
uniquely to a ontinuous map from Mp(ω)(R
2n) to L (S (Rn),S ′(Rn));
(3) if a ∈ Mp(ω)(R
2n), then the denition of Op1,0,ϕ(a) extends uniquely to a
ontinuous operator from Mp
′
(ω1)
(Rn) to Mp(ω2)(R
n). Furthermore, for some
onstant C it holds
‖Op1,0,ϕ(a)‖Mp′
(ω1)
→Mp
(ω2)
≤ Cd−1 exp(‖ϕ′′‖M∞,1
(v)
)‖a‖ ;
(4) if a ∈M∞,1(ω) (R
2n), then the denition of Op1,0,ϕ(a) from S (R
n) to S ′(Rn)
extends uniquely to a ontinuous operator from Mp(ω1) to M
p
(ω2)
;
(5) if q ≤ min(p, p′), a ∈Mp,q(ω)(R
2n), and in addition (0.4) holds, then Op1,0,ϕ(a) ∈
Ip(M
2
(ω1)
,M2(ω2)).
Proof. We start to prove the ontinuity assertions. Let a1(x, y, ζ) = a(x, ζ), and let
ω˜(x, y, ζ, ξ, η, z) = ω(x, ζ, ξ, z)v1(η).
By Proposition 1.11 it follows that prove that a1 ∈ Θ
p
(eω)(V ) with p = (∞, p, p, 1)
and V = (V2, V1, V
′
1 , V
′
2). Hene Theorem 2.8 shows that it sues to prove that
(2.3) holds after ω has been replaed by ω˜.
By (2.3)
′
we have
ω0(x, y, ξ, η) ≤ Cω0(x, y, ξ, ϕ
′
y(X))v1(η − ϕ
′
y(X))
≤ C2ω(x, ζ, ξ − ϕ′(X),−ϕ′ζ(X))v1(η − ϕ
′
y(X))
= C2ω˜(x, y, ζ, ξ − ϕ′(X), η − ϕ′y(X),−ϕ
′
ζ(X)).
TRACE IDEALS FOR FIO WITH NON-SMOOTH SYMBOLS 27
This proves that the rst two inequalities in (2.3) hold. Furthermore, sine v1 is
submultipliative we have
ω˜(X, ξ1 + ξ2, η1 + η2, z1 + z2) = ω(x, ζ, ξ1 + ξ2, z1 + z2)v1(η1 + η2)
≤ Cω(x, ζ, ξ1, z1)v2(ξ2, z2)v1(η1)v(η2) = Cω˜(X, ξ1, η1, z1)v(ξ2, η2, z2),
for some onstant C. This proves the last inequality in (2.3), and the ontinuity
assertions follow.
It remains to prove the uniqueness. If p <∞, then the uniqueness follows from
the fat that S is dense in Mp(ω).
Next we onsider the ase p = ∞. Assume that a ∈ M1(ω)(R
2n) and b ∈
M1(1/ω0)(R
2n), and let ϕ˜(x, y, ξ) = −ϕ(x, ξ, y). Sine (3.1) also holds when ϕ is
replaed by ϕ˜, the rst part of the proof shows that Kb,eϕ ∈ M
1
(1/ω). Furthermore,
by straight-forward omputations we have
(3.2) (Ka,ϕ, b) = (a,Kb,eϕ).
In view of Proposition 1.1 (3), it follows that the right-hand side in (3.2) makes
sense if, more generally, a is an arbitrary element in M∞(ω)(R
2n), and then
|(a,Kb,eϕ)| ≤ Cd
−1‖a‖M∞
(ω)
‖b‖M1
(1/ω0)
exp(C‖ϕ′′‖M∞,1
(v)
),
for some onstant C whih is independent of d, a ∈M∞(ω) and b ∈M
1
(1/ω0)
.
Hene, by lettingKa,ϕ be dened as (3.2) when a ∈M
∞
, it follows that a 7→ Ka,ϕ
on M1 extends to a ontinuous map on M∞. Furthermore, sine S is dense in
M∞ with respet to the weak∗ topology, it follows that this extension is unique.
We have therefore proved the theorem for p ∈ {1,∞}. 
Finally we remark that the results in Setion 2 also give Theorem 3.1
′
, whih
onerns Fourier integral operators of the form
Opt1,t2,ϕ(a)f(x) ≡
∫∫
a(t1x+ t2y, ξ)f(y)e
iϕ(t1x+t2y,−t2x+t1y,ξ) dydξ.
It is then natural to assume that the onditions (3.1)
′
is replaed by
(3.1)
′ t21 + t
2
2 = 1, | det(ϕ
′′
y,ξ(X))| ≥ d,
and
(2.3)
′′
ω0(t1x+ t2y,−t2x+ t1y, t1ξ + t2ϕ
′
y(X),−t2ξ + t1ϕ
′
y(X))
≤ Cω(x, ζ, ξ − ϕ′x(X),−ϕ
′
ζ(X))
ω2(x, ξ)
ω1(y,−η)
≤ Cω0(x, y, ξ, η),
ω0(x, y, ξ + t2η2, η1 + t1η2) ≤ ω0(x, y, ξ, η1)v1(η2)
ω(x, ζ, ξ1 + ξ2, z1 + z2) ≤ ω(x, ζ, ξ1, z1)v2(ξ2, z2),
v(X, ξ, η, z) = v1(η)v2(ξ, z), x, y, z, zj, ξ, ξj , η, ζ ∈ R
n.
Theorem 3.1
′
. Assume that p ∈ [1,∞], d > 0, v ∈ P(R6n) is submultipliative,
ω0, ω ∈ P(R
4n) and that ϕ ∈ C(R3n) are suh that ϕ is real-valued, ϕ(α) ∈M∞,1(v)
for all multi-indies α suh that |α| = 2, and (3.1)′ and (2.3)′′ are fullled for some
onstants t1, t2 and C. Then the following is true:
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(1) the map
a 7→ Ka,ϕ(x, y) ≡
∫
a(t1x+ t2y, ζ)e
iϕ(t1x+t2y,−t2x+t1y,ζ) dζ,
from S (R2n) to S ′(R2n) extends uniquely to a ontinuous map from
Mp(ω)(R
2n) to Mp(ω0)(R
2n);
(2) the map a 7→ Opt1,t2,ϕ(a) from S (R
2n) to L (S (Rn),S ′(Rn)) extends
uniquely to a ontinuous map from Mp(ω)(R
2n) to L (S (Rn),S ′(Rn));
(3) if a ∈ Mp(ω)(R
2n), then the denition of Opt1,t2,ϕ(a) extends uniquely to a
ontinuous operator from Mp
′
(ω1)
(Rn) to Mp(ω2)(R
n). Furthermore, for some
onstant C it holds
‖Opt1,t2,ϕ(a)‖Mp′
(ω1)
→Mp
(ω2)
≤ Cd−1 exp(‖ϕ′′‖M∞,1
(v)
)‖a‖ ;
(4) if a ∈ M∞,1(ω) (R
2n), then the denition of Opt1,t2,ϕ(a) from S (R
n) to
S ′(Rn) extends uniquely to a ontinuous operator from Mp(ω1) to M
p
(ω2)
;
(5) if q ≤ min(p, p′), a ∈Mp,q(ω)(R
2n), and in addition (0.4) holds, then Opt1,t2,ϕ(a) ∈
Ip(M
2
(ω1)
,M2(ω2)).
Proof. By letting
x1 = t1x+ t2y, y1 = −t2x+ t1y
as new oordinates, it follows that we may assume that t1 = 1 and t2 = 0, and then
the result agrees with Theorem 3.1. The proof is omplete. 
3.2. Fourier integral operators with smooth amplitudes. Next we apply
Theorem 2.10 to Fourier integral operators with smooth amplitudes. We reall
that the ondition on a in Theorem 2.10 means exatly that a ∈ Θp(ω)(V ) with
p = (∞, p, q, 1) and V = (V2, V1, V
′
1 , V
′
2). In what follows we onsider the ase when
n1 = n2 = m = n and
(3.3)
V1 = V
′
1 = { (x, 0, ζ) ∈ R
3n ; x, ζ ∈ Rn }, and V2 = V
′
2 = { (0, y, 0) ∈ R
3n ; y ∈ Rn }.
However, the analysis presented here also holds without these restritions. The
details are left for the reader. We are espeially onerned with spaes of amplitudes
of the form
CN,p(ω) (R
3n) = { a ∈ CN (R3n) ; ‖a‖CN,p
(ω)
<∞},
where N ≥ is an integer, ω ∈ P(R3n) and
‖a‖CN,p
(ω)
≡
∑
|α|≤N
(∫∫
R2n
‖a(x, · , ζ)ω(x, · , ζ)‖pL∞ dxdζ
)1/p
.
We also set
C∞,p(ω) (R
3n) = ∩N≥0C
N,p
(ω) (R
3n)
The following proposition links CN,p(ω) with Θ
p
(ω)(V ):
Proposition 3.2. Assume that (3.3) is fullled, N ≥ 0 is an integer, V =
(V2, V1, V
′
1 , V2), p = (∞, p, q, 1), p1 = (∞, p, 1, 1) and that p2 = (∞, p,∞,∞). Also
assume that ω ∈ P(R3n), and let
ωs(X, ξ, η, z) = ω(X)〈ξ, η, z〉
s, s ∈ R.
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If s1 < −2n/q
′
when q > 1 and s1 ≤ 0 when q = 1, and s2 > n(q + 2)/q, then the
following embedding holds:
Θ
p1
(ωN )
→֒ Θp(ωN ) →֒ Θ
p2
(ωN )
(3.4)
Θ
p2
(ωN+s2)
→֒ Θp(ωN ) →֒ Θ
p1
(ωN+s1)
(3.5)
and
CN+3n+1,p(ω) →֒ Θ
p1
(ωN )
→֒ CN,p(ω) .(3.6)
For the proof it is onvenient to let P0(R
n) be the set of all ω ∈ P(Rn) ∩
C∞(Rn) suh that ω(α)/ω is bounded for all multi-indies α.
Lemma 3.3. Assume that p = (p, q, r, s) ∈ [1,∞]4, and that N ≥ 0 is an integer.
Then the following is true:
(1) if ω ∈ P(Rn), then it exists an element ω0 ∈ P0(R
n) suh that
(3.7) C−1ω0 ≤ ω ≤ Cω0,
for some onstant C;
(2) if ω ∈ P(R2n), ω˜j ∈ P0(R
2n) for j = 1, 2 are suh that ω˜1(x, ξ) = ω˜1(x)
and ω˜2(x, ξ) = ω˜2(ξ), then the mappings
f 7→ ω˜1 · f
and
f 7→ ω˜2(D)f
are homeomorphisms from Θ
p
(eω1 ω)
(V ) and from Θp(eω2 ω)(V ) respetively to
Θ
p
(ω)(V ). Furthermore, if ωN1,N2(x, ξ) = ω(x, ξ)〈x〉
N2 〈ξ〉N1 , then
(3.8)
Θ
p
(ωN1,N2)
(V ) = { f ∈ S ′(Rn) ; xα∂βf ∈ Θp(ω)(V ), |α| ≤ N2, |β| ≤ N1 }
= { f ∈ S ′(Rn) ; f, xN2j f, D
N1
k f, x
N2
j D
N1
k f ∈ Θ
p
(ω)(V ), 1 ≤ j, k ≤ n };
(3) if ω ∈ P(R6n) and ω0 ∈ P0(R
6n) are suh that ω(X, ξ, η, z) = ω(X)
and ω0(X, ξ, η, z) = ω0(X), then the map a 7→ ω0 · a is a bijetion from
CN,p(ω0ω)(R
3n) to CN,p(ω) (R
3n).
Proof. The assertion (1) follows from Lemma 1.2 in [41℄ The rst part of assertion
(2) is a onsequene of Theorem 3.2 when Θ
p
(ω)(V ) is a modulation spae. The
general ase follows by similar arguments as in the proof of that theorem. We omit
the details. The assertion (3) is a straight-forward onsequene of the denitions.
It remains to prove (3.8). It is onvenient to set
σN1,N2(x, ξ) = 〈x〉
N2〈ξ〉N1 .
Furthermore, let M0 be the set of all f ∈ Θ
p
(ω) suh that x
β∂αf ∈ Θp(ω) when
|α| ≤ N1 and |β| ≤ N2, and let M˜0 be the set of all f ∈ Θ
p
(ω) suh that x
N2
j ∂
N1
k f ∈
Θ
p
(ω) for j, k = 1, . . . , N . We shall prove that M0 = M˜0 = Θ
p
(σN1,N2ω)
. Obviously,
M0 ⊆ M˜0. By the rst part of (2) it follows that Θ
p
(σN1,N2ω)
⊆ M0. The result
therefore follows if it is proved that M˜0 ⊆ Θ
p
(σN1,N2ω)
.
In order to prove this, assume rst that N1 = N , N2 = 0, f ∈ M˜0, and hoose
open sets
Ω0 = { ξ ∈ R
m ; |ξ| < 2 }, and Ωj = { ξ ∈ R
m ; 1 < |ξ| < n|ξj | }.
30 JOACHIM TOFT, FRANCESCO CONCETTI, AND GIANLUCA GARELLO
Then ∪nj=0Ωj = R
n
, and there are non-negative funtions ϕ0, . . . , ϕn in S
0
0 suh that
suppϕj ⊆ Ωj and
∑n
j=0 ϕj = 1. In partiular, f =
∑n
j=0 fj when fj = ϕj(D)f .
The result follows if we prove that fj ∈ Θ
p
(σN,0ω)
for every j.
Now set ψ0(ξ) = σN (ξ)ϕ0(ξ) and ψj(ξ) = ξ
−N
j σN (ξ)ϕj(ξ) when j = 1, . . . , n.
Then ψj ∈ S
0
0 for every j. Hene the rst part of (2) shows that gives
‖fj‖Θp
(σN,0ω)
≤ C1‖σN (D)fj‖Θp
(ω)
= C1‖ψj(D)∂
N
j f‖Θp(ω) ≤ C2‖∂
N
j f‖Θp(ω) <∞
and
‖f0‖Θp
(σN,0ω)
≤ C1‖σN (D)f0‖Θp
(ω)
= C1‖ψ0(D)f‖Θp
(ω)
≤ C2‖f‖Θp
(ω)
<∞
for some onstants C1 and C2. This proves that
(3.9) ‖f‖Θp
(σN,0ω)
≤ C
(
‖f‖Θp
(ω)
+
N∑
j=1
‖∂Nj f‖Θp(ω)
)
,
and the result follows in this ase.
If we instead split up f into
∑
ϕjf , then similar arguments show that
(3.10) ‖f‖Θp
(σ0,Nω)
≤ C
(
‖f‖Θp
(ω)
+
N∑
k=1
‖xNk f‖Θp(ω)
)
,
and the result follows in the ase N1 = 0 and N2 = N from this estimate.
The general ase follows now if ombine (3.9) with (3.10), whih proves (2). The
proof is omplete. 
Proof of Proposition 3.2. The rst embeddings in (3.4) follows immediately from
Proposition 1.10. Next we prove (3.5). Let ε > 0 be hosen suh that s2 − 2ε >
n(q + 1)/q, Ea,ωN be as in Setion 2, and set
Fa,ωN (ξ, η, z) =
(∫∫
R2n
sup
y∈Rn
Ea,ωN (X, ξ, η, z)
p dxdζ
)1/p
.
Then Hölder's inequality gives
‖a‖Θp
(ωN )
=
∫
Rn
(∫∫
R2n
Fa,ωN (ξ, η, z)
q dξdz
)1/q
dη
=
∫
Rn
( ∫∫
R2n
Fa,ωN+s2 (ξ, η, z)
q〈ξ, η, z〉−s2q dξdz
)1/q
dη
≤
∫
Rn
(∫∫
R2n
Fa,ωN+s2 (ξ, η, z)
q〈ξ, z〉−(2n+ε) dξdz
)1/q
〈η〉−(n+ε) dη
≤ C‖Fa,ωN+s2‖L∞ = C‖a‖Θ
p2
(ωN+s2
)
,
where
C =
(∫∫
R2n
〈ξ, z〉−(2n+ε) dξdz
)1/q ∫
Rn
〈η〉−(n+ε) dη <∞.
This proves the rst inlusion in (3.5). The seond inlusion follows by similar
arguments. The details are omitted.
Next we prove (3.6). By Lemma 3.3 it follows that we may assume that ω = 1
and N = 0. By Remark 1.3 (2) we have
Θ
p1 ⊆M∞,1 ⊆ C ∩ L∞.
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Furthermore, if χ ∈ S (R3n) is suh that χ(0) = (2π)−3n/2, then it follows by
Fourier's inversion formula that
a(X) =
∫∫∫
R3n
Vχa(X, ξ, η, z)e
i(〈x,ξ〉+〈y,η〉+〈ζ,z〉) dξdηdz.
Hene Minkowski's inequality gives
‖a‖C0,p =
(∫∫
R2n
(
sup
y∈Rn
|a(X)|
)p
dxdζ
)1/p
≤
(∫∫
R2n
sup
y∈Rn
( ∫∫∫
R3n
|Vχa(X, ξ, η, z)| dξdηdz
)p
dxdζ
)1/p
≤
∫∫∫
R3n
(∫∫
R2n
sup
y∈Rn
|Vχa(X, ξ, η, z)|
p dxdζ
)1/p
dξdηdz = ‖a‖Θp1 .
This proves the right embedding in (3.6).
In order to prove the left embedding in (3.6) we observe that
|Vχa(X, ξ, η, z)| ≤ (2π)
−3n/2
∫
|χ(X1 −X)a(X1)| dX1 = (2π)
−3n/2(|a| ∗ |χˇ|)(X),
whih together with Young's inequality give
‖a‖Θp2 = sup
ξ,η,z
( ∫∫
R2n
sup
y∈Rn
|Vχa(X, ξ, η, z)|
p dxdζ
)1/p
≤ C(
∫∫
R2n
sup
y∈Rn
(|a| ∗ |χˇ|)(X)p dxdζ
)1/p
≤ C‖χ‖L1(
∫∫
R2n
sup
y∈Rn
|a(X)|p dxdζ
)1/p
= C‖χ‖L1‖a‖C0,p ,
for some onstant C. Hene if ω(X, ξ, η, z) = 〈ξ, η, z〉−3n−1, then it follows from
Lemma 3.3 that
‖a‖Θp1 ≤ C1‖ω
−1(D)a‖
Θ
p1
(ω)
≤ C2
∑
|α|≤3n+1
‖a(α)‖
Θ
p1
(ω)
≤ C2
∑
|α|≤3n+1
‖a(α)‖Θp2 ≤ C3
∑
|α|≤3n+1
‖a(α)‖C0,p = C3‖a‖CN,p,
for some onstants C1, . . . , C3. This proves (3.6) and the result follows. 
Corollary 3.4. Let N , ωs and p be as in Proposition 3.2. Then
C∞,p(ω) = ∩N≥0Θ
p
(ωN )
Remark 3.5. Similar properties with similar motivations as those in Proposition
identities2, Lemma 3.3 and Corollary identities3, and their proofs, also holds when
the Θp(ωN ) spaes and C
N,p
(ω) spaes are replaed by the modulation spae M
p,q
(ω)(R
n)
for ω ∈ P(R2n) and
{ f ∈ S ′(Rn) ; f (α) ∈Mp,q(ω)(R
n) |α| ≤ N }
respetively. (Cf. [41℄.)
Now we may ombine Proposition 3.2 with the results in Setion 2 to obtain
ontinuity properties for ertain type of Fourier integral operator when ating on
modulation spaes. The following result is a onsequene of Theorem 2.10 and
Proposition 3.2.
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Theorem 3.6. Assume that n1 = n2 = m = n, ω ∈ P(R
6n) and ω˜ ∈ P(R3n)
satisfy
ω(X, ξ, η, z) = ω˜(X)〈ξ, η, z〉N
for some onstant N , and that χ, ωj , v and ϕ for j = 0, 1, 2 are the same as in
Subsetion 2.1. Also assume that p ∈ [1,∞], a ∈ C∞,p(eω) (R
3n), and that | det(ϕ′′y,ζ)| ≥
d and (0.4) hold for some d > 0. Then the following is true:
(1) (i)(ii) in Subsetion 2.2 holds;
(2) Opϕ(a) ∈ Ip(M
2
(ω1)
,M2(ω2)).
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