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Abstract 
 
Workflow is a key technology for eScience. It 
enables scientific tools to be composed and the 
resulting workflows to be managed. Workflow and 
most other computing tools typically distinguish batch 
from interactive operation. This distinction is ill-suited 
to scientific experimentation which typically starts 
interactively and then may progress to batch operation 
for larger or repeated runs of experiments. In this 
paper we present a scientific workflow model which 
unifies batch and interactive operation. This supports 
seamless experimentation by scientists. The model is 
implemented in a web based environment through the 
Microsoft Windows Workflow system and features a 
novel model for workflow components. 
 
1. Introduction 
 
The eScience vision is the large scale collaboration 
of scientists and resources, particularly computational 
services and data, to undertake new science. Typically 
this takes the form of data analysis and knowledge 
discovery pipelines. These pipelines comprise the 
composition of applications and services. Workflow is 
one technique for achieving this. Workflow is designed 
to simplify the orchestration of multiple tools. 
Workflow is loosely defined as the automation of a 
process to co-ordinate people, data and tasks. Business 
workflow has been researched and utilized over many 
years; more recently eScience has recognized the need 
for workflow, and several specialized workflow 
engines have been developed. Unlike business 
workflow, scientific workflow primarily concerns 
experimentation. Scientific workflow is akin to 
experimentation in the lab. Typically workflows will 
be developed iteratively tried and tested. If the results 
of a workflow are not encouraging it may be refined or 
different workflows may be developed. Once a 
workflow is developed it may be applied to larger data 
sets or applied parametrically across several data sets. 
This is different from the modus operandi of business 
workflow where workflows are typically developed by 
a programmer or business analyst and then deployed 
for others to use. The developer and end user are 
different and the workflow is first developed then 
deployed. 
In general terms most workflow systems distinguish 
between workflow development and deployment and 
workflow experimentation and production use. Long 
running workflows must be designed and configured 
differently from interactive workflows; the former may 
not even be supported at all. 
Thus we may characterize scientific workflow thus: 
 
• Human in the loop: scientists need to see results 
of all steps of workflows; 
• Trial and error: dynamic construction and 
adaptation of workflows by scientists; 
• Progression from experimentation to general 
use of particular workflows. 
 
Workflows and workflow management systems can 
help scientists to reach their goals more quickly by 
looking after the automation of research or engineering 
scenarios and leave the scientists to focus on their 
research problems. 
In this paper we present a model for scientific 
workflow and its implementation which combines 
interactive and batch operation to produce what we 
believe is a more natural and flexible form of workflow 
for eScience. Workflows may be easily authored and 
changed on-the-fly by scientists. The workflow is 
implemented using a form of state based workflow 
through the Windows Workflow Foundation. This is 
teamed with a simple component model which 
encapsulates legacy components and a disconnected 
form of operation. This model represents a significant 
improvement over our previous work reported in [10]; 
it supports a fully disconnected operation, has a refined 
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component model and it has a new implementation 
using the windows workflow foundation. 
The differentiation between batch versus interactive 
computation is deep-rooted in computing systems. The 
exception to this is end user tools such as spreadsheets, 
Matlab and scripting languages which permit more 
dynamic development and operation. Nevertheless 
even scripting languages still require work on the part 
of the user to produce a standalone script from an 
interactive session. Our model overcomes these 
limitations. 
The remainder of this paper is organized as follows: 
the next section describes some common existing 
scientific workflow systems. Section 3 overviews our 
workflow system, GPFlow. Section 4 presents the 
architecture, and Section 5 presents the 
implementation. The final sections present some 
example workflows and discuss the results, and present 
further work. 
   
2. Scientific workflow systems 
 
A scientific workflow system is a system that 
orchestrates and manages virtual experiments for 
scientists. In this section several common scientific 
workflow systems are presented.  
Kepler [6] is a cross discipline project that aims to 
simplify access to scientific data and the analysis of 
this data. The Kepler environment is built upon the 
PtolemyII [5] platform and the Kepler project has 
extended PtolemyII towards scientific workflows 
through adding support for web service invocations 
and access to Grid resources. Components in Kepler 
are called actors and the communication between 
actors and execution of a workflow is controlled by an 
object called a director. The graphical editor in Kepler, 
Vergil, uses a graph representation of the workflow 
where the nodes in the graph are actors and the vertices 
represent links between the actors. Workflows in 
Kepler are authored in Vergil through dragging and 
dropping of actors from an actor pane. In Kepler there 
have been several efforts in providing access to high 
performance computing facilities, all through creating 
custom actors that provides an entry point to external 
schedulers, such as Nimrod/G [3] and directly to a 
Globus grid [6]. The main focus areas of Kepler so far 
has been in ecology, geology, biology and astronomy. 
Taverna [8] is the scientific workflow management 
tool created in the myGrid project. It is designed to 
facilitate the use of workflow and distributed 
computing technologies within eScience with life 
sciences as main focus areas. A key feature in Taverna 
is service discovery where the Taverna workbench can 
be pointed at a single web service or a site with links to 
multiple web services and then use these in workflows. 
Workflows in Taverna are authored and executed 
through the Taverna workbench. A set of available 
services, both local and remote, are shown in a window 
separate to the workflow model. The workflow is built 
through a menu pane where ports, processors and links 
between these are composed and displayed visually in 
the workflow pane through a flowchart image of the 
workflow. A generic workflow enactor interface is 
used to execute workflows where the users can view 
results as they come in. Most of the output data are in 
textual form but there is support for plugging in 
visualization tools. Taverna is currently targeting a 
wide range of areas within biology. 
Triana [7] is a problem solving environment that 
allows for graphical creation of workflows from OGSA 
grid services and a set of local components provided 
with the program. The system is designed to be a set of 
pluggable components for easy integration with other 
systems. The GUI in Triana has been linked to the 
Pegasus execution planner for grid jobs in order to 
create workflows that execute on the Condor grid 
system. Triana also contains a JXTA based peer-to-
peer module for cycle stealing that forms the basis of 
the project vision of a Consumer Grid, similar to the 
SETI@HOME [1] project. Triana has been used 
successfully in signal, image and text processing 
workflows, especially within the GEO 600 [4] 
gravitational wave detection project. Workflows in 
Triana are authored via drag and drop composition in 
the Triana workflow graph editor. Triana supports 
visualization through graph plotters and custom 
visualization components. The main scientific target 
areas have so far been within astronomy and physics. 
Chimera [2] is a system for finding or creating 
workflows of a number of OGSA grid services. The 
concept behind Chimera is that you should be able to 
search for data or programs for your specific problem 
to explore if someone else have written the program or 
collected the data you were looking for. The data 
presented in Chimera includes metadata that describes 
how the data was collected. Workflows in Chimera are 
represented through abstract workflow specifications 
that are passed on to the Pegasus system. Pegasus will 
translate the abstract workflow into a concrete 
workflow. The concrete workflow is essentially a 
directed acyclic graph representation of the workflow 
that is submitted to Condors DAGMan scheduler for 
execution. This mapping can be either the whole 
workflow or just parts. Chimera is a part of the Grid 
Physics Network (GriPhyN) and is intended to be used 
in large scale data exploration projects within fields 
such as high energy physics and astrophysics. 
SCIRun [9] is a problem solving environment from 
the University of Utah. It is designed for supporting 
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computational steering of large scale scientific 
computations where the goal is to allow a scientist to 
interactively control scientific simulations while the 
computation is running. SCIRun was originally 
targeted at computational medicine but has later been 
expanded to support other scientific domains. The 
SCIRun environment provides a visual interface for 
construction of dataflow networks with integrated 
debugging capabilities. Experimentation is a key 
concept in SCIRun as the system will allow parameters 
to be changed at runtime. If a parameter is changed at 
runtime it will propagate changes through the system 
and cause a reevaluation. Authoring of workflows in 
SCIRun is done through a visual designer where 
available modules are composed in a graph editor. 
There is a range of different prepackaged modules 
available in SCIRun and if the system does not have a 
particular module a new one can be created through 
implementing a C++ class. SCIRun will offer pre-built 
data structures and common libraries for module 
developers to use and allows for each module to have 
its own separate user interface. SCIRun has its strength 
in the available visualization modules in the system. 
With the exception of SCIRun all of these systems 
differentiate batch and interactive workflows, and none 
are web based. Most support the viewing of results as 
they are generated but they do not allow the scientist to 
interact with running workflows for example to change 
values or to reconfigure workflows. Our goal is a 
higher level web based system which more naturally 
supports scientific experimentation through changing 
and dynamically reconfiguring workflows on-the-fly. 
 
3. GPFlow overview 
 
GPFlow is modeled after spreadsheets and web 
shopping carts. Like spreadsheets, scientific workflows 
can be experimented with and manipulated whilst they 
are running; in particular there is no differentiation 
between workflow development, interactive operation 
and batch operation. Like web shopping carts 
workflows are accessible through a web interface and 
present themselves as a simple sequence of steps. Each 
step has an associated web interface and the user may 
navigate back and forth between steps using a 
navigation panel. During navigation the user may 
change values. Any changes made to a running 
workflow cause the workflow to be reevaluated from 
that point and the effect to ripple through the rest of the 
workflow, like a spreadsheet. This provides a natural 
interface supporting experimentation to the scientist. 
The user interface is shown in Figure 1 and navigation 
between workflow steps is shown in Figure 2. 
  
 
 
Furthermore running workflows are disconnected 
from the user interface. Thus a running workflow can 
be left and viewed at a later stage. This articulates well 
with the web based user interface. Workflows may also 
be dynamically reconfigured on-the-fly: steps may be 
added or deleted from the workflow. Navigation to a 
step which has not yet been evaluated displays a 
message that the results are not yet available because 
the step is under evaluation. If the workflow is 
reconfigured whilst running, it is automatically rebuilt 
and executed – transparently to the user. 
The web based interface enables workflows to be 
copied, modified and incrementally built. Workflows 
comprise a sequence of steps. These steps may form a 
simple pipeline or there may be more complex 
dependencies between steps, for example see Figure 3. 
Pipelines are constructed by simply adding (or 
removing) stages from a workflow. More complex 
dependencies require editing of the workflow structure, 
but this may still be done whilst the workflow is 
running. 
 
Figure 1. Workflow user interface 
Interface for a particular 
workflow step (component) 
Workflow 
navigation 
and editing 
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4. Architecture and components 
 
To support the workflow an architecture which 
permits workflows to be disconnected and interacted 
with is required. Typically components are wrapped 
command line applications with an associated web user 
interface. The user sees the workflow through a portal 
comprising the navigation pane and the individual 
components web interfaces, as shown in Figure 1. The 
command line applications are run by the workflow 
engine separately from the user interface. Thus the user 
interface and workflow are decoupled, they share data 
such as files and database records, but only otherwise 
interact when the user changes some input data 
necessitating a recalculation of the workflow from an 
earlier step, or the workflow is reconfigured, which 
necessitates workflow recalculation too. 
GPFlow components are represented as triples 
comprising three subcomponents: 
 
1. Input renderer (I) 
2. Processing component: typically a 
wrapped command line application (P) 
3. Output renderer (O) 
 
The user web user interface essentially generates the 
input and output views of steps using the input and 
output renderers for each component. Figure 4 shows 
three components A, B and C and how their interfaces 
and processing parts are composed. The workflow runs 
the processing components decoupled from the user 
interface and the input and output subcomponents. The 
dataflow between the subcomponents is shown in 
Figure 5. This also shows the component description 
document which describes the function of the 
component to the user. 
 
 
 Figure 3. Dependencies between stepsneed not be linear 
Step 2 
Step 3 
Figure 2. The left pane is used to 
navigate between workflow steps 
Step 1 
User interface Workflow 
IA 
OA 
IB 
OB 
IC 
OC 
PA 
PB 
PC 
Navigation 
Figure 4. Interface vs workflow separation
for a three step workflow A, B & C 
Computation 
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5. Implementation using Windows 
workflow 
 
Windows Workflow Foundation (WF) is an 
extensible framework for the development and 
execution of workflows [14]. The WF is used as the 
engine to support GPFlow, analogous to how a virtual 
machine supports a programming language. The 
building blocks of WF workflows are Activities, which 
can be chained into a sequential workflow, or 
incorporated into the states of a state machine 
workflow. Sequential workflows are suitable if the 
execution order of activities is well defined and known 
in advance. In GPFlow, we enable user interaction at 
any point in a scientific workflow, so the execution 
order of activities depends on user input. In WF, state 
machine workflows are designed to support this type of 
human workflow, hence GPFlow workflows are 
implemented as finite state machines. 
A workflow may either be running, or it may be 
temporarily suspended by a user while they fine-tune 
some experimental parameters. These two major states 
are represented in GPFlow, where each step in a 
scientific workflow has two corresponding WF states; 
a running state, and a suspended state. Figure 6 
illustrates a state machine representing a three step 
scientific workflow. There are three “running” states, 
and three corresponding, “suspended” states for each 
workflow step. We introduce a fourth, “End” step, 
which represents the end of the scientific workflow. 
The state machine workflow has the ability to jump 
back to any previous step in response to user 
interaction. 
 
“Running” states incorporate processing activities 
that implement a step in a scientific workflow. 
“Suspended” states do not incorporate these processing 
activities, leaving the user free to modify parameters 
without triggering any unnecessary processing. In 
addition, each state listens for three events: Finished, 
Changed and ToggleCalculation. The Finished event is 
fired when the processing triggered by a running state 
has completed. This causes the workflow to transition 
to the next step. The Changed event is fired when a 
user changes any input parameters corresponding to a 
workflow step. When such an event is fired, the 
workflow will transition to an earlier state if required. 
For example, if the workflow is at S3, and the 
parameters of S2 are changed, then the workflow will 
transition to S2, as S2 is earlier than S3 and any 
changes to step 2 will affect the outcome of step 3. 
ToggleCalcuation triggers a running state to switch to 
its corresponding suspended state and vice versa. It 
enables the user to control how the workflow will 
respond to changes to input parameters. 
Workflows in GPFlow are first defined in a GPFlow 
workflow XML format that uses metadata from 
components to enable high level workflow 
composition. This GPFlow XML is translated into WF 
XAML (Extensible Application Markup Language) 
format at runtime, and it is this XAML workflow 
definition which is used to create instances of the 
workflow in WF. Components are implemented as WF 
activities as subclasses of GPFlowBaseActivity. 
Programmers are only required to implement a 
DoWork method with component specific code. 
Users interact with GPFlow via a web portal. Each 
component has a corresponding ASP.NET web control, 
implementing its input and output render. The portal 
parses a workflow’s XML description, and based on 
that description, generates a workflow navigation 
panel. When a user clicks on this panel, the relevant 
Component 
processing (P)
Input 
renderer (I) 
Output 
renderer (O) 
Component 
description 
User interface 
Old user input 
Component output
for subsequent 
steps 
Workflow 
Figure 5. Dataflow in a workflow step
Outputs from 
previous steps & 
other data sources 
inc web services 
 
 
 
 
R1
R2
ER
R3
S1 
S2 
ES 
S3 
Figure 6. Workflow states 
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component web control is displayed, enabling users to 
interact with that step in their workflow, or to view any 
available results. If a user does change any parameters, 
or toggles the calculation status of their workflow, this 
is communicated to the workflow runtime host which 
effects the necessary changes to the relevant state 
machine workflow. 
The navigation panel also displays a list of available 
components that may be added to a workflow. Making 
use of functionality exposed by WF to dynamically 
modify workflows, GPFlow provides users with the 
flexibility to alter their workflows if so desired. This 
promotes an experimental, or trial and error approach 
to adapting workflows, as dictated by the results 
generated from an existing workflow. 
If a workflow step is added, a pair of states, a 
running state and a suspended state are created and 
inserted into the existing workflow. Existing states are 
modified such that their possible state transitions are 
updated to accommodate the new workflow step. The 
procedure is not unlike inserting a node into a linked 
list. Workflow steps can also be deleted. The relevant 
states are removed, and the remaining states are 
updated.  
 
 
6. Example workflows 
 
Examples of typical bioinformatics workflows that 
we have implemented in our system are, Prokaryote 
Genomic Motif Identification and DNA Clone 
Characterization. The former is a three step workflow 
encapsulating tasks scientists would frequently 
encounter when working with traditional web based 
tools. Sequence availability is mediated by the 
“Collection Browser” a dynamic start point for 
creating, organising and storing biological sequences. 
With desired sequences collated, the user is forwarded 
to an interface where specific regions of the DNA can 
be extracted. These regions are relative to the coding 
sequence start site and are especially relevant to 
promoter and intergenic studies. With desired regions 
extracted, pattern matching is performed; available 
algorithms include Position Weight Matrices and raw 
Motif scoring. Signal modelling is provided by a 
compound model for the identification of -35 and -10 
signals in prokaryotic promoter regions. 
By DNA clone characterisation the biologist seeks 
to determine an unknown sequence with the aid of 
prior knowledge. In this workflow prior knowledge is 
incorporated via the BLAST and CLUSTALW 
utilities. BLAST (Basic Local Alignment Search Tool) 
is the standard tool for characterizing unknown clone 
DNA. It finds regions of local similarity between 
sequences [12]. ClustalW is a general purpose multiple 
sequence alignment program for DNA or proteins [13]. 
To enhance the effectiveness of these tools the 
workflow incorporates pre and post processing stages. 
The pre-processing stage involves sequence extraction 
and inspection from a DNA base reader machine 
output, this is visually presented to the user. The 
extracted sequence is then fed into BLAST to aid in 
sequence characterization. Upon receiving undesired 
results, a further more sensitive stage is employed. 
CLUSTALW aligns the unknown sequence with a user 
defined custom dataset of sequences. A desired 
outcome alignment sees the completion of the 
workflow, however further processing may be 
required. The final stage reverse complements the 
sequence for resubmission to the CLUSTALW utility. 
Use of our system for these workflows is less labour 
intensive than using the traditional web based tools. 
The biggest advantage is in the way our system can 
coordinate the flow of data between workflow steps. 
With web based tools, users have to manually copy and 
paste relevant data into web pages, and can only do so 
after each step of the workflow has completed. With a 
workflow system such as GPFlow, a user may not have 
to interact with their workflow during its execution, 
needing only to set initial parameters, start execution, 
and collect results at the very end. This automation 
enables users to focus on their research, not ours.  
 
 
7. Further work and conclusions 
 
We have presented a model of scientific workflow, 
and its implementation, which unifies batch and 
interactive workflow. The model suits experimentation 
as carried out by scientists. The implementation uses 
the Windows workflow engine as a base to provide an 
enterprise strength implementation. 
Several bioinformatics workflows have been written 
and these are being used by biologists. Initial feedback 
from users has been good. They like the simplicity and 
immediacy of the system. 
There are several ways in which we would like to 
extend the current workflow system. We would like to 
make workflows accessible via web services, so that 
they can be created and queried programmatically, 
perhaps within the WS-RF framework. Some 
workflows are quite costly; we would like to 
automatically support the scheduling of these 
computations to a backend cluster, so that, for 
example, multiple BLAST tasks could be 
automatically evaluated in parallel. In general terms 
the system has excellent support for computation in the 
form of workflows. Data is less well supported. 
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Subsequent work will focus on data management 
aspects of the system, and how to better manage data 
and data provenance. 
The current implementation can be accessed 
through our eResearch projects page here: 
http://eresearch.fit.qut.edu.au. We intend to make the 
framework freely available. 
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