Let r and n be positive integers such that r < n, and K be an arbitrary field. In a recent work, we have determined the maximal dimension for a linear subspace of n by n symmetric matrices with rank less than or equal to r, and we have classified the spaces having that maximal dimension. In this article, provided that K has more than two elements, we extend this classification to spaces whose dimension is close to the maximal one: this generalizes a result of Loewy [6] . We also prove a similar result on spaces of alternating matrices with bounded rank, with no restriction on the cardinality of the underlying field.
Introduction

The problem
Let K be a (commutative) field. We denote:
• By M n,p (K) the space of all n by p matrices with entries in K, and M n (K) is defined as M n,n (K);
• By S n (K) the space of all n by n symmetric matrices with entries in K;
• By A n (K) the space of all n by n alternating matrices with entries in K (that is, the skew-symmetric matrices with diagonal zero or, equivalently, the matrices A ∈ M n (K) such that X T AX = 0 for all X ∈ K n );
• By GL n (K) the group of all invertible matrices of M n (K).
Given integers i ∈ [ [1, n] ] and j ∈ [ [1, p] ], we denote by E i,j the matrix of M n,p (K) with zero entries everywhere except at the (i, j) spot, where the entry equals 1. Two subsets V and W of M n (K) are called congruent when there exists a matrix P ∈ GL n (K) such that V = P W P T ,
i.e. V and W represent the same set of bilinear forms in a different choice of basis of K n . The upper-rank of a non-empty subset V of M n,p (K) is defined as urk V := max rk M | M ∈ V .
Spaces of matrices with bounded rank have attracted much focus from the mathematical community in the last fifty years. In the case of rectangular matrices, the basic theorem is the one of Flanders [4] , which states that if a linear subspace S of M n,p (K) has upper-rank less than or equal to r, with r ≤ p ≤ n, then dim S ≤ nr. Moreover, if dim S = nr then either there exists a (p − r)-dimensional linear subspace of K p on which all the matrices of S vanish, or else n = p and there exists an r-dimensional linear subspace of K n that includes the range of every matrix of S. By perfecting Flanders's techniques, Atkinson, Lloyd and Beasley [1, 2] later proved that the latter statement actually holds whenever dim S > nr − (n − p + r) + 1, provided that the underlying field be of cardinality greater than r. Recently, we have been able to extend this result to arbitrary fields [13] , and we have even managed to obtain a complete classification of the situation when dim S ≥ nr − 2(n − p + r) + 2 and S is a maximal space with upper-rank less than or equal to r, unless K has two elements only [10] . In short, maximal spaces with upper-rank at most r and dimension close to the critical one nr are known.
In this article, we shall be concerned with the corresponding problem for subspaces of symmetric or alternating matrices. Results on this topic have been obtained much later than in the rectangular case, and they have a reputation of being much more difficult. The first results were obtained by Meshulam [8] , who determined the maximal dimension for a linear subspace of S n (K) (or A n (K)) with upper-rank at most r, provided that the field K does not have characteristic 2 and its cardinality is large with respect to n and r. Later, by following Meshulam's core ideas, Loewy and Radwan [7] were able to characterize the subspaces of symmetric matrices having the critical dimension. In a recent work [9] , we have used new methods to generalize the results of Meshulam, Loewy and Radwan to an arbitrary field (with arbitrary characteristic and cardinality), even allowing affine subspaces instead of linear subspaces only. In this article, our ambition is to extend this result to a large range of dimensions below the critical one: in short, our results will be the equivalent of the one of Atkinson, Lloyd and Beasley in the theory of large spaces of bounded-rank rectangular matrices. Before we go on, we should point out that a special case of our theorems has already been obtained by Loewy in [6] : we will discuss the limitations of his result later on.
It is high time we gave examples of large maximal subspaces of A n (K) and S n (K) with upper-rank r. The following special spaces are the equivalent of the so-called "compression spaces" in the theory of large spaces of bounded-rank rectangular matrices. Let n, s and t be non-negative integers such that 2s + t ≤ n. We define WS n,s,t (K) (respectively WA n,s,t (K)) as the linear subspace of all matrices of S n (K) (respectively, of A n (K)) of the form One checks that urk WS n,s,t (K) = 2s + t and, if t is odd, that urk WA n,s,t (K) = 2s + t − 1.
Setting s n,s,t := dim WS n,s,t (K) and a n,s,t := dim WA n,s,t (K), one computes that s n,s,t = s + 1 2 + t + 1 2 + s(n − s) and a n,s,t = s 2 + t 2 + s(n − s).
It is easily checked that WS n,s,t (K) is a maximal linear subspace of S n (K) with upperrank 2s + t, and that if t is odd WA n,s,t (K) is a maximal linear subspace of A n (K) with upper-rank 2s + t − 1. Now, let n and r be integers such that 0 ≤ r ≤ n. One checks that both sequences (s n,s,r−2s ) 0≤s≤⌊r/2⌋ and (a n,s,r+1−2s ) 0≤s≤⌊(r+1)/2⌋ are strictly convex. Indeed, both functions s → +s(n−s) are polynomials of degree 2 and with coefficient on s 2 equal to 3 2 · We can now recall the following results of [9] , which extend those of Loewy, Meshulam and Radwan to arbitrary fields: Theorem 1.1. Let n and s be non-negative integers such that 2s < n. Let S be a linear subspace of A n (K) such that urk S ≤ 2s. Then, dim S ≤ max a n,0,2s+1 , a n,s,1 , and if equality occurs then S is congruent to WA n,s,1 (K) or to WA n,0,2s+1 (K). Theorem 1.2. Let n and r be non-negative integers such that r < n. Let S be a linear subspace of S n (K) such that urk S ≤ r.
(a) If r = 2s for some integer s, then dim S ≤ max s n,0,r , s n,s,0 , and if equality occurs then either S is congruent to WS n,s,0 (K) or to WS n,0,r (K), or K has characteristic 2 and S is congruent to WA n,0,r+1 (K).
(b) If r = 2s + 1 for some integer s, then dim S ≤ max s n,0,r , s n,s,1 , and if equality occurs then S is congruent to WS n,s,1 (K) or to WS n,0,r (K).
Beware that our notation in this paper is different from the one in [9] . Here is the full list of correspondence between the two sets of notation.
Notation in this article Notation in [9] a n,0,2s+1 a
(1) n,2s a n,s,1 a (2) n,2s
WS n,2s+1 (K)
Main results
We are ready to state our main theorem on large spaces of bounded-rank symmetric matrices. Theorem 1.3. Assume that #K > 2. Let S be a linear subspace of S n (K) and r be an integer such that 1 < r < n. Write r = 2s + ǫ for some positive integer s and some ǫ ∈ {0, 1}. Assume that K has characteristic not 2 and that dim S > max (s n,1,r−2 , s n,s−1,2+ǫ ) and urk S ≤ r.
Then, one of the following outcomes holds:
(i) S is congruent to a subspace of WS n,0,r (K);
(ii) S is congruent to a subspace of WS n,s,ǫ (K);
(iii) K has characteristic 2, r is even and S is congruent to a subspace of WA n,0,r+1 (K).
The case of the field with two elements appears to be much more complicated, and we will not tackle it here. We are confident that by using a similar strategy good results can be obtained on this difficult case. Now, here is our result for spaces of alternating matrices. This time around, we do not exclude fields with two elements. Theorem 1.4. Let S be a linear subspace of A n (K), and r = 2s be an even integer such that 0 < r < n. Assume that dim S > max (a n,1,r−1 , a n,s−1,3 ) and urk S ≤ r.
Then, S is congruent to a subspace of WA n,0,r+1 (K) or to a subspace of WA n,s,1 (K).
In the above two theorems, we cannot have s = 1 for the assumption on the dimension of S would lead to a contradiction with Theorems 1.1 and 1.2. Understanding this special case will however be necessary in the proofs of these theorems, and hence we shall include a discussion of it. Proposition 1.5. Let S be a linear subspace of A n (K) such that dim S > 3 and urk S ≤ 2. Then, S is congruent to a subspace of WA n,1,1 (K).
The next result is already known [3, 5] : Proposition 1.6. Assume that #K > 2. Let S be a linear subspace of S n (K) such that dim S > 3 and urk S ≤ 2. Then, S is congruent to a subspace of WS n,1,0 (K).
The following one seems to be new: Proposition 1.7. Assume that #K > 2. Let S be a linear subspace of S n (K) such that dim S > 6 and urk S ≤ 3. Then, S is congruent to a subspace of WS n,1,1 (K). Now, let us compare our results with Loewy's. Here is a restatement of the latter into our notation system: Theorem 1.8 (Loewy [6] ). Assume that the characteristic of K is not 2. Let S be a linear subspace of S n (K), and s be a positive integer such that 2s < n and 2n > 5s + 1. Assume that urk S ≤ 2s, #K ≥ 2s + 3 and dim S > max(s n,s−1,2 , s n,0,2s ).
Then, S is congruent to a subspace of WS n,s,0 (K).
Unless s = 1, the condition dim S > max(s n,s−1,2 , s n,0,2s ) implies dim S > max(s n,s−1,2 , s n,1,2s−2 ) since (s n,k,2s−2k ) 0≤k≤s is a convex sequence. For low values of s with respect to n, one sees that the two conditions are actually equivalent. If s = 1, then Loewy's result is a consequence of Proposition 1.6.
Thus, Loewy's result is essentially a version of Theorem 1.3, for low even upper-ranks only, and with some unnecessary assumptions on the field. Unsurprisingly, our methods will be very different from Loewy's. Following Meshulam, Loewy's strategy consisted in exploiting a connection with graph theory. On the contrary, our methods are firmly rooted in linear algebra: They can be seen as an adaptation of techniques that have helped advance the theory of large spaces of bounded-rank rectangular matrices in the recent past (see [10] ).
Main strategy
Let us give a few ideas of the strategy of proof of Theorems 1.3 and 1.4. We will limit our discussion to the alternating case, since it is the one that involves the lesser amount of technicalities.
We shall follow the main ideas of [9] . Let S be a linear subspace of A n (K) with upper-rank less than or equal to r = 2s for some even integer r < n − 1. We wish to prove that if the dimension of S is large enough, then S is congruent to a subspace of WA n,s,1 (K) or to a subspace of WA n,0,r+1 (K).
Our starting point is a simple observation. Throughout the article, we shall write every matrix M of A n (K) as
with K(M ) ∈ A n−2 (K) and P (M ) ∈ A n−1 (K). Assume that the matrix N := E 1,n − E n,1 belongs to S. Then, for all M ∈ S, by using the fact that rk(M +tN ) ≤ r for all t in K, it can be shown (see Lemma 2.4 of [9] ) that rk K(M ) ≤ r − 2. Hence, K(S) is a linear subspace of A n−2 (K) with upper-rank at most r − 2. This should allow us to perform an inductive proof! Yet, to perform such a proof it is necessary to know that the dimension of K(S) is large enough. This can be done thanks to the rank theorem: denoting by W the linear subspace of S consisting of all its matrices M such that P (M ) = 0, and by W ′ the linear subspace of P (S) consisting of all its matrices with first row zero, we find
Hence, if we can ensure that dim W is small enough, then we will know that dim K(S) is large enough, so that we can use the induction hypothesis. Now, say that this has been obtained and that K(S) is congruent to a subspace of WA n−2,s−1,1 (K) (it could also happen that K(S) be congruent to a subspace of WA n−2,0,r−1 (K), but let us not get distracted by this side issue). Then, we can simply assume that K(S) ⊂ WA n−2,s−1,1 (K), whence P (S) ⊂ WA n−1,s,1 (K). From there, we wish to prove that S is congruent to a subspace of WA n,s,1 (K); in rough terms, we want to lift the structure of P (S) to the one of S. The basic argument is the following one: every matrix of S now splits as
where
Hence, urk A(S) ≤ s. As n − s − 1 ≥ s + 1, if the dimension of P (S) is large enough then so is the dimension of A(S), and then we can use the classification of large spaces of rectangular matrices with bounded rank, and more specifically the theorem of Atkinson and Lloyd [1] that was recently generalized to all fields [13] . If the dimension of B(S) is large enough, it will yield that, for some fixed vector X ∈ K s , we have C(M ) = B(M )X for all M ∈ S; from that point it will be easy to conclude that S is congruent to a subspace of WA n,s,1 (K). Now, let us come back to the general situation. We introduce the following notation: Notation 1.1. Let H be a linear hyperplane of K n and V be a subset of M n (K). We denote by V H the set of all matrices M ∈ V for which H is totally singular, that is
For example, if H = K n−1 × {0} then V H consists of all the matrices M of V that have the following shape
hence, in the above notation, we have W = S H . Therefore, we can use the above technique provided that S H be non-zero (in the above setting, it has to contain E 1,n − E n,1 ) and yet with small dimension. In general, it is known (see Lemma 2.10 from [9] ) that there exists a linear hyperplane H of K n such that dim S H ≤ s. Here, we shall need a more precise result: if dim S H ≥ s for every linear hyperplane H of K n then S is congruent to WA n,s,1 (K) (see Proposition 3.1). Hence, either our conclusion is satisfied or we can find a linear hyperplane H of K n such that dim S H ≤ s − 1. It remains to explain what to do if we have a linear hyperplane H of K n such that S H = {0}. Assume for instance that this is the case with H = K n−1 × {0}.
Then, in the above notation we apply induction to P (S), which has the same dimension as S. It is obvious that the requirements of Theorem 1.4 are fulfilled by P (S), and hence by induction no generality is lost in assuming that P (S) ⊂ WA n−1,s,1 (K) or P (S) ⊂ WA n,0,r+1 (K). In the first case, we can use the same lifting technique as in the above to recover that S is congruent to a subspace of WA n,s,1 (K). To finish the discussion, assume that the second case holds and let us see how to lift that information on P (S) to obtain that S is congruent to a subspace of WA n,0,r+1 (K). We have a subspace V of A r+1 (K), with dim V = dim S, and we have linear maps
and C 2 : V → K n−r−2 such that S is the space of all matrices
Moreover, the codimension of V in A r+1 (K) is small. Then, by using results on affine spaces of bounded-rank alternating matrices (Corollary 3.1 from [9] ), we will prove that C 2 = 0 and that C 1 (A) belongs to the column space of A for all A in V . In other words, C 1 is a range-compatible map. Thanks to recent new results on such maps (see [11] ), we shall conclude that C 1 : A → AX for some fixed X ∈ K r+1 , and hence S is congruent to WA n,0,r+1 (K).
Structure of the article
The article is laid out as follows. The next three sections are devoted to elementary parts of the final proofs:
• In Section 2, we recall the basic extraction lemmas from [9] that will be used throughout the article.
• In Section 3, we prove the existence of a linear hyperplane H of K n such that the dimension of S H is small enough, when S is a linear subspace of symmetric or alternating matrices with bounded rank.
• Finally, in Section 4, we prove the various lifting results that will allow us to recover the structure of S from that of P (S), under specific assumptions on the dimension and on the structure of P (S). In the end of that section, we shall give a quick inductive proof of Propositions 1.5, 1.6 and 1.7.
In the final two sections, we combine those results to prove Theorems 1.4 and 1.3 by induction on n and r (in Sections 5 and 6, respectively).
The extraction lemmas
The Schur complement lemma
The following lemma is classical (see e.g. Lemma 2.1 from [9] ).
The alternating case
The following result is Lemma 2.4 in [9] .
Lemma 2.2. Let n be an integer such that n ≥ 3. Let r be an even integer such that 0 ≤ r < n. Let A ∈ A n (K), which we split up as
2 be such that i = j, and let M ∈ A n (K). Assume that rk(M + t(E i,j − E j,i )) ≤ r for all t ∈ K. If we denote by M i,j the submatrix of M obtained by deleting the i-th and j-th rows and columns, then rk M i,j ≤ r − 2.
The symmetric case
The following result is Lemma 2.5 from [9] . Lemma 2.4. Let n be an integer such that n ≥ 3. Let r be a non-negative integer such that r < n. Let A ∈ S n (K), which we split up as
and assume that rk(A + tN ) ≤ r for all t ∈ K, and that #K > 2. Then, rk B ≤ r − 2.
2 be such that i = j, and let M ∈ S n (K). Assume that rk(M + t(E i,j + E j,i )) ≤ r for all t ∈ K, and that #K > 2. If we denote by M i,j the submatrix of M obtained by deleting the i-th and j-th rows and columns, then
3 On the matrices of small rank in the translation vector space of a bounded-rank affine space
In this part, we shall start from an affine subspace S of S n (K) or of A n (K) with upperrank r < n, and we will try to prove that there exists a linear hyperplane H of K n such that dim S H is small with respect to r, where S denotes the translation vector space of S.
The alternating case
Proposition 3.1. Let S be an affine subspace of A n (K) with upper-rank 2s for some non-zero integer s. Assume that 2s < n−1, and denote by S the translation vector space of S. Then, either S is congruent to WA n,s,1 (K), or there exists a linear hyperplane H of K n such that dim S H < s.
Note here that S is an affine subspace and not simply a linear subspace. In this article, we will only need the special case of linear subspaces. Yet, the general case might be useful in further research on the topic, and it is a more natural framework for that kind of result.
The proof will use a similar strategy as the one of Lemma 2.7 from [10] .
Proof. Set r := 2s. We assume that dim S H ≥ s for every linear hyperplane H of K n , and in that situation we show that S is congruent to WA n,s,1 (K). Let us choose a matrix A ∈ S with rank 2s. Without loss of generality, we can assume that
Now, let H be an arbitrary hyperplane of K n that includes K r × {0}. The matrices of S H have the form
, and since C(N ) has rank 1 we deduce that D(N ) = 0 because the rank of the alternating matrix D(N ) must be even. It follows that
In the next step, we set
and we note that the definition of S H guarantees that T H is actually a linear subspace of K r . Our aim is to prove that the T H spaces (when H ranges over the linear hyperplanes of K n that include K r × {0}) are all equal to a fixed s-dimensional totally singular subspace for the non-degenerate alternating form
To do so, consider first two distinct linear hyperplanes H 1 and H 2 of K n that include K r × {0}. Then, we prove that
H2 and dim T H1 = s. Without loss of generality, we can assume that H 1 and H 2 are defined, respectively, by the equations x r+1 = 0 and x r+2 = 0 in the canonical basis. Then, for N 1 ∈ S H1 and N 2 ∈ S H2 we can write
and we deduce, by computing the entry at the
Noting that T H1 = C 1 (S H1 ) and T H2 = C 2 (S H2 ), we deduce that T H1 is b-orthogonal to T H2 , whereas dim T H1 ≥ s and dim T H2 ≥ s because of our initial assumption. By orthogonality theory we find dim T H1 + dim T H2 ≤ r = 2s, and hence dim T H1 = dim T H2 = s and
H2 . Next, we can find a third linear hyperplane H 3 that includes K r × {0} and is distinct from both H 1 and H 2 ! Applying the above result to both pairs (H 1 , H 3 ) and (
To sum things up, we have exhibited an s-dimensional linear subspace V of K r such that T H = V for every linear hyperplane H of K n that includes K r × {0}. Performing a harmless congruence, we can now assume that V = K s × {0}. In that case, we obtain that S contains every alternating matrix of the form
Our ultimate goal is to prove that S is included in WA n,s,1 (K). In the next step, we demonstrate that S includes WA n,s,1 (K). To do so, we use an invariance trick. Fix k ∈ [ [1, r] ] and consider the affine space S ′ obtained from S by applying the elementary
. From the first part of the proof, we know that there exists an s-dimensional linear subspace
Taking the hyperplane defined by the equation x r+1 = 0 in the standard basis then yields
2 such that i = j.
Indeed, let us choose an increasing sequence of indices s + 1 ≤ j 1 < j 2 < · · · < j s ≤ n, and denote by N the matrix obtained from M by deleting all rows and columns with index in [ [1, s] 
has rank less than or equal to 2s. Applying Lemma 2.3 inductively yields rk N ≤ 0, and hence N = 0. As s < n − s, varying the sequence (j k ) 1≤k≤s shows that m i,j = 0 for all
On the other hand, we have shown that WA n,s,1 (K) ⊂ S, and hence S = WA n,s,1 (K).
3.2 The symmetric case, with r < n − 1
Here, we state and prove the equivalent of Proposition 3.1 for spaces of symmetric matrices. We split the discussion into two cases, whether the upper-rank is even or odd.
Definition 3.1. Let S be a linear subspace of S n (K). A linear hyperplane H of K n is called S-adapted when it satisfies the following two conditions:
(a) The space S H contains no rank 1 matrix; (b) If K has characteristic 2 then there exists X ∈ H and M ∈ S such that X T M X = 0.
Assume that urk(S A n (K)) = 2s for some non-zero integer s such that 2s < n − 1. Then, S is congruent to a subspace of WS n,s,0 (K) or there exists an S-adapted linear hyperplane H of K n such that dim S H < s.
Proof. The chain of arguments is essentially similar to the one of Proposition 3.1. We assume that there is no S-adapted linear hyperplane H of K n such that dim S H < s, and we try to prove that S is congruent to a subspace of WS n,s,0 (K). Set r := 2s.
Without loss of generality, we can assume that S contains a rank r symmetric matrix
for some non-alternating matrix P ∈ GL r (K) ∩ S r (K).
Let H be an arbitrary hyperplane of K n that includes K r × {0}. The matrices of S H have the form
We set
As in the proof of Proposition 3.1, we shall prove that the D map vanishes at every matrix of S H , for every linear hyperplane H of K n that includes K r × {0}, and that the T H subspaces, for such H, are all equal to some fixed s-dimensional totally singular subspace of K r for the non-degenerate symmetric bilinear form
Fix H and N ∈ S H . Note that A + N is non-alternating, whence, by Lemma 2.1,
Applying this to tN for all t ∈ K leads, since #K > 2, to
In particular, S H contains no rank 1 matrix and dim T H = dim S H ≥ s. Since P is non-alternating, there exists X ∈ H such that X T AX = 0, whence H is S-adapted. Next, we take distinct linear hyperplanes of H 1 and
Without loss of generality, we can assume that H 1 and H 2 are defined, respectively, by the equations x r+1 = 0 and x r+2 = 0 in the canonical basis. Then, for N 1 ∈ S H1 and N 2 ∈ S H2 we can write
Since b is non-degenerate, we obtain, as in the proof of Proposition 3.1, that T H1 = (T H2 ) ⊥ b and dim T H1 = s. Then, using a third hyperplane of the same type, we conclude that T H1 = T H2 .
Generalizing this, we conclude that there is an s-dimensional linear subspace V of K r such that, for every linear hyperplane H of K n that includes K r × {0}, we have T H = V and D vanishes everywhere on S H . Without loss of generality, we can assume that V = K s × {0}. From there, by following the chain of arguments of the end of the proof of Proposition 3.1, we successively show:
2 such that i = j;
• That every matrix of S A n (K) belongs to WS n,s,0 (K) (this time, by applying Corollary 2.5).
Yet, A n (K) ∩ S is included in an affine hyperplane of S. Since #K > 2, we deduce that S A n (K) generates the affine space S, and we conclude that S ⊂ WS n,s,0 (K).
Next, we consider the case when the upper-rank is odd.
Proposition 3.3. Assume that #K > 2. Let S be an affine subspace of S n (K) that is not included in A n (K). Assume that urk(S A n (K)) = 2s + 1 for some non-zero integer s such that 2s + 1 < n − 1. Then, S is congruent to a subspace of WS n,s,1 (K) or there exists an S-adapted linear hyperplane H of K n such that dim S H < s.
Proof. We assume that there is no S-adapted linear hyperplane H of K n such that dim S H < s, and we try to prove that S is congruent to a subspace of WS n,s,1 (K). Set r := 2s + 1.
Let H be an arbitrary linear hyperplane of K n that includes K r × {0}. The matrices of S H have the form
As in the proof of Proposition 3.2, we obtain that D vanishes everywhere on S H and that
As in the proof of Proposition 3.2, we deduce that H is S-adapted and dim T H = dim S H ≥ s. We shall now prove that the T H subspaces are all equal to some sdimensional totally singular subspace of K s for the non-degenerate symmetric bilinear form
Firstly, we take distinct linear hyperplanes of H 1 and H 2 of K n that include K r × {0}. We shall demonstrate that T H1 = T H2 . Our first step consists in proving that T H1 and T H2 are b-orthogonal and that they lie inside the isotropy cone of the quadratic form
Hence, T H1 and T H2 are b-orthogonal and lay in the isotropy cone of q. Assume now that dim(T H1 + T H2 ) ≥ s + 1. We can choose a third hyperplane H 3 that is distinct from H 1 and H 2 and that includes K r × {0} (e.g., we define H 3 by the equation x r+1 = x r+2 in the standard basis). Then, we find that
⊥ b , and as dim T H3 = s it follows that dim(T H1 + T H2 ) = s + 1. From there, we shall prove that T H1 + T H2 is a totally singular subspace for b.
Since dim T H1 ≥ s and dim T H2 ≥ s, this leaves us with three cases to study:
• T H1 and T H2 are distinct and have dimension s. Then, T H1 ∩ T H2 has dimension s − 1, and we can find a basis (X 1 , . . . , X s+1 ) of T H1 + T H2 in which X 1 , . . . , X s−1 all belong to T H1 ∩ T H2 , X s belongs to T H1 and X s+1 belongs to T H2 . Then, it is clear that the X i vectors are b-isotropic and pairwise b-orthogonal, which yields that T H1 + T H2 is totally singular for b.
• T H1 and T H2 are equal and have dimension s + 1: it is then straightforward that T H1 + T H2 = T H1 = T H2 is totally singular for b;
• One of T H1 and T H2 , say T H1 , has dimension s+1, and the other one has dimension s. Then, T H1 + T H2 = T H1 and hence we find a basis (X 1 , . . . , X s+1 ) of T H1 in which the first s vectors belong to T H2 . Again, it is clear that the X i vectors are b-isotropic and pairwise b-orthogonal, whence T H1 + T H2 is totally singular for b.
In any case, we have an (s+1)-dimensional linear subspace of K 2s+1 that is totally bsingular, which contradicts the fact that b is non-degenerate. Hence dim(T H1 +T H2 ) ≤ s, and since dim T H1 ≥ s and dim T H2 ≥ s, it follows that T H1 = T H1 + T H2 = T H2 , as claimed.
From there, we can follow exactly the same line of reasoning as in the proof of Proposition 3.1: we have found an s-dimensional linear subspace V of K 2s+1 such that T H = V for every linear hyperplane H of K n that includes K r × {0}. We lose no generality in assuming that V = K s × {0}. Using the invariance trick, we deduce that S contains every matrix of WS n,s,0 (K) with diagonal zero. Writing every matrix M of S as
with J(M ) ∈ S n−s (K), we use Corollary 2.5 together with s < n − s − 1 to find that every 2 by 2 submatrix of J(M ) is singular provided that M be non-alternating. Hence for all M ∈ S A n (K), the matrix J(M ) has rank at most 1. Assume now that there are (distinct) matrices M 1 and M 2 in S A n (K) such that J(M 1 ) and J(M 2 ) are non-collinear. Then, for some Q ∈ GL n−s (K) and some pair
T , and hence J(tM 1 + (1 − t)M 2 ) has rank 2. Now, we obtain a contradiction by distinguishing between two cases:
• If #K > 3, then the line going through M 1 and M 2 contains at most one point of A n (K), whence we can choose t ∈ K {0, 1} such that
This is a contradiction.
• Assume now that #K = 3. Then S ∩ A n (K) ⊂ {0}, and hence urk J(S) ≤ 1. Hence, we obtain a contradiction by taking t := −1 and by applying the above result to
It follows that there is a rank 1 symmetric matrix U ∈ S n−s (K) such that J(M ) ∈ span(U ) for all M ∈ S A n (K). Since the affine space S is generated by its nonalternating matrices we deduce that J(S) ⊂ span(U ). As span(U ) is congruent to span(E 1,1 ), we conclude that S is congruent to a subspace of WS n,s,1 (K).
3.3
The symmetric case, with r = n − 1
In the preceding two results, we always assumed that the upper-rank was less than n−1, a condition that was crucial in the proofs. Yet, we shall need to deal with the case when the upper-rank is n − 1. In that situation, our result is not as good as the previous ones, but it will be good enough in order to prove Theorem 1.3. First of all, we recall the known result in the case when K has characteristic not 2: this is deduced from Lemma 2.9 of [9] .
Proposition 3.4. Assume that K has characteristic not 2. Let S be an affine subspace of S n (K), with translation vector space denoted by S. Assume that urk S ≤ n − 1. Then, there exists a linear hyperplane H of K n such that dim S H ≤ n−1 2 .
Next, we give the result that will be used in the general case.
Proposition 3.5. Let S be an affine subspace of S n (K) that is not included in A n (K). Assume that #K > 2. Assume that all the matrices of S are singular and that n ≥ 5.
Denote by ǫ the remainder of n − 1 mod 2, and by s the quotient. Then, S is congruent to a subspace of WS n,s,ǫ or there exists an S-adapted linear hyperplane H of K n such that dim S H ≤ n − 3.
Proof. Since n ≥ 5, we see that ⌊ n−1 2 ⌋ ≤ n − 3, and hence the result follows directly from Proposition 3.4 if K has characteristic not 2.
In the remainder of the proof, we assume that K has characteristic 2 and that there is no S-adapted linear hyperplane H of K n such that dim S H ≤ n − 3. Denote by r the upper-rank of S A n (K). If r < n − 1 then ⌊ r 2 ⌋ − 1 ≤ n − 3, and hence the result follows from one of Propositions 3.2 and 3.3. In the rest of the proof, we assume that r = n − 1. Hence, we have a rank n − 1 non-alternating matrix M 1 in S. Without loss of generality, we can assume that
where P is an invertible matrix of S n−1 (K) A n−1 (K). Note that
is a linear subspace of K n since K has characteristic 2. Set H := K n−1 × {0}. We claim that H is S-adapted and S H e n ⊂ G. Let N ∈ S H . We write
with C(N ) ∈ K n−1 and D(N ) ∈ K. As in the previous two proofs, we find that
Hence, S H e n ⊂ G and dim S H = dim(S H e n ). Moreover, we see that S H contains no rank 1 matrix and that the quadratic form that is attached to M 1 does not vanish everywhere on H, whence H is S-adapted.
Since P is not alternating, the matrix P −1 is not alternating either, whence G is a proper linear subspace of K n−1 × {0}. Yet dim S H e n = dim S H ≥ n − 2, and we obtain the claimed equality S H e n = G.
Without loss of generality, we can now assume that
and consider the affine space S ′ that is deduced from S by performing the elementary congruence
′ its translation vector space, and note that urk S ′ = urk S and S ′ still contains M 1 . Hence, the above proof shows that
. Then, S contains E i,n + E i,j + E n,i + E j,i . Since S contains E i,n + E n,i , we conclude that S contains E i,j + E j,i .
Hence, we have shown that S contains
Since P is non-alternating, we deduce that S contains a non-zero diagonal matrix of the form D = Diag(a 1 , . . . , a n−1 , a n ) with a n = 0. Since n ≥ 4, we can choose a permutation σ of [[1, n − 1]] such that a σ(n−1) = 0 and σ(1) = n − 1. Then, for each integer i between 1 and n 2 − 1, we choose t i ∈ K such that t 2 i = a σ(2i) a σ(2i+1) . One checks that the matrix
is invertible, which contradicts our assumption because it belongs to S.
Lifting results
Lifting results of the first kind
Proposition 4.1. Let n and r be positive integers with r odd and n > r. Let V be a linear subspace of WA n−1,0,r (K), and f : V → K n−1 be a linear map. Assume that every matrix of
has rank less than r and that dim V > r − 1 2 + 2. Then, S is congruent to a subspace of WA n,0,r (K).
Proof. For all A ∈ V , let us write
We have a linear map C :
Step 1:
T which yields C 2 (N ) = 0 whenever rk N = r − 1. Yet, by Corollary 3.1 from [9] , the space V ′ is spanned by its rank r − 1 matrices. It follows that C 2 = 0.
Step 2: C 1 is range-compatible. Given a linear hyperplane G of K r , we prove that C 1 (N ) ∈ G for all N ∈ V ′ such that Im N ⊂ G. Using a congruence transformation, we see that it suffices to consider the case when G = K r−1 × {0}. Denote by W the linear subspace of V ′ consisting of its matrices N such that Im N ⊂ G. For all such N , let us write
Then, we have a linear form γ : J(V ′ ) → K such that γ(M ) is the last entry of 
Hence, by Corollary 3.1 in [9] , the vector space J(V ′ ) is spanned by its matrices with rank r − 1, which leads to γ = 0. This proves the claimed result, that is C 1 (N ) ∈ G for all N ∈ V ′ such that Im N ⊂ G. Finally, for any N ∈ V ′ , we can find linear hyperplanes
G i , and the previous step yields
range-compatible.
Step 3: The final reduction.
We know that C 1 is a range-compatible linear map from V ′ to K r . Yet, V ′ is a linear subspace of A r (K) with codimension at most r − 4. By Theorem 1.6 of [11] , the map C 1 is local, i.e. there exists Y ∈ K r such that
we conclude that Q T SQ ⊂ WA n,0,r (K), whence S is congruent to a subspace of WA n,0,r (K).
Proposition 4.2. Let n and r be positive integers with n > r. Let V be a linear subspace of WS n−1,0,r (K), and let f : V → K n−1 and b : V → K be linear maps. Assume that every matrix of
has rank less than or equal to r and that dim V > r 2 + 2. Assume also that #K > 2.
Then, S is congruent to a subspace of WS n,0,r (K).
Proof. The proof is very similar to the one of Proposition 4.1. Again, for all M ∈ V , we write
and we set V ′ := K(V ), so that dim V ′ = dim V > r 2 + 2. We have a linear map
The proof is similar to the corresponding step in the proof of Proposition 4.1, using Corollary 5.1 of [9] this time around.
Step 2: C 1 is range-compatible. Again, the proof of this claim is similar to the corresponding one for Proposition 4.1, using Corollary 5.1 of [9] .
Step 3: Reduction to the case when C 1 = 0. We note that V ′ is a linear subspace of S r (K) with codimension at most r − 3. Since C 1 is a range-compatible linear map, Corollary 1.6 of [11] shows that C 1 is local, yielding a vector Y ∈ K r such that
Then, by setting
and, by replacing S with S ′ := Q T SQ, we see that the basic assumptions are still satisfied, but now we have C 1 = 0. Thus, in the remainder of the proof we assume that C 1 = 0.
Step 4: b = 0. Now, f = 0. It is then obvious that the linear map b vanishes at every rank r matrix of V ′ . Yet, using Corollary 5.1 from [9] once more, we know that V ′ is spanned by its rank r matrices, and we conclude that b = 0. Therefore, in our reduced situation we have shown that S ⊂ WS n,0,r (K), which completes the proof.
Lifting results of the second kind
Proposition 4.3. Let n and s be positive integers such that 2s < n − 1. Let S be a linear subspace of A n (K). Let us write every matrix M of S as
Assume that P (S) ⊂ WA n−1,s,1 (K), that dim P (S) > a n−1,s,1 − (n − s − 3), and that urk S ≤ 2s. Then, S is congruent to a subspace of WA n,s,1 (K).
Proof. For all M ∈ S, we split
Let us set
The assumption dim P (S) > a n−1,s,1
Next, for all M ∈ S, we see that
Hence, urk T ≤ s.
Moreover n − s − 1 ≥ s + 1 since 2s ≤ n − 2. Thus, we can apply the Atkinson-Lloyd theorem to T : in virtue of Theorem 1.5 of [10] , there are two possibilities.
• Either n − s − 1 = s + 1 and there is a non-zero vector Y ∈ K n−s−1 such that Y T N = 0 for all N ∈ T : it would follow that Y T B(M ) = 0 for all M ∈ S, leading to dim B(S) ≤ s(n − s − 1) − s = s(n − s − 1) − (n − s − 1) + 1, which contradicts a previous result.
• Or there exists a non-zero vector X ∈ K s+1 such that N X = 0 for all N ∈ T .
If the last entry of X equals zero, we write X = Z 0 with Z ∈ K s {0} and we learn that B(M )Z = 0 for all M ∈ S. Again, this would lead to dim B(S) ≤ s(n − s − 1) − (n − s − 1), in contradiction with our assumptions. Hence, the last entry of X is non-zero, and without loss of generality we can assume that it equals
We have found a vector Y ∈ K s such that C(M ) = B(M )Y for all M ∈ S. Setting
which is the claimed result.
For symmetric matrices, we give two results, one for even ranks and one for odd ranks:
Proposition 4.4. Let n and s be positive integers such that 2s < n − 1. Let S be an affine subspace of S n (K). Assume that K has more than 2 elements. Let us write every matrix M of S as
, and that urk S ≤ 2s. Then, S is congruent to a subspace of WS n,s,0 (K).
Then, with exactly the same proof as in the one of Proposition 4.1, we find that
and we reduce the situation to the one where C(M ) = 0 for all M ∈ S. In that reduced situation, it remains to prove that a = 0. For all M ∈ S, we now have
and hence if rk B(M ) = s then a(M ) = 0.
Assume that a is non-zero. Then, we have an affine subspace S ′ of S, with codimension at most 1, on which a is constant and non-zero. Then, urk B(
Since n − 1 − s ≥ s, we find a contradiction by applying Flanders's theorem for affine subspaces (Theorem 6 of [12] ). Hence, a = 0, and we conclude that S ⊂ WS n,s,0 (K).
Proposition 4.5. Let n and s be positive integers such that 2s + 1 < n − 1. Let S be an affine subspace of S n (K). Assume that #K > 2. Let us write every matrix M of S as
, and that urk S ≤ 2s + 1. Then, S is congruent to a subspace of WS n,s,1 (K).
Proof. For all M ∈ S, we split and then we use a congruence transformation to reduce the situation to the one where C(M ) = 0 for all M ∈ S. Next, for M ∈ S, we set
Again, we find that for all M ∈ S,
and it follows that rk J(M ) ≤ 1 whenever rk B(M ) = s. We claim that urk J(S) ≤ 1. Assume that the contrary holds and choose M 1 ∈ S such that rk J(M 1 ) = 2. Then,
is an affine subspace of S and dim S ′ ≥ dim S − 3.
It follows that B(S ′ ) is an affine subspace of B(S) with upper-rank less than s and
This would contradict Flanders's theorem for affine subspaces. We conclude that urk J(S) ≤ 1. By Theorem 1.4 of [9] , it follows that dim J(S) ≤ 1, and that either J(S) consists of a single rank 1 matrix or it is congruent to span (E 1,1 ) . In any case, J(S) is congruent to a subspace of span(E 1,1 ), and we conclude that S is congruent to a subspace of WS n,s,1 (K).
The next lifting lemmas are to be used in the proofs of Propositions 1.5, 1.6 and 1.7. This time around, we shall only deal with linear subspaces, but we will not exclude fields with two elements. Lemma 4.6. Let n be an integer such that n ≥ 3. Let S be a linear subspace of A n (K) such that urk S ≤ 2. Let us write every matrix M of S as
Assume that P (S) ⊂ WA n−1,1,1 (K) and dim P (S) > 1. Then, S is congruent to a subspace of WA n,1,1 (K).
we proceed as in the proof of Proposition 4.3 to obtain urk T ≤ 1.
Yet, we note that dim B(S) = dim P (S) > 1, and hence no 1-dimensional linear subspace of K n−2 includes the range of every matrix of T . By the classification of spaces of matrices with rank at most 1, we deduce that some non-zero vector of K 2 annihilates all the matrices in T . As B(S) = {0}, such a vector cannot belong to K × {0}. Hence, with a well-chosen congruence transformation we can reduce the situation to the one where C = 0, in which case S ⊂ WA n,1,1 (K).
Lemma 4.7. Let n be an integer such that n ≥ 3. Let S be a linear subspace of S n (K) such that urk S ≤ 2. Let us write every matrix M of S as
Assume that P (S) ⊂ WS n−1,1,0 (K) and dim P (S) > 2. Then, S is congruent to a subspace of WS n,1,0 (K).
we proceed as in the proof of Proposition 4.4 to obtain urk T ≤ 1.
Moreover, we must have
Then, with the same line of reasoning as in the proof of Lemma 4.6, we obtain that, after a well-chosen congruence transformation, no generality is lost in assuming that C = 0. Then, for all M ∈ S, we see that rk M ≥ 3 if a(M ) = 0 and B(M ) = 0. If a = 0 then S ′ := a −1 {1} is an affine hyperplane of S on the whole of which B vanishes; yet dim B(S ′ ) ≥ dim B(S) − 1 > 0, yielding a contradiction. Hence, a = 0 and S ⊂ WS n,1,0 (K).
Lemma 4.8. Let n be an integer such that n ≥ 4. Let S be a linear subspace of S n (K) such that urk S ≤ 3. Let us write every matrix M of S as
Assume that P (S) ⊂ WS n−1,1,1 (K) and dim P (S) > 5. Then, S is congruent to a subspace of WS n,1,1 (K).
, and scalars a(M ), b(M ) and c(M ). Once more,
With the same line of reasoning as in the previous lemmas, we see that no generality is lost in assuming that C = 0. Next, for M ∈ S, set
Once more, we see that
Let us choose M 1 ∈ S such that B(M 1 ) = 0, and then an index i such that B(M 1 ) i = 0. We consider the affine hyperplane
is an affine subspace of J(S) whose span equals J(S), and every matrix in J(S ′ ) has rank at most 1. Then, we know by Theorem 1.4 of [9] that dim J(S ′ ) ≤ 1, and hence dim J(S) ≤ 2. Assume now that J(S) contains a rank 2 matrix F . Then, S ′′ := {M ∈ S : J(M ) = F } is an affine subspace of S with codimension at most 2, and B vanishes everywhere on it. Yet dim B(S ′′ ) ≥ dim B(S) − 2 > 0, leading to a contradiction. Thus, urk J(S) ≤ 1, and hence, by Theorem 1.4 of [9] , J(S) is congruent to a subspace of span(E 1,1 ). We conclude that S is congruent to a subspace of WS n,1,1 (K).
Results on spaces with small upper-rank
This very short section consists in the proofs of Propositions 1.5, 1.6 and 1.7.
We start with the proof of Proposition 1.5. The case n ≤ 3 is vacuous. Let n > 3, and let S be a linear subspace of A n (K) with urk S ≤ 2 and dim S > 3.
By Proposition 3.1, S is congruent to WA n,1,1 (K) or there exists a linear hyperplane H of K n such that S H = {0}. Assume that the second option holds. Without loss of generality, we can assume that H = K n−1 × {0}. Then, we split every matrix M of S up as
Obviously urk P (S) ≤ 2. On the other hand dim P (S) = dim S > 3 since S H = {0}. Hence, by induction P (S) is congruent to a subspace of WA n−1,1,1 (K). Then, without loss of generality we can assume that P (S) ⊂ WA n−1,1,1 (K), and Lemma 4.6 yields that S is congruent to a subspace of WA n,1,1 (K), which completes the proof. The proof of Proposition 1.6 is essentially similar, this time by using Proposition 3.2 and Lemma 4.7.
Similarly, the proof of Proposition 1.7 is done by induction, with the help of Proposition 3.3 and Lemma 4.8; indeed, the case n = 4 is known to be vacuous by Theorem 1.2.
Proof of Theorem 1.4
This section is devoted to the proof of Theorem 1.4. We shall use an induction on n, using similar techniques as in [9] . Let n and s be positive integers such that 2s < n. Let S be a linear subspace of A n (K) such that urk S ≤ 2s and dim S > max(a n,s−1,3 , a n,1,2s−1 ).
We wish to prove that S is congruent to a subspace of WA n,s,1 (K) or of WA n,0,2s+1 (K). If 2s = n − 1 then we directly have S ⊂ A n (K) = WA n,0,2s+1 (K). In the rest of the proof, we assume that 2s < n − 1. If s = 1 we would have dim S > max(a n,0,3 , a n,1,1 ), contradicting Theorem 1.1. Therefore, s ≥ 2.
Throughout the proof, we assume that S is not congruent to a subspace of WA n,s,1 (K). We denote by m the minimal dimension of S H when H ranges over the linear hyperplanes of K n . By Lemma 3.1, we have
Without loss of generality, we can assume that for H := K n−1 × {0} we have
Throughout the proof, we shall split every matrix M ∈ S along the following pattern:
In particular, noting that a n−1,s,1 = a n,s−1,3 + (n − s − 3) − s and that m ≤ s, we deduce from dim S > a n,s−1,3 that dim P (S) > a n−1,s,1 − (n − s − 3).
By Proposition 4.3, if P (S) were congruent to a subspace of WA n−1,s,1 (K), then S would be congruent to a subspace of WA n,s,1 (K), contradicting one of our first assumptions. Therefore:
is not congruent to a subspace of WA n−1,s,1 (K).
From there, we split the discussion into two main subcases, whether m = 0 or m > 0.
Case 1: m = 0
As S H = {0} we have dim P (S) = dim S.
Obviously, urk P (S) ≤ 2s. Since a n,s−1,2 ≥ a n−1,s−1,2 and a n,1,2s−1 ≥ a n−1,1,2s−1 , we know by induction that P (S) is congruent to a subspace of WA n−1,s,1 (K) or to a subspace of WA n−1,0,2s+1 (K). Hence, P (S) is actually congruent to a subspace of WA n−1,0,2s+1 (K), and without loss of generality we can assume that P (S) ⊂ WA n−1,0,2s+1 (K).
Since n ≥ 2s + 2, we find dim P (S) > a n,1,2s
Hence, Proposition 4.1 shows that S is congruent to a subspace of WA n,0,2s+1 (K).
Case 2: m > 0
Remember that s ≥ 2. Without loss of generality, we can assume that S H contains E 1,n − E n,1 . We split every matrix M of S as
By the extraction lemma (Lemma 2.3), we find that
On the other hand, by the rank theorem we find that
Claim 1. If s > 2 then dim K(S) > max a n−2,s−2,3 , a n−2,1,2s−3 .
Proof. Assume that s > 2. One checks that a n,s−1,3 = a n−2,s−2,3 + (n − 2) + (s − 1), and hence dim K(S) > a n−2,s−2,3 follows from the assumption that dim S > a n,s−1,3 and that m ≤ s − 1.
In the rest of the proof, we assume that dim K(S) ≤ a n−2,1,2s−3 and we show that it leads to a contradiction. First of all, we must have a n−2,s−2,3 < a n−2,1,2s−3 .
(1)
On the other hand, since dim S > a n,1,2s−1 we must have a n−2,1,2s−3 > a n,1,2s−1 − (n − 2) − m ≥ a n,1,2s−1 − (n − 2) − (s − 1).
Now, we prove that (1) and (2) are contradictory. Indeed, by a straightforward computation, one checks that (1) leads to
whereas (2) leads to 3s + 1 ≤ n.
Since s ≥ 3, combining those two inequalities leads to
which further leads to
≤ −1 and contradicts the fact that s ≥ 3.
Proof. Assume that s = 2. Then, dim S > a n,1,2s−1 reads dim S > (n − 1) + 3. Hence,
Combining the above two claims, we obtain (by induction if s > 2, and by Proposition 1.5 otherwise) that K(S) is congruent to a subspace of WA n−2,s−1,1 (K) or to a subspace of WA n−2,0,2s−1 (K). However, the first case would lead to P (S) being congruent to a subspace of WA n−1,s,1 (K), which has been ruled out from the start.
It follows that no generality is lost in assuming that K(S) ⊂ WA n−2,0,2s−1 (K). We shall prove that this leads to a contradiction. Setting H ′ := K n−2 × {0} × K, we see that S H ′ ⊂ span(E 1,n−1 − E n−1,1 , E n,n−1 − E n−1,n ), which leads to m ≤ 2. Then, a n,1,2s
≤ (n − 2) + m + a n−2,0,2s−1 − 1 ≤ (n − 1) + a n−2,0,2s−1 = a n,1,2s−1 .
Hence, all the intermediate inequalities turn out to be equalities, which yields:
In particular, as m = 2 and S H ′ ⊂ span(E 1,n−1 − E n−1,1 , E n,n−1 − E n−1,n ) we gather that S contains E n−1,n − E n,n−1 . On the other hand, by using properties (b) and (c) above, we get that for all A ∈ A 2s (K), the space S contains a matrix of the form Then, by the extraction lemma, we gather that rk A ≤ 2s − 2 for all A ∈ A 2s (K), which is absurd. This completes the proof of Theorem 1.4.
Proof of Theorem 1.3
This section is devoted to the proof of Theorem 1.3. The strategy is essentially similar to the one of the proof of Theorem 1.4, but with additional complexity due to the provision r < n − 1 in Propositions 3.2 and 3.3 and to the need of distinguishing between the even case and the odd case.
We proceed by induction on n. Throughout the section, we assume that K has more than 2 elements.
Let n, r be positive integers such that n > r, and set s := r 2 and ǫ := r − 2s.
Let S be a linear subspace of S n (K) such that dim S > max (s n,s−1,ǫ+2 , s n,1,r−2 ) and urk S ≤ r.
In particular, by Theorem 1.2 we must have s ≥ 2.
Assume for a moment that the following condition is satisfied:
(H1) K has characteristic 2 and S is included in A n (K).
Then, the upper-rank of S would read 2s ′ for some integer s ′ such that s ′ ≤ s; noting that s n,s−1,ǫ+2 ≥ a n,s ′ −1,1 and s n,1,r−2 ≥ a n,1,2s ′ −1 , we would deduce from Theorem 1.4 that S is congruent to a subspace of WA n,s ′ ,1 (K) or to a subspace of WA n,0,2s ′ +1 (K). In the first case, S would be congruent to a subspace of WS n,s,ǫ (K), and in the second one it would be congruent to a subspace of WA n,0,r+1 (K). Moreover, if r were odd and S were congruent to a subspace of WA n,0,r+1 (K), then Theorem 1.1 would yield dim S ≤ r 2 , which would contradict our assumptions because
Hence, in any case, we would obtain one of the desired outcomes.
In the rest of the proof, we assume that condition (H1) does not hold. We also make the following additional assumption:
(H2) The space S is not congruent to a subspace of WS n,s,ǫ (K).
By Propositions 3.5, 3.2 and 3.3 we can find an S-adapted linear hyperplane H with minimal dimension m, and we know that
Without loss of generality, we can also assume that the hyperplane H := K n−1 × {0} is S-adapted and satisfies m = dim S H . Throughout the proof, we shall split every matrix M ∈ S up as
Note that dim P (S) = dim S − dim S H = dim S − m. Moreover, since H is S-adapted some matrix of P (S) has its attached quadratic form non-zero in the event when K has characteristic 2.
Assume for the moment that r < n − 1. By noting that
we deduce from dim S > s n,s−1,2+ǫ and m ≤ s − 1 that dim P (S) > s n−1,s,0 − (n − s + 3) if r is even.
On the other hand, by noting that
we obtain that dim P (S) > s n−1,s,1 − (n − s − 5) if r is odd.
If P (S) were congruent to a subspace of WS n−1,s,ǫ (K), then by one of Propositions 4.4 or 4.5 we would find that S is congruent to a subspace of WS n,s,ǫ (K), thereby contradicting (H2). It follows that:
If r < n − 1 then P (S) is not congruent to a subspace of WS n−1,s,ǫ (K).
From there, we split the discussion into three subcases, whether m = 0, m > 0 and r < n − 1, or m > 0 and r = n − 1.
Case 1: m = 0
Obviously, urk P (S) ≤ r, and since H is S-adapted the space P (S) is not included in A n−1 (K). Since s n,s−1,2+ǫ ≥ s n−1,s−1,2+ǫ and s n,1,r−2 ≥ s n−1,1,r−2 , we know that one of the following conditions holds:
(i) P (S) is congruent to a subspace of WS n−1,s,ǫ (K); or (ii) P (S) is congruent to a subspace of WS n−1,0,r (K).
Indeed, this is given by induction if r < n − 1, otherwise (ii) is obviously true.
Let us discard the first option. First of all, we already know that it cannot occur if r < n − 1. Assume now that r = n − 1 and that (i) holds. Then, we would have
and hence s n,1,n−3 + 1 ≤ s n−1,s,ǫ.
One checks that this would lead to s 2 − 3s + 6 ≤ 0 if ǫ = 0 and s 2 − s + 4 ≤ 0 otherwise, which is false.
Therefore, without loss of generality, we can now assume that P (S) ⊂ WS n−1,0,r (K).
Since n ≥ r + 1, we have dim P (S) > s n,1,r−2 ≥ r 2 + 2. Hence, Proposition 4.2 applies to S, and we conclude that S is congruent to a subspace of WS n,0,r (K).
6.2 Case 2: r < n − 1 and m > 0
Then, we know that m ≤ s−1. Remember that S H contains no rank 1 matrix. Consider an arbitrary rank 2 matrix N in S H , with kernel denoted by G. Note that G is a linear hyperplane of H. Assume that K has characteristic 2. Since #K > 2, if a quadratic form q on H vanishes everywhere on H G then it is zero (indeed, by taking a linear form ϕ on H with kernel G, we would see that x → q(x)ϕ(x), which is a homogeneous polynomial of degree 3, would vanish everywhere on H, leading to q = 0 since ϕ = 0). Since H is S-adapted we deduce that there exists a matrix M ∈ S and a non-zero vector X ∈ H G such that X T M X = 0. Thus, by applying a congruence transformation, we see that no generality is lost in assuming that X is the first vector of the standard basis and that G = {0} × K n−2 × {0}. Hence, in the rest of the proof, we assume the following:
• The space S contains E 1,n + E n,1 + a E n,n for some a ∈ K.
• If K has characteristic 2 then some matrix of S has a non-zero entry at the (1, 1)-spot.
Next, we further split every matrix M of S as
As #K > 2, the extraction lemma (Lemma 2.5) leads to urk K(S) ≤ r − 2.
Proof. Assume that s > 2. One checks that s n,s−1,ǫ+2 = s n−2,s−2,ǫ+2 + (n − 1) + (s − 1), and hence inequality dim K(S) > s n−2,s−2,ǫ+2 follows from the assumption that dim S > s n,s−1,ǫ+2 and that m ≤ s − 1.
In the rest of the proof, we assume that dim K(S) ≤ s n−2,1,r−4 and we show that it leads to a contradiction. First of all, we must have
On the other hand, since dim S > s n,1,r−2 we must have
Now, we prove that (3) and (4) are contradictory. First of all, inequality (4) leads to n ≥ 2r − s, and hence n ≥ 3s + 2ǫ.
On the other hand, inequality (3) leads to
Since s ≥ 3, combining these two sets of inequalities yields, in any case:
This contradicts the assumption that s ≥ 3.
Then, by the extraction lemma (Corollary 2.5), we would obtain that I r−1 has rank less than r − 1, which is false. Assume now that K has characteristic 2, r is even and K(S) = WA n−2,0,r−1 (K). Then, we obtain that S contains a matrix of the form
As in the above, since 2s ≤ n − 2 the extraction lemma would yield that 0 s×s I s I s 0 s×s has rank less than r − 2, which is false.
This completes the study of Case 2.
6.3 Case 3: r = n − 1 and m > 0
Then, we know that m ≤ n − 3. Once more, we shall prove that this leads to a contradiction. The strategy is globally similar to the one in Case 2, with increased technicalities however. Throughout the proof, it will be useful to note that
which is obtained by a straightforward computation. We start with a simple result.
Claim 5. One has m ≥ 2.
Proof. Assume on the contrary that m = 1. Without loss of generality, we can assume that S H contains E 1,n + E n,1 + aE n,n for some a ∈ K. Then, with the same notation as in the previous section, we would deduce from Theorem 1.2 that dim K(S) ≤ max(s n−2,s−1,ǫ , s n−2,0,n−3 ) = s n−2,0,n−3 . Using the rank theorem once more, it would follow that dim S ≤ (n − 1) + m + dim K(S) ≤ n + s n−2,0,n−3 = s n,1,n−3 , contradicting our assumptions.
In the rest of the proof, we shall need to consider the various block matrices in a more conceptual fashion: we shall think in terms of symmetric bilinear forms. Notation 6.1. Let G be an arbitrary linear hyperplane of K n , and let N ∈ S G be of rank 2. We define
which are a linear subspaces, respectively, of the space of all symmetric bilinear forms on G, and of the space of all symmetric bilinear forms on Ker N .
To make things clearer, if G = K n−1 × {0} and N = E 1,n + E n,1 + a E n,n for some a ∈ K, then with our usual notation P (S) represents P G (S) in the standard basis of G, and K(S) represents K N (S) in the standard basis of Ker N = {0} × K n−2 × {0}. Note that the extraction lemma reads as follows:
Lemma 6.1. Let N be a rank 2 matrix of S that has a totally isotropic hyperplane. Then, urk K N (S) ≤ r − 2.
This motivates the introduction of the following terminology: Definition 6.2. A rank 2 matrix N ∈ S n (K) is called S-good if either K has characteristic not 2 or some matrix M ∈ S is not totally isotropic on Ker N . Claim 6. For every S-adapted linear hyperplane G of K n , the space S G contains an S-good matrix.
Proof. Let G be an S-adapted linear hyperplane of K n . Then, dim S G ≥ m ≥ 2. Consider two linearly independent matrices N 1 in N 2 in S G . Assume that none of them is S-good, so that K has characteristic 2. There exists a matrix M ∈ S such that the quadratic form q : X ∈ G → X T M X is non-zero. Since K has characteristic 2 and M is symmetric, the isotropy cone q −1 {0} is actually a linear subspace of G. Since none of N 1 and N 2 is S-good, it follows that Ker N 1 ⊂ q −1 {0} and Ker N 2 ⊂ q −1 {0}. On the other hand S G contains no rank 1 matrix, whence no non-trivial linear combination of N 1 and N 2 has rank 1. It follows that Ker N 1 and Ker N 2 are distinct hyperplanes of G. Since q −1 {0} is a linear subspace of G that includes the distinct linear hyperplanes Ker N 1 and Ker N 2 , we conclude that q −1 {0} = G, contradicting the fact that q is non-zero. Hence, one of the matrices N 1 and N 2 is S-good. Now, let G be an arbitrary S-adapted linear hyperplane of K n such that dim S G = m. We can choose an S-good matrix N in S G . The rank theorem yields dim K N (S) ≥ dim S − (n − 1) − dim S G = dim S − (n − 1) − m.
With the same line of reasoning as in the end of the study of Case 2, we obtain: Claim 7. Let N be a rank 2 matrix in S G for some S-adapted linear hyperplane G such that dim S G = m. Then, K N (S) is not represented by a subspace of WS n−2,0,n−3 (K).
Finally, one checks that s n−2,s−2,ǫ+2 ≤ s n−2,1,n−5 unless s = 2 and ǫ = 1 (in which case n = 6). This motivates that we tackle the case n = 6 separately.
6.3.1 Subcase 3.1: n = 6
Here, the assumptions on the dimension of S tell us that dim S ≥ 13. Let us consider the S-adapted linear hyperplane H := K n−1 × {0}. Without loss of generality, we can assume that, for some list (α 1 , . . . , α m ) ∈ K m , the space S H contains the matrix E n,i + E i,n + α i E n,n for all i ∈ [[1, m]].
As K N (S) is not represented by a subspace of WS 4,0,3 (K), it follows from Theorem 1.2 that dim K N (S) < 6. Yet, by the rank theorem dim K N (S) ≥ dim S − (n − 1) − m ≥ 13 − (n − 1) − (n − 3) = 5.
We deduce that m = n − 3 = 3 and that P (S) contains E 1,j + E j,1 for all j ∈ [ [2, 5] ]. By applying the same method to the matrices E i,n + E n,i + α i E n,n , with i in [ [2, 3] ], we find that P (S) contains E i,j + E j,i for all (i, j) ∈ [ [1, 5] 
{4, 5}
2 such that i = j. However, it would follow that K(S) contains the rank 4 matrix E 4,1 + E 3,2 + E 2,3 + E 1,4 , contradicting the fact that urk K(S) ≤ 3.
Subcase 3.2: n = 6
Let G be an S-adapted linear hyperplane of K n . For any S-good matrix N in S G , the rank theorem yields dim K N (S) ≥ dim S − (n − 1) − m ≥ s n,1,n−3 + 1 − (n − 1) − (n − 3) = s n−2,1,n−5 . (5) Claim 8. Let G be an S-adapted linear hyperplane of K n such that dim S G = m. Assume that there is an S-good matrix N in S G such that dim K N (S) > s n−2,1,n−5 . Then, n = 7, m = 3, and P G (S) is represented by WS 6,3,0 (K).
Proof. Without loss of generality, we can assume that G = K n−1 × {0} and N = E 1,n + E n,1 + a E n,n for some a ∈ K. We use the same notation as before, so that K(S) represents K N (S) and P (S) represents P G (S).
Since n = 6 we know that s n−2,s−2,ǫ+2 ≤ s n−2,1,n−5 , and hence the induction hypothesis applies to K(S). Using Claim 7, we deduce that K(S) is congruent to a subspace of WS n−2,s−1,ǫ (K) (indeed, if K has characteristic 2 then, N being S-good, the space K(S) must contain a non-alternating matrix).
We deduce that s n−2,s−1,ǫ ≥ dim K N (S) ≥ s n−2,1,n−5 + 1. A straightforward computation shows that this yields ǫ = 0, s ∈ {3, 4}, and s n−2,s−1,ǫ = s n−2,1,n−5 + 1. In turn, the latter equality shows that K(S) is congruent to WS n−2,s−1,0 (K). Coming back to (5), we deduce that:
• m ≥ n − 4;
• If m = n−4 then P (S) contains E 1,1 and it contains E 1,i +E i,1 for all i ∈ [[2, n−1]].
We shall prove that m ≤ s. Assume on the contrary that m ≥ s + 1. Then, we perform an additional congruence transformation to reduce the situation to the one where K(S) = WS n−2,s−1,0 (K). Hence, P (S) ⊂ WS n−1,s,0 (K). Let j ∈ [[s + 1, n − 1]] and consider the linear hyperplane H j of K n defined by the equation x j = 0 in the standard basis. Note that H j is S-adapted: indeed, on the one hand the of Claim 8 cannot hold, and in the second one the assumptions of Claim 9 cannot hold. Hence, we obtain the following results:
(H3) The integer n is odd; (H4) One has m = s; (H5) For every S-adapted linear hyperplane G of K n such that dim S G = m, the space P G (S) is represented by WS n−1,s,0 (K).
Actually, we even have n ∈ {5, 7} but we will not use this fact in the remainder of the proof.
Without loss of generality, we can assume that H = K n−1 × {0} is S-adapted with dim S H = m and that P (S) = WS n−1,s,0 (K). Let us write every matrix M of S as 
