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Abstract
In this thesis, a continuum-based analytical adjoint configuration design sensitivity analysis
(DSA) method is developed for gradient-based optimal design of curved built-up structures
undergoing finite deformations. First, we investigate basic invariance property of linearized strain
measures of a planar Timoshenko beam model which is combined with the selective reduced
integration and B̄ projection method to alleviate shear and membrane locking. For a nonlinear
structural analysis, geometrically exact beam and shell structural models are basically employed.
A planar Kirchhoff beam problem is solved using the rotation-free discretization capability of
isogeometric analysis (IGA) due to higher order continuity of NURBS basis function whose
superior per-DOF(degree-of-freedom) accuracy over the conventional finite element analysis
using Hermite basis function is verified. Various inter-patch continuity conditions including
rotation continuity are enforced using Lagrage multiplier and penalty methods. This formulation
is combined with a phenomenological constitutive model of shape memory polymer (SMP),
and shape programming and recovery processes of SMP structures are simulated. Furthermore,
for shear-deformable structures, a multiplicative update of finite rotations by an exponential
map of a skew-symmetric matrix is employed. A procedure of explicit parameterization of local
orthonormal frames in a C 1-continuous spatial curve is presented using the smallest rotation
method within the IGA framework. In the configuration DSA, the material derivative is applied to
a variational equation, and an orientation design variation of curved structure is identified as a
change of embedded local orthonormal frames. In a shell model, we use a regularized variational
equation with a drilling rotational DOF. The material derivative of the orthogonal transformation
matrix can be evaluated at final equilibrium configuration, which enables to compute design
sensitivity using the tangent stiffness at the equilibrium without further iterations. A design
optimization method for a constrained structure in a curved domain is also developed, which
focuses on a lattice structure design on a specified surface. We define a lattice structure and
its design variables on a rectangular plane, and utilize a concept of free-form deformation
and a global curve interpolation to obtain an analytical expression for the control net of the
structure on curved surface. The material derivative of the analytical expression eventually leads
to precise design velocity field. Using this method, the number of design variables is reduced and
design parameterization becomes more straightforward. In demonstrative examples, we verify
the developed analytical adjoint DSA method in beam and shell structural problems undergoing
finite deformations with various kinematic and force boundary conditions. The method is also
applied to practical optimal design problems of curved built-up structures. For example, we
extremize auxeticity of lattice structures, and experimentally verify nearly constant negative
Poisson’s ratio during large tensile and compressive deformations by using the 3-D printing and
optical deformation measurement technologies. Also, we architect phononic band gap structures
i
having significantly large band gap for mitigating noise in low audible frequency ranges.
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Flexible built-up structures with various configurations have been widely used for mechanical
systems such as ship hull with stiffeners, offshore platform support structure, automotive and
aircraft body structures, and so on. Along with the advancements of manufacturing technology,
these structures have become much more prominent with increasing flexibility of design. To
reduce computational costs, those built-up structures are often described by beam or shell
models in the deformation analysis process. Therefore, there has been significant academic
endeavor to improve the efficiency and accuracy of numerical deformation analysis methods
using the beam and shell structural models for their various engineering applications. However,
these flexible structures may undergo large deformations, which makes it challenging to simulate
their deformations and obtain appropriate design. Even though significant amount of research
efforts has been reported for the deformation analysis of beam and shell structures, the
importance of analytical design sensitivity analysis (DSA) has not been fully explored, in spite
of its significance in what-if study and gradient-based optimal design.
1.1.1 Development of fundamentals in gradient-based optimal design
This thesis contributes to develop fundamentals of gradient-based design optimization of finite
deformation curved built-up structures in the following two perspectives.
1.1.1.1 Continuum-based analytical DSA of finite deformation beam and shell
structures
Design sensitivity information deals with the effect of change of design variables on the structural
deformations, which plays a significant role in the convergence of design optimization process
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and what-if study. Although the finite difference method (FDM) may be an easiest way to compute
design sensitivity, it has serious drawbacks from the viewpoint of accuracy and computational
costs. The accuracy of finite difference sensitivity strongly depends on the perturbation amount,
and huge amount of computational costs is required especially if an iterative solution procedure
is utilized in the deformation analysis. The discrete-analytical DSA method involves the analytical
differentiation of discretized governing equation with respect to design variables. However, as
mentioned in [55], since the finite element matrices are constructed using numerical integration,
the explicit expression of finite element matrices in terms of design variables may not be available,
and this discrete differentiation may not be achieved easily for general cases. Also, since the
finite element matrix equation is an approximated one to the original continuum problem, it
is theoretically dangerous to directly differentiate the finite element matrices [55]. In discrete
DSA approach, the semi-analytical method, which utilizes finite difference for calculating the
design derivative of finite element matrices, is a popular choice due to its simple implementation.
However, this could lead to significant inaccuracy of sensitivity especially if large rotation is
involved in deformation [83]. The continuum-based method directly differentiates the variational
equation before discretization, which is more efficient than the discrete method [55, 25].
1.1.1.2 Design velocity computation for constrained structures on curved surfaces
Lattice structures embedded in curved domains have been utilized in myriad critical devices,
including medical stents, non-pneumatic wheel frames, and ship hull curved block stiffeners,
curved roof stiffeners in buildings. Especially for the medical stents, various unit cell
configurations have been suggested to improve their structural performances like auxetic cellular
designs for increasing the resistance to kinking and buckling [51]. These lattice structures are
embedded in curved surfaces such that the medical stents and non-pneumatic wheel frames
maintain cylindrical and circular shapes, respectively. For a given material point x and design u,
a general design optimization problem seeks for minimum objective function ψ(x,u) subjected
to inequality constraints Ci (x,u) ≤ 0 and equality constraints D j (x,u) = 0. In optimal design
process of lattice structures, the designs of curved surfaces where the lattice structures are
embedded usually pre-determined, and the design change of the embedded lattice structure
should maintain their position on the curved surfaces. This restriction leads to the nonlinear
equality constraints D j (x,u) = 0 in configuration design. In many cases, a spatial lattice structure
is designed in a way that a planar pattern is mapped into complex shaped curved surfaces. Thus,
if we can define the design variables in the planar pattern, two significant advantages can be
attained: First, design parameterization is much more straightforward and easier than dealing
with complex shaped spatial structure, and the number of design variables are reduced, since
design variables are defined in planar (2-D) domain, not in spatial (3-D) domain. Second, it
enables to avoid handling huge number of equality constraints D j (x,u) = 0, usually more than
the number of design variables.
1.1.2 Configuration design optimization of curved built-up structures
We apply the developed DSA method to the following engineering applications.
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1.1.2.1 Design of lattice structures with enhanced mechanical properties
Various shapes and topologies of lattice structures have been architected to achieve specified
target artificial mechanical properties. In this research, we aims at tailoring two kinds of
mechanical properties; negative Poisson’s ratio and phononic band gap. First, the Poisson’s ratio
of a material describes the deformation in an orthogonal direction to tensile or compressive
loading. The majority of materials show a positive Poisson’s ratio, which is approximately 0.5
for rubber and 0.3 for steel. However, negative Poisson’s ratio, or auxetic materials exhibit
expansion (contraction) instead of contraction (expansion) under tension (compression). This
seemingly unphysical behavior has been widely studied due to its desirable effects to enhance
a variety of mechanical properties like energy absorption, shear modulus [96], indentation
resistance [28], crashworthiness [95], and sound absorption [19]. Second, acoustic metamaterials
with periodic arrangements of components have a significant dynamic property of band gap,
which represents a certain frequency ranges where elastic wave or sound propagation through
a material is prohibited. Due to its immense potential for novel applications like vibration and
noise mitigations, and waveguides, there have been extensive research attentions to maximize
the band gap property by architecting constituent material properties or structural geometries.
1.1.2.2 Design of compliant mechanisms
A compliant mechanism is a flexible mechanism that transforms or transfers a force or motion
through elastic deformations of the components. As it accomplishes specified tasks through
deflections of members instead of movements of joints, the number of required components
is much less than that of rigid mechanisms. This results in the considerable reduction of
structural weight, fabrication costs, and the ease of miniaturization, which might be a significant
factor of their wide utilization in various applications including microelectromechanical systems
(MEMS). The fact that the flexible parts of mechanism undergo large deformation complicates
the deformation analysis and design process, which requires more systematic design procedures
rather than conventional trial and error approaches.
1.1.2.3 Design of shape memory structures
Shape memory materials can recover their original shapes from programmed temporary ones
when an appropriate stimulus like heat and light is applied. Since this kind of smart materials
is able to react to environmental changes in a programmed sequence, it has been utilized
in a myriad range of engineering applications such as pipe-coupling mechanism, airbags,
space structures, deployable biomedical devices, and self-assembling structures. Mao et al.
[72] fabricated SMP based self-assembly structures using 3-D printing technology, and realized
thermal-activated sequential self-folding by controlling the glass transition temperature of
hinges. The shape memory effect also can be used to implement tunable effective mechanical
properties. Li et al. [65] designed a cellular structure made of bi-material strips, which changes
its configuration by heating due to different thermal expansion coefficients of the strips. This
enables to tune the Poisson’s ratio of the structure by controlling temperature. This kind of control
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of mechanical property would be realized by changing structural geometry using a shape memory
effect.




To resolve the discrepancy between the finite element model and the computer-aided design
(CAD) model, Hughes et al. [46] developed the isogeometric analysis (IGA) method, which is an
analysis framework employing the same basis function as used in the CAD system in order to
bridge the gap between CAD and computer-aided engineering (CAE) like finite element analysis
(FEA). Due to higher order continuity of the NURBS basis functions, the IGA has a superior
capability of rotation-free discretization over conventional FEA in problems of high-order partial
differential equations (PDEs). The variational formulation under Kirchhoff assumption (zero
transverse shear strain) involves the second order derivatives of displacement field, which
requires C 1-continuous basis functions, where using only the displacement degree of freedom
(DOF) in the IGA considerably reduces the total number of DOFs in comparison to the FEA
employing additional DOFs, associated with rotation, to have C 1-continuity. Kiendl et al. [54]
applied the IGA to deformation analysis of Kirchhoff shell model. Raknes et al. [93] presented the
IGA for cable structures undergoing large deformation, with considering bending deformation
confined in an osculating plane as well as membrane deformation. Bauer et al. [7] suggested an
IGA formulation of spatial Kirchhoff beam undergoing large deformation considering torsion.
Maurin et al. [76] performed the IGA for static and dynamic deformation analyses of planar
Kirchhoff beam based on the GEBT considering single patch models. However, due to C 0-
continuity between NURBS patches, there is a difficulty of using multiple patches in Kirchhoff
beam or shell analysis since it requires C 1-continuous displacement field. To overcome this
difficulty, there have been many attempts to impose continuity condition at the multi-patch
interface. Due to absence of rotational DOF, an additional rotational continuity condition at
multi-patch junction is required. Kiendl et al. [52] suggested a bending strip method imposing
G1-continuity by penalizing additional bending stiffness at the interface. Greco and Cuomo [40]
employed the rotational DOFs and modified the B-spline basis functions to possess strong G1-
continuity. Benson et al. [11] also imposed strong G1-continuity through selectively adding the
rotational DOFs to the rotation-free thin shell element. Duong et al. [36] imposed various rotation
continuity conditions using penalty and Lagrange multiplier methods. If a shear deformable
beam model having rotational DOFs is considered, rotation continuity can be straightforwardly
satisfied by a typical element assembly process.
4
1.2.1.2 Deformation analysis of shear-deformable beam and shell structures
Recently, in the context of isogeometric collocation method, several works on the finite
deformation analysis of beam structures are reported including [73] for a geometrically exact
shear-deformable beam model and its extension to mixed collocation method to alleviate shear
locking troubles in [74]. Weeger et al. [113] also simulated three-dimensional beam structures
considering spatially varying material parameters and cross-section radius. In order to alleviate
the shear and membrane locking troubles, Bouclier et al. [15] extended the selective reduced
integration (SRI) and B̄ projection methods to the IGA context. This is further developed in
terms of SRI by Adam et al. [1], to higher order basis function. Also, Beirão da Veiga et al.
[31] and Auricchio et al. [4] developed locking-free mixed formulations respectively for straight
planar and spatial curved Timoshenko beams in the context of isogeometric collocation method.
For the finite deformation analysis of shear-deformable shell structures, many research works
are recently reported within the isogeometric analysis context. Benson et al. [10] implemented
for linear and nonlinear deformation analyses of Reissner-Mindlin shell structures based on
a degenerated solid element where a small rotational stiffness is added to avoid singularity
associated with the drilling rotational DOF. Hosseini et al. [43] used a higher order interpolation
using B-spline element in discretization along thickness-direction. Oesterle et al. [82] presented
a hierarchic shell model using a nonlinear Kirchhoff-Love shell model with enrichment by two
extra shear rotation or displacement variables. In this formulation, shear rotation is assumed to
be small but total rotation can be large. Dornisch et al. [35] solved a system of linear equations
to determine initial local orthonormal basis system at integration points, and calculate current
director through a orthogonal transformation of a interpolated initial exact director. This work
was extended in Dornishch and Klinkel [34] to treat a multiple patch model with sharp interface
through employing an automatic classification algorithm to determine control point whether
on smooth or non-smooth region. Also, in Dornishch et al. [33], it was shown that using a
multiplicative rotation update instead of an additive update procedure makes a variation of the
current director vector have much simpler expressions.
1.2.2 Research objectives
We investigate strain invariance property in a planar linear Timoshenko beam problem
formulated in a curvilinear coordinate system. An invariant formulation is combined with SRI
and B̄ projection methods to avoid shear and membrane locking. For planar Kirchhoff beam
structures, we verify the advantages of rotation-free discretization of IGA method in terms of
per-DOF accuracy, compared with FEA using Hermite interpolation. For the geometrically exact
shear-deformable beam and shell models, we employ a multiplicative update procedure of finite
rotation using an exponential map of a skew symmetric matrix, presented in [102]. We consider
various force and kinematic boundary conditions including non-conservative problems due to
pressure load. For a spatial beam structure, we employ the smallest rotation (SR) method to
determine initial orthonormal frame. This method was utilized for curve framing in FEA context
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by Meier et al. [78]. We present a procedure of determine reference orthonormal frame for each
knot span of NURBS curves within the IGA framework. If a tangent vector and a reference
orthonormal frame are given at a curve point, the SR method determines an orthonormal frame
at the given point through a mapping such that the first base vector of the given reference
frame rotates onto the given tangent vector with minimum rotation angle. Especially if a curve
is embedded in a curved surface, it is shown that convected basis of the surface can be effectively
used to construct the reference orthonormal frame at an arbitrary point of a curve.
We also investigate an elastic wave propagation in infinitely periodic lattice structure. Using
the Bloch theorem, the computational domain is reduced to a single unit cell, and a consistent
linearization of the nonlinear problems yield a generalized Hermitian eigenvalue problem. This
problem is solved for wave dispersion relations using the inverse method for various lattice
topologies. Thus, our research objectives in terms of deformation analysis can be summarized
as
• Invariant locking-free formulation of a planar linear Timoshenko beam problem,
• Verification of superior per-DOF accuracy of IGA in planar Kirchhoff beam problems,
• Explicit parameterization of initial orthonormal frame for spatial beams using the SR
method,
• IGA of finite deformation shear-deformable curved beam and shell built-up structures,
• Calculation of dispersion relation for infinite lattice using the Bloch theorem.
1.3 Isogeometric design optimization of finite deformation
built-up structures
1.3.1 Literature survey
In plane elasticity, isogeometric shape DSA and optimization were presented for linear [22]
and geometrically nonlinear [56] deformations, where the following advantages of isogeometric
approach are emphasized: First, it considers exact higher order geometric information such as
normal vector and curvature, which provides more accurate sensitivity than the conventional
FEA-based one. Second, it significantly simplifies the design modification during the design
optimization process without communicating with CAD systems. An isogeometric configuration
DSA method was developed for Mindlin plate problems [63]. In the plate design component
under the assumption of small design perturbations, the design variation is represented by the
tangential design velocity for the shape variation and by the out-of-plane design velocity for the
orientation variation. Nagy et al. [80] performed the shape and sizing design optimization of
planar Kirchhoff beams considering infinitesimal deformation. In their work, a discrete-analytic
approach is used for the DSA, where single patch models are considered and the shape design
includes the orientation variation.
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1.3.1.1 Configuration design sensitivity analysis
Extending the design sensitivity analysis (DSA) of built-up structures consisting of straight
design components, this research focuses on the design of curved geometry, which refers to
a configuration design associated with the change of integral domain of curved structures. In
Twu and Choi [106], a straight beam design is decomposed into a shape (length) change, and an
orientation change by rigid body rotation, and their combination is termed configuration design.
Cho and Choi [21] employed this concept of configuration design in transient dynamic and path-
dependent problems, where Euler angles are utilized to represent orientation design variations.
Kim et al. [55] generalized this method to curved structures using the material derivatives by
identifying an orientation design change as a change of pointwise local coordinate system. This
formulation has significance in perspective of unifying the procedures of configuration DSA
of beams/shells and shape DSA of solid elasticity problems into a material derivative process
without decomposing shape and orientation design variations. On the other hand, sizing design
parameters of beam structures include material properties like Young’s modulus, and cross-
section geometry like thickness, area, and so one. Nagy et al. [80] defined the sizing design
variables of cross-section thickness of planar beams at control points within IGA framework.
Recently, Weeger et al. [112] reported an analytical adjoint DSA method for 3-D curved beam
structures within the context of isogeometric collocation method. However, the accuracy of
analytic design sensitivity for a design change in clamped boundary region was not satisfactory.
Also, their another contribution so called inconsistent analytic DSA method which neglects the
design dependence of initial orthonormal frame may not yield accurate sensitivity values if
orientation design change becomes significant.
On the optimal design of linear shell structures, several works have been reported within the
IGA framework. Nagy et al. [81] presented a comprehensive works on optimizing the form and
the material anisotropy distribution of a shell structure where control point coordinates as
well as weights were used as design variables that control shell mid-surface geometry, and a
discrete analytical DSA approach was used. Kiendl et al. [53] presented an isogeometric shape
optimization for Kirchhoff shell structures using a discrete semi-analytical DSA approach. Ha [41]
presented a continuum-based analytical configuration DSA formulation for shell structures in
generalized curvilinear coordinate system. Ahn et al. [2] performed optimal configuration design
of nanoscale thin-walled structures using continuum-based shell theory incorporating surface
effect. Hirschler et al. [42] utilized a solid-shell model in shape optimization where a smooth
sizing design variations can be represented by changing the distance between the control points
of the surfaces. They used a discrete semi-analytic DSA approach.
1.3.1.2 Determination of initial orthonormal frame
One of the existing difficulties in the configuration DSA of three-dimensional beams might be a
parameterization of initial orthonormal frame, associated with initial cross-section orientation.
For a C 1-continuous curve, among three orthonormal base vectors, unit tangent vector only can
be uniquely determined, and the others are generally not unique due to a rotational degree-of-
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freedom (DOF) about the tangent vector. The Frenet frame is a very useful tool for a spatial curve
framing. It determines normal vector fields by a derivative of tangent vector with respect to an arc-
length parameter, divided by its magnitude, and a binormal vector simply by the cross product
of the tangent and normal vectors. However, this method has a main drawback that the normal
and binormal vectors are not able to be defined at those points having vanishing curvature. On
the other hand, the Bishop frame [14] is well defined even for a straight curve segment. Due to its
implicit definition, Weeger et al. [112] solved a nonlinear equation to determine initial quaternion
control coefficients. It requires a heuristic in determination of a user-defined boundary condition
for the nonlinear equation. The quaternion interpolation using NURBS basis function may not be
necessarily orthonormal at an arbitrary point except the collocation points, which may result in
inaccurate representation of beam geometry. As an alternative, we employ the smallest rotation
(SR) method which was utilized for curve framing in FEA context by [78]. If a tangent vector
and a reference orthonormal frame are given at a curve point, the SR method determines an
orthonormal frame at the given point through a mapping such that the first base vector of the
given reference frame rotates onto the given tangent vector with minimum rotation angle. In the
later section, we present a procedure of determine reference orthonormal frame for each knot
span of NURBS curves within the IGA framework. Especially if a curve is embedded in a curved
surface, it is shown that convected basis of the surface can be effectively used to construct the
reference orthonormal frame at an arbitrary point of a curve.
1.3.1.3 Computation of design velocity on curved surface
Design velocity field is defined as a rate of mapping between original and perturbed designs,
and its computation is a crucial step in configuration DSA as well as the update of finite element
mesh during design optimization process. Braibant and Fleury [16] suggested to use B-spline
curves to define design variables instead of finite element nodal coordinates to avoid drawbacks
such as too many design variables and undesirable designs due to irregular boundary. Zhang
and Belegundu [116] utilized a deformation field from a fictitious load to determine a domain
design velocity field. Choi and Chang [24] suggested a combination of isoparametric mapping
and boundary displacement methods as an ideal choice for the design velocity field computation.
Kuci et al. [58] utilized the finite difference of nodal positions to identify the design velocity
field at design boundary, and employed a Laplacian smoothing, equivalent to the boundary
displacement method [24], or an element layer method for generating a domain design velocity
field. The element layer method interpolates the priorly determined boundary nodal velocity
vectors using shape functions in finite elements adjacent to the design boundary only. Cho and
Ha [22] showed that, in the IGA framework, a smooth design velocity field can be easily obtained
by the perturbation of control point combined with NURBS basis function.
In this thesis, we are particularly interested in structural design on curved domains. Bauer et
al. [8] utilized a nested parameterization to model this kind of embedded structural entities.
Parametric coordinates of an embedded curve are described by a corresponding NURBS curve
in parametric space of a super element, and the control net of the super element expresses the
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embedded curve geometry, which enables to model the embedded curve geometry exactly on
the super element. A similar concept appears in the free-form deformation (FFD) method, which
illustrates a deformation of embedded object due to a deformation of surrounding pliable solid,
which would be effectively utilized to obtain an analytical expression of control net of the curve
together with a global curve interpolation strategy. It would be significantly advatageous if design
variables and corresponding design velocity fields are given in a planar rectangular domain;
however, since an analysis model is constructed in a specified curved domain, it is essential to
identify the mapping relation between the design velocity fields of the lattice structures in those
planar and curved domains for the configuration DSA, which is one of the main objectives of this
thesis.
1.3.2 Research objectives
In perspective of DSA, we develop a configuration DSA method that accommodates large
displacements and rotations in three-dimensional space. This research is considered as a
generalization of the conventional configuration DSA of built-up structures with straight
design components to general curved structures. Geometrically exact beam and shell models
are employed in deformation analyses, and we basically use the material derivative of their
varational equation for DSA formulations. We present direct differentiation method (DDM) and
adjoint variable method (AVM) for DSA which are respectively advantageous if the number
of performance measures are larger than that of design variables, and vice versa. We further
discuss the symmetry property of tangent operator in adjoint equation for non-conservative
problems. Moreover, we present design velocity computation and optimization method for
constrained structures on curved domains. Thus, the research objectives in perspectives of DSA
and optimization can be stated as
• Continuum-based analytical configuration DSA method for curved beam and shell buil-
up structures undergoing finite deformations,




Ever since a reentrant honeycomb structure with NPR is suggested by the seminal work of Lakes
[59], there have been considerable investigations for developing structural geometry representing
auxetic behaviors. For a stable isotropic material, the Poisson’s ratio ranges between -1 and 0.5,
where the lower bound value -1 and the upper bound value 0.5, respectively, represent perfect
dilatational and incompressible materials. Many lattice structural geometries having Poisson’s
ratio -1 have been reported, for example, chiral honeycombs exhibiting auxetic behaviors under
the major deformation mechanism of flexure of ligaments due to cylinder rotations [92], which
was extended to a three-dimensional structure in [39]. Also, a class of two-dimensional lattice
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models having omnidirectional negative Poisson’s ratio arbitrarily close to -1 was proposed in
[17], and extended to three-dimensional cubic lattice structure in [18]. There have been several
theoretical studies on the unboundedness of Poisson’s ratio of anisotropic structures. Ting and
Chen [104] investigated that Poisson’s ratio for anisotropic elastic materials can have an arbitrarily
large magnitude along specific directions. In Cabras and Brun [18], Poisson’s ratios outside of
the isotropic range of −1 ≤ ν ≤ 1/2 occurs at small strains. Lethbridge et al. [64] investigated the
relationship between elastic anisotropy and extreme Poisson’s ratio in single-crystals. However,
to the best of our knowledge, lattice structural design having nearly constant Poisson’s ratio lower
than -1 in a large deformation range and its experimental verification has not yet been reported.
Mathematical optimization methods are often exploited to achieve extremal Poisson’s ratio.
Materials have been tailored by mathematical optimization method to achieve target
performances. Sigmund [99] presented an inverse homogenization method to design periodic
microstructures of a material to obtain prescribed constitutive properties. Shwerdtfeger et al.
[97] performed the design optimization of mesoscale elastic metallic NPR structures, using
the topology optimization starting from the known re-entrant honeycomb structure, and
utilized the selective electron beam melting (SEBM) system for manufacturing. Under large
deformations, Poisson’s ratio strongly depends on the amount of strains. The optimization
objective can be mathematically defined as minimizing deviations between actual and prescribed
values of Poisson’s ratio over a range of discrete, applied nominal strain values. Using this
optimization formulation, Wang et al. [107] performed topology optimization to tailor nearly
strain-independent Poisson’s ratio under finite tensile deformations, based on the method of
solid isotropic material with penalization (SIMP). Clausen et al. [27] further elaborated this work
by direct ink writing (DIW) 3D printing of optimal designs and experimental verification of
the numerically predicted behaviors. They additionally performed shape optimizations using a
concept of super-ellipse, from the conceptual design by the topology optimization, for fine tuning
of design objectives. Within the IGA framework, several works of auxetic structural designs have
been reported. In order to mitigate stress concentration effect of star-shaped auxetic structure,
Wang et al. [110] designed petal-shaped planar auxetic structures with smooth connections using
a shape design optimization approach, which represented in-plane isotropy and low negative
Poisson’s ratio.
In this reserach, we present a systematic synthesis of lattice structures achieving extremal
negative Poisson’s ratio in both of tensile and compressive loadings, using a gradient-based
mathematical optimization method. This is combined with 3-D printing to digitally fabricate
the designs and validate against the numerically predicted behavior. Specifically, we create new
designs having Poisson’s ratio -1.5 and -2 that display a nearly constant Poisson’s ratio over large
deformations of up to 10% applied nominal tensile strain and about 4% of compressive strain.
To ensure manufacturability under capability (resolution limit) of printing machine, several
geometric constraints are imposed: first, maximum curvature of the ligaments is restricted at
selected discrete points, and second, minimum distance between selected ligaments is restricted.
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Thus, our research object in this application is summarized as
• Synthesize of two- and three-dimensional auxetic structures having Poisson’s ratio -2 in
both of finite tensile and compressive loadings using mathematical optimization
• Experimental validation of two-dimensional auxetic structures fabricated by 3-D
printing
1.4.2 Phononic band-gap structures
The fundamental mechanisms of band gap formations have been classified into Bragg scattering
or local resonance of structural elements. In the Bragg-type one, destructive interferences of
wave reflections due to structural periodicity account for decays of waves in a certain frequency.
However, since a wavelength, in a periodic lattice, is scaled with unit cell size, low frequency band
gap requires to significantly increase overall structural dimension, which is impractical. Thus,
for the low frequency band gaps, locally resonating units have been successfully exploited to
dissipate energy of wave propagation around their resonance frequency. Liu et al. [70] fabricated
locally resonant structures, so called sonic crystals, composed of hard spherical inclusion coated
with a soft cladding and a stiff matrix, with much lower frequency of band gap formation
than Bragg-type ones due to localized vibrational motion of the inclusions. Bacigalupo et al.
[5] combined anti-chiral lattice structure with inertial resonators, and designed the number,
arrangements and material properties of the resonators to improve band gap properties using a
nonlinear optimization algorithm. Matlack et al. [75] embedded steel cubes as local resonators in
a polycarbonate beam lattice, and altered geometrical parameters of the lattice like the number of
constituent beams, cross-section-thickness of beams, unit cell size, and resonator filling fraction,
which shows a variety of band gap formations due to different local resonant modes. Jensen [50]
studied in-plane wave propagation in 1-D and 2-D mass-spring models. This study showed that
complete band gaps exist for certain distributions of stiffness and mass and demonstrated how
band gaps can be created at low frequency ranges by introducing a local resonator into periodic
structures. Instead of introducing local resonators, it has been shown that single material systems
can have band gaps by local resonances. Krödel et al. [57] locally increased wall thickness of
hollow trusses, and showed that additional masses at truss junction points lead to broader band
gaps at low frequencies due to amplification of microscopic rotatory inertia. Wang et al. [108]
demonstrated band gap properties in beam lattices due to local resonances, and investigated
effects of lattice topologies and joint conditions. They correlate band gap properties with the
average connectivity of a beam network, so called the coordination number. Warmuth et al. [111]
fabricated a three-dimensional cellular structure made of a single phase titanium alloy having low
frequency band gap using selected electron beam melting, and experimentally verified the band
gap property.
Our objective in the present study is to architect two- and three-dimensional lattice structures
with enhanced band gap properties using a gradient-based optimization algorithm. We basically
control beam neutral axis geometry and cross-section thickness for a given lattice topology.
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Various lattice topologies of two-dimensional structures have been suggested through parametric
studies on configuration designs, including self-similar fractal [66], star [79], zig-zag [115],
and chiral [118] shaped structures. Also, introduction of undulated lattice geometries in the
ligaments have turned out to generate band gap properties. Trainity et al. [105] showed that wave
propagation properties of lattice structures are significantly affected by the specific pattern of
undulation due to the coupling of longitudinal and flexural modes. Chen et al. [20] also presented
that low frequency band gaps can be generated within a square lattice by introducing sinusoidal
undulations. There also have been researches exploiting mathematical optimization methods
to obtain phononic crystal structures having large band gap sizes. Sigmund and Jensen [101]
performed a topology optimization, based on the solid isotropic material penalization (SIMP)
method, to design periodic structures exhibiting band gap properties. Lu et al. [71] synthesized
a three-dimensional phononic crystal structure using a SIMP based topology optimization of
two-phase material, where very large size of band gaps are generated at high frequency levels.
Li et al. [16] attained low frequency level band gaps by embedding inclusions in a base material
through the bi-directional evolutionary structural optimization (BESO) process. In Wormser et al.
[114], a two-dimensional design, obtained by combination of shape and topology optimization,
is manually interpreted into a three-dimensional structure having enhanced band gap property.
Diaz et al. [32] studied optimal mass distributions of plane grid structures to create and maximize
band gaps, also identified the influence of the skew angle of ligaments on the band gap
distribution. In this research, we calculate wave dispersion relations in infinite periodic lattices
using the Bloch theorem which reduces the maximization problem to that of a single unit cell,
and also utilize the IGA using higher order B-spline basis functions for spatial discretization of
given eigenvalue problem. We basically employ several lattice topologies and slenderness ratios
without band gap or with slight band gaps from previous literatures as initial designs, and then
their geometries are controlled by an optimization algorithm using the adjoint sensitivity. Thus,
our research objectives in this application is summarized as
• Synthesize of ligament configuration and sizing design in two- and three-dimensional
phononic band gap structures having extremal band gap sizes at low audible frequency
range (20 ∼ 20,000Hz)
• Verification of architected unit cell design by harmonic response analysis of finite unit
cell assembly
1.4.3 Compliant mechanisms
Three kinds of approaches to the systematic design of compliant mechanisms have appeared in
literatures. First, a pseudo-rigid-body mechanism describes the deflection of flexible members
using rigid links connected by pin joints and torsional springs that have equivalent force-
deflection characteristics [77]. Then, traditional rigid mechanism design approaches can be
employed for the pseudo-rigid-body models. This is often preferred during the early phases of
design process since many designs can be quickly evaluated. Second, using the solid isotropic
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material with penalization (SIMP) model, a topology optimization method is utilized to find
optimal material distribution in a specified domain. Sigmund [100] presented continuum-
type topology optimization for the design of compliant mechanism, considering the stiffness
of the workpiece. Also, it was demonstrated that the maximum stress level in compliant
mechanisms can be controlled by constraining the displacement at the input port. This work
was extended, by Pedersen et al. [88], to design large displacement compliant mechanisms
based on nonlinear finite element analysis (FEA). Third, especially in designing path generating
mechanisms, a topology optimization using beam elements can be performed using heuristic
algorithms combined with nonlinear FEA. Zhao et al. [117] synthesized path generating
compliant mechanisms using two-objective genetic algorithm to find a group of viable designs
that trade off minimizing the average and peak distance between target and actual paths.
The aforementioned methodologies can be utilized in conceptual design steps, and further
refinement can be efficiently made through configuration and sizing design optimizations
using gradient-based algorithms. In this research, the initial design of compliant mechanisms
refers to the known topology optimization results in literatures. Then, to further improve the
performances and satisfy the specified design objectives, we perform a gradient-based configuration
design optimization combined with nonlinear deformation analysis of beam structures. Through
this procedure, starting from the conceptual design results, we can find more sophisticated
configuration and sizing designs that show much better performances.
1.4.4 Shape memory structures
Various design optimization examples using shape memory materials are found in literatures. A
self-folding sheet by combining shape memory alloy (SMA) wires and compliant passive layers
was modeled in Peraza-Hernandez et al. [89], where the effect of SMA mesh configurations
on folding performances was investigated. They optimized the power input and geometric
parameters to achieve the tightest fold under stress and temperature constraints. Wang and
Brigham [109] synthesized morphing structures with maximal efficiency and accuracy in shape
changes by an optimization method to determine the location, magnitude, and sequence of
thermal activation. Salehi et al. [94] investigated the effect of several configuration design
parameters of micro-actuators to have a maximum actuation force during shape recovery process
using the regression analysis of characteristic curves. Langelaar and Van Keulen [62] performed
the configuration design optimization of SMA shell structures using a semi-analytical DSA
approach. Also, Langelaar et al. [61] performed an adjoint DSA for the topology optimization
of SMA thermal actuators using the approach of element connectivity parameterization. In this
research, we investigate shape memory polymer (SMP) structures undergoing large deformations
and their design optimizations. In contrast to shape memory alloys, the SMP has several
advantages such as large elastic deformation, low cost for shape programming, and potential
biocompatibility. In the design of SMP-based devices, the constitutive modeling is critical to
accurately predict the deformations during shape programming and recovery processes. In
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developing constitutive models for SMPs, two general approaches have mainly been adopted:
micro-modeling and macro-modeling. The former is useful for understanding the micro-scale
features and fundamental phenomena, although not easily applicable to a structural scale. On
the other hand, the latter phenomenologically describes the material behavior and is generally
appropriate for numerical methods like finite element method in an efficient manner. Several
phenomenological constitutive models have been proposed in recent years. Liu et al. [69]
developed a linear elastic and rate-independent constitutive model based on the results of
uniaxial experiments. They suggested an empirical formula of frozen volume fraction as a
function of temperature by fitting free strain recovery response. Bergman and Yang [12] employed
this phenomenological model to geometrically nonlinear problems. However, they did not
deal with the shape recovery process. Baghani et al. [6] developed a small strain constitutive
model for the SMPs under time-dependent multiaxial thermomechanical loading conditions. The
constitutive model is based on an additive decomposition of the strain into six parts considering
viscoelastic behavior. In the constitutive model, the evolution laws for internal variables are
derived for both cooling and heating thermomechanical loadings. In this research, the linear
elastic and rate-independent SMP constitutive model developed by Liu et al. [69] is employed.
In this application, we particularly aim at the followings.
• Large deformation analysis of SMP-based structures
• Analytical DSA method considering the thermomechanical process of SMP where the




Isogeomtric analysis of geometrically exact
nonlinear structures
2.1 B-splines and NURBS
This section briefly introduces geometric modeling by B-spline and NURBS (Non-uniform
rational B-spline) and their desirable properties for basis functions in analysis.
2.1.1 Basis functions
In the isogeometric analysis (IGA), the response field is approximated in terms of the same basis
functions like B-spline and NURBS as used to express the geometry in CAD; thus it has several
advantages over the conventional finite element analysis (FEA) such as easy refinements and
geometrical exactness. A knot represents a coordinate in the parameteric space, and we term a
set of knots, written in one-dimensional space
Ξ= {ξ1,ξ2, · · · ,ξn+p+1} , (2.1)
where ξi ∈ R1 is the i th knot, and p and n are the order of basis function and the number
of basis functions which comprises the B-spline, respectively. The B-spline basis functions are
constructed by a recursive formula as
N 0i (ξ) =
⎧⎨⎩1 if ξi ≤ ξ< ξi+10 otherwise ,(p = 0) (2.2)
and






N p−1i+1 (ξ), (p = 1,2,3, . . . ). (2.3)
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By a projective transformation of B-spline entities in Rd+1, a desired geometric object in Rd can
be constructed. Especially, conic sections like circles and ellipses in R2 can be exactly represented





in Rd+1, the control points in Rd are obtained by











where wi is called the i th weight and (•) j denotes the j th component of the vector (•). From
the B-spline basis function N pi (ξ) and the corresponding weight wi , the univariate NURBS basis
function W pi (ξ) is given by




N pj (ξ)w j
. (2.6)
If weights are equal, NURBS becomes B-spline. NURBS possesses the following crucial properties
for analysis.
(1) Partition of unity:
n∑
i=1
W pi (ξ) = 1, ∀ξ.
(2) Compact support: The local support of each W pi (ξ) is compact and included in the interval
[ξi , ξi+p+1].
(3) Non-negativity: W pi (ξ) ≥ 0, ∀ξ.
(4) Variational diminishing
It is noted that due to the third property in the above, all of the coefficients of a mass matrix
calculated from NURBS basis functions are non-negative. The fourth property is advantageus to
represent sharp layers, and more discussions of the variational diminishing property in NURBS
can be found in [46, 68].
2.1.2 Geometric modeling
A curve geometry is described from the linear combination of NURBS basis functions and




Wi (ξ)Bi , (2.7)
where the superscipt denoting the order of basis function is omitted for brevity. Similarly, a












Bi j , (2.8)
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where the bivariate NURBS basis function is given by













Bi j and wi j are a bidirectional control net and the weights. p and q denote the order of the
basis functions in the directions of ξ and η parametric coordinates, respectively. For the brevity of






W̃ N (ξ,η)B̃N , (2.10)
where n denotes the total number of control points. NURBS geometry has the following crucial
properties.
(1) High order continuity: (p−k) continuous differentiability for order p and knot multiplicity
k.
(2) Affine covariance: Affine transformation is obtained by applying the transformation to the
control points.
The high order continuity of NURBS basis is significantly advantageous in discretization of
variational equation from high order partial differential equation (PDE) like Kirchhoff beam
problem, since it enables a rotation-free discretization in contrast to the cubic Hermite
interpolation of FEA adopting additional DOF to have C 1-continuity. This will be investigated
in section 2.3. Also, the affine covariance property is useful in the proof of invariance of
approximated strain measures with respect to rigid body rotation (patch test), which will be
shown in section 2.2.
For a one-dimensional model, a half-open interval [ξi ,ξi+1) is called the i th knot span. In the
analysis context, the non-zero knot span, i.e., a span between two distinct knot values is somtimes
called the element, and the number of elements in a curve will then mean the number of non-zero
knot spans in the set of knots. This definition is extended to each parametric coordinate direction
of multi-dimensional geometries.
2.1.3 Mesh refinement
The basis function is refined for purpose of analysis without alterning an object geometrically or
parametrically.
2.1.3.1 h-refinement: knot insertion
The analogue of h-refinement in FEA is knot insertion. Given a set of knots Ξ= {ξ1,ξ2, . . .ξn+p+1},
let Ξ̃= {ξ1,ξ2, . . . ,ξk , ξ̃,ξk+1, . . . ,ξn+p+2} be a new knot vector where a knot ξ̃ is inserted. From the
original control points {B1,B2, . . . ,Bn}, the new (n+1) control points
{









1, i ≤ k −p
ξ̃−ξi
ξi+p−ξi , k −p +1 ≤ i ≤ k
0, k +1 ≤ i
. (2.12)
A simple example of knot refinement is presented in Fig. 2.1. The original cubic B-spline curve
consists of a given set of knots Ξ= {0,0,0,0,1,1,1,1} and four control points. If a new knot ξ̃= 0.5
is inserted, a refined curve shown on the right, is obtained without changing the original entity
geometrically or parameterically, but the basis functions and control points are altered.
Figure 2.1: An example of knot insertion
2.1.3.2 p-refinement: order elevation
The analogue of p-refinement in FEA is order elevation which is referred to as degree elevation
in CAD community. The order of NURBS may be increased without alterning the geometry or
parmeterization. The process of order elevation is outlined as follows:
(1) Subdivision the entity into Bézier segments by knot insertion
(2) Order elevation of each individual segement
(3) Removal of the unnecessary knots
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We omit the details of processes of the knot removal and order elevation of a Bézier segment for
the sake of brevity. More details can be found in [91]. An example of order elevation is illustrated
in Fig. 2.2. The original curve and cubic basis functions, shown on the left, are the same ones
as in the previous example. The order elevated curve, shown on the right, is geometrically and
parametrically identical to the original curve, but the control points and basis functions are
changed.
Figure 2.2: An example of order elevation
2.1.3.3 k-refinement
It is significant to note that the processes of knot insertion and order elevation are not
commutative. For a curve of order p, if a unique knot value, ξ̄, is inserted between two distinct
knots, then the continuity of the basis functions at ξ̄ becomes C p−1. If the degree is subsequently
elevated to q by following the aforementioned process, the multiplicity of every distinct knot
values is increased so that the original curve continuity is preserved, meaning that the order
elevated basis still has C p−1-continuity at ξ̄. Interestingly, if we reversed the sequence of those
two operations, the basis would have C q−1 continuity at ξ̄. The results shown in Figs. 2.3 and
2.4 are compared to illustrate the non-conmmutativity of knot insertion and order elevation. As
a base case, we consider linear B-spline basis functions, shown in Fig. 2.3a, with a set of knots
Ξ = {0,0,1,1}. Then, a subsequent insertion of a knot ξ̄= 0.5 yields basis functions shown in Fig.
2.3b, and a subsequent order elevation gives the quadratic basis functions illustrated in Fig. 2.3c,
where a C 0-continuity between two knot spans is apparently shown. On the other hand, if we
make the order elevation first, new basis functions are obtained as shown in Fig. 2.4a. Then,
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an insertion of new knot ξ̄ = 0.5 results in basis functions shown in Fig. 2.4b, where the basis
functions have C 1 inter-element continuity, in contrast to the C 0 continuity in the previous case.
The former case shown in Fig. 2.3 is the classical p-refinement approach, and the latter approach
depicted in Fig. 2.4 is called as k-refinement which has no analogue in FEA. More discussions on
the k-refinement strategy can be found in [46].
(a) Original basis functions (b) Step 1: knot insertion (c) Step 2: order elevation
Figure 2.3: An example of knot insertion followed by order elevation
(a) Step 1: order elevation (b) Step 2: knot insertion
Figure 2.4: An example of order elevation followed by knot insertion (k-refinement)
2.2 Basic invariance properties of strain measures
In this section, we study basic invariance properties of strain measures discretized by NURBS
basis functions. In several recent works, the local displacement field in curvilinear coordinate
system is discretized to obtain the approximated membrane and shear strains. However, these
approximated strain measures generally fail to pass the patch test of rigid body motions, which
is called as self-straining [3]. Especially as the initial curvature variation of the beam increases,
this self-straining triggers severe numerical instabilities. Armero and Valverde [3] showed that, in
a finite element context for the curved Kirchhoff beam analysis using Hermite basis functions,
the classical elements which interpolate the axial and the transversal displacement components
separately do not represent the rigid body motions exactly. We consider shear deformable beams
within the isogeometric analysis framework using NURBS basis functions. In the followings, we
prove the invariance of the strain measures in continuum form. We then investigate self-straining
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of the approximated strain measures, and a method to eliminate self-straining is discussed
together with locking-free formulations.
2.2.1 Self-straining in curved structural models
2.2.1.1 Invariance of strain measures in continuum form
The global displacement vector ẑ is expressed in curvilinear frame as
ẑ = z1j1 + z2j2, (2.13)
where j1 and j2 are the unit tangential and normal vectors, respectively. The following strain
measures can be derived, from the equilibrium equations and the principle of virtual work [3],
as
εm = z1,s −kz2
γs = kz1 + z2,s −θb
ωb = θb,s
⎫⎪⎪⎬⎪⎪⎭ , (2.14)
where εm , γs , and ωb are the membrane, shear, and bending strain measures, respectively. (•),s
denotes a differentiation with respect to the arc-length coordinate s. k and θb represent the
initial curvature and the rotation angle of cross-section, respectively. Combining the Frenet-
Serret formulas (j1,s = kj2, j2,s =−kj1) with the derivative of Eq. (2.13) with respect to s, Eq. (2.14)
can be rewritten as
εm = ẑ,s · j1
γs = ẑ,s · j2 −θb
ωb = θb,s
⎫⎪⎪⎬⎪⎪⎭ . (2.15)
To prove the invariance of Eq. (2.15), take a rigid body translation given by an arbitrary constant
vector ẑ = cT ∈ R2 and a rotation angle θb = cR = 0. Then, for all cT ∈ R2, Eq. (2.15) satisfies the
following:
εm = cT,s · j1 = 0
γs = cT,s · j2 − cR = 0
ωb = cR,s = 0
⎫⎪⎪⎬⎪⎪⎭ . (2.16)
Next, consider an infinitesimal rigid body rotation θb = cR expressed by the constant rotation
angle and the associated displacement vector as






θ ≡ [0,0,cR ]T denotes the infinitesimal rotation vector. X,Xr e f ∈ R2 represent the position vectors
of a point on the neutral axis and a reference point, respectively. Substituting Eq. (2.17) into Eq.
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(2.15) leads to
εm = θb ĨX,s · j1 = θbj2 · j1 = 0
γs = θb ĨX,s · j2 −θb = 0
ωb = cR,s = 0
⎫⎪⎪⎬⎪⎪⎭ , (2.18)
for all cR ∈ R and Xr e f ∈ R2, since X,s = j1 due to the arc-length parameterization and the
orthonormal vectors j1 and j2 are related by j2 = Ĩj1.
Observation 1. The strain measures in Eqs. (2.14) and (2.15) are equivalent to each other and
invariant. However, after the approximation using the NURBS basis functions, it depends on the
discretization manner whether the approximated strain measures are still invariant or not.
2.2.1.2 Non-invariance of strain measures in discrete form










WI (ξ)θbI , (2.20)
where WI and ξ are the I-th NURBS basis function and the parametric coordinate, respectively.
yI and θbI are the response coefficients corresponding to the I-th control point. n is the total














WI ,sθbI , (2.23)
where WI ,s = WI ,ξ/Jcb , Jcb ≡ s,ξ =
∥∥X,ξ∥∥, and X represents the neutral axis curve. The rotation
coefficient θbI represents the rotation of control net, which is related to the rotation of physical
domain by the affine covariance property of NURBS basis function [91]. In contrast, the
displacement component coefficient yI = [y1I , y2I ]T has no physical significance so that it needs
to be expressed by the global displacement vector, which requires constructing the following two
linear systems of n equations due to the non-interpolatory characteristic of the NURBS basis
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function.
zh1 (ξ̄i ) =
n∑
I=1




zh2 (ξ̄i ) =
n∑
I=1





where Ai I ≡WI (ξ̄i ) are the components of collocation matrix and the positions of the collocation




(ξi+1 +ξi+2 +·· ·+ξi+p ), (2.25)
where p is the degree of NURBS basis functions. Using Eq. (2.24) and the relation of Eq. (2.13), the
























where A−1I i are the components of inverse matrix. Substituting Eq. (2.26) into Eqs. (2.21) and (2.22),





























To investigate the non-invariance of the approximated strain measures, consider the rigid body
translation as
ẑh(ξ̄i ) = cT
θbI = θhb = cR = 0
}
(i , I = 1 ∼ n), (2.29)
where the relation θbI = θhb is obtained from the affine covariance property of the NURBS basis
function. Substituting Eq. (2.29) into Eqs. (2.27),(2.28), and (2.23) yield the followings:








I i j1(ξ̄i )−kWI A−1I i j2(ξ̄i )
}≡ cT T a, (2.30)








I i j1(ξ̄i )+WI ,s A−1I i j2(ξ̄i )
}= cT T (Ĩa), (2.31)
andωhb = 0. The vector function a = a(ξ) generally does not vanish. However, if the initial geometry
is circular or straight, it can be proved that the vector function vanishes. First, for a circular
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geometry, the unit tangential and normal vectors are expressed as:
j2 = (Xc −X)/R = k(Xc −X)
j1 =−Ĩj2 =−k Ĩ(Xc −X)
}
, (2.32)
where Xc and R denote the center position and radius of a circle, respectively, and the relation
k = 1/R is used. Substituting Eq. (2.32) into the expression of the vector a in Eq. (2.30), and using












{−WI ,s ĨBI +kWI (Xc −BI )}, (2.33)
where BI denotes the position of I-th control point. Then, using the relation X,s =∑nI=1 WI ,s BI = j1
and Eq. (2.32), we have the following:
a =−k {−Ĩj1 +k(Xc −X)}=−k(−Ĩj1 + j2) = 0. (2.34)
Thus, εhm = γhs = ωhb = 0 for any cT ∈ R2, if the initial geometry is circular. Second, if the initial













WI ,s c = 0, (2.35)
due to the partition of unity of NURBS basis functions, where c ∈ R2 is a constant vector. Thus,
εhm = γhs =ωhb = 0 for any cT ∈ R2, if the initial geometry is straight.
We only present the proof of vanishing shear strain if the initial geometry is circular or straight
for the infinitesimal rigid body rotation of Eq. (2.17) and θbI = θhb = cR . Similar procedures can
be straightforwardly applied to show the invariance of the membrane strain. First, for a circular
geometry, substituting Eq. (2.17) into Eq. (2.28), and using the expression of Ĩa of Eq. (2.31) and
































}+aT (Xc −Xr e f )− cR . (2.36)










T (ξ̄i )+WI ,s A−1I i j2T (ξ̄i )/k
}
j1(ξ̄i )− cR = cR
n∑
I=1
WI − cR = 0. (2.37)
Second, for straight geometry, k = 0 and j2 is a constant vector. Substituting Eq. (2.17) into (2.28),
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and using the relations X,s =∑nI=1 WI ,s BI = j1 and j2 = Ĩj1, we obtain the following:














A−1I i Xr e f
)
− cR
= cR j2T Ĩ
n∑
I=1
WI ,s BI − cR j2T ĨXr e f
n∑
I=1
WI ,s − cR
= cR j2T j2 − cR = 0, (2.38)
for all cR ∈ R and Xr e f ∈ R2. Therefore, the following observation is given.
Observation 2. The discretization of Eqs. (2.19) and (2.20) lead to the non-invariance of the
approximated membrane strain of Eq. (2.21) and the shear strain of Eq. (2.22). However, in case
the initial geometry is circular or straight, the strain measures remain invariant as well. Also,
self-straining can be reduced through h-refinement as the initial curvature variation of elements
decreases. The approximated bending strain is always invariant, regardless of the initial geometry.
Hereafter, the discretization using Eqs. (2.19) and (2.20) is denominated as “Discretization #1
(D#1)”.
2.2.2 Locking-free invariant formulation
Membrane and shear locking mean the inability to represent the “inextensible bending” and
“shearless bending,” respectively. Bouclier et al. [15] and Adam et al. [1] suggested locking-free
isogeometric formulations of curved Timoshenko beams in curvilinear coordinates. However, the
self-straning trouble prevents those locking-free formulations from being utilized for arbitrarily
curved beams. In the following, we demonstrate a formulation to have invariance in diecretized
strain measures, and combine it with the B̄ projection method developed in [15]. Invesigation
of the selective reduced integration (SRI) in [15, 1] is performed thorugh numerical examples in
section 4.1.1.
2.2.2.1 Invariant discretization using the global displacement field
We prove that the discretization of the global displacement vector instead of Eq. (2.19) can





WI ŷI , (2.39)
where ŷI is the displacement coefficient corresponding to I-th control point. The approximated











(WI ,s ŷI ) · j2 −WIθbI
}
⎫⎪⎪⎪⎬⎪⎪⎪⎭ . (2.40)
To verify the invariance of the strain measures of Eq. (2.40), consider the rigid body translation
expressed by ẑ = cT and the rotation angle cR = 0. By the affine covariance property of NURBS
basis function, ŷI = cT and θbI = cR = 0. Then, Eq. (2.40) is rewritten as
εhm = (cT · j1)
n∑
I=1
WI ,s = 0
γhs = (cT · j2)
n∑
I=1
WI ,s = 0
⎫⎪⎪⎬⎪⎪⎭ , (2.41)
for all cT ∈ R2 due to the partition of unity of NURBS basis function. Next, we consider the
infinitesimal rigid body rotation expressed by a constant angle cR ∈ R. The affine covariance
property of NURBS basis function enables to represent the rigid body rotation of physical domain




















WI ,scR Ĩ(BI −Xr e f )




WI ,scR ĨBI · j2 − (cR ĨXr e f · j2)
n∑
I=1
WI ,s − cR
= cR Ĩj1 · j2 − cR = 0, (2.43)
for all cR ∈ R, where X,s =∑nI=1 WI ,s BI = j1 and j2 = Ĩj1 are used.
Observation 3. The approximated membrane and shear strain measures in Eq. (2.40) are invariant
regardless of the initial geometry.
Hereafter, the discretization using Eqs. (2.20) and (2.39) is denominated as “Discretization #2
(D#2)”.
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2.2.2.2 Locking-free invariant formulation
The proposed invariant formulation (D#2) is combined with the B̄ projection method for NURBS
basis functions whereas the formulation D#1 is used in Bouclier et al. [15]. Basically, in the
B̄ projection method, the approximated strain field described in the space Qp of p-th order
NURBS basis functions is linearly projected onto the space Qp−1 of (p-1)-th order. The detailed
description of selecting the number of basis functions and the set of knots in the space Qp−1 can















where ñ denotes the number of basis functions in the lower order space. W̃I is the corresponding
lower order basis function. Then, the equivalence between the original and the projected strain
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W̃ I W̃ J γ̃
h
sI v J dΩ
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ . (2.46)
Then, defining M̃I J =
∫










































































W̃ J (kWK y1K +WK ,s y2K −WK θbK )dΩ
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ . (2.49)
2.3 Geometrically exact Kirchhoff beam structures
2.3.1 Basic kinematics
In this section, the kinematics of curved Kirchhoff beam based on the geometrically exact beam
theory (GEBT) will be briefly reviewed. For more details of the displacement-based formulation

















































(b) Relation of two local frames
Figure 2.5: Kinematics of curved beams
Figure 2.5a shows a curved beam undergoing large deformation in three-dimensional space.
Three coordinate systems are employed for describing the deformation of initially curved beam.
First, x̂1− x̂2− x̂3 frame is a global rectangular Cartesian coordinate system whose base vectors are
{ê1, ê2, ê3}. Second, x1 − x2 − x3 frame is a local orthogonal curvilinear coordinate system in initial
configuration, and the x1 axis represents the tangential direction of initial neutral axis. {j1, j2, j3}
are the orthonormal base vectors of x1−x2−x3 frame. Third, x̃1−x̃2−x̃3 frame is a local orthogonal
curvilinear coordinate system in current configuration, and the x̃1 axis represents the tangential
direction of current neutral axis. {i1, i2, i3} are the orthonormal base vectors of x̃1 − x̃2 − x̃3 frame.
Under the assumption of Kirchhoff beam, the base vector i1 is normal to the current cross-section.
Note that the arc-length parameterization is used for the initial neutral axis. s ∈ [0,L] ⊂ R1 denotes
the arc-length coordinate, where L is the beam length in initial configuration. In Figure 2.5a,
the displacement vector of point O, ẑ = ẑ(s), represents the following rigid body translation of
x̃1 − x̃2 − x̃3 frame.
rÕ = rO + ẑ = rO + j123T z, (2.50)
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where rO and rÕ represent the position vectors at O and Õ on the neutral axis of initial and current
configurations, respectively. j123 ≡ [j1, j2, j3]T and z = z(s) denotes a displacement component
vector that represents the displacement measured in x1−x2−x3 frame. The tangential derivatives




⎡⎢⎣ 0 k3 −k2−k3 0 k1
k2 −k1 0
⎤⎥⎦ , (2.52)
and, k1 is the initial twisting curvature with respect to the x1 axis, and k2 and k3 are initial
bending curvatures with respect to x2 and x3 axes, respectively. (•),s denotes a differentiation with
respect to the arc-length coordinate s, which is the tangential derivative. Taking the tangential
derivative of Eq. (2.50), the tangential vector rÕ,s =
∥∥rÕ,s∥∥ i1 in the current configuration whose
corresponding initial one is rO,s = j1 = j123T ê1 can be expressed, using Eq. (2.51) and the fact that
Ω0 is skew-symmetric, as
rÕ,s = rO,s + ẑ,s
= j123T ([1,0,0]T +z,s −Ω0z) ≡ j123T E
(2.53)
where E = E(s,z) is the component vector of the current tangential vector rÕ,s in x1−x2−x3 frame
whose components are obtained by substituting Eq. (2.52) into Eq. (2.53), as
E1(s,z) = 1+ z1,s − z2k3 + z3k2
E2(s,z) = z2,s + z1k3 − z3k1
E3(s,z) = z3,s − z1k2 + z2k1
⎫⎪⎪⎬⎪⎪⎭ . (2.54)
Stretching
The axial strain e = e(s,z) at the neutral axis is expressed, using Eq. (2.53), as
e ≡ ∥∥rÕ,s∥∥−1 = ‖E‖−1. (2.55)
Employing s̃ as an arc-length coordinate of the current configuration such that rÕ,s̃ = i1 and∥∥rÕ,s̃∥∥ = 1, we have the relation rÕ,s = rÕ,s̃(d s̃/d s) by the chain rule of differentiation. Therefore,
an infinitesimal length of the neutral axis in the current configuration (d s̃) is expressed by that of
the initial configuration (d s), using the relation
∥∥rÕ,s∥∥= 1+e obtained from Eq. (2.55), as
d s̃ = (∥∥rÕ,s∥∥/∥∥rÕ,s̃∥∥)d s = (1+e)d s. (2.56)
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Rigid body rotation
Since the sets of base vectors {j1, j2, j3} and {i1, i2, i3} are orthonormal, there exists the proper
orthogonal transformation T such that
i123 = Tj123 =
⎡⎢⎣ cosθ sinθ 0−sinθ cosθ 0
0 0 1
⎤⎥⎦ j123, (2.57)
where i123 ≡ [i1, i2, i3]T , and θ ∈ R1 is a rotation angle about x3 axis. From the relation of Eq. (2.57),
the following is obtained.
i1 = j123T T1, where T1 ≡ [T11,T12,T13]T . (2.58)
Pai [85] described the rotational transformation of Eq. (2.57) by three consecutive rotations; two
Euler angles (α,β) for bending and one Euler angle (φ) for torsion. As shown in 2.5b, the angle α
about the x3 axis rotates the axes x1 and x2 to x̄1 and x̄2; the angle β about the x̄2 axis rotates the
axes x̄1 and x3 to x̃1 and x̄3; and the angle φ about the x̃1 axis rotates the axes x̄2 and x̄3 to x̃2 and
x̃3. Using the relation of rÕ,s̃ = i1 and the chain rule of differentiation, we have i1 = rÕ,s(d s/d s̃),











From 2.5b, and using Eq. (2.58) and the fact that ‖T1‖ = 1, we have the following [85].















where i2̄ and i3̄ are respectively the unit vectors along the x̄2 and x̄3 axes. Then, using Eqs. (2.58)
and (2.61), the transformation T can be exactly described by the displacement component z and
the torsional angle φ as [85]
T = T(s,z,φ)
=
⎡⎢⎣ 1 0 00 cosφ sinφ
0 −sinφ cosφ
⎤⎥⎦










Differentiating Eq. (2.57) with respect to the arc-length coordinate s and using Eqs. (2.51) and
(2.57) again with the relation T−1 = TT , the following is obtained [86].
i123,s = (T,s TT +TΩ0TT )i123 ≡
⎡⎢⎣ 0 ρ3 −ρ2−ρ3 0 ρ1
ρ2 −ρ1 0
⎤⎥⎦ i123, (2.63)
where ρ1 is the current twisting curvature with respect to the x̃1 axis, and ρ2 and ρ3 are the
current bending curvatures with respect to x̃2 and x̃3 axes, respectively. Note that the current
curvatures are not geometric curvatures. In this research, we consider plane (x̂1 − x̂2) problems,
and the aforementioned kinematic description is reduced to the plane case. Eqs. (2.52) and (2.54)
are rewritten, using z3 = k1 = k2 = 0, k ≡ k3, as
Ω0 =Ω0(s) ≡




E1(s,z) = 1+ z1,s − z2k
E2(s,z) = z2,s + z1k
E3(s,z) = 0
⎫⎪⎪⎬⎪⎪⎭ . (2.65)
Using φ= T13 = 0, Eq. (2.62) is rewritten as
T = T(s,z) =
⎡⎢⎣ T11 T12 0−T12 T11 0
0 0 1
⎤⎥⎦ , (2.66)
and T1 = [T11,T12,0]T . Also, Eq. (2.63) is rewritten, using ρ1 = ρ2 = 0 and ρ ≡ ρ3, as
i123,s = (T,s TT +TΩ0TT )i123 =
⎡⎢⎣ 0 ρ 0−ρ 0 0
0 0 0
⎤⎥⎦ i123. (2.67)
Substituting Eqs. (2.64) and (2.66) into Eq. (2.67), and using the fact that ‖T1‖ = 1 yields
ρ =−T1,s T T̃1 +k, (2.68)
where T̃1 ≡ [T12,−T11,0]T . Substituting Eq. (2.60) into Eq. (2.68) and using Eq. (2.60) again,
followed by using the relation T1T T̃1 = 0, the current curvature (2.68) is rewritten as
ρ =− 1
1+e T̃1
T E,s +k. (2.69)
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The Jaumann strain B = BI J jI ⊗ jJ (I, J=1,2,3) considering the Kirchhoff beam assumption can be
derived, using the polar decomposition [87] or the concept of local displacement [86]. For the
plane cases, the only non-zero component is given by
B11 = εm −x2ωb , (2.70)
where εm = εm(s,z) ≡ e is a membrane strain and ωb =ωb(s,z) is a bending strain defined, using
Eq. (2.69), as




T E,s . (2.71)
Using ‖E‖2 = (1+εm)2 from Eq. (2.55) and the relation of Eq. (2.60), the virtual membrane strain

εm(s,z; z̄) is derived as

εm(s,z; z̄) = δET E/(1+εm) =

E(s, z̄)T T1, (2.72)
where δ(•), #(•), and (•) denote the first variation and E(s, z̄) is derived, by taking the first variation
of E in Eq. (2.53), as

E(s, z̄) = z̄,s −Ω0z̄. (2.73)
The virtual bending strain
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E(s, z̄)}T,s T̃1. (2.74)
The virtual Jaumann strain is obtained by taking the first variation of Eq. (2.70), as
B̄11 = ε̄m −x2ω̄b , (2.75)
where B̄11 ≡ δB11, ε̄m ≡ εm(s,z; z̄), and ω̄b ≡ ωb(s,z; z̄). The Jaumann stress J = JI J jI ⊗ jJ (I,
J=1,2,3) is obtained, using a linear constitutive relation and the fact that J11 = EB11 is the only
non-zero component. E denotes the Young’s modulus obtained directly from experiments using
engineering stress and strain measures. As shown in [49], the resultant force and moment are also
linearly proportional to the membrane and bending strains, respectively, regardless of magnitude
of the strain for the linear constitutive relation.
2.3.2 Variational formulation
Based on the total Lagrangian formulation and the principle of virtual work, the strain energy
















where the variational and the trial solution spaces are defined, respectively, as
Z̄ = {z̄ ∈ H 2(0,L) : z̄ = z̄,s = 0 on ΓD } (2.77)
and
Z = {z ∈ H 2(0,L) : z and z,s are prescribed on ΓD }. (2.78)
E, A, and I denote the Young’s modulus, a cross-sectional area, and the second moment of inertia,













Figure 2.6: Cantilever beam
Figure 2.6 shows an elastic cantilever beam problem subjected to general loadings, where ΓD is





to the distributed loadings of a conservative force (f̂c ), a non-conservative force (f̂nc ), and a
moment (m), respectively. Given a conservative physical force vector f̂c = f̂c (s) = j123T fc , the force
component vector fc in x1 −x2 −x3 frame can be expressed as
fc = j123f̂c . (2.79)
Also, given a non-conservative physical force vector f̂nc = f̂nc (s,z), the force component vector fnc
in x1 −x2 −x3 frame is obtained, using Eq. (2.57), as
fnc = j123f̂nc = j123i123T f̃ = TT f̃, (2.80)
where f̃ denotes the force component vector in x̃1− x̃2− x̃3 frame. We consider a moment loading
condition, which could be converted to equivalent deformation dependent load. Pai et al. [86, 84]
derived the expression of the virtual rotation under the assumption of small virtual rotation,
which can be reduced to the plane case as
δi123 =
⎡⎢⎣ 0 θ̄ 0−θ̄ 0 0
0 0 0
⎤⎥⎦ i123 ≡Θ(θ̄)i123, (2.81)
where θ̄ ≡ θ(s,z; z̄) is the virtual rotation with respect to x̃3 axis derived as





where the second equality is obtained by taking the first variation of Eq. (A.4) and using the
relations i2 = −j123T T̃1 and j123j123T = I. The third equality is derived by using Eq. (A.4) and the
relation T1T T̃1 = 0. Using Eq. (2.82), the equivalent load vectors feq1 = f
eq


















≡ z̄T feq1 + z̄T,s f
eq
2 , (2.83)
where m = m(s) is the magnitude of bending moment with respect to x̃3 axis. Then, we have the










Hence, the equilibrium of a deformable body can be expressed as: Find z ∈ Z such that
a(z, z̄) = (z, z̄), ∀z̄ ∈ Z̄ . (2.85)
2.3.2.1 Linearization
An incremental-iterative scheme is employed to solve the equation (2.85) which is nonlinear with
respect to the response z. The external load is applied incrementally and the solution of each load
step (n+1) is found based on the equilibrium at the previous load step (n). Using the Newton-
Raphson iterative method, the following steps are repeated until the specified convergence
criterion is satisfied. The Newton-Raphson iterative scheme to obtain the solution n+1z at the
configuration (n+1) is stated as: For a given n+1z(i−1), find Δz(i ) ∈ Z̄ such that
a∗(n+1z(i−1);Δz(i ), z̄) = ∗(n+1z(i−1); z̄), ∀z̄ ∈ Z̄ , (2.86)
where the solution is updated as
n+1z(i ) = n+1z(i−1) +Δz(i ), n+1z(0) = nz. (2.87)
The linearized strain energy and load forms in Eq. (2.86) are derived in the following procedure.













fc + fnc (n+1z)+ feq1 (n+1z)
}+ z̄T,s feq2 (n+1z)]d s. (2.88)
Under the reference frame of x1 − x2 − x3 and using the increment Δ(•), the displacement
component vector at the configuration (n+1) can be decomposed into
n+1z = nz+Δz. (2.89)
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and the virtual membrane and bending strains are also decomposed into

εm(









where Hm , Hb ,

H m , and

H b represent the nonlinear terms of the increment Δz. The increments













nz;Δz, z̄) is symmetric in its arguments Δz and z̄ since Γ of (A.2) is symmetric. Also,
the increments of virtual bending strain is derived as (A.1)

ηb(












nz;Δz, z̄) is also symmetric since D1 of (A.12) and D2 of (A.7) are symmetric.
We consider the linearization of the deformation dependent load component vectors. Using nz
and Δz, the force component vectors are decomposed into









nz;Δz)+Heqi , i = 1,2
⎫⎬⎭ (2.94)
where H f and H
eq
i (i=1,2) denote nonlinear terms in terms of the increment Δz. The incremental
form of fnc is derived, using the relation ΔT = [ΔT1,−ΔT̃1,0]T and following the differentiation
process of Eqs. (A.2) and (A.4) for ΔT1 and ΔT̃1, respectively, as





where f̃ = [ f̃1, f̃2,0]T . Following the differentiation process of Eqs. (A.8) and (A.7) for Δ{T1/(1+εm)}



























Substituting Eqs. (2.90), (2.91), and (2.94) into Eq. (2.88) and dropping the nonlinear terms yield
the linearized variational equation at the previous configuration (n) to find the solution n+1z at
35
the next configuration (n+1), which can be stated as: For a given nz, find Δz ∈ Z̄ such that
a∗(nz;Δz, z̄) = ∗(nz; z̄), ∀z̄ ∈ Z̄ , (2.98)

































































nz; z̄)+E Iωb(nz)ωb(nz; z̄)
}
d s. (2.100)
The last term in Eq. (2.99) represents the load stiffness due to the non-conservative load, which
makes a∗(nz;Δz, z̄) non-symmetric in its arguments Δz and z̄.
2.3.3 Isogeometric discretization
The increment of approximated displacement component vector and the virtual displacement
























ȳ ≡ Nȳ, (2.102)
where NI = NI (ξ) ≡WI I, N = N(ξ) = [N1, . . . ,NC P ] by the Boolean operation A for matrix assembly,
and the NURBS basis functions are not interpolatory. Here, I denotes the 3× 3 identity matrix.
Also, ΔyI ≡ [Δy1I ,Δy2I ,Δy3I ]T and ȳI ≡ [ȳ1I , ȳ2I , ȳ3I ]T are the coefficients of the increment
of displacement component and the virtual displacement component vectors, respectively.
Δy ≡ [Δy1T , . . . ,ΔyC P T ]T and ȳ ≡ [ȳ1T , . . . , ȳC P T ]T are the assembled global coefficient vectors,
respectively. In Figure 2.7, Ω = [0,L] ⊂ R1 and Ξ ⊂ R1 represent the parametric domains of arc-
length coordinate s and NURBS parametric coordinate ξ, respectively. The Jacobian of mapping
between the physical domain 0Ω̄ and the parametric domain Ω is unity due to arc-length
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Figure 2.7: Mapping relations of physical and parametric domains
and the Jacobian of the mapping is
Jcb ≡ s,ξ =
∥∥0x̂,ξ∥∥ . (2.104)

E(Δz), obtained by replacing z̄ with Δz in Eq. (2.73) and using Eq. (2.102), is discretized as

E(Δz) = (NI ,s −Ω0NI )ΔyI ≡ B1IΔyI . (2.105)
Hereafter, the repeated indices I and J imply summations, and I, J =1∼CP. Taking the tangential
derivative of Eq. (2.105), {

E(Δz)},s is discretized as
{

E(Δz)},s = (NI ,ss −Ω0NI ,s −Ω0,s NI )ΔyI ≡ B2IΔyI , (2.106)
where the first and second order derivatives of NURBS basis functions with respect to the
arc-length coordinate s are respectively derived as WI ,s = WI ,ξ/Jcb and WI ,ss = (1/Jcb),sW1,ξ +
W1,ξξ/Jcb
2. The discretized forms of the incremental strains are obtained, using Eqs. (2.72), (2.74),
(2.105), and (2.106), as

εm(
nz;Δz) = T1T B1IΔyI ≡ GmI ΔyI

ωb(
nz;Δz) = (E,s T D2B1I − 1
1+εm
T̃1
T B2I )ΔyI ≡ GbI ΔyI
⎫⎪⎬⎪⎭ . (2.107)




nz;Δz, z̄) = ȳI T B1I T ΓB1JΔyJ ≡ ȳI T KmI JΔyJ

ηb(
nz;Δz, z̄) = ȳI T {B1I T D1B1J +B1I D2B2J +B2I D2B1J }ΔyJ ≡ ȳI T KbI JΔyJ
}
. (2.108)















nz;Δz) = mD2B1IΔyI ≡ Feq2I ΔyI
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ . (2.109)
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Finally, the linearized strain energy form of Eq. (2.99) is rewritten in discrete form as























































≡ ȳT KΔy, (2.110)
and the load form of Eq. (2.100) is































≡ ȳT F, (2.111)
where A, K, and F are the Boolean operator for the matrix assembly, the global tangent stiffness
matrix, and the global load vector, respectively.
2.3.4 Invariant formulation
In the following, we present a discretization of global displacement field to avoid self-straining
trouble due to the investigation in section 2.2. Here we denote the global displacement by
z instead of ẑ for brevity. The vector E in Eq. (2.53) can be rewritten in terms of the global
displacement as
E(z) = j123z,s + [1,0,0]T . (2.112)
Also, Eq. (2.73) can be rewritten in terms of the global virtual displacement as

E(z̄) = j123z̄,s . (2.113)
Considering a non-conservative force vector fnc = fnc (s,z) whose component vector in x̃1− x̃2− x̃3
frame is f̃, then using Eq. (2.57), we have the following.
fnc = i123T f̃ = j123T TT f̃. (2.114)
Eq. (2.83) also can be rewritten as







≡ z̄,s T feq , (2.115)
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where m = m(s) is the magnitude of bending moment with respect to x̃3 axis. Also, the load form





z̄T fc + z̄T fnc (z)+ z̄T,s feq (z)
}
d s, (2.116)
where fc ≡ fc (s) denotes a conservative distributed force vector. The equilibrium equation of a
deformable body can be expressed as
a(z, z̄) = (z, z̄), ∀z̄ ∈ Z̄ . (2.117)
where the variational space is defined as
Z̄ = {z̄ ∈ H 2(0,L) : z̄ = 0 on ΓD }. (2.118)
For a clamped boundary condition, the rotational constraint θ = 0 is enforced by penalization and
Lagrange multiplier methods, which is later explained in section 2.3.5.1. The linearized problem
of Eq. (2.86) is also rewritten in terms of the global displacement as
a∗(nz;Δz, z̄) = ∗(nz; z̄), ∀z̄ ∈ Z̄ , (2.119)
























































nz; z̄)+E Iωb(nz)ωb(nz; z̄)
}
d s. (2.121)
The linearization of feq yields a load stiffness expression as
z̄,s
T Δfeq = E(z̄)T (mD2)

E(Δz) ≡ E(z̄)T f
eq
(nz;Δz). (2.122)
The linearization of fnc of Eq. (2.114) is obtained as





The load stiffness operator from Eq. (2.123) is not symmetric, thus, Eq. (2.120) is not symmetric
for Δz and z̄. In contrast to the discretization in section 2.3.3, the global displacement field is
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discretized in order to express rigid body motions exactly in linearized problems during iterative
solution process. The approximated incremental global displacement vector and the virtual









WI (ξ)ȳI , (2.125)
where ΔyI ≡ [Δy1I ,Δy2I ,Δy3I ]T and ȳI ≡ [ȳ1I , ȳ2I , ȳ3I ]T are the coefficients of the incremental
displacement and virtual displacement vectors, respectively. Then,

E(z̄) of 2.113 is discretized by





WI ,s ȳI . (2.126)
2.3.5 Inter-patch continuity condition
2.3.5.1 Constarint for displacement continuity
Consider the inter-patch continuity condition at junction in case of joining two patches (patch #1
and #2) without loss of generality, as shown in Fig. 2.8. (•)∗ and (•̃) denote the evaluated quantities
at junction and patch 2, respectively. Two conditions of junction continuity are imposed for multi-
patch models, where the local displacement field discretization is utilized. Here we denote the
local and global displacement vectors respectively by z and ẑ, and the isogeometric discretization
expressions of Eqs. (2.101) and (2.102) are utilized. First, C 0-continuity condition of physical
displacement is considered due to the discontinuity of base vectors at junction for initially G0-
continuous model. This continuity should be satisfied for both FEA and IGA models. Second, C 1-
continuity of displacement component vector at junction is imposed for initially G2-continuous
model with C 0-continuous displacement field, which is proven to be sufficient and necessary for
continuous rigid body rotation and membrane strain (A.3). The C 1-continuity implies that the
function is continuously differentiable with respect to arc-length coordinate s.
Patch#1 Patch#2
Junction
Figure 2.8: Illustration of a multi-patch junction
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Case #1: continuous displacement
Using a Lagrange multiplier λ∗ at junction, the virtual work due to the C 0-continuity condition
(n+1ẑ∗ = n+1ˆ
˜































≡ b(n+1d, d̄), (2.127)
where d ≡ (z;
˜




). The Lagrange multiplier n+1λ∗ is decomposed into
n+1λ∗ = nλ∗ +Δλ∗. (2.128)
Using Eqs. (2.89) and (2.128), the energy form of Eq. (2.127) is rewritten as
b(n+1d, d̄) = b(nd, d̄)+b∗(Δd, d̄). (2.129)
The strain energy form b(nd, d̄) and the linearized strain energy form b∗(Δd, d̄) are discretized as






























































≡ λ̄∗T C1Δy+ λ̄∗T C2Δ
˜




Case #2: continuous first order tangential derivative of local displacement
Employing a Lagrange multiplier λ∗ at the junction, the virtual work due to the C 1-continuity
















T n+1λ∗ ≡ b(n+1d, d̄). (2.132)
Likewise, the strain energy form (2.132) is decomposed into
b(n+1d, d̄) ≡ b(nd, d̄)+b∗(Δd, d̄). (2.133)
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The strain energy form b(nd, d̄) and the linearized strain energy form b∗(Δd, d̄) are discretized as

















































≡ λ̄∗T C1Δy+ λ̄∗T C2Δ
˜




Considering the above two cases the junction continuity, the linearized variational equation
(2.98) can be rewritten as follows : For a given nd = (nz; n
˜


















z)−b(nd, d̄), ∀d̄ ∈ W̄, (2.136)
where the variational space is defined as







z) ∈ Z̄ × ¯
˜
Z , λ̄
∗ ∈ R3 }. (2.137)
Finally, after applying kinematic boundary conditions, the linearized variational equation (2.136)

























where Kr represents a reduced global stiffness matrix with kinematic boundary conditions
imposed.
2.3.5.2 Constraint for rotation continuity
We consider the rotational continuity condition at multi-patch junction. Two kinds of numerical
methods are employed for the imposition of constraint condition; Lagrange multiplier and
penalty methods. Here we denote the global displacement field by z instead of ẑ for brevity.
Lagrange multiplier method
The energy functional suggested in Duong et al. [36] for a rotational continuity condition at edge
in thin shell formulation can be rewritten for planar beam problems to enforce the continuity of

































≡ b(n+1d, d̄), (2.140)
where n+1d ≡ (n+1z, n+1
˜
z,λL) and d̄ ≡ (n+1z̄, n+1
˜
z̄, λ̄L), and λ̄L) represents the virtual Lagrange
multiplier. The increment of the virtual rotation angle is derived, through a linearization of Eq.
(2.82), using Eq. (A.7), as
Δθ̄ = E(z̄)T D2

E(Δz) ≡ ηθ(z;Δn+1z, z̄). (2.141)
The Lagrange multiplier n+1λL is decomposed into
n+1λL = nλL +ΔλL . (2.142)
Then, using Eqs. (2.141) and (2.142), the linearized energy form is obtained as





































































where the linearized rotation angle

θ is defined in Eq. (2.82) where the expression of

E(z̄) is
replated by Eq. (2.113).
Penalty method
In plane problems, it should be clear that the continuity of the transformation matrix of Eq. (2.57),
i.e., T =
˜
T is sufficient and necessary for the following condition,
Td1 ≡ T1 − ˜T1 = 0, (2.144)








where kp is a penalty parameter. Taking the first variation of Eq. (2.145) and using Eq. (A.2), we
obtain the following penalization energy form.













where d ≡ (z;
˜
z) and d̄ ≡ (z̄; ¯
˜
z). Then, the linearization of Eq. (2.146) using Eq. (A.16) yields the














































































where Δd ≡ (Δz;Δ
˜
z), and it is noted that this form is symmetric for Δd and d̄ due to the symmetry
of Γ of Eq. (A.4).
Considering the rotational continuity condition, the linearized variational equation Eq. (2.119)
















z̄)−b(nd, d̄), ∀d̄ ∈ W̄. (2.148)
It is note that the expressions of the linearized energy form b∗(nd;Δd, d̄) and the energy form
b(nd, d̄) are chosen as Eqs. (2.146) and (2.147) for the penalty method, and Eqs. (2.140) and (2.143)
for the Lagrange multiplier method. Also, the variational spaces are defined as














z̄) ∈ Z̄ ×
˜
Z̄ , λ̄L ∈ R1
}
. (2.150)
2.3.6 Constitutive model of shape memory polymer
Here we investigate the large deformation analysis of shape memory polymer (SMP)-based
structures. The linear elastic and rate-independent SMP constitutive model developed by Liu et
al. [69] is adopted. Note that an expression of stored strain evolution during the shape recovery
process in this research, not presented in [69], refers to Baghani et al. [6].
Fig. 2.9 shows a stress-strain-temperature diagram illustrating the shape memory effect from a
macroscopic point of view. The thermomechanical cycle, comprised of four steps, starts at a
strain- and stress-free state while the temperature is Th (high temperature) (point A). At this
point, a mechanical loading is applied and the material in rubbery phase can undergo large elastic
deformation due to low stiffness (step #1). During this pre-deformation process, the structure is
fully in active phase and no strain storage or release occurs. From point B, the external loading
is held fixed and the temperature decreases to T (point C). The rubbery polymer, meanwhile,
turns into a glassy polymer, and the strain storage occurs (step #2). Subsequently, the material
is unloaded, i.e., the applied mechanical loading is removed (step #3). Due to the much higher
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stiffness of the glassy phase in comparison to the rubbery phase, a spring-back occurs with slight
strain change (point D). Finally, the temperature increases up to Th (step #4). It is observed
that the strain will be released and the original permanent shape can be recovered (point A).
As illustrated in Fig. 2.9b, the strain is drastically released in the vicinity of the glass transition
temperature T = Tg of the SMP material.






High temperature Th (B)
Low temperature    (D) Low temperature    (C)T T
(a) Shape memory and recovery
process (b) Stress-strain-temperature diagram
Figure 2.9: Illustration of shape memory and recovery cycle
Since the Jaumann strain component B11 of Eq. (2.70) represents a stretching of material fiber,
the constitutive model for uniaxial deformation developed in [69] can be consistently employed.
Under the small strain assumption, total Jaumann strain is additively decomposed into three
parts; elastic strain (B e11), stored strain (B
s
11), and thermal strain (ε
th), as follows.
B11 = B e11 +B s11 +εth
=φ f B f11 + (1−φ f )B a11 +B s11 +εth , (2.151)
where the elastic strain is further decomposed into elastic strains in active (B a11) and frozen (B
f
11)
phases. φ f (T ) denotes the frozen volume fraction function, which is assumed to depend only
on temperature, and not to be affected by the strain and stress state of the material. The stored
strain has been introduced to identify the strain storage and release mechanisms. It is assumed
that the polymer model is a mixture of two kinds of extreme phases: the “active phase” and the
“frozen phase”. In the active phase, the polymer exists in fully rubbery state. In contrast, the frozen
phase is the major phase of a glassy state polymer. By changing the ratio of these two material
phases, the glass transition and shape memory behavior during the thermomechanical cycle can
be captured. In Liu et al. [69], an empirical formula of the frozen volume fraction function is
obtained by fitting the uniaxial free strain recovery curve of the pre-compressed sample, as
φ f (T ) = 1−
1
1+ c f (Th −T )n
. (2.152)
Also, by fitting the unconstrained uniaxial thermal strain curve, given in [69], the following
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empirical formula of the thermal strain is obtained [6].
εth = a1(T −Th)+a2(T 2 −T 2h ). (2.153)
Table 2.1 shows the selected material parameter values, which are experimentally obtained by Liu
et al. [69]. E a and E f are the Young’s modulus in active and frozen phases, respectively.




Ea ,E f 8.8, 813 MPa
T,Tg ,Th 273, 343, 358 K
n 4 -
c f 2.76×10−5 1/K 4
a1,a2 −3.14×10−4, 0.7×10−6 -
The expressions of the stored strain evolutions in the four steps of thermomechanical process can
be combined into [6].
B s11 = k1
∫φ f
0
B a11dφ f +k2
∫φ f
0
B s11/φ f dφ f . (2.154)
The indices k1 and k2 identify the heating, cooling, and isothermal processes, as⎧⎪⎨⎪⎩
k1 = 1, k2 = 0; Ṫ < 0
k1 = 0, k2 = 1; Ṫ > 0
k1 = 0, k2 = 0; Ṫ = 0
, (2.155)
where Ṫ denotes the time derivative of temperature. Taking the first order differentiation of Eq.
(2.154) with respect to the temperature, and applying the implicit Euler method yields
n+1B s11 = nB s11 +n+1B s11,T ΔT
= nB s11 +
⎛⎝ k1n+1B a11
+k2n+1B s11/n+1φ f
⎞⎠n+1φ f ,T ΔT, (2.156)
where (•),T denotes the differentiation with respect to temperature, and the notations n(•)
and n+1(•) indicate quantities evaluated at the previous and the current temperature steps,
respectively. ΔT denotes a temperature increment. Rearranging the terms of Eq. (2.156), the
stored strain at current temperature (n+1) can be expressed as
n+1B s11 = k3(nB s11 +k1n+1B a11n+1φ f ,T ΔT ), (2.157)
where k3 ≡ (1−k2n+1φ f ,T /n+1φ f ΔT )−1. From the expression of the Jaumann strain component
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B11 of Eq. (2.70), Eq. (2.157) can be rewritten for each strain component, as
n+1εsm = k3(nεsm +k1n+1εam n+1φ f ,T ΔT )
n+1ωsb = k3(nωsb +k1n+1ωab n+1φ f ,T ΔT )
⎫⎬⎭ . (2.158)
Assume that the corresponding stresses in the active and frozen phases are equal [69],
n+1 J11 = E a n+1B a11 = E f n+1B f11, (2.159)
from which we have
n+1B f11 = E aE f
−1n+1B a11. (2.160)
Combining Eq. (2.160) with Eqs. (2.151) and (2.154) yields
n+1B a11 =C a(n+1B11 −k3nB s11 −n+1εth), (2.161)
where C a is defined as
C a ≡ (n+1φa +n+1φ f EaE f −1 +k3k1n+1φ f ,T ΔT )−1. (2.162)
Eq. (2.161) can be rewritten for each strain component, as
n+1εam =C a(n+1εm −k3nεsm −n+1εth)
n+1ωab =C a(n+1ωb −k3nωsb)
}
. (2.163)
Then, substituting Eq. (2.161) into Eq. (2.159), the Jaumann stress is expressed as
n+1 J11 = E t (n+1B11 −k3nB s11 −n+1εth), (2.164)
and the resultant force n+1N ≡ N (n+1z) and moment n+1M ≡ M(n+1z) can be obtained as
n+1N = E t A(n+1εm −k3nεsm −n+1εth)
n+1M = E t I (n+1ωb −k3nωsb)
}
, (2.165)
where E t ≡ E aC a is the tangent modulus. A and I are the cross-sectional area and the second
moment of inertia, respectively.
2.3.6.1 Variational formulation for analysis of SMP thermomechanical process
Since a temperature increment can be interpreted as an equivalent static mechanical load
increment, both the mechanical load and temperature increments are considered as quasi-static
loadings. Also, in this section, for a mechanical loading condition, here we consider displacement
loadings only. It is noted that the global displacement vector is represented by z. The trial solution
space is defined as
Z = {z ∈ H 2(0,L) : z = z0 on ΓD }, (2.166)
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where ΓD is the boundary of the kinematic boundary conditions, and z0 denotes the prescribed
displacement vector. Considering non-homogeneous displacement boundary conditions, the
displacement at (n +1) configuration can be decomposed into [23]
n+1z = n+1w+n+1y = nz+Δw+Δy, (2.167)
where n+1w and n+1y are appropriate functions that satisfy nonhomogeneous and homogeneous
displacement boundary conditions, respectively, and the notation Δ(•) represents increment,
that is, Δ(•) = n+1(•)−n(•). We note again that the temperature increment also can be interpreted
as an equivalent static loading. Thus, the superscript n is used to denote the mechanical load
increment number in both pre-deformation (step #1) and unloading (step #3) processes, and the
temperature increment number in both cooling (step #2) and heating (step #4) processes.
Considering the junction continuity condition, the linearized form of the variational equation of




w) ∈W , find Δd = (Δy,Δ
˜





















z̄)−b(nd, d̄), ∀d̄ ∈ W̄,
































The force and momentum resultants are respectively obtained, from Eq. (2.165), as






M(nz+Δw) = E t I {ωb(nz+Δw)−k3nωsb} . (2.171)
The trial solution space is defined by a product set of Eq. (2.166) for two joining patches as









and the variational space is also defined by a product set of Eq. (2.118) as











Table 2.2: Update procedure of stored strain
(i) Calculate total strains from the solution n+1z at the configuration (n+1).
(ii) Compute active strains by evaluating Eq. (2.163) using the stored strain
at configuration (n) and the thermal strain at configuration (n+1).
(iii) Update stored strains at configuration (n+1) using Eq. (2.158), and save
the stored strain at every Gauss integration point.
We note again that the superscript n indicates the load increment number in pre-deformation
(step #1) and unloading (step #3) processes, and the temperature increment number in heating
(step #2) and cooling (step #4) processes. Table 2 explains the update procedure of stored strain.
As noted in Table 2.2, in our implementation, the stored strain at every Gauss integration point
is saved at each temperature step, and then utilized to evaluate the active strain and the stored
strain at the current temperature step.
Specifically, in the pre-deformation process (step #1) at high temperature T = Th , the stored
strain and thermal strain do not appear, so that nεsm = nωsb = n+1εth = 0 in Eqs. (2.170) and
(2.171). Also, during both of the cooling (step #2) and heating (step #4) processes, the increment
of the prescribed displacement is Δw = 0, since the prescribed displacement w is fixed during the
cooling process and subsequently removed by the unloading (step #3) process.
2.3.6.2 Effective Poisson’s ratio calculation during shape recovery
The Poisson’s ratio of structures could vary with configuration changes during the shape recovery
process. One of our objectives is to design lattice structure that exhibits a desired Poisson’s ratio
in a specified temperature range. To calculate the Poisson’s ratio for equilibrium configuration at
each temperature step during the shape recovery process, it is necessary to perform an additional
nonlinear structural analysis to measure the amount of lateral expansion due to the compressive
displacement loading. Although the Poisson’s ratio can have a strong dependence to the applied
strain amount [107], we enforce only small displacement loading in the additional nonlinear
analysis, such that 10% of the prescribed displacement in the pre-deformation process occurs.
Figure 2.10: Nonlinear analysis process for Poisson’s ratio calculation
Fig. 2.10 shows a schematic illustration of the additional nonlinear analysis process. An
equilibrium configuration at temperature step (n+1) during shape recovery of which Poisson’s
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ratio is to be calculated is called “original equilibrium configuration”. Also, an equilibrium
configuration at load step (m+1) in the additional nonlinear analysis is called “temporary
equilibrium configuration” or shortly “temporary configuration”. At the temporary equilibrium
configuration, the total displacement can be decomposed into
n+1
m+1z
tot ≡ n+1m+1xpr − 0x = n+1z+n+1m+1zpr , (2.174)
where 0x, n+1x, and n+1m+1x
pr denote initial, original equilibrium and temporary equilibrium
configurations, respectively. n+1z ≡ n+1x − 0x is the displacement at the original equilibrium
configuration from the undeformed one. Also, n+1m+1z
pr ≡ n+1m+1xpr −n+1x denotes the displacement




pr = m+1wpr +m+1ypr
= n+1m zpr +Δwpr +Δypr , (2.175)
where m+1wpr and m+1ypr denote appropriate functions that satisfy the nonhomogeneous
and homogeneous boundary conditions, respectively. m is the load increment number in the
additional nonlinear analysis. Similar with Eq. (2.168), the Newton-Raphson iterative scheme to
find the solution m+1ypr at the next configuration (m+1) can be stated as: For a given n+1m dtot =
(n+1m ztot +Δwpr ; n+1m ˜z
tot +Δ
˜
wpr ) ∈W , find Δdpr = (Δypr ,Δ
˜
ypr ) ∈ W̄ such that
a∗(n+1m z









z̄)+b∗(n+1m dtot ,Δdpr , d̄)






z̄)−b(n+1m dtot , d̄), ∀d̄ ∈ W̄. (2.176)
The displacement m+1ypr obtained by the additional nonlinear analysis is utilized to determine
current positions of selected void centers from which the Poisson’s ratio can be calculated [13].
A detailed procedure to calculate the Poisson’s ratio using the obtained solution m+1ypr can be
found in Appendix F.1. We note that a single load step is used for the displacement loading in
the additional nonlinear analysis. On the other hand, in the examples of purely elastic materials,
the displacements at each of the load steps from the undeformed configuration are utilized to
calculate the position changes of void centers. That is, for purely elastic materials, the Poisson’s
ratio is determined within the original nonlinear analysis process and no additional nonlinear
analysis is performed.
2.4 Geometrically exact shear-deformable beam structures
2.4.1 Basic kinematics
Fig. 2.11 explains the kinematics of the spatial curved beams and three coordinate systems
employed. For a given arc-length parameter s ∈ Ω ≡ [0,L] ⊂ R1, where L denotes an initial
(undeformed) length of beam neutral axis, an initial configuration of the beam neutral axis
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by a spatial curve ϕ0(s) ∈ R3 in the three-dimensional space R3 with a global Cartesian base
vectors {e1,e2,e3} such that e1 ≡ [1,0,0]T , e2 ≡ [0,1,0]T , and e3 ≡ [0,0,1]T . Initial cross-section
orientation is defined by an orthonormal frame whose base vectors are j1(s), j2(s), j3(s) ∈ R3 with
the base vector j1 defined as a unit tangent vector such that j1 ≡ ϕ0,s where (•),s denotes the
differentiation with respect to the arc-length parameter s, which is termed tangential derivative.
The initial orthonormal frame is related to the global basis through an orthogonal transformation
Λ0(s) ∈ SO(3), as
jI (s) =Λ0(s)eI , I = 1,2,3. (2.177)
SO(3) denotes the special orthogonal rotation group defined as
SO(3) ≡ {T ∈ R3×3∣∣TT = T−1 and detT = 1} , (2.178)
where det(•) denotes the matrix determinant.
Figure 2.11: Kinematics of a spatial curved beam
A neutral axis in current (deformed) configuration is defined as a spatial curve ϕ(s) ∈ R3, and
a cross-section orientation is defined by an orthonormal frame, so called moving frame, whose
base vectors are denoted as i1(s), i2(s), i3(s) ∈ R3. It is noted that, i1(s) is always normal to a cross-
section passing through ϕ(s), however, not necessarily tangent to the neutral axis due to shear
deformations. Assuming a rigid body motion of a cross-section, the moving frame is related to
the global frame through an orthogonal transformation Λ ∈ SO(3), and subsequently to the initial
orthonormal frame by Eq. (2.177), as
iI (s) =Λ(s)eI =Λ(s)Λ0(s)T jI (s) ≡ΛL(s)jI (s), I = 1,2,3, (2.179)
where ΛL ∈ SO(3). For an undeformed state, it is satisfied that ΛL = I and Λ=Λ0 where I denotes






where [ξ2,ξ3]T ∈ΩA ⊂ R2 denotes a position of material point from the neutral axis in the domain





The neutral axis position in the current configuration is related to the initial one through the
displacement field z(s) ∈ R3 as
z(s) ≡ϕ(s)−ϕ0(s). (2.182)
We define a notation η(s) ≡ (z(s),Λ(s)) which fully describes all possible deformations at each
material point on the neutral axis using the displacement and the rigid body rotation of cross-
section.
2.4.2 Variational formulation
An admissible perturbed solution ηε(s) ≡ (zε(s),Λε(s)), ∀ε ∈ R1 is obtained by







where the perturbation of the orthogonal transformation matrix is defined through an
exponential map of a skew-symmetric matrix δΘ̂(s) ∈ so(3). Here and hereafter, the symbol (̂•)
represents a skew-symmetric matrix, associated with a dual vector (•) ∈ R3 such that (̂•)a =
(•)×a, ∀a ∈ R3. Also, so(3) defines a set of all 3×3 skew-symmetric matrices, that is,
so(3) ≡ {A ∈ R3×3∣∣AT =−A} . (2.185)





ε=0 = z̄(s), (2.186)




Λε(s)|ε=0 = ˆ̄Θ(s)Λ(s) (2.187)
which can be interpreted as an infinitesimal rotation ˆ̄Θ(s) ∈ so(3) is superposed onto a finite
rotation Λ(s) ∈ SO(3). It is note that z̄ ≡ δz and ˆ̄Θ≡ δΘ̂, where (•) ≡ δ(•) denotes the first variation
or the virtual quantity. Hereafter, the argument of (s) will be often omitted for convenience. By
employing the kinematics of Eq. (2.180), the equations of motion of three-dimensional solids are
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reduced to the following static linear and angular momentum balance equations for beams [102]
n,s +next = 0
m,s +ϕ,s ×n+mext = 0
}
, (2.188)
where n = n(s) and m = m(s) respectively denote the spatial internal force and moment acting
over the cross-section at s ∈ Ω, and are respectively related to the material forms N = N(s) and















next = next (s) and mext = mext (s) represent distributed external force and moment, respectively,
and 03×3 ∈ R3×3 denotes the 3×3 null matrix. A variational space is defined as
Z̄ ≡ { (z̄(s),Θ̄(s)) ∈ H 1(0,L)×H 1(0,L)∣∣ z̄(0) = z̄(L) = Θ̄(0) = Θ̄(L) = 0} . (2.190)
A variational equation is given as [102]
a(η, η̄) = (η̄), ∀η̄≡ (z̄,Θ̄) ∈ Z̄ , (2.191)






















Γ(η; η̄) ≡ Γ̄ and Ω(Λ;Θ̄) ≡ Ω̄ are the first variations of material form energy-conjugate strain













d s I 03×3
−[ϕ,s×] dd s I
]
, (2.194)
where the notation [(•)×] denotes a skew symmetric matrix associated with a dual vector (•) ∈ R3.
Through an anti-derivative process, the following material form strain measures can be obtained
[78]
Γ=ΛT ϕ,s − [1,0,0]T
Ω̂=ΛT Λ,s −Λ0T Λ0,s
}
, (2.195)
which is a nonlinear strain-configuration relationship, and Γ represents an axial-shear strain,
and Ω represents a bending-torsional strain. In this paper, a linear elastic constitutive relation
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where the material constitutive tensors CF and CM are defined as [78]{
CF = di ag [E A,G A2,G A3]
CM = di ag [G Ip ,E I2,E I3]
. (2.197)
Here, di ag [a,b,c] defines a diagonal matrix of components a, b, and c, and the subscript ei
represents the basis that the tensors CF and CM refer to. E and G respectively denote the Young’s
modulus and the shear modulus. A, A2 and A3 denote the cross-sectional area, and two reduced
cross-sectional areas, respectively. I2 and I3 are the two principal moments of inertia and Ip
denotes the polar moment of inertia.
2.4.2.1 Pressure load problems
For a non-conservative problem, we consider a pressure load with a constant force magnitude
per deformed unit arc-length of a neutral axis, whose direction is always normal to the deformed
neutral axis. As the unit vector i1 is generally not tangent to the deformed neutral axis, it requires
a new orthonormal frame {a1,a2,a3} such that a1 is always tangent to neutral axis. We utilize the
following expressions given in [102].
a1 ≡
ϕ,s∥∥ϕ,s∥∥ , a2 ≡ Pa1 i2∥∥Pa1 i2∥∥ , and a3 ≡ a1 ×a2, (2.198)
where, for brief notations, we introduce an operator P(•) ≡ I− (•)⊗ (•) that projects a given vector
a ∈ R3 onto a surface normal to (•) ∈ R3, so that P(•)a⊥(•). A pressure load vector can be resolved
into the basis of Eq. (2.198) and the corresponding scalar components as
ñp = ñp2 a2 + ñ
p
3 a3. (2.199)
Let s̃ denote an arc-length parameter of current neutral axis, then a current differential arc-length
is related to initial one by d s̃ = ∥∥ϕ,s∥∥d s. Thus, a pressure load form can be expressed as
p (η, η̄) ≡
∫
Ω
z̄T np d s, (2.200)
where np ≡ ñp ∥∥ϕ,s∥∥. Then, the variational equation of Eq. (2.191) is rewritten with the pressure
load as
a(η, η̄) = (η̄)+p (η, η̄), ∀η̄ ∈ Z̄ . (2.201)
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2.4.3 Linearization and configuration update process
An incremental-iterative scheme is employed to solve Eq. (2.201) which has the geometrical
nonlinearity due to the nonlinear strain-configuration relationship of Eq. (2.195) and the
force nonlinearity due to the pressure load. An external load is applied incrementally and a
solution of each load step (n + 1) is found based on the equilibrium at the previous load step
(n). Using the Newton-Raphson method, the following steps are repeated until a specified
convergence criterion is satisfied. The iterative scheme to find a solution n+1η ≡ (n+1z, n+1Λ) at
the configuration (n+1) is stated as: For a given n+1η(i−1), find Δη(i ) ≡ (Δz(i ),ΔΘ(i )) ∈ Z̄ such that
a∗(n+1η(i−1);Δη(i ), η̄) = ∗(n+1η(i−1); η̄), ∀η̄ ∈ Z̄ , (2.202)
where the left and right-hand sides respectively denote the tangent stiffness and residual. For an
obtained solution increment Δη(i ), a configuration updated is made by
n+1z(i ) = n+1z(i−1) +Δz(i ) , n+1z(0) = nz





n+1Λ(i−1) , n+1Λ(0) = nΛ
}
. (2.203)
Through a consistent linearization process by directional derivatives in the direction of Δη ≡





















−∗p (nη;δη, η̄), (2.204)
where the first and second terms on the right hand side represent the material and geometric
tangent stiffness operators, respectively, and the third term represents the load stiffness operator
due to the pressure load whose detailed expression will be given in the next section. The following




d s I 03×3 03×3
03×3 dd s I I
]
and B ≡
⎡⎢⎣ 03×3 03×3 [−n×]03×3 03×3 [−m×]
[n×] 03×3 [n⊗ϕ,s − (n ·ϕ,s)I]
⎤⎥⎦ . (2.205)
The symmetry of material stiffness is obvious, while the geometric stiffness turned out to be
symmetric only at equilibrium configuration even under conservative loads [102]. The load
stiffness operator is generally asymmetric. The residual of Eq. (2.202) is defined as
∗(nη; η̄) ≡ (η̄)+p (nη, η̄)−a(nη, η̄). (2.206)
In the update of rotation field in Eq. (2.203), the rotation at each integration point in the previous
iteration step should be kept, which requires additional storages. In [102], four quaternion
parameters were utilized in order to minimize the secondary storage costs and avoid the
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singularity of exponential map. Details of the configuration update procedure for rotation and
bending-torsional strain can be found in [102].
2.4.3.1 Linearization of pressure load vector
We present the load stiffness operator for the pressure load form of Eq. (2.200). Hereafter, a
notation D(•) ·(∗) represents a directional derivative of (•) in the direction of (∗). In B.1, we derive





























∥∥ϕ,s∥∥ ·Δz = a1 ·Δz,s is utilized. Finally, we obtain a load stiffness expression as





































Fig. 2.7 illustrates mapping relations of a physical domain of beam neutral axis and parametric
domains of arc-length parameter (Ω) and NURBS curve parametric coordinate (Ξ). The Jacobian
of the mapping between physical domain 0Ω and parametric domain Ω is unity due to arc-length




∥∥ϕ0(ξ0),ξ0∥∥dξ0 ≡ s(ξ), (2.210)
whose Jacobian is defined as
Jc ≡ s,ξ =
∥∥ϕ0,ξ∥∥ . (2.211)
Using an isogeometric discretization dividing a parametric domainΞ into ne knot spans such that
Ξ=⋃nee=1Ξe , the variation of the neutral axis displacement and the infinitesimal rotation vectors








WN (ξ)Θ̄N , (2.212)
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where ȳN and Θ̄N are the coefficients associated with N -th control point. In the same way,









WN (ξ)ΔΘN , (2.213)
where ΔyN and ΔΘN are the N -th coefficients. Hereafter, the argument ξ will be often omitted
for convenience. By substituting Eqs. (2.212) into Eqs. (2.192), (2.193) and (2.200), and through a
global element assembly procedure denoted by an operator Anee=1 over whole knot spans, we have
the discretization expression of Eq. (2.206) as


















≡ d̄T (F−P), (2.214)
where d̄N ≡ [ȳN T ,Θ̄N T ]T , and N = 1∼n is a repeated index and n denotes the number of control
points having local supports in the knot span Ξe . F, P, and d̄ defines assembled global external
and internal load vectors, and virtual response coefficients, respectively. Substituting Eqs. (2.212)
and (2.213) into Eqs. (2.204) and (2.208), we also have
















≡ d̄T KT Δd, (2.215)
where ΔdN ≡ [ΔyN T ,ΔΘN T ]T , and N , M = 1∼n are repeated indices, and Δd denotes a global




WN ,s I 03×3









WN ,s I 03×3 03×3
03×3 WN ,s I I
]
, (2.216)
where it is noted that WN ,s denotes the differentiation of NURBS basis function with respect to
the arc-length coordinate, derived as WN ,s = WI ,ξ/Jc . In Eq. (2.215), KT denotes an assembled
global tangent stiffness matrix, and it is generally asymmetric due to the load stiffness. If
conservative load considered only, it becomes symmetric only at equilibrium configurations
[102]. It should be noted that ΔΘh of Eq. (2.213) represents a rotation increment vector and
the NURBS basis function satisfies kronecker-delta property at patch boundary; thus, a rotation
continuity condition at multi-patch junction can be automatically satisfied by a typical element
assembly procedure.
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2.5 Geometrically exact shear-deformable shell structures
2.5.1 Basic kinematics
The three-dimensional shell body is parameterized using a curvilinear coordinate system. The
in-plane coordinates are denoted by ξα (α= 1,2), and a coordinate in shell thickness direction is
defined by ξ3 ∈ [−h/2,h/2] where h represents the thickness. Fig. 2.12 illustrates the kinematics
of a shell structure undergoing large deformation in three-dimensional space. ϕ0 ∈ R3 and ϕ ∈ R3
respectively denotes material point positions on initial and current shell neutral surfaces. A
covariant basis on the initial neutral surface is defined by
G1 ≡ϕ0,ξ1 , G2 ≡ϕ0,ξ2 , and G3 ≡ (G1 ×G2)/‖G1 ×G2‖ . (2.217)
A covariant basis on the current neutral surface is also defined by
g1(ξ
1,ξ2) ≡ϕ,ξ1 , g2(ξ1,ξ2) ≡ϕ,ξ2 , and g3(ξ1,ξ2) ≡ (g1 ×g2)/
∥∥g1 ×g2∥∥ . (2.218)
Furthermore, three Cartesian coordinate systems are employed. First, X − Y − Z frame is a
global Cartesian coordinate system whose base vectors are {e1,e2,e3}. Second, a local Cartesian
(orthonormal) frame in the initial (undeformed) configuration is defined by the base vectors{
j1, j2, j3
}
on the neutral surface. At a given material point on the initial neutral surface, j1 and
j2 constitutes the tangent plane, and j3 ≡ G3 aligned to the thickness direction, which is called as
initial director. Third, a local Cartesian frame in the current (deformed) configuration is defined
by the base vectors {i1, i2, i3} where i3 is always aligned to current shell thickness direction, and
is called as current director. We note that i3 is not necessarily normal to the deformed neutral
surface, due to the shear deformations. Thus, being by construction orthogonal to i3, the base
vectors i1 and i2 are not necessarily tangent to the deformed neutral surface. We calculate the




using the method presented in [45] which is summarized in
Appendix C.1.
A position vector x of an arbitrary material point of the shell body in the initial and current
configuration is described respectively as
x0 =ϕ0 +ξ3j3. (2.219)
and
x =ϕ+ξ3i3. (2.220)
The current neutral surface position is related to the undeformed one by a displacement field

































Initial (undeformed) configuration Current (deformed) configuration
Figure 2.12: Shell kinemtaics
The initial local Cartesian basis is related to the global Cartesian basis by an orthogonal
transformation Λ0 ∈ SO(3), as
jI =Λ0eI , I = 1,2,3. (2.222)
The current local Cartesian basis is related to the initial local Cartesian basis through an
orthogonal transformation tensor ΛL ∈ SO(3) as
iI =ΛLjI =ΛLΛ0eI . (2.223)
Let sα(α = 1,2) denote the surface local Cartesian coordinates with the base vectors {j1, j2, j3}
in the initial configuration. Hereafter, we use the symbol (•),α to denote the partial derivative
with respect to sα. As we are often confronted with the differentiation with respect to the local
Cartesian coordinates s1 and s2, the following transformation for the partial differentiation is
derived [48]. As we are often confronted with the differentiation with respect to the local Cartesian








G1 · j1 G1 · j2















where J is assumed to be invertible due to the one-to-one correspondence between the
parametric and physical domains of initial neutral surface. After introducing index notations Jαβ
and J−1
αβ
(α,β= 1,2), respectively for the matrix components of J and its inverse J−1, and denoting
the differentiation with respect to sα as (•),α, the transformation relation can be rewritten as
(•),α = J−1αβ(•),ξβ . (2.225)
We define a notation η ≡ (z(ξ1,ξ2),ΛL(ξ1,ξ2)) which fully describes all admissible deformations




An admissible perturbed solution ηε ≡ (zε,ΛLε) ∀ε ∈ R1 is obtained by
zε(ξ
1,ξ2) = z(ξ1,ξ2)+εδz(ξ1,ξ2) (2.226)
and
ΛLε(ξ
1,ξ2) = exp[εδΘ̂(ξ1,ξ2)]ΛL(ξ1,ξ2) (2.227)
where the perturbation of the orthogonal transformation matrix is defined through an
exponential map of a skew-symmetric matrix δΘ̂ ∈ so(3). The first variation of the current neutral






ε=0 = z̄(ξ1,ξ2), (2.228)








ε=0 = ˆ̄Θ(ξ1,ξ2)ΛL(ξ1,ξ2), (2.229)
where (•) ≡ δ(•) denotes the first variation or the virtual quantity, i.e., z̄ ≡ δz and ˆ̄Θ ≡ δΘ̂. Eq.
(2.229) can be interpreted as an infinitesimal rotation ˆ̄Θ ∈ so(3) is superposed onto a finite
rotation ΛL ∈ SO(3). A variational space is defined as
Z̄ ≡ {(z̄,Θ̄) ∈ H 1(Ā)×H 1(Ā)∣∣ z̄ = 0 and Θ̄= 0 at ∂Ā} , (2.230)
where Ā ⊂ R2 defines a domain of parametric coordinates ξ1 and ξ2 so that (ξ1,ξ2) ∈ Ā, and its
boundary is represented by ∂Ā. Let nα and mα denote, respectively, the spatial form resultant
force and moment, and mext and next respectively represent the distributed external force and
momentum resultants. The spatial form vectors are related to material forms Nα and Mα through















A variational equation is given by [47]
a(η; η̄) = (η̄), ∀η̄≡ (z̄,Θ̄) ∈ Z̄ , (2.232)




















z̄ ·next + Θ̄×mext
)
dΩA , (2.234)
and ΩA denotes a physical domain of initial neutral surface. From the principle of virtual work


















where symbol [(•)×] denotes a skew-symmetric whose dual vector is (•) ∈ R3. Through an anti-
derivative process, the material form strains can be retrieved, as follows [48].




For notational conveniences in the constitutive relations, the component form expressions are
introduced. The component of the material form strain measures in the initial local Cartesian
frame are obtained by EIα ≡ Eα · jI and KIα ≡ Kα · jI , then we have [48]
Eβα = Eα · jβ, Kβα = Kα · jβ, and E3α = Eα · j3 ≡ Γα, (2.237)
which, respectively, define the membrane, bending, and shear strain components. Similarly, the
force and momentum resultant components are obtained by N Iα ≡ Nα · jI and M Iα ≡ Mα · jI , then
we have
Nβα = Nα · jβ, Mβα = Mα · jβ, and N 3α = Nα · j3 ≡Qα, (2.238)
which, respectively, define the membrane force, bending moment, shear force components. In
[48], it was verified that M 3α = 0 from the basic shell kinematic description of Eq. (2.220), so that
the associated work-conjugate component K3α = Kα · j3 does not contribute to the strain energy,
thus, in the below, the constitutive relation for the moment component M 3α is not provided. It is
assumed that only the symmetric part of the stress resultant contributes to the strain energy, then
the isotropic linear elastic constitutive equations for the stress resultants are [48]



















where δαβ denotes the kronecker-delta symbol for the indices α and β, and the bending moment
and curvature components are renumbered for convenience as







and eαβ represents the two-dimensional alternator tensor, and the Greek repeated indices belong
to {1,2}. Also, we assume linear elastic constitutive relation for the shear stress and strain as well
[48]





where E , G , and ν respectively denote the Young’s modulus, shear modulus, and Poisson’s ratio.










)≡ E(αβ) +E[αβ]. (2.243)





K̃ αβ+ K̃ βα
)≡ K̃(αβ). (2.244)








N E(γλ) +δK̃ (αβ)C
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Eβ and MαQ ≡ C
αβ
M Kβ are
respectively material form regularized internal force resultant and momentum resultant, and they























For future use, we define the spatial form regularized internal force resultant and momentum
resultant by the push-forward operation as
nαγ ≡ΛNαγ , and mαQ ≡ΛMαQ . (2.247)
Detailed expressions of the constitutive matrices CαβN , C
αβ
γ , and C
αβ
Q can be found in Appendix
C.1. Then, the variational equation of Eq. (2.232) is rewritten in a regularized form as
aγ(η; η̄) = (η̄), ∀η̄≡ (z̄,Θ̄) ∈ Z̄ . (2.248)
In this work, the regularization parameter γ is chosen as equal to the shear modulus, i.e., γ ≡ G
[48].
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2.5.3 Linearization and configuration update procedure
We employ an incremental-iterative scheme to solve Eq. (2.248) which is nonlinear with respect
to the response η ≡ (z,ΛL). The external load is applied incrementally and the solution of
each load step (n + 1) is found based on the equilibrium at the previous load step (n). Using
the Newton-Raphson iterative method, the following steps are repeated until the specified
convergence criterion is satisfied. The Newton-Raphson iterative scheme to obtain the solution
n+1η ≡ (n+1z, n+1ΛL) at the configuration (n + 1) is stated as: For a given n+1η(i−1), find Δη(i ) ≡
(Δz(i ),ΔΘ(i )) ∈ Z̄ such that
aγ∗(n+1η(i−1);Δη(i ), η̄) = ∗(n+1η(i−1); η̄), (2.249)
where the neutral surface position is updated by an incremental displacement as
n+1z(i ) = n+1z(i−1) +Δz(i ) , n+1z(0) = nz(0), (2.250)
and the orthogonal transformation tensor is updated by a multiplicative manner as





n+1Λ(0)L = nΛ(0)L , (2.251)
which is an algorithmic counterpart of Eq. (2.227). The configuration update procedure presented
in [102] is employed as in the previous section 2.4.
The linearization of the virtual strains and multiplying the regularized resultant force and
moments yields, after some algebraic manipulations, the following.


















ΔK̄α ·MαQ =−Θ̄,α ·
(
mαQ ×ΔΘ
) ⎫⎬⎭ , (2.252)
which can be rewritten in a compact form as







































































































where the first and second integral terms respectively represent the material and geometric
tangent stiffness parts. The residual in Eq. (2.249) is obtained by
∗(nη; η̄) ≡ (η̄)−a(nη, η̄). (2.257)
2.5.4 Isogeometric discretization






We define the following surface convected basis in the initial configuration. A differential surface
area element dΩA of physical domain is related to that of the NURBS parametric domain dΞA
through
dΩA = J̃dΞA , (2.259)
and the initial surface Jacobian is
J̃ ≡ ‖G1 ×G2‖ . (2.260)
Consider an isogeometric discretization ΞA = ⋃nee=1ΞAe , where ΞAe ⊂ ΞA denotes the e-th
knot element mapped into a surface segment of the physical domain ΩA , and ne denotes the
total number of knot elements. The variation of the displacement and the rotation vectors are











where ȳN and Θ̄N are the coefficients, associated with N -th control point. In the same way, the












where ΔyN and ΔΘN are the N -th coefficients of the corresponding increments. For brevity of
notations, we often omit the arguments ξ and η of NURBS basis functions for convenience. For
convenience, we define WN ,α (α= 1,2) which is calculated from Eq. (2.225), as
WN ,α ≡ J−1αβWN ,ξβ , (2.263)










Substituting Eq. (2.261) into Eqs. (2.245) and (2.234), and using Eq. (2.259) gives the following
discretization expression of Eq. (2.257).























, and n denotes the control points belongs to the local support of knot










, α= 1,2, (2.266)
and P denotes the assembled global internal force vector. Substitution of Eqs. (2.261) and (2.262)
into Eq. (2.256) yields the following discretized linearized strain energy form.
















≡ d̄T KT Δd (2.267)
where ΔdN ≡
[
ΔyN T ,ΔΘN T
]T
, and Δd denotes a global assembly of incremental response
coefficients, and KT denotes the consistent tangent stiffness matrix. The discretized matrix
operators in the above are defined by
ΨhαN ≡
[
WN ,αI 03×3 03×3
03×3 WN ,αI I
]
. (2.268)
2.6 Elastic wave propagation in periodic structures
We investigate a plane wave propagations in infinite periodic lattice structure using unit cell and
the Bloch periodic boundary condition.
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2.6.1 Bloch theorem
Wave propagation in periodic structures is investigated using the Bloch theorem, which enables
to reduce the computation domain to a single unit cell by taking advantage of periodic boundary
conditions. An infinite periodic material is described by a periodic arrangement of a primitive
unit cell through the lattice base vectors bi (i = 1,2,3), so that the position of any point p within
the lattice is related to the corresponding position in the unit cell r0 as
rp = r0 +n1b1 +n2b2 +n3b3, (2.269)
where ni (i = 1,2,3) are integers. The Bloch theorem connects a response at any point p in the
lattice to that of the corresponding point in the unit cell through
z(rp , t ) = z(r0, t )ek·(rp−r0) = z(r0, t )en1μ1+n2μ2+n3μ3
θ(rp , t ) = θ(r0, t )ek·(rp−r0) = θ(r0, t )en1μ1+n2μ2+n3μ3
}
, (2.270)
where z(rp , t ) and θ(rp , t ) denote the infinitesimal displacement and rotation vectors at the
position rp and time t , respectively, and k denotes the wave vector, and the propagation constant
components μi = k ·bi (i = 1,2,3) are complex numbers such that their real and imaginary parts
respectively represent the attenuation and phase constants. In this paper, we assume a purely
propagating wave, thus, Re(μi ) = 0, for i = 1,2,3. We define a notation μ ≡ [μ1,μ2,μ3]T for
convenience. To fulfill the periodicity of structural responses, from Eq. (2.270), the wave vector
is defined in reciprocal lattice bases b∗i (i = 1,2,3), defined in a way that satisfy the relation
bi ·b∗j = 2πδi j where δi j denotes the kronecker-delta symbol, as [9]
b∗1 = 2π
b2 ×b3
b1 · (b2 ×b3)
, b∗2 = 2π
b3 ×b1
b1 · (b2 ×b3)
, and b∗3 = 2π
b1 ×b2
b1 · (b2 ×b3)
. (2.271)
2.6.1.1 Genearlized Hermitian eigenvalue problem
A beam neutral axis is arc-length parameterized, and let s denote the arc-length coordinate.
Assuming time-harmonic solutions, we have
z(s, t ) = z(s)e−iωt
θ(s, t ) = θ(s)e−iωt
}
, (2.272)
where i 2 = −1, and ω denotes the angular frequency. We define response amplitudes z ≡ z(s)
and θ ≡ θ(s) for convenience, and they respectively represent the infinitesimal displacement
and rotation vectors. Using Eq. (2.272) and the principle of virtual work, we have the following
variational equation.
a(η, η̄) =ω2d(η, η̄), ∀η̄ ∈ Z̄ , (2.273)
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where η ≡ (z,θ), and η̄ denotes the corresponding virtual one, and Z̄ denotes the kinematically
admissible space of virtual responses. Here and hereafter the (•) represents a virtual quantity or


















where ρ and Iρ ≡ ρ · di ag [Ip , I2, I3] respectively denote the mass density and inertia tensor.
For an infinitesimal deformation shear-deformable beam model, the following linearized strain
measures can be obtained by evaluating Eq. (2.194) at undeformed configuration as
Γl i n ≡Γl i n(z,θ) =Λ0T (z,s + j1 ×θ)
Ωl i n ≡Ωl i n(θ) =Λ0T θ,s
}
(2.276)
where Λ0 = Λ0(s) denotes an initial orthogonal transformation matrix such that jI (s) = Λ0(s)eI
(I = 1,2,3), and jI = jI (s) and eI respectively denote the initial orthonormal and global Cartesian
basis, and j1 is a unit tangent vector. (•),s represents the differentiation with respect to s. The
virtual strains are Γ̄l i n ≡Γl i n(z̄, θ̄) and Ω̄l i n ≡Ωl i n(θ̄).
A linear elastic constitutive relation is given by
Nl i n = CFΓl i n
Ml i n = CMΩl i n
}
, (2.277)
where Nl i n and Ml i n denote the linearized internal force and momentum resultants, respectively.
The constitutive matrices CF and CM are defined by
CF = di ag [E A,G A1,G A2]
CM = di ag [G Ip ,E I1,E I2]
}
, (2.278)
where di ag [a,b,c] defines a diagonal matrix of components a, b, and c. E , G , and A are
respectively the Young’s modulus, shear modulus, and cross-sectional area, and A1 = k1 A, A2 =
k2 A where k1 and k2 are the shear correction factors. I1 and I2 are the second moments of inertia,
and Ip denotes the polar moment of inertia.




WN (ξ)yN , and θ(s(ξ)) =
n∑
N=1
WN (ξ)θN , (2.279)
where WN (ξ) represents the NURBS basis function, and ξ is the parametric coordinate.
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Substituting Eq. (2.279) in to Eqs. (2.274) and (2.275) yield the following discretized form of a
generalized eigenvalue problem.
(K−ω2M)u = 0, (2.280)
where K and M respectively denote the assembled global stiffness and mass matrices, and u is a
global assembly of response coefficient vectors. From the Bloch periodic condition of Eq. (2.270),
we have the following transformation.
u = T(μ)ũ, (2.281)
where ũ denotes a global assembly of reduced response coefficients. Substituting Eq. (2.281) into
Eq. (2.280) and premultiplying the resulting equation with T(μ)H yields the following generalized
Hermitian eigenvalue problem within a unit cell [90]
{
K̃(μ)−ζM̃(μ)} ũ = 0, (2.282)
where K̃(μ) ≡ T(μ)H KT(μ) and M̃(μ) ≡ T(μ)H MT(μ) defines the reduced stiffness and mass
matrices, and (•)H denotes the conjugate transpose. Solving Eq. (2.282) gives eigenvalues ζ ≡ω2
for a given propagation constants μ.
2.6.2 Harmonic response analysis
To investigate wave transmissions of finite size models constructed by tessellating primitive cells,
we perform harmonic response analyses. The responses are computed by solving Eq. (2.280) for
a given harmonic excitation at different values of frequencies (ω). The excitation is enforced
by prescribe a displacement on a boundary point of the lattice (input port), then collecting the
magnitude of the response on the other side of the lattice (output port). The wave transmission







where Ui n and Uout , respectively, denote magnitudes of displacement vectors at the input and
output ports. This coefficient T quantifies wave transmission at a specified frequency such that
very low values of T means the applied perturbation quickly decays near the excitation point. A
significant drop of T is associated with a band gap.
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Chapter 3
Isogeometric configuration DSA of
geometrically exact nonlinear structures
3.1 Geometrically exact Kirchhoff beam structures
3.1.1 Concept of configuration design variation in curved structures
In configuration DSA formulation, the design variations of beam structures can be regarded as a
deformation process. Therefore, it is possible to consistently utilize the kinematical description

































































V̂ : design velocity
0 ˆ( , )T τx : mapping
(b) Overall DSA scheme
Figure 3.1: Design variation of curved beam
Figure 3.1a shows the design variation of a curved beam in three-dimensional space. x1τ−x2τ−x3τ
frame is a local orthogonal curvilinear coordinate system in the perturbed design 0Ω̄τ and x1τ
axis represents the tangential direction. {j1τ, j2τ, j3τ} and sτ are the orthonormal base vectors and
the arc-length coordinate in the perturbed design, respectively. In this paper, along with the
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deformation analysis, the design variation is considered in x̂1 − x̂2 plane,i.e., j3τ = j3 = ê3.
Assume that only one parameter τ defines a mapping T : 0x̂ → 0x̂τ(0x̂), 0x̂ ∈ 0Ω̄ given by
0x̂τ ≡ T (0x̂,τ)
0Ω̄τ ≡ T (0Ω̄,τ)
}
. (3.1)







Then, we can express the perturbed position vector rτ at 0x̂τ using the design velocity, as
rτ = r+τV̂ = r+τj123T V, (3.3)
where r represents the corresponding original position vector at 0x̂, and V = V(s) denotes a design
velocity component vector that represents the design velocity measured in x1 − x2 − x3 frame.
Employing Eq. (2.53) with z replaced by τV, the tangential derivative rτ,s is expressed by
rτ,s = j123T E(s,τV), (3.4)
where the components of E(s,τV) are obtained by replacing z with τV in Eq. (2.65), as
E1(s,τV) = 1+τ(V1,s −V2k)




The expression for the relative length change of a domain, which is regarded as a shape variation
of the domain, is derived by substituting τV into z in Eq. (2.55), as
Ẽ ≡ e(s,τV) = ‖E(s,τV)‖−1. (3.6)
Also, like Eq. (2.56), an infinitesimal length of the perturbed domain (d sτ) is expressed by that of
the original domain (d s) as
d sτ = (1+ Ẽ)d s. (3.7)
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{1+τ(V1,s −kV2)}(V1,s −kV2)+τ(V2,s +kV1)(V2,s +kV1)√
{1+τ(V1,s −kV2)}2 +τ2(V2,s +kV1)2
∣∣∣∣∣∣∣
τ=0
=V1,s −kV2 =∇s · V̂, (3.8)
where ∇s · (•) ≡ (•),s · j1, and for the last equality, the relation V̂ = j123T V and Eqs. (2.51) and (2.64)
are used.
Orientation variation
Since the sets of base vectors {j1, j2, j3} and {j1τ, j2τ, j3τ} are orthonormal, there exists a proper
orthogonal rotation tensor Λτ ≡ T(s,τV) such that
j123τ =Λτj123 =
⎡⎢⎣ Λ11τ Λ12τ 0−Λ12τ Λ11τ 0
0 0 1
⎤⎥⎦ j123, (3.9)
where j123τ ≡ [j1τ, j2τ, j3τ]T , and by replacing z with τV in Eq. (2.60), we have
Λ1iτ = Ei (s,τV)
1+e(s,τV) , i = 1,2. (3.10)
Then, taking the material derivative of Eq. (3.9) leads to
(j123)· = VΘT j123, (3.11)






Note that VΘ is skew-symmetric since (i , j ) component (VΘ)i j = (j j )· · ji = −j j · (ji )· by Eq. (3.11).













where e(s,τV) = 0 at τ= 0 is used for the last equality. Finally, using Eqs. (3.12), (3.13) and the fact
that VΘ is skew-symmetric, we have the following.
VΘ =




3.1.2 Direct differentiation method
A structural system in its final equilibrium configuration (n+1) with a given original design
0Ω̄ reaches another equilibrium configuration (n+1), as shown in Figure 3.1b, if the design is
perturbed to 0Ω̄τ. The equilibrium equation for the perturbed design at the configuration (n+1)
is written as
a0Ω̄τ(
n+1zτ, z̄τ) = 0Ω̄τ(n+1zτ, z̄τ), ∀z̄τ ∈ Z̄τ, (3.15)
where Z̄τ is the variational space for the perturbed design, and the subscript 0Ω̄τ is used to denote
the dependence on the design. The response n+1zτ(sτ) depends on the parameter τ in two ways.
First, n+1zτ is the solution of the equilibrium equation (3.15) in 0Ω̄τ. Second, n+1zτ(sτ) is evaluated






















(1+ Ẽ)d s. (3.18)
Taking the material derivative of Eq. (3.18) gives







˙̃E d s. (3.19)
Then, Eq. (3.16) is rewritten as
n+1ż = n+1z′ +n+1z,s
∫s
0
˙̃E d s. (3.20)
Replacing n+1z by n+1z,s in Eq. (3.20) and using the fact that the partial derivative commutes with
the tangential derivative, followed by using Eq. (3.8), yield







˙̃E d s),s +n+1z,ss
∫s
0
˙̃E d s = n+1ż,s −n+1z,s∇s · V̂. (3.21)
Using the relation that n+1ẑ = j123T n+1z and Eq. (3.9), a physical displacement vector n+1ẑτ on the
perturbed design can be expressed as
n+1ẑτ = j123τT n+1zτ = j123T (ΛτT n+1zτ). (3.22)
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Taking the material derivative of Eq. (3.22) and using Eq. (3.12) give




τ=0 = j123T {n+1ż+VΘn+1z}. (3.23)
We derive the material derivative of E = E(n+1z) of Eq. (2.53) using Eq. (3.21), for future use, as
Ė = (n+1ż,s −Ω0n+1ż)+ (−n+1z,s∇s · V̂− Ω̇0n+1z) ≡

E(n+1ż)+EV (n+1z), (3.24)
where EV (n+1z) represents the explicit dependence term on the design velocity. For future use,







Considering the design dependence of initial curvature, the material derivative of Ω0 of Eq. (2.64)
is derived as (A.4)
Ω̇0 = VΘ,s T −Ω0∇s · V̂. (3.26)
Using Eq. (3.21) with n+1z,s replaced by E,s and using Eq. (3.24), we obtain the following.
(E,s)· = Ė,s −E,s∇s · V̂ = {E(n+1ż)},s + {EV (n+1z)},s −E,s∇s · V̂. (3.27)
Consider a structural performance measure of the perturbed design that can be written in






where Ωτ denotes the parametric domain of the arc-length coordinate sτ in the perturbed design
0Ω̄τ. Taking the material derivative of Eq. (3.28) after converting the integral domain into the


















( ḟ + f ∇s · V̂)d s. (3.29)
Taking the material derivative of both sides of Eq. (3.15) by the formula (3.29) and using the chain
rule of differentiation, followed by using Eq. (3.21) with z replaced by z̄ give∫
Ω
{











2 + z̄T (ḟ
c + ḟnc + ḟeq1 )+ z̄T,s ḟ
eq
2 + z̄T (fc + fnc + feq1 )∇s · V̂
]
d s. (3.30)
Using Eq. (3.24) and the differentiation process of Eq. (2.72), the material derivative of membrane
strain of Eq. (2.55) is derived as
ε̇m = T1T Ė = T1T

E(n+1ż)+T1T EV (n+1z) ≡ εm(n+1z; n+1ż)+εVm(n+1z), (3.31)
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where εVm(
n+1z) represents the explicit dependence term on the design velocity. Taking the




E(z̄)T }·T1 + E(z̄)T Ṫ1

























≡ εm(n+1z; ˙̄z)+ηm(n+1z; n+1ż, z̄)+ ε̄Vm(n+1z; z̄), (3.32)
where ε̄Vm(
n+1z; z̄) represents the explicit dependence term on the design velocity. Similarly, the
material derivative of the bending and virtual bending strains are derived as
ω̇b = ωb(n+1z; n+1ż)+ωVb (n+1z)




n+1z) and ω̄Vb (
n+1z; z̄) are the explicit dependence terms on design velocity (Appendix
A.5).
ωVb (
n+1z) ≡ E,s T D2EV (n+1z)− 1
1+εm
T̃1
T {{EV (n+1z)},s −E,s∇s · V̂}
ω̄Vb (






n+1z)},s −E,s∇s · V̂
}













Since the conservative force component vector fc explicitly depends on design through the base
vectors {j1, j2, j3}, ḟ
c
includes only the explicitly expressed terms of design velocity. Using Eq. (3.11),
under the assumption that the global force vector is independent of design, i.e. ˙̂fc = 0, ḟc is derived
as
ḟ
c = (j123)·f̂c = VΘT j123f̂c = VΘT fc ≡ fcV . (3.35)
The conservative force components in x1 −x2 −x3 frame change only with the orientation design
variation. Using Eq. (3.24), the relation Ṫ = [Ṫ1,−˙̃T1,0]T , and the differentiation process of Eqs.
(A.2) and (A.4) for Ṫ1 and ˙̃T1, respectively, the material derivative of the non-conservative force
component vector fnc is derived as
ḟ
nc = ṪT f̃+TT ˙̃f
= Ṫ1 f̃ 1 − ˙̃T1 f̃ 2
= {( f̃ 1I− f̃ 2Ĩ)ΓE(n+1ż)}+{( f̃ 1I− f̃ 2Ĩ)ΓEV (n+1z)}≡ f nc (n+1z; ż)+ fncV (n+1z), (3.36)
where the force components in x̃1−x̃2−x̃3 frame are assumed independent of design, i.e. ˙̃f = 0, and
fncV = fncV (n+1z) represents the explicit dependence term on design velocity. Also, using Eq. (3.24),
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the differentiation process of Eqs. (A.8) and (A.7) for {T1/(1+εm)}· and {T̃1/(1+εm)}·, respectively,
the material derivatives of the equivalent load vectors feq1 and f
eq












































n+1z; n+1ż)+ feq2V (n+1z), (3.38)
where k̇ is derived in Eq. (A.26), and the magnitude of the moment is assumed independent of
design, i.e. ṁ = 0. feq1V (n+1z) and f
eq
2V (
n+1z) represent the explicit dependence terms of the design
velocity. Substituting Eqs. (3.31)-(3.33) and (3.35)-(3.38) into Eq. (3.30) and rearranging the terms
yield










n+1z; z̄)εm + ε̄mεVm(n+1z)
)
+E I (ω̄Vb (n+1z; z̄)ωb + ω̄bωVb (n+1z))








z̄T (fcV + fncV + feq1V )+ z̄T,s f
eq
2V + z̄T (fc + fnc + f
eq
1 )∇s · V̂
}
d s. (3.41)
Then, using the fact that
a(n+1z, ˙̄z) = (n+1z, ˙̄z), ∀˙̄z ∈ Z̄ , (3.42)
the design sensitivity equation is stated as : For a given n+1z, find n+1ż ∈ Z̄ such that
a∗(n+1z; n+1ż, z̄) = ′V (n+1z, z̄)−a′V (n+1z, z̄), ∀z̄ ∈ Z̄ , (3.43)
where the right-hand side is termed the fictitious load associated with the design velocity.
3.1.2.1 Isogeometric discretization
Here, only positions of control points are considered as the design variables. From Eqs. (2.7) and
















WI (ξ)δBI , (3.44)
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where δBI represents the perturbation of I-th control point. EV (z̄), obtained by replacing n+1z
with z̄ in Eq. (3.24), is discretized as
EV (z̄) =
{−NI ,s(∇s · V̂)−Ω̇0NI } ȳI ≡ BV1I ȳI . (3.45)
Taking the tangential derivative of Eq. (3.45), {EV (z̄)},s is discretized as
{EV (z̄)},s =
{−NI ,ss(∇s · V̂)−NI ,s(∇s · V̂),s −Ω̇0NI ,s −Ω̇0,s NI )} ȳI ≡ BV2I ȳI . (3.46)
Then, using Eqs. (3.45) and (3.46), ε̄Vm(
n+1z; z̄) and ω̄Vb (
n+1z; z̄) are discretized as
ε̄Vm(
n+1z; z̄) = ȳTI {BV1I
T
T1 +B1I T ΓEV (n+1z)} ≡ ȳTI HmI , (3.47)
and
ω̄Vb (




D2E,s +B1I T D1EV (n+1z)+B1I T D2
{
{EV (n+1z)},s −E,s∇s · V̂
}
+B2I T D2EV (n+1z)+ 11+εm (−BV2I
T
T̃1)+ 11+εm (B2I T ∇s · V̂T̃1)
]
≡ ȳI T HbI (3.48)
Rewriting the explicitly design-dependent terms of Eqs. (3.40) and (3.41) in discrete form, we have
a′V (







T εm +GmTI εVm(n+1z)










≡ ȳT FaV , (3.49)
and
′V (







fcV + fncV + feq1V
)+NTI ,s feq2V +NTI (fc + fnc + feq1 )∇s · V̂}d s ≡ ȳT FlV . (3.50)
3.1.2.2 Cubic Hermite interpolation of FEA
In case Hermite basis functions are used for the discretization of design sensitivity equation, the
element length parameters in the basis functions have explicit dependence on the design, which
should be taken into account for the accurate DSA. Consequently, additional fictitious load terms
are present in the design sensitivity equation. The initial geometry, displacement component
vector at the final equilibrium configuration (n+1), and virtual displacement component vector
for an element are approximated, using the Hermite interpolation, as
0x̂h(ξ) = N H1 (ξ)x̂1 +N H2 (ξ)t1 +N H3 (ξ)x̂2 +N H4 (ξ)t2, (3.51)
n+1zh(ξ) = N H1 (ξ)u1 +N H2 (ξ)α1 +N H3 (ξ)u2 +N H4 (ξ)α2, (3.52)
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and
z̄h(ξ) = N H1 (ξ)ū1 +N H2 (ξ)ᾱ1 +N H3 (ξ)ū2 +N H4 (ξ)ᾱ2, (3.53)
where x̂i and ti denote i-th nodal position and tangential vectors, respectively. {ui ,αi } and {ūi ,ᾱi }









































(b) Nodal design velocity
Figure 3.2: Design variation of curved element using Hermite interpolation
Taking the material derivative of the approximated geometry of Eq. (3.51), the approximated











1 +N H2 V̂1t +N H3 V̂2 +N H4 V̂2t
)





t denote the design velocities of i-th nodal position and tangential vector,
respectively, as shown in Figure 3.2. Note that the last two terms of Eq. (3.54) appear due to the
design dependence of basis functions. The Hermite basis functions N Hi and Ṅ
H
i are given in A.6.
Taking the material derivatives of Eqs. (3.52) and (3.53) yield
n+1żh(ξ) = (N H1 u̇1 +N H2 α̇1 +N H3 u̇2 +N H4 α̇2)+ (Ṅ H2 α1 + Ṅ H4 α2) ≡ v̇h +·vh , (3.55)
and
˙̄zh(ξ) = (N H1 ˙̄u1 +N H2 ˙̄α
1 +N H3 ˙̄u2 +N H4 ˙̄α
2
)+ (Ṅ H2 ᾱ1 + Ṅ H4 ᾱ2) ≡ ˙̄vh +·v̄h . (3.56)
Since ˙̄zh ∉ Z̄ h and ˙̄vh ∈ Z̄ h [26], the following, instead of Eq. (3.42), holds.
a(n+1zh , ˙̄vh) = (n+1zh , ˙̄vh), ∀˙̄vh ∈ Z̄ h . (3.57)
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Then, substituting Eqs. (3.55) and (3.56) into Eq. (3.39), and using Eq. (3.57), we have the following
design sensitivity equation: For a given n+1zh , find v̇h ∈ Z̄ h such that
a∗(n+1zh ; v̇h , z̄h)
=
{












∗(n+1zh , ·v̄h)−a∗(n+1zh ; ·vh , z̄h)
}
, ∀z̄h ∈ Z̄ h . (3.58)
Note that the terms in the second parentheses in Eq. (3.58) are the additional fictitious load terms
due to the design dependence of basis functions. The effect of these additional fictitious load
terms on the accuracy of DSA is significant, which will be verified through several numerical
examples in section 4.2.
3.1.2.3 DSA for the invariant formulation
Here we derive a configuration DSA expression for the invariant formulation presented in section
2.3.4. From Eq. (3.21), we have
(n+1z,s)· = n+1ż,s −n+1z,s∇s · V̂. (3.59)
Taking the material derivative of E(n+1z) in Eq. (2.112) and using Eq. (3.59) gives the following.
{
E(n+1z)
}· = j123n+1ż,s +{VΘT − (∇s · V̂)I} j123n+1z,s
≡ E(n+1ż)+EV (n+1z), (3.60)
where EV (n+1z) represents the explicit dependence term on the design variation. The sensitivity
equation is presented as: For a given n+1z, find n+1ż ∈ Z̄ such that
a∗(n+1z; n+1ż, z̄) = ′V (n+1z, z̄)−a′V (n+1z, z̄), ∀z̄ ∈ Z̄ , (3.61)









n+1z; z̄)εm + ε̄mεVm(n+1z)
)
+E I (ω̄Vb (n+1z; z̄)ωb + ω̄bωVb (n+1z))








z̄T fncV + z̄T,s f
eq




Taking the material derivative of Eq. (2.115) using the differentiation process of Eq. (A.7), and




















(n+1z; n+1ż)+ feqV (n+1z). (3.64)
Similarly, the explicit design dependence term of the non-conservative force vector can be
derived by taking the material derivative of Eq. (2.114), as
ḟ
nc = {( f̃ 1I− f̃ 2Ĩ)ΓE(n+1ż)}+{( f̃ 1I− f̃ 2Ĩ)ΓEV (n+1z)+ j123T VΘTT f̃}
≡ f
nc
(n+1z; ż)+ fncV (n+1z). (3.65)
3.1.3 Configuration DSA of multi-patch continuity constraints
3.1.3.1 DSA of displacement continuity constraint
We derive design sensitivity expressions for the inter-patch displacement continuity conditions
in the local displacement discretization formulation, presented in section 2.3.5.1. In FEA-based
DSA where only the case #1 is considered, the design dependence of Hermite basis function need
not be considered, since its material derivative vanishes at the boundary of elements where the
junction continuity conditions are imposed.
Case #1: continuous displacement

































































≡ b∗(n+1ḋ, d̄)+b(n+1d, ˙̄d)+b′V (n+1d, d̄), (3.66)
where n+1ḋ = (n+1ż; n+1˙
˜




). In the isogeometric discrete form, we have
b′V (


















≡ λ̄∗T QV3 + ȳT QV1 + ȳT QV2 . (3.67)
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Case #2: continuous first order tangential derivative of local displacement




















































≡ b∗(n+1ḋ, d̄)+b(n+1d, ˙̄d)+b′V (n+1d, d̄). (3.68)
In isogeometric discrete form,
b′V (


















≡ λ̄∗T QV3 + ȳT QV1 + ȳT QV2 . (3.69)
Considering the case 1 or 2 of the junction continuity, the sensitivity equation (3.43) can be
rewritten as follows: For a given n+1d = (n+1z; n+1
˜
z; n+1λ∗), find n+1ḋ = (n+1ż; n+1˙
˜


























, ∀d̄ ∈ W̄. (3.70)



























where the superscript f represents the LU-factorized tangent stiffness matrix at final equilibrium
configuration. The design sensitivity equation (3.71) is linear and solved without iterations, which
makes the sensitivity computation very efficient. The additional fictitious load terms in Eq.
(3.58) should be considered in case the DSA is performed using the finite elements of Hermite
interpolation.
3.1.3.2 DSA of rotation continuity constraint
We derive the design sensitivity expressions for the rotational continuity condition, presented in
section 2.3.5.2.
Lagrange multiplier method
Taking the material derivative of Eq. (2.57) and using Eqs. (2.57) and (3.11) yields
(i123)· = Ṫj123 +T(j123)· =Θ(θ̇)i123 +TVΘT j123. (3.72)
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Multiplying the matrix i123T to both sides of Eq. (3.72) and extracting the (1,2) component of the
matrix gives
θ̇ = (i1)·T i2 +T1T VΘT T̃1. (3.73)
Taking the material derivative of Eq. (2.58) and using Eqs. (3.11) and (3.25), the following
























≡ θ(n+1z; n+1ż)+θV (n+1z), (3.75)
where the orthogonality of j123 and the relation T̃1
T T1 = 0 are employed in the first and second
equalities, respectively. Also, taking the material derivative of the virtual rotation angle of Eq.
(2.82), and substituting the expression of ε̇m in Eq. (3.31) and using Eqs. (3.60) and (3.25) leads
to
˙̄θ = θ(n+1z; ˙̄z)+ηθ(n+1z; n+1ż, z̄)+ θ̄V (n+1z), (3.76)

















Then, taking the material derivative of Eq. (2.140) and substituting Eqs. (3.75) and (3.77) yields
[
b(n+1d, n+1d̄)
]· = b(n+1d, n+1 ˙̄d)+b∗(n+1d; n+1ḋ, n+1d̄)+bV (n+1d, n+1d̄), (3.78)
where n+1ḋ ≡ (n+1ż; n+1
˜
ż; n+1λ̇L) and ˙̄d ≡ (˙̄z;
˜
˙̄z; ˙̄λL), and the explicit design dependence term is
derived as































Taking the material derivative of both sides of Eq. (2.146), and using the relations of Eqs. (A.16)
and (2.147) lead to
[b(n+1d, d̄)]· = b(n+1d, ˙̄d)+b∗(n+1d; n+1ḋ, d̄)+b′V (n+1d, d̄), (3.80)
where n+1d ≡ (n+1ż; n+1
˜
ż), d̄ ≡ (˙̄z;
˜
˙̄z) and the explicit design dependence term is derived as







































































Hence, considering the rotational continuity condition, the sensitivity equation (3.61) can be



























, ∀d̄ ∈ W̄. (3.82)
It is noted that the linearized energy form b∗(n+1d; n+1ḋ, d̄) and the explicit design dependence
term b′V (
n+1d, d̄) are chosen as Eqs. (2.147) and (3.81) for the penalty method, and Eqs. (2.140)
and (3.79) for the Lagrange multiplier method.
3.1.4 Adjoint variable method
We present configuration DSA and sizing DSA expressions in the following.
3.1.4.1 Configuration DSA
We consider two cases of performance measures; displacement and rotation angle at a specific
position. First, consider the performance measure of displacement at a specific position. The




n+1zi (s)δ(s − s∗)d s, (3.83)
where n+1zi denotes the i -th component of the displacement vector n+1z, and δ(•) denotes the




n+1 żi (s)δ(s − s∗)d s. (3.84)
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θ(s)δ(s − s∗)d s. (3.85)









n+1z)δ(s − s∗)d s. (3.86)
In Eq. (3.81), changing variables, n+1ż → λ̄ and z̄ →λ since each pair of them belongs to the same




























where dλ ≡ (λ;
˜
λ) and d̄λ ≡ (λ̄;
˜
λ̄) for the penalty method, and dλ ≡ (λ,
˜
λ,λ∗L ) and d̄λ ≡ (λ̄, ˜λ̄, λ̄
∗
L )
for the Lagrange multiplier method, where λ∗L ∈ R1 denotes a Lagrange multiplier for which
λ̄∗L ∈ R1 is a virtual one. Consider first the displacement performance measure. Changing variables
n+1 żi → λ̄i in the implicit dependence term of Eq. (3.84) since they belong to the same function
space Z̄ , and equating to the energy form of Eq. (3.87), we have the following adjoint equation:












λ̄i (s)δ(s − s∗)d s, (3.88)
where λ and λ̄ respectively denote the adjoint response and virtual adjoint response. The right
hand side means a unit force acted on the position s = s∗. In the same way, for the rotation angle














θ(n+1d; d̄λ)δ(s − s∗)d s. (3.89)
The right hand side means a unit moment acted on the position s = s∗. After evaluating Eq. (3.88)
at λ̄i (s) = n+1 żi since they belong to the same space Z̄ , and using the equivalence of Eqs. (3.87)
and (3.88), the implicit dependence term in Eq. (3.84) can be replaced by the explicit dependence
one as



















Similarly, for the rotation angle performance measure, evaluating Eq. (3.89) at λ̄i (s) = n+1 żi and
using the equivalence of Eqs. (3.87) and (3.89), the implicit dependence term in Eq. (3.86) can be
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n+1z)δ(s − s∗)d s. (3.91)
It should be noted that, considering a non-conservative loading condition, the energy form
a∗(n+1z;λ,λ̄) of Eqs. (3.88) and (3.89) is asymmetric for λ and λ̄, thus the tangent stiffness matrix
at the final equilibrium configuration of Eq. (2.119) should be transposed before being used in
solving the adjoint equations (3.88) and (3.89). If a conservative loading condition is considered
only, then the energy form a∗(n+1z;λ,λ̄) can be replaced by a∗(n+1z;λ̄,λ) due to symmetry, and
the original tangent stiffness matrix at the final equilibrium configuration of Eq. (2.119) can be
utilized for the adjoint equations (3.88) and (3.89).
Isogeometric discretization
EV (z̄) in Eq. (3.81) can be obtained by replacing n+1z with z̄ in Eq. (3.60), and then it is discretized









WN ,s ȳN . (3.92)
3.1.4.2 Sizing DSA
We consider the beam cross-section thickness as a sizing design. The cross-section thickness
distributions along beam members can be continuously parameterized by combining thickness
coefficients assigned to control points and the NURBS basis functions, as [80]
h ≡ h(ξ) =
nth∑
N=1
hI WN (ξ), (3.93)
where hI denotes the I -th thickness control coefficient, and nth denotes the number of thickness
control coefficients in each patch. We define the first variation of displacement with respect to




where τ denotes the design time, and (•)′ denotes the first variation or is sometimes called the
partial derivative. Taking the first variation of the variational equation of Eq. (2.117), and using
the fact that z̄′ ∈ Z̄ , we have the following sizing design sensitivity equation: For a given n+1z, find
n+1z′ ∈ Z̄ such that
a∗(n+1z; n+1z′, z̄) = ′δu(n+1z, z̄)−a′δu(n+1z, z̄), ∀z̄ ∈ Z̄ . (3.95)
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The explicit design dependence term of the strain energy form with respect to the K -th thickness








+E (∂I /∂hK )ωb(z)ωb(z; z̄)
}
d s, (3.96)
where ∂A/∂hK and ∂I /∂hK , respectively, denote the partial derivatives of the cross-sectional area
and second moment of inertia, with respect to hK , which can be obtained by using the chain rule



















It is assumed that the load form does not have explicit dependence on the sizing design, that is,
′
δu(
n+1z, z̄) = 0. Using the similar procedure in the configuration DSA, the adjoint sizing design
sensitivity of the displacement and rotation angle can be expressed by the same expression as

























where the adjoint responsesλ in Eqs. (3.98) and (3.99) can be obtained, respectively, from solving
Eqs. (3.88) and (3.89).
3.1.5 Shape memory polymer material model
3.1.5.1 Evolution of stored strain sensitivity
We explain the expressions of the design sensitivity equation considering the design dependence
of stored strains. Since we consider only prescribed displacement as a mechanical load as
mentioned in section 3.5.2, the sensitivity equation of Eq. (3.82) is rewritten as: For a given
n+1d = (n+1z; n+1
˜
z) ∈W , find n+1ḋ = (n+1ż; n+1˙
˜




















, ∀d̄ ∈ W̄. (3.100)
Since the thermal strain is assumed to depend only on the temperature as expressed in Eq.
(2.153), it does not have any dependence on the configuration design. Thus, among the three
strain components, total and stored strains are considered to have design dependences. Then,
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the explicit design dependence term of the strain energy form is derived as




















(n+1N ε̄m +n+1Mω̄b)∇s · V̂d s, (3.101)
where ∇s ·V̂ = V̂,s ·j1. Comparing Eq. (3.101) with the explicit design dependence term presented in
Eq. 3.40 for purely elastic materials, the only difference is that the stored strain sensitivity terms at
previous configuration (n) appear. The stored membrane and bending strains in Eq. (3.101) can
be determined from the following evolution equation obtained by taking the material derivative
of Eq. (2.158),
n+1ε̇sm = k3(n ε̇sm +k1n+1ε̇am n+1φ f ,T ΔT )
n+1ω̇sb = k3(nω̇sb +k1n+1ω̇ab n+1φ f ,T ΔT )
⎫⎬⎭ , (3.102)
where the sensitivity of the active elastic strains can be obtained, by taking the material derivative
of Eq. (2.163), as
n+1ε̇am =C a(n+1ε̇m −k3n ε̇sm)
n+1ω̇ab =C a(n+1ω̇b −k3nω̇sb)
⎫⎬⎭ . (3.103)
Table 3.1 shows the overall procedure for updating the stored strain sensitivity. As noted in
Table 3.1, in our implementation, the stored strain sensitivity at all the Gauss integration
points at the previous temperature step are kept and utilized at the current temperature step
to calculate the current stored strain sensitivity at each Gauss point. The overall procedure
of deformation analysis and DSA during the four steps of thermomechanical process of SMP
material is illustrated in Fig. 3.3.
Table 3.1: Update procedure of stored strain sensitivity
(i) Calculate the fictitious load of the sensitivity equation (3.100) using
the stored strain sensitivity at previous configuration (n), and solve the
sensitivity equation.
(ii) Calculate the total strain sensitivity ε̇m and ω̇b using Eqs. (3.31),(3.33),
and (3.34).
(iii) Calculate the active strain sensitivity by evaluating Eq. (3.103) using the
stored strain sensitivity at configuration (n).
(iv) Update the stored strain sensitivities at configuration (n+1) using Eq.
(3.102), and keep the stored strain sensitivities at all the Gauss integration
points.
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Figure 3.3: Overall procedure of deformation and design sensitivity analyses
Figure 3.4: Overall DSA procedures of original and additional problems
3.1.5.2 Poisson’s ratio sensitivity calculation during shape recovery
Fig. 3.4 illustrates the overall procedure of calculating the design sensitivity of Poisson’s ratio
during the shape recovery process (step #4). The term “temporary configuration” denotes an
equilibrium configuration during the additional nonlinear analysis, and the Poisson’s ratio is
calculated using the displacement (m+1ypr ) of the additional nonlinear analysis. After combining
the material derivatives of Eqs. (2.174) and (2.175), and using the fact that m+1ẇpr = 0, the
following expression can be obtained.
n+1
m+1ż
tot = n+1ż+m+1ẏpr . (3.104)
In Eq. (3.100), after replacing n+1z and n+1ż respectively with n+1m+1z
tot and n+1m+1ż
tot of Eq. (3.104),





ztot ) ∈W and n+1ḋ = (n+1ż; n+1˙
˜
z) ∈ W̄ , find m+1ḋpr = (m+1ẏpr ; m+1
˜
ẏpr ) ∈ W̄ such that
a∗(n+1m+1z























z̄)−b∗(n+1ḋ, d̄), ∀d̄ ∈ W̄, (3.105)
where n+1ḋ is previously determined by solving Eq. (3.100) in the DSA of original nonlinear
analysis. The obtained sensitivity m+1ẏpr is utilized to calculate the Poisson’s ratio sensitivity, and
the detailed procedure can be found in Appendix F.1.
3.2 Geometrically exact shear deformable beam structures
3.2.1 Configuration design velocity field
We present a continuum-based analytical DSA formulation for beam neutral axis configuration
design. It is assumed that a cross-section is always orthogonal to neutral axis in initial
(undeformed) state, and does not have a design degree-of-freedom of rotation about the neutral
axis. Thus, in this paper, an initial cross-section orientation is determined by a neutral axis
configuration design only. Let τ≥ 0 denote a time-like parameter that controls a design variation,
and hereafter, a subscript τ represents a quantity evaluated at a perturbed design. The perturbed
neutral axis position can be expressed using a given design velocity field V(s) and a perturbation
amount τ as
ϕ0τ(sτ) ≡ϕ0(s)+τV(s), (3.106)





τ=0 = ϕ̇0(s). (3.107)
Fig. 3.5 depicts a design variation and induced changes of a neutral axis configuration and
orthonormal frame attached to a cross-section. Taking derivative of Eq. (2.182) and using Eq.
(3.107), the material derivative of the current neutral axis position can be decomposed as
n+1ϕ̇(s) = V(s)+n+1ż(s) (3.108)





τ=0 = n+1z′ +n+1z,s ṡ, (3.109)










Figure 3.5: Configuration design variation of a spatial beam
Here and hereafter, we denote the material derivative of (•) by an upper dot (••) , or sometimes
by a superscript dot (•)•. The superscript (n + 1) represents quantities at final equilibrium
configuration in deformation analysis. For future use, we have the formula of material derivative
of tangential derivative from the Eq. 3.21) as
{
(•),s
}• = (••),s − (•),s∇s ·V, (3.111)
where ∇s ·V ≡ V,s · j1. By using Eqs. (3.108) and (3.111), we have the following.
(n+1ϕ,s)
• = V,s +n+1ż,s −n+1ϕ,s∇s ·V. (3.112)
Taking the material derivative of the orthogonality relation Λ0Λ0T = I, we have
Λ̇0(s)Λ0(s)
T ≡ Θ̂∗0 ∈ so(3). (3.113)




















and in the later section 3.6, we detail a procedure of determining the orthonormal base vectors




3(s) which are explicit in
terms of a given design velocity field. Multiplying Λ0 to both sides of Eq. (3.113) yields
Λ̇0(s) ≡ d
dτ
Λ0τ(sτ)|τ=0 = Θ̂∗0 (s)Λ0(s). (3.115)
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In a similar way, from the orthogonality n+1Λn+1ΛT = I, we obtain
n+1Λ̇(s)n+1Λ(s)T ≡ Θ̂∗ ∈ so(3), (3.116)








Taking the material derivative of n+1ΛL ≡ n+1ΛΛ0T from Eq. (2.179) and substituting Eqs. (3.117)
and (3.115), followed by multiplying n+1ΛLT yields
n+1Λ̇Ln+1ΛLT = Θ̂∗ −n+1ΛLΘ̂∗0 n+1ΛLT ≡ Θ̂
∗
L ∈ so(3). (3.118)














n+1ΛL(s)T ∈ so(3). (3.119)
At a clamped boundary Γd , it is apparent that
n+1z(s) = n+1zτ(sτ) = 0 and n+1ΛL(s) = n+1ΛLτ(sτ) =
I at s ∈ Γd and sτ ∈ Γdτ. Thus, it can be easily verified that n+1ż(s) = 0 and n+1Λ̇L(s) = 03×3 followed
by Θ̂
∗
L (s) = 03×3 at s ∈ Γd . Therefore, we state that η∗ ≡
(
n+1ż,Θ∗L
) ∈ Z̄ .
3.2.1.1 Material derivatives of strain measures
Taking the material derivative of the strain measures in Eq. (2.195), and substituting Eqs. (3.112)
and (3.119) gives
n+1Γ̇= n+1ΛT (n+1ż,s −Θ∗L ×n+1ϕ,s)+[n+1ΛT {V,s − (θ̂∗0 +∇s ·VI)n+1ϕ,s}]
≡ Γ(n+1η; n+1η∗)+Γ′V (n+1η), (3.120)
and








0M ≡ Λ0T Θ̂
∗
0Λ0 ∈ so(3). A dual vector of n+1 ˙̂Ω can be obtained by using the relation
n+1ΛT Θ̂∗L,s n+1Λ = 6n+1ΛT Θ∗L,s and recalling the Lie bracket such that (n+1Ω̂Θ̂∗0M − Θ̂∗0M n+1Ω̂)h =(
n+1Ω×Θ∗0M
)×h, ∀h ∈ R3, as follows.
n+1Ω̇= n+1ΛT Θ∗L,s +
(n+1Ω×Θ∗0M −n+1Ω∇s ·V)≡ Ω(n+1Λ;Θ∗L )+Ω′V (n+1Λ). (3.122)
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In Eqs. (3.120) and (3.122), Γ′V (n+1η) and Ω′V (n+1Λ) represents explicit expressions in terms of a


















Also, taking the material derivative of the virtual strains in Eq. (2.194), and substituting Eqs. (3.112)









































3.2.2 Direct differentiation method
In this section, we present a direct differentiation method of DSA. We often use the following
formula: for a unit vector b ≡ a/‖a‖, a,b ∈ R3, we have
ḃ = 1‖a‖Pbȧ. (3.125)
3.2.2.1 Material derivatives of pressure load vectors
In B.2, we derive material derivatives of base vectors aI (I = 1,2,3). From Eq. (2.199), by assuming
that the pressure load components ñpI (I = 1,2,3) does not have design dependence, we derive the


































)+ (ñp2 Tp2Θ+ ñp3 Tp3Θ)θ∗0}
≡ np (n+1η;η∗)+n′pV (n+1η), (3.126)
where η∗ ≡ (n+1ż,Θ∗L) we use
ñp













n+1η; n+1η̇)d s +
{∫
Ω
z̄T n′pV (n+1η)d s +
∫
Ω
z̄T np∇s ·Vd s
}
≡ p (n+1η; ˙̄z)+∗p (n+1η; n+1η̇, z̄)+′pV (n+1η; z̄). (3.128)
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From Eq. (2.201), the following identity holds.
a(n+1η; ˙̄η) = ( ˙̄η)+p (n+1η; ˙̄η), ∀ ˙̄η ∈ Z̄ . (3.129)
Taking the material derivatives of both sides of Eq. (2.201) and using Eq. (3.29) and substituting
Eqs. (3.123), (3.124) and (3.128), followed by rearranging the terms, we obtain the following
sensitivity equation: For a given n+1η≡ (n+1z, n+1Λ), find η∗ ≡ (n+1ż,Θ∗L) ∈ Z̄ such that
a∗(n+1η; η̄,η∗) = ′V (n+1η; η̄)+′pV (n+1η; η̄)−a′V (n+1η; η̄), ∀η̄ ∈ Z̄ . (3.130)
where the following explicit design dependence terms are defined.








































next + Θ̄T mext
⎞⎠∇s ·Vd s. (3.132)
Since Eq. (3.130) solves directly for η∗ ≡ (n+1ż,Θ∗L ), it is called the direct differentiation method.
It is noted that if Θ∗L is determined, then
n+1Λ̇ can be directly computed from Eq. (3.119). It is
obvious that in Eq. (3.130), the same tangent stiffness operator as used in Eq. (2.204) is employed
with different right-hand side. As this method solves this linear equation for each of design
variables, it becomes much less efficient than an adjoint variable method which will be explained
in the following section, if the number of design variables is much larger than the number of
performance measures.
3.2.3 Adjoint variable method
We present an adjoint variable method of configuration DSA for two kinds of performance
measures; first, displacement at a specific position, and second, total strain energy of a structure.
3.2.3.1 Displacement at a specific position




n+1zi (s)δ(s − s∗)d s, (3.133)
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where n+1zi denotes the i -th component of the displacement vector n+1z, and δ(•) denotes the




n+1 żi (s)δ(s − s∗)d s. (3.134)
Let the adjoint response λ ≡ (λz ,λΘ) ∈ Z̄ and the virtual adjoint response λ̄ ≡
(
λ̄z , λ̄Θ
) ∈ Z̄ . In
Eq. (3.130), changing variables η∗ → λ̄ and η̄→ λ, since each pair of them belongs to the same
function space Z̄ , we have the following.
a∗(n+1η;λ̄,λ) = ′V (n+1η;λ)+′pV (n+1η;λ)−a′V (n+1η;λ), ∀λ̄ ∈ Z̄ . (3.135)
Changing variables n+1 żi → λ̄i in Eq. (3.134) since they belong to the same function space Z̄ ,
and equating to the linearized strain energy form of Eq. (3.135), we have the following adjoint




λ̄i (s)δ(s − s∗)d s, ∀λ̄ ∈ Z̄ , (3.136)
where λ and λ̄, respectively, denote the adjoint and virtual adjoint responses. The right hand side
of Eq. (3.136) is physically interpreted as a unit force acting on the position s = s∗. Evaluating Eq.




n+1 żi (s)δ(s − s∗)d s. (3.137)
Similarly, Eq. (3.130) may be evaluated at η̄=λ ∈ Z̄ to obtain
a∗(n+1η;η∗,λ) = ′V (n+1η;λ)+′pV (n+1η;λ)−a′V (n+1η;λ). (3.138)
Using the equivalence of Eqs. (3.137) and (3.138), we can substitute the right-hand side of Eq.
(3.134) with the explicit design dependence terms as
ψ̇1 = ′V (n+1η;λ)+′pV (n+1η;λ)−a′V (n+1η;λ). (3.139)
3.2.3.2 Total strain energy






ΓT N+ΩT M)d s. (3.140)
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ΓT N+ΩT M)∇s ·Vd s, (3.141)
where the first integral term represents the implicit dependence on design, and the second and
third integral terms are explicitly expressed in terms of a given design velocity field. Changing
variables η∗ → λ̄ in the implicit design dependence terms since they belong to the same function
space Z̄ , and equating to the linearized strain energy form of Eq. (3.135) gives the following






Γ(n+1η;λ̄)T N+ Ω(n+1η;λ̄)T M
}
d s, ∀λ̄ ∈ Z̄ . (3.142)






Γ(n+1η;η∗)T N+ Ω(n+1η;η∗)T M
}
d s. (3.143)
Upon the identity of Eqs. (3.143) and (3.138), the first integral term of Eq. (3.141) can be replaced
by explicit design dependence terms, then we finally have














ΓT N+ΩT M)∇s ·Vd s. (3.144)
3.2.3.3 Isogeometric discretization of adjoint equation
















WN (ξ)λN , (3.145)
where λ̄N and λN denote coefficients assigned to N -th control point. Replacing the virtual
response and incremental solution in Eq. (2.204) respectively with λ and λ̄, and substituting
Eq. (3.145) leads to the following discretized expressions of the tangent operator in the adjoint
equations of Eqs. (3.136) and (3.142).
a∗(n+1ηh ;λ̄h ,λh) = d̄λT KT (n+1η)T dλ, (3.146)
where dλ and d̄λ respectively denotes the global assembly of adjoint response and virtual adjoint
response coefficients. It should be noted that KT (n+1η) has the same form of the tangent stiffness
matrix in Eq. (2.215). This means the adjoint equations solve with transposed form of the tangent
stiffness matrices at equilibrium in the deformation analysis. However, if KT (n+1η) is symmetric,
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the transpose operation is unnecessary, and the same tangent stiffness matrix at equilibrium
during the deformation analysis can be utilized.
3.3 Geometrically exact shear-deformable shell structures
3.3.1 Configuration design velocity field
We present a continuum-based analytical DSA formulation for shell configuration design. It
is assumed that the director vector is always normal to the neutral surface in the initial
configuration. Thus, in this work, the initial director orientation is determined by a neutral surface
configuration design. Let τ≥ 0 denote a time-like parameter that controls a design variation, and
hereafter, a subscript τ represents a quantity evaluated at a perturbed design. It is assumed that
the parametric domain Ā and the parametric coordinates ξ1 and ξ2 of a material point does not
have design dependence. The perturbed neutral surface position can be expressed using a design
velocity vector V(ξ1,ξ2) and the parameter τ as
ϕ0τ(ξ
1,ξ2) =ϕ0(ξ1,ξ2)+τV(ξ1,ξ2), (3.147)






τ=0 = ϕ̇0(ξ1,ξ2). (3.148)
Taking the material derivative of Eq. (2.221) and using Eq. (3.147), the material derivative of the
current neutral axis position can be decomposed into
n+1ϕ̇(ξ1,ξ2) = V(ξ1,ξ2)+n+1ż. (3.149)






We denote the material derivative of (•) by an upper dot (••) or a superscript dot (•)• . The
superscript (n + 1) represents quantities at final equilibrium configuration in deformation
analysis. Taking the material derivative of the orthogonality relation ΛLΛL T = I, we have
Λ̇LΛL
T ≡ Θ̂∗L ∈ so(3), (3.151)
followed by
Λ̇L = Θ̂∗LΛL . (3.152)
At a clamped boundary, it is apparent that n+1z = n+1zτ = 0 and n+1ΛL = n+1ΛLτ = I. Thus, it can
be easily verified that n+1ż = 0 and n+1Λ̇L = 03×3 at the clamped boundary, which yields that Θ∗L
satisfies the homogenous boundary condition. Therefore, we state that n+1η∗ ≡ (n+1ż,Θ∗L ) ∈ Z̄ .
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3.3.1.1 Material derivatives of strain measures
For the sake of taking material derivatives of strain measures including a differentiated quantity
(•),α, we use the transformation of Eq. (2.224). By taking the material derivative of the








From Eqs. (2.225) and (3.154), we obtain
{
(•),α
}• = (••),α− J−1αγ J̇γδ(•),δ. (3.155)
The material derivatives of the strain measures are derived by applying Eq. (3.155) together with
Eqs. (3.149) and (3.148) as
n+1Ėα = n+1ΛLT
(n+1ż,α+n+1ϕ,α×Θ∗L)+{n+1ΛLT (V,α− J−1αγ J̇γδn+1ϕ,δ)− (jα)•}
≡ Eα(n+1η; n+1η∗)+E′αV (n+1η), (3.156)
and
n+1 ˙̂Kα = n+1ΛLT Θ̂∗L,αn+1ΛL − J−1αγ J̇γδn+1K̂δ. (3.157)
Using the fact that ΛLT Θ̂
∗
L,αΛL = 6ΛLT Θ∗L,α, the dual vector ˙̂Kα can be obtained by
K̇α =ΛLT Θ∗L,α− J−1αγ J̇γδKδ ≡

Kβ(η; η̇)+K′βV (η). (3.158)
















Taking the material derivative of the virtual strain in Eq. (2.235), and applying Eq. (3.155) with Eqs.



































3.3.2 Direct differentiation method
The material derivative of the initial surface Jacobian of Eq. (2.260) is derived using Eq. (3.148) as
˙̃J = (V,ξ1 ×G2 +G1 ×V,ξ2) · j3. (3.161)
Since ˙̄η ∈ Z̄ , the following identity from Eq. (2.248) holds.
aγ(n+1η, ˙̄η) = ( ˙̄η). (3.162)
Taking the material derivatives of both sides of Eq. (2.248) and substituting Eqs. (3.159)-(3.161),
and using Eq. (3.162), followed by some algebraic manipulations, we have the following sensitivity
equation: For a given n+1η≡ (n+1z, n+1ΛL), find n+1η∗ ≡ (n+1ż,Θ∗L ) ∈ Z̄ such that







∈ Z̄ , (3.163)

















































z̄ ·next + Θ̄×mext
) ˙̃Jdξ1dξ2. (3.165)
As Eq. (3.163) directly solves for n+1η∗ ≡ (n+1ż,Θ∗L ), it is called the direct differentiation method.
It is noted that if Θ∗L is determined, then
n+1Λ̇ can be directly computed from Eq. (3.152). It is
apparent that in the sensitivity equation of Eq. (3.163), the same tangent stiffness operator as
used in Eq. (2.249) is utilized with different right hand side.
3.3.3 Adjoint variable method
3.3.3.1 Displacement at a specific position
For brevity we denote a parametric position of material point by ξ≡ [ξ1,ξ2]T ∈ R2. A displacement






where n+1zi denotes the i -th component of the displacement vector n+1z, and δ(•) denotes the




n+1 żi (ξ)δ(ξ−ξ∗)dξ1dξ2. (3.167)
In Eq. (3.162), substituting variables, η∗ → λ̄ and η̄ → λ since each pair of them belongs to the
same function space Z̄ , we have the following.
aγ∗(n+1η;λ,λ̄) = ′V (n+1η;λ)−a′V (n+1η;λ). (3.168)
Changing variables n+1 żi → λ̄i in the implicit dependence term of Eq. (3.167) since they belong
to the same function space, and equating to the energy form of Eq. (3.162), we have the following




λ̄i (ξ)δ(ξ−ξ∗)dξ1dξ2, ∀λ̄ ∈ Z̄ . (3.169)
The right hand side of Eq. (3.169) is interpreted as a unit force acting on the position ξ = ξ∗.




n+1 żi (ξ)δ(ξ−ξ∗)dξ1dξ2. (3.170)
Similarly, Eq. (3.163) may be evaluated at η̄=λ ∈ Z̄ to obtain
aγ∗(n+1η;λ, n+1η∗) = ′V (n+1η;λ)−aγV
′
(n+1η;λ). (3.171)
Using the equivalence of Eqs. (3.170) and (3.171), we can substitute the right-hand side of Eq.
(3.167) with the explicit design dependence terms as
ψ̇1 = ′V (n+1η;λ)−aγV
′
(n+1η;λ). (3.172)
3.4 Adjoint DSA of elastic wave propagation in periodic
structures
In this research, we perform a simple eigenvalue sensitivity analysis for a generalized Hermitian
eigenvalue problem given in section 2.6.1.1.
3.4.1 Configuration DSA of simple eigenvalues
Eq. (2.273) can be rewritten for a response η̃ ≡ (z̃(s), θ̃(s)) within a unit cell satisfying the Bloch
periodic boundary condition, as
a(μ; η̃, ¯̃η) = ζd(μ; η̃, ¯̃η), ∀ ¯̃η ∈ Z̄, μ ∈ ΓI B Z , (3.173)
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where ζ ≡ ω2 and Z̄ defines the complex space of kinematically admissible virtual responses.
ΓI B Z denotes a perimeter of irreducible Brillouin zone (IBZ). The following sesquilinear forms
are defined
a(μ; η̃, ¯̃η) = ζd(μ; η̃, ¯̃η), ∀ ¯̃η ∈ Z̄, μ ∈ ΓI B Z , (3.174)
and









Assuming that the translational periodicity and unit cell dimension does not have design
dependences, taking the material derivative of both sides of Eq. (3.173) and rearranging terms
gives {
a(μ; ˙̃η, ¯̃η)+a′V (μ; η̃, ¯̃η)
= ζ{d(μ; ˙̃η, ¯̃η)+d ′V (μ; η̃, ¯̃η)}+ ζ̇d(μ; η̃, ¯̃η) , ∀ ¯̃η ∈ Z̄ ,μ ∈ ΓI B Z . (3.176)
Evaluating Eq. (3.176) at ¯̃η = η̃, as they belong to the same function space Z̄, and using the
normalization condition of d(μ; η̃, η̃) = 1, we have
ζ̇= a′V (μ; η̃, η̃)−ζd ′V (μ; η̃, η̃). (3.177)
The explicit design dependence terms of the strain energy and kinetic energy forms are





l i nV (η̃)
H CFΓl i n(η̃)+Ω′l i nV (η̃)H CMΩl i n(η̃)
+Γl i n(η̃)H CFΓ′l i nV (η̃)+Ωl i n(η̃)H CMΩ′l i nV (η̃)
+{Γl i n(η̃)H CFΓl i n(η̃)+Ωl i n(η̃)H CMΩl i n(η̃)}∇s ·V
⎤⎥⎦d s. (3.178)
and




z̃H Aρ z̃+ θ̃H Iρθ̃
)
∇s ·Vd s, (3.179)
where ∇s ·V ≡ V,s · j1, and the following is used.{
Γl i n(η̃)
}• =ΛT0 (˙̃z,s − ˙̃θ× j1)+{ΛT0 (−z̃,s∇s ·V− θ̃× j•1)+eJ j•J )T Λ0Γl i n}




}• =Λ0T ˙̃θ,s +{Λ0T (−θ̃,s∇s ·V)+eJ j•J T Λ0Ωl i n}≡Ωl i n( ˙̃η)+Ω′l i nV (η). (3.181)
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3.4.2 Sizing DSA of simple eigenvalues
A beam cross-section thickness distribution is continuously paramterized using Eq. (3.93).
Similar to Eq. (3.177), the sizing design sensitivity of eigenvalue can be evaluated by
ζ′ = a′δu(μ; η̃, η̃)−ζd ′δu(μ; η̃, η̃). (3.182)
The explicit design dependence terms of the strain and kinetic energy forms are



















′z̃+ ¯̃θH Iρ ′θ̃
)
d s, (3.184)
where the partial derivatives of the constitutive matrices and the cross-section properties can be
evaluated using ∂A/∂hK and ∂I /∂hK in Eq. (3.97).
3.5 Computation of design velocity on curved domain
The basic concept of free-form deformation (FFD) states that an object which we wish to deform
is imagined to be embedded in a pliable solid, and then deformations of the surrounding
solid get through to the embedded object. In this paper, the surrounding solid before and
after deformations are designated as initial and target parent domains, respectively. There are
four main steps in the FFD method [60]. First, we construct an initial parent domain where
objects to be deformed are embedded. Second, we determine the parametric coordinates of the
embedded object points. For the initial parent domain of generally curved shape or non-uniform
parametrization, a point inversion problem needs to be solved using Newton-Raphson method
to find the parametric coordinates [60]. However, for the initial parent domain of parallelepiped
region with uniform parametrization, the parametric coordinates can be easily determined by
a simple algebra [98]. Third, the initial parent domain is deformed into a target parent one by
substituting the initial control points with the control points of target parent domain. The original
FFD formulation proposed by Sederberg and Parry [98] employed Bernstein polynomials in the
parameterization of parent domain. Lamousin and Waggenspack [60] presented a NURBS-based
FFD (NFFD). In the NFFD, the variation of basis function order, non-uniform parametrization,
rational formulation, and control point weighting are exploited, which yields the enhanced
control of deformation. Fourth, the effect of deformation on the embedded object is evaluated.
Basis functions are evaluated at the parametric positions determined in the second step using
the given basis function order and a set of knots. The obtained basis functions are combined with
the given control net of the target parent domain to compute the new positions of embedded
object points. Even though this processe of FFD provides a geometry of lattice structure exactly
on the target parent domain, the FFD has a substantial limitation of no analytical expression [60].
To determine the corresponding control net describing the geometry, an additional process is
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required.
A problem of finding a change of control net position to result in a desired geometry change can
be treated as an inverse problem, expressed by a system of linear equations where the unknown
is the control net position [44]. This equation could have multiple solutions or no solution. The
pseudoinverse of the system matrix enables to find the best solution, in the least square sense, to
the equations [44]. However, the singular value decomposition to find the pseudoinverse matrix
requires large computational costs. Also, if a patch-wise manner to find the least square solution
is used, inter-patch C 0-continuity is not able to be assured without any special treatment. Thus,
in this paper, we employ the global curve interpolation method [91] to determine the control
point positions that satisfy a given system of linear equations. The FFD method enables to obtain
the desired positions of the lattice structure embedded in the target parent domain at discrete
points, which can be used to construct a system of linear equations with unknown control
point positions. The system matrix is composed of basis function values at the selected discrete
points. Then, by solving the system of linear equations the positions of control points can be
determined. However, it should be clear that the determined control net does not guarantee to
represent geometry exactly on the target domain, but to enforce the geometry pass through the
selected discrete points. In other words, there might be a deviation from the target domain, in
modeling of lattice structures. This deviation is called as modeling error and can be effectively
reduced by increasing the geometry degrees of freedom, i.e., increasing the number of control
points (h-refinement) or increasing the basis function order (p-refinement). Our main idea of the
design velocity computation comes from the fact that the global curve interpolation gives us an
analytical expression of the control net position of the lattice structure embedded in target parent
domain. By taking the material derivative of this analytical expression, we can identify the design
velocity coefficients at control points, and significantly, it should be clear that this design velocity
field is an exact differentiation of the constructed analysis model, regardless of the modeling error
mentioned before. In this paper, the developed design velocity field computation scheme is verified
by comparison with finite differences.
3.5.1 Free-form deformation and global curve interpolation
We explain the procedure to obtain the geometric information of lattice structures in a target
domain. First, through the four steps of the aforementioned FFD procedure, the position
of discrete points in the lattice structure can be obtained in the target parent domain (Fig.
3.6: middle), which is utilized to construct a system of linear equations to determine the
corresponding control net. Second, the position of control net is determined by solving the system
of linear equations, which is a global curve interpolation (Fig. 3.6: right). Noting that (̃•) and (•)0
are respectively used for the quantities in the parent and the initial domains, the geometry of a








Figure 3.6: Geometric information of embedded lattice structure
where W̃ I (ξ̃, η̃) is the I th NURBS basis function, and ξ̃ and η̃ are parametric coordinates. B̃
0
I is
the I th control point position. m denotes the number of control points. Also, the geometry of the







where X0 denotes a point of the embedded object. WJ and B0J are the corresponding NURBS
basis function and control point, respectively. n and ξ denote the number of control points, and
the parametric coordinate, respectively. It should be noted that, as illustrated in Fig. 3.6, this
embedded object always belongs to the initial parent domain, i.e., X0 ∈ Ω̃0. By substituting B̃0I




W̃ I (ξ̃, η̃)B̃I (3.187)
where X̃ ∈ Ω̃ ⊂ R2 denote a point in the target parent domain. As the initial parent domain is
considered to have always a rectangular shape and uniform parametrization, the parametric
position (ξ̃,η̃) corresponding to the parametric position ξ can be easily determined as
ξ̃(ξ) = X 01 (ξ)/b
η̃(ξ) = X 02 (ξ)/h
}
, (3.188)
where X0 = [X 01 , X 02 ,0]T , and b and h are the width and the height of the initial parent domain,
respectively, as shown in Fig. 3.6. Then, the geometry of the embedded lattice in the target
domain, by the FFD process, is obtained as
X(ξ) ≡ X̃(ξ̃(ξ), η̃(ξ)). (3.189)
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The parametric position (ξ̃L , η̃L) corresponding to the L-th discrete point at parametric position
ξ= ξcL can be determined, from Eq. (3.188), as
ξ̃L = X 01 (ξcL)/b
η̃L = X 02 (ξcL)/h
}
,L = 1 ∼ n. (3.190)
The position ξcL is determined by using the Greville abscissae which is a moving average of the
knots [38]. Then, by evaluating Eq. (3.187) at the parametric position (ξ̃L , η̃L) of Eq. (3.190), the
discrete point position in the target domain can be expressed as
X̃(ξ̃L , η̃L) =
m∑
I=1
W̃ I (ξ̃L , η̃L)B̃I = X(ξcL) (3.191)
where L = 1 ∼ n. In order to determine the control net of lattice in the target domain, we construct
the following system of linear equations, by combining Eq. (3.191) and the expression of lattice





L)BI = X(ξcL),L = 1 ∼ n. (3.192)
In matrix form, ⎡⎢⎢⎣
















where I denotes the identity matrix. Eq. (3.193) can be constructed for each patch of the NURBS
curve. Through the typical assembly process, a global equation can be constructed as
Ng Bg = Xg . (3.194)
The matrix Bg of Eq. (3.194) represents the global assembly of the control point positions of the
whole NURBS patches, which is determined by solving Eq. (3.194). As the NURBS basis function
is not affected by the optimization process, the factorized system matrix of Eq. (3.194) can be
saved and utilized again during the whole optimization process. The geometry of each patch, by




WI (ξ)B̄I . (3.195)
We note that the reconstructed lattice structure geometry X∗ could have a deviation from the
target one X(ξ) of Eq. (3.189), and a measure of the deviation is defined as follows.
ε(ξ) ≡ ∥∥X∗(ξ)−X(ξ)∥∥ , (3.196)
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which is designated as “modeling error”. In section 4.5, through a suitable numerical example,
we verify that this modeling error can be significantly reduced by increasing the modeling degree
of freedom of the lattice structure through h- or p-refinement. Also, it should be noted that the
C 0 inter-patch continuity of the given lattice structure in the initial parent domain is inherited
by the reconstructed geometry of the lattice structure in the target parent domain. Hereafter, we
designate the mapping F of the initial lattice X0 to the one X∗ in the target parent domain, i.e.,
F : X0 → X∗, as indicated in Fig. 3.6.
3.5.2 Computation of design velocity field
Lattice structures embedded in a curved domain inherently have a nonlinear constraint in their
configuration design space. As shown in Fig. 3.7, there is an admissible design space illustrated
as a hypersurface C in 3-D space. Each point on the hypersurface C represents an admissible
design that satisfies the nonlinear constraint. For n design step and the corresponding design
Dn , a tangent space TDn C is spanned by the design velocity field. A design change vector (blue
arrow) in Fig. 3.7 always lies on the tangent space TDn C . It should be noted that the design velocity
field should be updated after a design change, since the nonlinear constraint of configuration
design has different tangent with respect to design. Once a design change vector is determined,
the additional mapping F : X0 → X∗ yields the updated design that satisfies the configuration
design constraint.
Figure 3.7: Geometric interpretation of admissible design space
















where τdenotes a design parameter and V0I ≡ Ḃ
0
I is the given design velocity coefficient. The upper
dot (•) denotes the material derivative. As we consider the initial parent domain as planar one,
V 03 = 0 where V0 = [V 01 ,V 02 ,V 03 ]T . Then, using Eq. (3.197), the material derivative of discrete point
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at parametric position ξ= ξcL of Eq. (3.190) can be obtained as
˙̃ξL =V 01 (ξcL)/b
˙̃ηL =V 02 (ξcL)/h
}
,L = 1 ∼ n. (3.198)
In this paper, as a position of control points is considered as a design variable, a NURBS basis
function does not have any design dependence. Taking the material derivative of Eq. (3.194) gives
the following expression.
Ng Ḃg = Ẋg . (3.199)
Ẋg is obtained through a typical assembly procedure of Ẋ(ξ̃L) (L = 1 ∼ n) for each patch calculated
by taking the material derivative of Eq. (3.191), considering the fact that the specified target parent






˙̃ξL +W̃ I ,η̃ ˙̃ηL
)
B̃I (3.200)
where W̃I ≡ W̃I (ξ̃, η̃), and L = 1 ∼ n. (•),ξ̃ and (•),η̃ denote the differentiation with respect to
the parametric coordinates ξ̃ and η̃, respectively. Eqs. (3.194) and (3.199) have the same system
matrix, thus, the factorized system matrix in the solution process of Eq. (3.194) can be utilized
again in solving Eq. (3.199). Finally, by taking the material derivative of Eq. (3.195), the design








WI (ξ) ˙̄BI =
n∑
I=1
WI (ξ)VI , (3.201)
where VI ≡ ˙̄BI denotes the design velocity coefficient at each control point. The overall procedure
of design update and design velocity computation is summarized in Table 3.2.
Table 3.2: Procedure of design update and design velocity computation
(a) Update the design of lattice structure embedded in the initial parent
domain, using the given design velocity field V0.
(b) Calculate the parametric position (ξ̃L , η̃L) of discrete points of the
embedded lattice structure by using Eq. (3.188).
(c) Construct a system of linear equations of Eq. (3.194), and determine the
control point positions of the lattice structure embedded in target parent
domain by solving Eq. (3.194).
(d) If DSA is required, calculate design velocity coefficients by solving Eq.
(3.199) using Eqs. (3.198), and (3.200), and then evaluate the velocity
using Eq. (3.201).
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3.6 Explicit parameterization of initial orthonormal frame
We describe the SR method of explicit parameterization of initial orthonormal frame for a circular
cross-section model using a unit tangent vector and a reference orthonormal basis. This method
was employed by Meier et al. [78] to construct orthonormal frames of Kirchhoff rods in the FEA
context. In this paper, within the IGA context, we detail procedures of determining reference
orthonormal basis for two cases; first, a general spatial curve model, and second, an embedded
curve on a smooth surface. It is noted that a notation ji (ξ) (i = 1,2,3) is often used instead of
ji (s(ξ)) for brief expressions.
3.6.1 Smallest rotation (SR) method
For a C 1-continuous curve, a unit tangent vector j1(ξ) is uniquely defined at a given parametric











two base vectors of orthonormal frame can be determined by
















,k = 2,3, (3.202)
where sk (•,∗) denotes a smallest rotation operation, which can be interpreted as a rotation of a
given reference basis (*) such that the first reference vector (jr e f1 ) is rotated to a given vector (•)
with rotation angle minimized [78]. This operation is termed “SR mapping”. We define a reference
basis for each knot span, from which an initial orthonormal basis at an arbitrary point within the





jk (ξ) = sk
(
j1(ξ),
(i )jr e f123
)
,k = 2,3, for ξ ∈Ξi , (3.203)
where (i )jr e f123 ≡
{
(i )jr e f1 ,
(i )jr e f2 ,
(i )jr e f3
}
denotes a set of reference basis for the i -th knot span. For the
whole ne knot spans of a given NURBS patch, reference basis (i )jr e f123 are defined at the parametric
position (i )ξ of each knot span Ξi following a sequential procedure as
(i )jr e f1 ≡ j1((i )ξ), and (i )j
r e f
k (ξ) = sk
(
j1(
(i )ξ), (i−1)jr e f123
)
,k = 2,3, (3.204)
where i = 1∼ne, and (0)jr e f123 ≡
{
(0)jr e f1 ,
(0)jr e f2 ,
(0)jr e f3
}
can be determined by (0)jr e f1 ≡ j1((1)ξ) and⎧⎨⎩
(0)jr e f2 = (0)j
r e f
1 ×e1/
∥∥∥(0)jr e f1 ×e1∥∥∥ , if ∥∥(0)jref1 ×e1∥∥ = 0
(0)jr e f2 = (0)j
r e f
1 ×e2/
∥∥∥(0)jr e f1 ×e2∥∥∥ , otherwise , (3.205)
and






Figure 3.8: Determination of reference orthonormal basis for each knot span
Fig. 3.8 schematically illustrates the reference basis of each knot span, and Table 3.3 summarizes
the overall procedure of constructing initial orthonormal frames. It is observed that j2(ξ) and j3(ξ)
Table 3.3: A procedure of determining initial orthonormal frame by the SR method
1. Determine (0)jr e f123 by
(0)jr e f1 ≡ j1((1)ξ) and Eqs. (3.205) and (3.206).
2. Sequentially determine a reference orthonormal basis of each knot span by Eq. (3.204).
3. Calculate j2(ξ) and j3(ξ) at an arbitrary point using Eq. (3.203).
are not defined by Eq. (3.202) if jr e f1 and j1(ξ) are antiparallel to each other. This singularity may
arise from two sources; first, in the second or third step of the procedure of Table 3.3, if a knot span
has a large curvature so that a tangent vector within the knot span becomes antiparallel to the
reference tangent vector. Meier et al. [78] discussed that this case of singularity poses a restriction
on the level of spatial discretization, and the maximal segment of a single element is limited by a
semi-circle; however, in a practical level of spatial discretization, such a large curvature of single
element will not be encountered. Second, since (0)jr e f2 and
(0)jr e f3 may not be continuous at a
specific configuration satisfying
∥∥∥(0)jr e f1 ×e1∥∥∥ = 0, we determine (0)jr e f123 prior to the optimization
and fix it; in other words, it is assumed that (0)jr e f123 does not have a design dependence during
optimization in order to avoid non-differentiability in DSA process. Thus, if a large design change




to be antiparallel. This case of singularity poses a restriction on the amount of design change such
that rotation angle π and its odd multiples should be avoided at a starting parametric position of
NURBS patch ((1)ξ). In order to circumvent this restriction, it is required to suitably update the
reference basis (0)jr e f123 during the optimization process. However, in this paper, we assume that
such a large design change does not occur, and proceed with (0)jr e f123 without design dependence
during optimizations. We term this approach as the curve framing “method #1” for convenience.
Assuming that a perturbed design also has C 1-regularity, j(1ξ) can be expressed in terms of given
design velocity field by taking the material derivative of j1 ≡ϕ0,s using Eqs. (3.111) and (3.107) as
j•1(ξ) = V,s −ϕ0,s∇s ·V. (3.207)
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The material derivative of Eq. (3.202) is derived as
j•k (ξ) = j
r e f •
k −
1





jr e f •k
T








jr e f •1
T






















r e f •
123
)
,k = 2,3. (3.208)
Then, we obtain the material derivative of initial orthonormal basis at an arbitrary point as
j•k (ξ) = s•k
(
j1(ξ),
(i )jr e f123 ; j
•
1(ξ),
(i )jr e f •123
)
,k = 2,3, for ξ ∈Ξi , (3.209)
where (i )jr e f •123 ≡
{
(i )jr e f •1 ,
(i )jr e f •2 ,
(i )jr e f •3
}
denotes a set of material derivatives of SR reference
orthonormal base vectors for the i -th knot span. We have the following sequential calculation
for each knot span as
(i )jr e f •1 ≡ j•1((i )ξ), and (i )j
r e f •
k (ξ) = s•k
(
j1(
(i )ξ), (i−1)jr e f123 ; j
•
1(
(i )ξ), (i−1)jr e f •123
)
,k = 2,3, (3.210)
where i = 1∼ne, and it is noted that (0)jr e f •1 = (0)j
r e f •
2 = (0)j
r e f •
3 = 0, as we assume (0)j
r e f
123 is
calculated at an original design and has no design dependence during optimizations. Table
3.4 summarizes the overall procedure of calculating material derivatives of initial orthonormal
frames.
Table 3.4: A procedure of calculating material derivatives of initial orthonormal frames
1. Sequentially calculate the material derivative of each reference orthonormal basis by Eq.
(3.210), where j•1(
(i )ξ) is calculated by Eq. (3.207), and (0)jr e f •1 = (0)j
r e f •
2 = (0)j
r e f •
3 = 0 is
assumed.
2. Calculate the material derivatives j2(ξ) and j3(ξ) at an arbitrary point by using Eq. (3.209).
3.6.2 Reference orthonormal frame by surface convected basis
We present a method of using a surface convected basis to obtain a reference orthonormal frame
for surface embedded curves. A reference orthonormal basis jr e f123 (ξ) ≡
{







defined at an arbitrary point of curve, in contrast to the previous case (method #1) where it was
defined for each knot span. By taking partial differentiations of a surface geometry X̃ ≡ X̃(ξ̃, η̃) of
Eq. (3.187) with respect to parametric coordinates ξ̃ and η̃, we obtain surface convected basis X̃,ξ̃
and X̃,η̃. Then, we define the third reference vector j
r e f
3 (ξ) by the cross-product of two convected
base vectors as
jr e f3 (ξ) ≡
X̃,ξ̃× X̃,η̃∥∥∥X̃,ξ̃× X̃,η̃∥∥∥ . (3.211)
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The first reference base vector is defined as a unit tangent to the target parent domain along the
direction of parametric coordinate ξ of an embedded curve
jr e f1 (ξ) ≡
∂X̃/∂ξ∥∥∂X̃/∂ξ∥∥ , (3.212)













The second reference base vector can be simply determined as





Then, after calculating j1(ξ), we finally calculate the other two base vectors using the SR mapping
of Eq. (3.202) as






,k = 2,3. (3.215)
We term this approach of selecting reference orthonormal basis as the curve framing “method #2”
for convenience. Applying the material derivative to Eq. (3.212) by the formula of Eq. (3.125) gives
jr e f •1 (ξ) =




and ∂ ˙̃X/∂ξ can be explicitly expressed in terms of the given design velocity field V0 = V0(ξ) of Eq.
(3.197) using Eqs. (3.213) and (3.198) as
∂
∂ξ

























Also, we obtain the following using the formula of Eq. (3.125).
jr e f •3 (ξ) =



















The material derivative of the second reference vector is
jr e f •2 (ξ) ≡ j






r e f •
1 (ξ). (3.219)
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Finally, after calculating j•1(ξ) using Eq. (3.207), the material derivatives of the other two base
vectors are determined by using Eq. (3.208) as







r e f •
123 (ξ)
)




4.1 Investigation of invariant locking-free formulations
4.1.1 Self-straining in curved beam models
We demonstrate self-straining phenomenon and its elimination by employing the invariant
formulation presented in section 2.2.
We consider two curved beam models; model #1 and model #2. The geometry of model #1 is
described by cubic B-spline basis functions and four control points, as shown in Figure 4.1a.
The vertical coordinates (H) of control points B and C are altered to investigate the dependence
of non-invariance on the initial geometry. Figure 4.1b shows the norm of vector a in Eq. (2.30)
for two cases; H=0.125 and H=1 over the half of the parametric domain (0 ≤ ξ < 0.5) due to the
symmetry of the curve about the mid-point (ξ = 0.5), where a = 0 due to the point symmetry.
It shows that a does not vanish in the domain. In other words, the membrane and shear strains
are generated during rigid body motions. Figure 4.1c shows that the L2 norm of a increases as
we increase H, which indicates that self-straining gets worse as the initial curvature variation of
domain increases.
Model #2 is constructed as a straight geometry with quadratic B-spline basis functions and
uniform knot distribution. Then, 6 control points in the middle of the beam are vertically
moved to the positions A(0.0025), B(0.0075), C(0.05), D(0.05), E(0.0075), and F(0.0025), where the
numbers in the parentheses represent Y-coordinates as shown in Figure 4.2a.
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(a) Model description (b) Distribution of ‖a‖ (c) ‖a‖L2 for increasing H
Figure 4.1: Non-invariance of model #1
(a) Model description (b) Translation (prescribed force)
(c) Translation (prescribed displacement) (d) Rotation
Figure 4.2: Inability of model #2 to represent rigid body motions due to self-straining
To verify self-straining of model #2 using the formulation D#1, three loading conditions
(concentrated force F=100, displacement d=0.05) are imposed for rigid body translation (Figure
4.2b and 4.2c) and the infinitesimal rigid body rotation (Figure 4.2d). Three Gauss integration
points (full integration) are used for each element. Even though no essential boundary conditions
are imposed, spurious constraints restrict rigid body motions due to self-straining in the middle
region of large curvature. For the same problems, the formulation D#2 results in singular stiffness
matrices properly. In the following section, it is shown that these self-straining phenomena have
significant influence on the accuracy of response analysis.
4.1.2 Errors in displacement field due to self-straining
For both of the models #1 and #2, pure bending problems are considered with a clamped
boundary condition and a sinusoidal loading of distributed moment as follows:











where s and L are the arc-length coordinate and the length of the beam, respectively. E=210GPa
and I = bh3/12 are the Young’s modulus and the second moment of inertia, respectively. b=0.01
and h are respectively the width and thickness of beam, and Poisson’s ratio is set to be zero. In
this paper, two locking-free formulations are considered; the selective reduced integration (SRI)
[1] and the B̄ projection method [15]. Also, the effect of replacing the strain field discretization
with D#2 is investigated. The exact solution of rotation angle for this problem is derived in Adam
et al. [1] as Eq. (D.1), which involves the arc-length coordinate s. We further extend the exact
solution to the exact solution of the first order derivatives of global displacements, which is
followed by retrieving the global displacement field through numerical integration of Eq. (D.5).
As the arc-length coordinate s is also calculated by the numerical integration, the obtained
reference solutions for both of displacement and rotation are not exact. However, we calculate
these numerical integrations using enough number of elements and Gauss integration points, so
that the solutions are denominated as precise solutions. Detailed expressions for the reference
solutions can be found in Appendix.
Consider the model #1 of cantilever with the vertical coordinate H=1 and thickness h=0.01 as
shown in Figure 4.3a. Figure 4.3b illustrates the deformed configurations of the 5 elements
cantilever beam under two different formulations D#1 and D#2, combined with the SRI.
(a) Problem description (b) Deformation (SRI)
Figure 4.3: Response analysis of model #1 (H=1)
The result of formulation D#1 is significantly deteriorated, compared with that of formulation
D#2. Figure 4.4 shows the dependence of L2 error of responses on the vertical coordinate H.
As increasing the H, the error of displacement obtained by the formulation D#1 significantly
increases, which is mainly due to the numerical instability caused by self-straining. It is noted
that, since the approximated bending strain measure is invariant, the rotation angle is not
affected by self-straining and shows good agreement with the precise solution even if the
formulation D#1 is used.
113
(a) X-directional displacement (b) Y-directional displacement (c) Rotation
Figure 4.4: Dependence on vertical coordinate H
Figure 4.5a shows that the L2 norm of vector a reduces according to h-refinement, as mentioned
in Observation 2. The spurious strain energy generated in the rigid body motions reduces as
the mesh is refined. However, the non-invariance still persists and consequently yields overall
poor accuracy of the displacement field. Figures 4.5b and 4.5c present the convergence of
displacements. The invariant formulation D#2 gives much more accurate results than D#1 for
both SRI and B̄ projection method.
(a) Self-straining (b) X-directional displacement (c) Y-directional displacement
Figure 4.5: Displacement comparison in discretization methods (D#1 and D#2)
To investigate the effect of higher-order discretization on self-straining, we consider the single
element cantilever of model #1 with the vertical coordinate H=1 and thickness h=0.01 as shown
in Figure 4.3a. For three different orders of basis function, Figure 4.6a shows the norm of the vector
a in Eq. (2.30) over the half of the parametric domain (0 ≤ ξ < 0.5) due to the point symmetry of
the curve about the mid-point (ξ = 0.5) where a = 0. As shown in Figure 4.7a, the self-straining
is still persisting in the higher order discretization, which implies that the p-refinement does not
effectively reduce the numerical instability. Consequently, compared with the results of D#2 using
cubic basis function (Light blue) in Figures 4.7b and 4.7c, the displacement field obtained by
D#1 is significantly deteriorated with oscillations, even employing quartic (Green) and quintic
(Orange) basis functions.
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(a) Self-straining (b) X-directional displacement (c) Y-directional displacement
Figure 4.6: Comparison of displacement fields
Consider the model #2 of cantilever model with the number of elements NE and thickness
h=0.01, as shown in Figure 4.7a. Figures 4.7b and 4.7c illustrate the deformed configurations
obtained by the formulations D#1 and D#2, combined with the SRI. The displacement field
obtained by the D#1 undergoes severe oscillations from the position where the abrupt change
of curvature occurs, as shown in Figure 4.7b. As the mesh is refined, the amplitude of oscillations
is significantly reduced. This can be explained by the reduction of self-straining due to the h-
refinement (Observation 2). However, compared with the results of D#2 using coarse mesh shown
in Figure 4.7c, it is apparent that the persisting oscillations in the refined model significantly
deteriorate the quality of responses.
(a) Problem description (b) Deformation (SRI, D#1) (c) Deformation (SRI, D#2)
Figure 4.7: Comparison of configuration
Figure 4.8 shows the global displacement fields using the SRI combined with the formulations
D#1 and D#2. The displacement fields using the D#1 exhibit serious oscillations persisting even
in the refined model, even though the overall accuracy is improved. The rotation angle is always
accurate regardless of discretization method, due to the invariance of the approximated bending
strain measure.
115
(a) X-direction (b) Y-direction (c) Rotation
Figure 4.8: Comparison of displacement and rotation fields
Figure 4.9 shows the comparison of strain fields, where the vertical dotted lines represent the
element boundaries. We notice that several discontinuities appear in the strain fields using the
D#1, due to the discontinuity of initial curvature. In both formulations of D#1 and D#2, the
vanishing points of membrane and shear strains coincide with the position of integration points
in the SRI [1]. However, it is obvious that the amplitude of strains in the D#1 is much larger
than that of the D#2. This is mainly due to the numerical instability triggered by self-straining
around the region of large curvature and its propagation due to the higher order continuity of
displacement field. The bending strain is accurate, regardless of discretization method, due to its
invariance property.
(a) Membrane (b) Shear (c) Bending
Figure 4.9: Comparison of strain fields
4.1.3 Comparison with the conventional locking-free formulations
We compare the accuracy of results obtained from the conventional (D#1) and invariant (D#2)
locking-free formulations (SRI and B̄ projection method). Consider again the model #2 whose
initial length is L=1.02, with the distributed moment loading and clamped boundary condition,
as described in Figure 4.7a. 20 elements with uniform knot distribution are used. Figure 10 shows
the change of the relative L2 error of responses as we increase the slenderness ratio (L/h). If
the full integration (3 integration points for each element) is used in the formulation D#1, the
deformation (Green) vanishes even for small slenderness ratio. This is due to self-straining of the
membrane and shear strains which absorb the major part of the strain energy, especially in the
region of large curvature. If the invariant formulation D#2 is employed, the accuracy of responses
(Orange) in small slenderness ratio is significantly improved but deteriorated due to membrane
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and shear locking troubles as the slenderness ratio increases. To alleviate these locking troubles,
the SRI [1] and the B̄ projection method [15] are employed.
Figure 4.10: Comparison of relative L2 errors in model #2
As shown in Figure 4.10, although locking-free formulations combined with D#1 eliminate
the dependence of solution on the slenderness ratio, the accuracy (Purple, Blue) is still not
satisfactory. This inaccuracy stems from the severe numerical instability triggered by self-
straining, as illustrated in Figures 7 and 8. As the invariant formulation D#2 is employed, the
self-straining problem is resolved and the accuracy of responses is significantly improved in all
the slenderness ratios (Light blue, Red).
Figure 4.11 illustrates the deformed configurations obtained from D#1 and D#2 using the full
integration, for the case of slenderness ratio L/h=10.2. As shown in the curved region of Figure
4.11a, the beam seems to be constrained by the spurious constraint that restricts the deformation
of beam to be very small.
(a) Formulation D#1 (b) Invariant formulation D#2
Figure 4.11: Comparison of deformed configurations
Table 4.1 presents the strain energy of each deformation mode and its ratio to the total strain
energy in the curved region (0.4 ≤ X ≤ 0.6). In the result of D#1, the membrane and shear strain
energy constitutes a half of total strain energy, which is mainly due to the spurious membrane
and shear strains generated by self-straining that appears as a serious spurious constraint in the
curved region. This trouble is fully resolved through the invariant formulation D#2, as shown in
Figure 4.11b. Table 4.1 shows that the beam model nearly recovers the pure bending nature.
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Table 4.1: Comparison of contribution in total strain energy
Formulation D#1
Etot al Emembr ane Eshear Ebendi ng
1.93E+04 2.83E+03 7.17E+03 9.29E+03
Ratio (%) 100 14.65 37.17 48.17
Invariant formulation D#2
Etot al Emembr ane Eshear Ebendi ng
4.48E+04 1.03E+03 4.59E+02 4.33E+04
Ratio (%) 100 2.31 1.03 96.67
4.2 Configuration DSA of Kirchhoff beam structures
Through numerical examples, we verify the superiority of isogeometric analysis in terms of per-
degree-of-freedom (DOF) accuracy of deformation analysis and DSA in comparison with cubic
FEA results. In the cubic FEA, C 1-continuous Hermite polynomial is employed as basis functions.
The element length parameter in the Hermite polynomial is calculated using a closed form
expression presented in [3]. The nodal position and tangential vectors are constructed from CAD
model. To ensure the C 1-continuity of responses, the cubic FEA based on Hermite interpolation
employs the additional DOFs, α1 and α2 in Eq. (3.52), associated with rotations. This increases
the size of stiffness matrix and consequently makes the computation inefficient. On the contrary,
the IGA uses only the displacement DOFs. Along with the inherent advantages of exact geometry
and higher order continuity, the IGA yields superior per-DOF accuracy to the FEA results in both
deformation analysis and the DSA.
The design velocity field can be expressed by the perturbation of control points for the IGA
whereas it should be generated from the mesh data of original and perturbed designs for the FEA.
In the displacement-based formulation, a clamped boundary condition is implemented by fixing
first two control points from the clamped ends so that the slopes at the ends are fixed. For the
purpose of convergence tests, uniform h-refinements are carried out for the IGA and the FEA. In
the case of IGA, through k-refinement, it turns out that the increase of the order of basis function
and the degrees of smoothness significantly improves the accuracy.
4.2.1 Pure bending of clamped beam
This example handles the shape design variation that undergoes no change in the local
coordinate system. We consider the pure bending of clamped beams with two different initial
configurations; straight and semi-circular models, whose exact solutions are available. The exact










where M is an applied end moment and L is the initial length of the beam. In both of the
initially straight and the curved beam models, the bending rigidity is EI=175. For the numerical
integration of each element, four Gauss integration points are used for both of cubic IGA and FEA,
and five Gauss integration points for quartic IGA.
Straight beam
A straight beam of unit length (L=1) is subjected to a concentrated end moment M. An applied
moment, M=2nπEI, will force the rod to wind around itself n-times. For example, the exact
deformed configurations are a semi-circle and a fully closed circle for n=0.5 and n=1, respectively.
Cross section has squared shape and thickness is h=0.01. Figure 4.12a shows the deformed
configurations at various load steps, obtained using quartic NURBS basis functions and 148
DOFs. Figure 4.12b shows the shape design variation of initial beam length, and the perturbation
amount is δL = 10−3.
Figure 4.13 shows the convergence test results of deformation analysis and DSA. The cubic IGA
shows much more accurate and fast convergent result than the cubic FEA. Furthermore, when the
order of basis function is increased to quartic through k-refinement in the isogeometric methods,
















(b) Shape design variation
Figure 4.12: Design variation of straight beam
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(a) Deformation analysis (b) Design sensitivity analysis
Figure 4.13: Convergence tests for straight beam model
Initially curved beam
A curved beam of semi-circular arc is subjected to a concentrated end moment M. An applied
moment (M=-0.4nEI) enforces the beam to be wound around itself n-times. For n = 0.5, 1, and
1.5, the exact solutions are a straight line, a semi-circle, and a fully closed circle, respectively. As
shown in Figure 4.14a, the semi-circular arc model is constructed using two NURBS patches. Γ∗
is the junction between the patches, where C 1-continuity (junction case 2) condition is weakly
imposed. In the other region except the junction, the continuity is C 2 for cubic IGA and C 3
for quartic IGA. Figure 4.14a shows deformed configurations at various load steps, obtained
using quartic NURBS basis functions and 156 DOFs. Figure 4.14b shows the design variation by
changing the position of center and the radius of circle (δ= 2×10−3) such that the circular shape















(a) Deformed configurations (b) Shape design variation
Figure 4.14: Semi-circular beam model
Figure 4.15 shows the results of deformation analysis and DSA. Even though the continuity
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of isogeometric method is reduced due to the presence of the multi-patch junction, the
isogeometric method shows much more accurate and fast convergent solutions than the FEA.
Furthermore, when the order of basis function in the isogeometric methods is increased to
quartic, the convergence rate becomes significantly improved as shown in Figure 4.15. This
example of rod winding many times illustrates the capability of GEBT-based Jaumann strain
formulation to handle both large displacements and finite strains. Similar numerical results are
found in Marino [73] employing the GEBT.
(a) Deformation analysis (b) Design sensitivity analysis






























(b) Configuration design variation
Figure 4.16: Two-bar frame structure
4.2.2 Two-bar frame: conservative loading
This example includes both shape and orientation design variations. Since the initial and
perturbed design components have linear geometry, the design variation can be easily
decomposed into shape and orientation variations. We consider a two-bar frame structure
consisting of members 1 and 2, as shown in Figure 4.16a, subjected to a concentrated conservative
load at the junction Γ∗. The base vectors are not continuous at the junction Γ∗ so that C 0-
continuity (junction case 1) condition is imposed at the junction Γ∗ in both FEA and IGA models.
Figure 4.16a shows deformed configurations for various load steps, obtained using quartic IGA
with 402 DOFs. Figure 4.16b shows the design variation of two-bar frame structure such that
the member 1 changes in its shape and orientation whereas the member 2 in its shape only.
The amounts of design perturbation are δ1 = 0.1,δ2 = 0.16,δ3 = 0.2 and the straight geometry
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is maintained after the variations.
Since a conservative load is considered and the local coordinates of member 1 changes due to the
orientation design variation, the force vector component of member 1 has design dependence.
For the member 2 subjected to only shape design variation, the force vector component is
independent of the design. In this problem, the design velocity field can be exactly expressed
even for the FEA-based DSA. Figure 4.17 shows the results of deformation analysis and DSA for
vertical displacement at the junction Γ∗. The cubic IGA (deformation analysis and DSA) shows
better accuracy than the cubic FEA. Also, in case the order of basis function in the IGA methods
is increased to quartic, the convergence rate is improved.
(a) Deformation analysis (b) Design sensitivity analysis
Figure 4.17: Convergence tests for displacement at junction
Table 4.2: Verification of design sensitivity
Cubic IGA
DOFs ẑ2 ˙̂z2(a) ẑ2τ− ẑ2(b) (a)/(b)
50 -0.3091 5.0613E-03 5.0246E-03 1.0073
94 -0.2913 5.2553E-03 5.2183E-03 1.0071
174 -0.2840 5.3348E-03 5.2977E-03 1.0070
334 -0.2803 5.3745E-03 5.3374E-03 1.0070
Quartic IGA
DOFs ẑ2 ˙̂z2(c) ẑ2τ− ẑ2(d) (c)/(d)
50 -0.3000 5.1233E-03 5.1602E-03 1.0072
98 -0.2860 5.2755E-03 5.3126E-03 1.0070
178 -0.2813 5.3263E-03 5.3635E-03 1.0070
402 -0.2786 5.3559E-03 5.3930E-03 1.0069
For the vertical displacement in the IGA, Table 4.2 compares the analytical design sensitivity
obtained by the direct differentiation method (DDM) with the finite difference sensitivity. The
agreements are excellent for all the selected DOFs. On the other hand, for the sensitivity of vertical
displacement in the FEA, there are significant errors without considering the design dependence
of basis functions as shown in Table 4.3, where the column (a*) denotes the analytical sensitivity
with no dependence of basis functions on design.
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Table 4.3: Effect of design dependence in Hermite basis function
DOFs ẑ2 ˙̂z2(a) ˙̂z2(a*) ẑ2τ− ẑ2(b) (a)/(b) (a*)/(b)
50 -0.3226 4.9153E-03 5.6113E-03 4.8787E-03 1.0075 1.1502
106 -0.2958 5.2059E-03 5.4977E-03 5.1690E-03 1.0071 1.0636
250 -0.2843 5.3309E-03 5.4479E-03 5.2938E-03 1.0070 1.0291
410 -0.2812 5.3643E-03 5.4346E-03 5.3271E-03 1.0070 1.0202
4.2.3 Curved beam: non-conservative load
This example includes a curved geometry and the configuration design, i.e. coupled shape and
orientation variations. The whole domain consists of parts 1 and 2. Pressure loading (p = 1000n)
is applied only in part 1. Figure 4.18a shows the analysis results obtained by quartic IGA with
96 DOFs. In the IGA model, two patches are used to apply the pressure loading only in part
1. C 1-continuity (junction case 2) condition is imposed at the junction Γ∗. Figure 4.18b shows
the design variations, keeping G2-continuity. The perturbation amount of control points is δ =
















(a) Deformed configurations (b) Configuration design variation
Figure 4.18: Curved beam under non-conservative load
For the curved beam model (IGA: 100 DOFs, FEA: 404 DOFs) in Figure 4.19, the accuracy of
analytical sensitivity for the vertical displacement is verified with finite difference sensitivity
(FDM), as increasing the perturbation amount (α). As shown in Figure 4.19b, the sensitivity using
the cubic FEA is nonlinear with respect to the design perturbation. This is due to the fact that the
design velocity field in the FEA model is approximated by the design velocity of nodal tangential
vector. Also, the perturbation amount in the FEA should be small to obtain accurate sensitivity.
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(a) Cubic IGA (b) Cubic FEA
Figure 4.19: Agreement of DDM and FDM sensitivities
(a) Deformation analysis (b) Design sensitivity analysis
Figure 4.20: Convergence tests for curved beam model
Table 4.4: Effect of design dependence in Hermite basis functions
DOFs ẑ2 ˙̂z2(a) ˙̂z2(a*) ẑ2τ− ẑ2(b) (a)/(b) (a*)/(b)
124 -2.0376 5.3233E-07 1.3101E-06 5.3221E-07 1.0002 2.4616
204 -2.0426 4.7335E-07 8.8579E-07 4.7301E-07 1.0007 1.8727
300 -2.0432 4.6932E-07 8.5970E-07 4.6853E-07 1.0017 1.8349
404 -2.0434 4.6879E-07 8.5632E-07 4.6732E-07 1.0031 1.8324
In Figure 4.20, using the FEA and the IGA, the accuracy in the deformation analysis and the DSA
are compared as increasing the DOFs. As aforementioned, the perturbation amount is set to be
very small, α = 10−4 to obtain sufficiently accurate results in the FEA. Figure 4.20a shows the
convergence test for the vertical displacement at the tip and Figure 4.20b does for the sensitivity
of vertical displacement. The results of IGA are much better than those of FEA even though less
number of DOFs are used in the IGA methods, which implies that the IGA-based methods are
more appropriate for the models of curved geometry in both deformation and design sensitivity
analyses. The quartic NURBS model obtained from k-refinement shows significantly improved
convergence rate.
Next, the design dependence of basis function in the FEA is investigated. For the case of very
small perturbation (α= 10−4), we compare two cases of design dependence and no dependence
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of basis function as shown in Table 4.4. The column (a*) denotes the analytical sensitivity with no
dependence of basis functions on design. The effect of design dependence in basis functions is
much more significant in the curved beam than the linear beam in section 4.2.2. The reason is
that the effect of additional fictitious load term becomes bigger due to the initial curvature and
the deformation-dependent loading condition.
4.2.4 Shape memory polymer-based self-unwinding beam
Simulation
A straight beam of length L = 10 and square cross-section with thickness h = 0.2 is subjected
to a concentrated end moment M . 10 uniform knot spans of cubic B-spline are used for the
discretization, and the temperature step size is selected as ΔT = 0.1(K ). As illustrated in Fig.
4.21a, an applied end moment, M = 0.01nπE a I , will enforce the rod to be wound around itself
into a full circle at the final equilibrium configuration (n=20). n denotes the load step number.
Fig. 4.21b shows that a cooling process with the applied moment fixed results in a slight further
deformation (blue), and subsequent unloading process results in a spring-back (pink). It should
be noted that the “unloading” means removal of the applied moment loading not the clamped
boundary condition which is maintained during whole shape memory and recovery process.
Then, increasing temperature yields unwinding of the beam due to shape recovery, as depicted
in Fig. 4.21c. It is notable that the shape recovery drastically occurs around the glass transition
temperature Tg = 343K of the SMP material.
Design sensitivity analysis
To verify the developed DSA method considering the stored strain sensitivity, the sensitivity of
displacement from initial configuration is calculated during the shape recovery process and
compared with finite difference sensitivity. The displacement sensitivity is calculated at the tip
indicated in Fig. 4.21a at several specified temperatures. A shape design variation, illustrated in
Fig. 4.22, is considered. δ represents a perturbation amount of initial beam length.
Tables 4.5 and 4.6 show the results of design sensitivity verification. In the calculation of finite
difference sensitivity, the perturbation amount is selected as δ = 10−3. The analytic sensitivity
agrees very well with the finite difference sensitivity. The displacements at T = 358K are almost
equal to zero, which implies that the shape of beam is recovered to the original shape.
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(a) Pre-deformation (b) Cooling and spring-back
(c) Shape recovery by heating





Figure 4.22: Shape design variation
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Table 4.5: Verification of displacement sensitivity
Temp.
(K )
Original displacement Finite difference Analytic sensitivity Agreement(%)
z1 z1 (a) ż1 (b) (b)/(a)
320 -1.0191E+01 -2.3304E-02 -2.3336E-02 100.14
325 -1.0321E+01 -3.4744E-02 -3.4800E-02 100.16
330 -1.0595E+01 -7.8394E-02 -7.8493E-02 100.13
335 -1.1203E+01 -2.6781E-01 -2.6799E-01 100.07
340 -1.2140E+01 -1.0609E+00 -1.0612E+00 100.02
345 -8.6202E+00 -1.9131E+00 -1.9131E+00 100.00
350 -6.8159E-01 -1.9749E-01 -1.9747E-01 99.99
358 -4.0320E-13 -2.3893E-13 -2.1251E-13 88.94
Table 4.6: Verification of displacement sensitivity
Temp.
(K )
Original displacement Finite difference Analytic sensitivity Agreement(%)
z1 z1 (a) ż1 (b) (b)/(a)
320 1.1192E-02 -1.1547E-01 -1.1577E-01 100.26
325 3.1617E-02 -1.9253E-01 -1.9282E-01 100.15
330 1.0837E-01 -3.4805E-01 -3.4832E-01 100.08
335 4.6137E-01 -6.6048E-01 -6.6068E-01 100.03
340 2.2692E+00 -9.8496E-01 -9.8495E-01 100.00
345 6.9811E+00 3.8363E-01 3.8375E-01 100.03
350 3.0863E+00 5.9329E-01 5.9326E-01 100.00
358 1.9199E-06 3.8210E-07 3.8208E-07 100.00
4.3 Configuration DSA of shear-deformable beam structures
4.3.1 Twisting of a circular ring by prescribed rotation
This is a benchmark example undergoing very large displacements and rotations. Fig. 4.23a
shows the problem description. Consider a circular ring with radius R = 20 is exposed to the
two prescribed rotation angles θ1 = [θ,0,0]T at the material point with initial coordinate [R,0,0]T
and Y - and Z -displacements constrained, and θ2 = [−θ,0,0]T at the immovable material point
with initial coordinate [−R,0,0]T . A rectangular cross-section has width b = 1/3 and height h = 1
(I2 ≈ 3.086 × 10−3 and I3 ≈ 2.778 × 10−2), and a polar moment of inertia Ip = 9.753 × 10−3.
Young’s modulus of E = 21× 106 and Poisson’s ratio of ν = 0.3. The prescribed rotation angle is
increased from θ = 0◦ to θ = 180◦ in 180 load steps with uniform increments. Two, three, and
four Gauss integration points are respectively used for numerical integrations in quadratic, cubic,
and quartic IGA. Fig. 4.23b shows the deformed configurations at selected four load steps. It was
addressed that the analytical solution for this problem is a planar circular ring with radius R/3 in
[78], and we perform a convergence test using a L2 error norm of deformed radius, as shown in
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Fig. 4.24. At all degrees of basis functions we obtain monotonic convergences.
A design variable is selected as the radius of circle R. Table 4.7 shows the verification of the
adjoint sensitivity of X - and Y -displacements at the point A indicated in Fig. 4.23a. It is shown
that the finite difference sensitivity approaches to the analytical ones as the perturbation amount
decreases.
(a) Problem description (b) Deformations
Figure 4.23: Twist of a circular ring model
Figure 4.24: Twist of a circular ring model
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4.3.2 Twisted tower model
We verify the developed adjoint DSA method in a non-conservative loading condition. For the
purpose of investigation of symmetry property of tangent operator exploited in solving the
adjoint equation, we additionally implement a displacement loading condition. We consider
a twisted tower model initially constructed by a rhombic lattice structure of Fig. 4.25a and is
mapped to a smooth cylindrical surface of Fig. 4.25b. A rectangular domain with width b = 4 and
height h = 10 shown in Fig. 4.25a is selected as an initial parent domain. A target parent domain
shown in Fig. 4.25b consists of four cubic B-spline surfaces. Through the aforementioned FFD and
global curve interpolation procedure, a lattice structure shown in Fig. 4.25c is obtained, and it has
a circular cross-section of radius 0.1. We compare initial orthonormal frames by the SR method
(a) Design variables (b) Target parent domain (c) Twisted tower
Figure 4.25: Geometric modeling of a twisted tower model
with two different kinds of reference orthonormal basis respectively by the method #1 and #2.
Fig. 4.26a and 4.26b(R) illustrate the initial orthonormal frames at several selected points by the
method #1 and #2, respectively. The method #1 leads to abrupt changes of directions of vectors j2
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and j3 at the top members, due to the determination of (0)j
r e f
2 by a cross-product of global base
vectors in Eq. (3.205). On the contrary, the method #2 employing the reference basis from surface
convected basis illustrated in Fig. 4.26b(L) shows a smooth parameterization.
Two kinds of loadings on the top members are considered; a prescribed displacement in
vertical direction and a pressure load. Figs. 4.27a and 4.27b show the problem description and
deformed configurations, where a prescribed Z -displacement d =−0.6n and a pressure load with
magnitude p = 0.16n are applied, respectively, and n denotes the load increment number. Total
ten and five uniform load increments are used for the former and latter loading cases, respectively.
A pressure load vector of Eq. (2.199) on the top members are defined as ñp ≡−pa2, and the vector
a2 is, in the undeformed configuration, the same with j2 which is directed to Z -direction. Through
a k-refinement process, quartic B-spline basis functions with uniform 20 knot spans are used for
spatial discretization, and four Gauss integration points are utilized to numerical integration.
Table 4.8 shows the verification of the design sensitivity of total strain energy for the prescribed
displacement loading condition, where the tangent operator is symmetric at equilibrium
configuration; hence, the same tangent stiffness matrix at the equilibrium configuration can be
utilized to solve the adjoint equation. However, in case of the pressure load, due to the load
stiffness, the tangent operator is asymmetric at equilibrium. Thus, the tangent stiffness matrix
needs to be transposed in adjoint equation, which is verified by the result of Table 4.9. In both
loading cases, selected design perturbation amount for each design variable is 10−4 for finite
difference sensitivity calculation.
(a) Curve framing method#1 (b) Curve framing method#2
Figure 4.26: Comparison of constructed initial orthonormal basis by method#1 and #2
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(a) Prescribed displacement at the top (b) Pressure load at the top
Figure 4.27: Deformations of twisted tower model
Table 4.8: Design sensitivity verification for the case of prescribed displacement









2 -9.6681E-03 -9.6970E-03 99.70
3 6.0073E-02 6.0047E-02 100.04
4 -1.1335E-02 -1.1400E-02 99.43
5 8.0050E-02 8.0033E-02 100.02
6 -1.6919E-01 -1.6921E-01 99.99
7 2.5360E-02 2.5308E-02 100.20























-5.7720E-02 -7.1227E-02 -7.1150E-02 81.12 100.11
2 1.2411E-02 7.7970E-02 7.7995E-02 15.91 99.97
3 -7.7287E-01 -1.4689E-01 -1.4686E-01 526.26 100.02
4 1.6266E-02 6.6668E-03 6.7869E-03 239.66 98.23
5 -6.0638E-01 -1.6401E+00 -1.6401E+00 36.97 100.00
6 1.0123E+00 4.9473E-02 4.9446E-02 2047.35 100.05
7 -4.8892E-02 2.9988E-02 3.0036E-02 -162.78 99.84
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4.3.3 Hexagonal honeycomb lattice structure under pressure load
Here we consider a hexagonal honeycomb structure embedded in a planar circular domain on
the X Y -plane, where only a quarter model is considered by exploiting a symmetric boundary
condition. Fig. 4.28a shows a hexagonal honeycomb structure modeled by linear B-spline curves
in a rectangular domain with width b = 240 and height h = 80, where the red-colored one
indicates a selected unit cell due to a translational periodicity. We define 9 design variables of
changes of control point positions in the unit cell as depicted in Fig. 4.28b.
A target parent domain is selected as a quarter circular domain with inner radius Ri = 20 and
outer radius Ro = 40 as depicted by a gray region in Fig. 4.29a, and through the FFD and global
curve interpolation procedure, a constrained lattice structure is modeled, as shown in Fig. 4.29a,
where the indicated unit cell corresponds to the one in the initial parent domain, and is the
minimal repeating unit by a rotational periodicity. We employ two kinds of loading directions
of pressure on the inner circular boundary; first, an in-plane direction with magnitude p = 400n
(ñp ≡ pa2) and second, the out-of-plane direction with magnitude p = 4n (ñp ≡ pa3), where n
denotes the load increment number, and total 15 and 100 load steps are used respectively for
the first and second load cases. For the second case, we fix outer circular boundary, and for both
cases, symmetric boundary conditions are enforced at the lateral boundary points. Fig. 4.29b and
4.29c show the deformations and plots of displacement magnitudes, obtained by using quartic B-
spline basis functions with 20 uniform knot spans per patch. Fig. 4.33 shows the results of strain
energy convergence tests for both load cases, where monotonic convergences are observed.
We verify adjoint configuration design sensitivities of the total strain energy for selected three
design variables d1, d2, and d3, by comparison with finite difference ones in Table 4.10. An
excellent agreement is obtained. We also perform a configuration design optimization for the
in-plane pressure load case for maximizing structural stiffness through minimizing total strain
energy under volume constraint, which can be stated as: Find a set of design variables d ≡ {di }
such that





ΓT N+ΩT M)d s, (4.4)
subject to V (d) ≡
∫
Ω
Ad s ≤Vf V0, (4.5)
d l oweri ≤ di ≤ d
upper
i , (4.6)
where V0 and Vf respectively denotes the initial volume and the allowable volume fraction
selected as Vf = 0.9999, and the side constraints of design variables are d l oweri =−3 and d
upper
i =
3. Fig. 4.31a shows the optimal configuration design of the unit cell in the initial parent domain
and corresponding lattice structure in the target parent domain. Fig. 4.31b shows that the overall
deformation significantly decreases, compared with that of the original design in Fig. 4.29b. Fig.
4.32a and 4.32b show the optimization history of total strain energy and volume ratio to initial
one. The total strain energy shows monotonic decreases and convergence within a few iterations,
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and the volume of optimal design is almost the same as the initial one, and to be more concretely,
the optimal design volume is 1.3718×102, slightly smaller than the original one 1.3719×102.
(a) Initial parent domain (b) Design variables of the unit cell
Figure 4.28: Geometric modeling and design variables in initial parent domain
(a) Target parent domain (b) In-plane deformation (c) Out-of-plane deformation
Figure 4.29: Deformation of hexagonal honeycomb structure
(a) In-plane pressure load (b) Out-of-plane pressure load
Figure 4.30: Deformation of hexagonal honeycomb structure in circular domain
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2 -8.3792E+04 -8.3793E+04 100.00






2 1.9715E+02 1.9716E+02 99.99
3 -1.2586E+01 -1.2598E+01 99.91
(a) Optimal design (b) Deformation
Figure 4.31: Deformation of optimal design
(a) Objective function (b) Volume ratio
Figure 4.32: Optimization history
4.3.4 Auxetic lattice structure
We architect a three-dimensional auxetic structures having nearly constant negative Poisson’s
ratio during large tensile deformations. Fig. 4.33a shows an original design of a unit cell of a
periodic structure with translational periodicity. A circular cross-section with diameter 0.8 is
considered, and the unit cell is inscribed by a cube whose boundary faces are indicated in Fig.
4.33a by green-, blue-, and red-colored planes respectively perpendicular to X -, Y -, and Z -axes,
and overall dimension is 20 × 20 × 20 as illustrated in 4.33b. It is noted that we often replace
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the notations X , Y , and Z with X1, X2, and X3 for brief expression, and we term each set of
boundary faces facing to each other as Xi (+) and Xi (−) which are respectively located at positive
and negative Xi -axis (i = 1,2,3). Young’s modulus and Poisson’s ratio of bulk material are chosen
as E = 848.3 and ν= 0.3458.
(a) Original design (b) Plane view
Figure 4.33: Original design description
We employ a periodic boundary condition to model an infinitely periodic lattice structure,
following the method presented in Wang et al. [107]. We introduce notations (ui , vi , wi ) and
(u0i , v0i , w0i ) for the Xi -directional displacement components of material points on the Xi (+)
and Xi (−) faces (i = 1,2,3), respectively. In order to depict the translational periodicity, for the
three pairs of Xi (+) and Xi (−) faces (i = 1,2,3), the following kinematic boundary conditions are
imposed.
u3 = u03, v3 = v03, w03 = 0, and w3 is prescribed, (4.7)
u01 = 0, v1 = v01, w1 = w01, and u1 is free, (4.8)
and
u2 = u02, v02 = 0, w2 = w02, and v2 is free, (4.9)
and the rotations at the material points on the whole boundary faces are constrained. An effective
(secant) Poisson’s ratio due to lateral Xk -displacement (k = 1,2) under the Z -directional loading






















where uci denotes the Xi -displacement at the center of unit cell, obtained by averaging Xi -
displacements at the eight junctions, and εi ≡ uci /Li0 defines the Xi -directional nominal strain.
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Li0 (i = 1,2,3) denotes the initial overall dimension of unit cell in Xi -direction, and our model has
L10 = L20 = L30 = 20. We select total 8 configuration design variables described in detail in appendix
F.2.1. An optimization problem to achieve a target effective Poisson’s ratio ν∗ =−0.4 within a given




{∣∣ν31(ε0i )−ν∗∣∣2 + ∣∣ν32(ε0i )−ν∗∣∣2}, (4.11)





κ f (ξ)/κ fU
}2 −1] Jc (ξ)dξ, j = 1∼ne, (4.12)
and
d l oweri ≤ di ≤ d
upper
i , (4.13)
where ε0i represents the applied nominal strain level, and we divide total 10% applied strain
into 10 uniform increments, i .e., i = 1∼10. The side constraints are selected as d l oweri = −4 and
d upperi = 4. Eq. (4.12) represents curvature constraints, introduced to avoid self-intersection of
ligaments, and k f (ξ) represents the Frenet curvature calculated as{
n ≡ j1,s/
∥∥j1,s∥∥ and κ f = j1,s ·n,





where n denotes a Frenet normal vector. Ξi denotes the i -th knot span among total ne knot spans
for a given patch. Li denotes a length of a curve segment (Ωi ) corresponding to i -th knot span,








Due to the rotational symmetry of design parameterization explained in F.2.1 we impose
curvature constraints to one of the six ligaments attached to a junction in the one-eight model
of unit cell. We select an upper bound value κ fU = 1. We note that Nagy et al. [80] presented
a similar form of finite set of curvature constraints for a planar beam model, where each
constraint was assigned to a control point through a corresponding basis function. Eq. (4.12)
differs from their expression in terms of knot span-wise evaluation, normalization by an element
length, and generalization to spatial curves. We present a design sensitivity expression of the
curvature constraint of Eq. (4.12) in E.1. Fig. 4.34 shows the optimal design, where more rounded
shape around junctions is obtained. Fig. 4.35a compares changes of Poisson’s ratios during
deformations, and the optimal design shows nearly constant negative Poisson’s ratio, in contrast
to the result of original design having significant decrease in magnitude of Poisson’s ratio.
Fig. 4.35b shows the history of the objective function during the optimization processes. It
is noticeable that the objective function monotonically decreases and converges within a few
iterations.
For verifying auxetic behaviors of the optimal design, we perform an uniaxial tension simulation
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for the 3 × 3 × 3 assemblies of architected unit cell shown in Fig. 4.36a where top and bottom
surfaces are depicted to explain the kinematic boundary conditions. On the top surface, Z -
displacement is prescribed and all rotational DOFs are constrained. On the bottom surface, Z -
displacement and all rotational DOFs are constrained. Lateral displacements, i .e., X - and Y -
displacements are free on both of the top and bottom surfaces. Figs. 4.36b and 4.36c illustrate
deformed configurations with X - and Y -displacement plots, respectively. An auxetic behavior
that the structure expands in lateral directions due to Z -directional tension is apparent.
Figure 4.34: Plot of optimal design in four different views
(a) Change of Poisson’s ratio (b) Optimization history
Figure 4.35: Design optimization result
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(a) 3×3×3 array of unit cells (b) X -displacement plot (c) Y -displacement plot
Figure 4.36: Tensile deformation analysis of 3×3×3 array of unit cells
4.4 Configuration DSA of shear-deformable shell structures
4.4.1 Cantilever plate under end moment
Fig. 4.37 illustrates a plate clamped at one end and subjected to two kinds of loading condition at
the other end; moment about Y -axis and Z -directional shear force. In this problem, the material
properties are chosen as E = 1.2×106 and ν = 0. We select the initial length L = 12, width w = 1
and thickness h = 0.1. Under the moment load, the cantilever becomes circular arc with radius R
(a) Bending moment (b) Shear force
Figure 4.37: Cantilever plate under end load
given by the formula R = E I /M from which the exact solution of X - and Z -displacements at the
end (point A) are respectively derived to be [103]












We apply the end moment M = πE I /3 at which the beam will wind twice itself, and total 40
uniform load steps are utilized, i.e., M = nπ/120 for nth load step. We use an isogeometric
discretization using cubic B-spline basis functions with 20 uniform knot spans in longitudinal
direction and single knot span in transversal direction with a full integration of 4 × 4 Gauss
integration points for each knot span. Figs. 4.38a and 4.38b respectively show the beam winding
due to end moment and comparison of calculated displacement components with the exact
solution of Eq. (4.17) where an excellent agreement is found. Fig. 4.38a shows a vertical large
deflection due to end shear force and Fig. 4.38b compares the computed tip displacement
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components with the reference solution given by Sze et al. [103].
(a) Deformation (b) Comparison with exact solution
Figure 4.38: Deformation due to end moment load
(a) Deformation (b) Comparison with exact solution
Figure 4.39: Deformation due to end shear force
The initial length of the plate (L) is selected as a shape design variable. Table 4.11 compares
the design sensitivity of displacement components using the adjoint method with the finite
difference sensitivity by a perturbation amount 0.1% of the original length. In all the comparisons,
excellent agreements are found. In the moment load case, the exact sensitivity of displacement















Thus, the exact sensitivity is U̇A = ẆA = 0. In Fig. 4.40, we observe the convergence of calculated
displacement components and their design sensitivity to the exact solutions as increasing
discretization level.
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(a) Displacement components (b) Design sensitivity
Figure 4.40: Convergence of displacement components and their design sensitivity
(a) Problem description (b) Deformation
Figure 4.41: Pullout of an open-ended cylindrical shell
4.4.2 Pullout of an open-ended cylindrical shell
Fig. 4.41a shows an open-ended cylinder being pulled by a pair of radial forces. The cylindrical
shell has a radius R = 4.953, and a length L = 10.35, and thickness h = 0.094. Material properties
are Poisson’s ratio ν= 0.3125 and Young’s modulus E = 10.5×106. Force magnitude F = 4×104 is
applied in 80 uniform load increments. Owing to symmetry condition, we perform DSA using a
one-eighth model depicted by blue-color in Fig. 4.41a. Fig. 4.41b shows a deformation of the full
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model calculated by IGA using cubic B-spline basis function with 10×10 uniform knot elements
and 5×5 Gauss points for numerical integrations. Fig. 4.42 compares displacements at several
selected points A, B, and C indicated in Fig. 4.41a with those presented in [103]. Fig. 4.42 compares
the solution by quartic IGA with 10×10 uniform knot elements with the reference solution. The
circle and solid line in Fig. 4.42 indicate solutions by the reference and quartic IGA, respectively.
Quartic IGA result agrees very well with the reference solution in the large deformation range.
Figure 4.42: Pullout of cylindrical shell: verification by the reference solution
Figure 4.43: Pullout of cylindrical shell: two design perturbations
Fig. 4.43 shows two kinds of configuration design perturbations. Table 4.12 shows the excellent
agreement of the analytic sensitivities using the direct differentiation method (DDM) with the
finite difference ones by 0.1% of the perturbation amount illustrated in Fig. 4.43.
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Z-dir. -2.8826E+02 -2.8865E+02 99.87
4.4.3 Pinched semi-cylindrical shell
Fig. 4.44a shows the semi-cylindrical shell subjected to an end pinching force in radial direction
at the middle of the free-end circumferential edge with the other edge clamped. Along the
longitudinal edges, the vertical deflection and the rotation about the Y -axis are restricted.
Material parameters are the Young’s modulus E = 2.0685 × 103 and Poisson’s ratio ν = 0.3.
Thickness is h = 3, and cylinder has a length L = 304.8 and circumferential radius R = 101.6. Fig.
4.44b shows the deformed configuration calculated by using the quartic NURBSS basis function
with uniform 20 knot elements in each of the parametric coordinate directions. We compare
the deflection at the loaded point with that of the reference solution in [103]. An isogeometric
discretization using the quartic NURBS basis function with uniform 20×20 knot elements is used,
and Fig. 4.45a shows the load-deflection curves where excellent agreements with the reference
solution is found. Fig. 5(4.45b) shows the monotonic convergence of the total strain energy.
For the verification of analytical DSA using the direct differentiation method (DDM), the same two
design perturbations with the previous example (Fig. 4.43) are considered. Table 4.13 compares
the analytic sensitivity with finite difference one by 0.1% perturbation, and both are calculated
by quartic NURBS basis functions with 80 uniform knot spans along each of two parametric
coordinate directions. The analytic sensitivities agree very well with the finite difference ones.
(a) Problem description (b) Deformation




Figure 4.45: Pinched semi-cylinder: verification of solution accuracy and convergence














Z-dir. 8.4340E+02 8.4320E+02 100.02
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4.4.4 Hinged cylindrical isotropic roof with beam stiffeners
Fig. 4.46 shows the hinged semi-cylindrical roof subjected to a vertical force at center. The overall
structural dimension parameters are selected as R = 2,540mm, L = 254mm, and θ = 0.1rad.
The shell thickness is h = 12.7mm. We consider a beam stiffener aligned as depicted by red-
colored lines in Fig. 4.46, and the beam has a square cross-section with the thickness h = 12.7mm.
Material properties are selected as Young’s modulus E = 3,102(MPa) and Poisson’s ratio ν = 0.3.
This problem has been shown to undergoes a snapping behavior, and it is solved in this work by
using the arc-length method presented by [29, 37]. In order to prescribe a specific maximum force
Pmax = 3,000N , we combine the arc-length method with a load control method in a way that the
solution procedure by the arc-length method is changed to the load control if load level reaches
within a specified range from the maximum force.
Figure 4.46: Hinged cylindrical roof under central force
We model the shell structure using four cubic NURBS patches with 5 × 5 knot elements for
each patch and the stiffeners are located along edges of the patches. Fig. 4.47 compares the
vertical deflections in the stiffened and unstiffened structures. As expected, the stiffened one has
smaller deflection at central region than the unstiffened one. Fig. 4.48 shows load-displacement
curves and the result of unstiffened structure is compared with the reference solution obtained
in [103] where an excellent agreement is found. It is shown that the stiffened structure has
higher load level for the same deflection amount due to higher stiffness compared with the
unstiffened one. We consider two design variables; length L and radius of curvature R. Table
4.14 and 4.15 verify the adjoint sensitivity of vertical displacement at the loaded point for both
of the stiffened and unstiffened structures. As decreasing the design perturbation amount finite
difference sensitivities approaches to analytic ones.
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Figure 4.47: Comparison of vertical deflections in stiffened and unstiffened structures
Figure 4.48: Comparison of load-displacement curves
Table 4.14: Stiffened shell structure: verification of design sensitivity
Design Perturbation Vertical Adjoint Finite difference Agreement















Table 4.15: Unstiffened shell structure: verification of design sensitivity
Design Perturbation Vertical Adjoint Finite difference Agreement














4.5 Configuration design of constrained structure on curved
domains
In this section, the developed scheme of design velocity computation and the accuracy
of configuration DSA are verified through numerical examples. Also, configuration design
optimizations are performed. The material constants are chosen as E = 210× 109, ν = 0.3, and
k1 = k2 = 5/6. A circular cross-section with radius r = 0.05, I2 = I3 = πr 4/4, and J = I2 + I3 are
considered.
4.5.1 Lattice structure on spherical surface
Fig. 4.49a shows an initial parent domain with b = h = 3 and embedded lattice structure which is
represented by 24 linear B-spline patches. 3 design variables are defined considering symmetrical
design variation about X = 1.5 axis.
(a) Initial domain and design variables (b) Target domain and problem description
Figure 4.49: Lattice structure on spherical surface
Using the k-refinement capability of the IGA method, we construct a refined model for the
response and design sensitivity analyses, which consists of 10 uniform knot spans of cubic B-
spline for each patch. This refined model in the initial parent domain is mapped into the target
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domain which is a quarter of hemispherical surface, as shown in Fig. 4.49b. We note that the blue
colored lines in Fig. 4.49b represent the lattice structures, modeled by the Timoshenko beams.
Two points are fixed as kinematic boundary conditions, and the Z -directional distributed force
of f̄z =−1000N /m is applied at the top members (Z = 0.9) of the lattice structure.
Verification of design velocity field and sensitivity
For each of the three design variables, illustrated in Fig. 4.49a, design velocity fields in the initial
parent domain are shown in Fig. 4.50.
(a) Design variable#1(d1) (b) Design variable#2(d2) (c) Design variable#3(d3)
Figure 4.50: Given design velocity field for each design variable
Using the developed computation scheme, the design velocity field for each design variable is
calculated at the initial design, as shown in Fig. 4.51. As mentioned before, in the target parent
domain, the design velocity field should be updated after the design change.
(a) Design variable#1(d1) (b) Design variable#2(d2) (c) Design variable#3(d3)
Figure 4.51: Computed design velocity field for each design variable
At the points of A, B , and C in Fig. 4.49b, the design velocity vectors V̂ = [V̂1,V̂2,V̂3]T for the design
variables d1, d2, and d3 are compared with finite difference ones, where perturbation amount is
selected as d1 = d2 = d3 = 10−3. Table 4.16 shows the verification results. The computed design
velocity agrees very well with the finite difference. As the third design variable d3 does not change
the Z -coordinate of point C , both the finite difference and the computed design velocity have
zero values up to machine precision. Also, we verify the design sensitivity of the displacement
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and rotation components for each of three design variables at point C by comparison with the
finite differences. Table 4.17 shows that the analytic design sensitivity using the computed design
velocity field agrees very well with the finite difference sensitivity.
Table 4.16: Verification of design velocity







A(d1) 1.1950E-01 6.6999E-02 3.5427E-01 1.1944E-01 6.6965E-02 3.5429E-01 99.95 99.95 100.01
B(d2) 2.2611E-01 1.2677E-01 2.7762E-01 2.2607E-01 1.2675E-01 2.7767E-01 99.98 99.98 100.02
C(d3) -1.1547E-01 2.0608E-01 0.0000E+00 -1.1553E-01 2.0606E-01 3.7007E-17 100.05 99.99 -
Table 4.17: Verification of design sensitivity at point C
Original
response
Analytic sensitivity Finite difference sensitivity Agreement(%)
d1(a) d2(b) d3(c) d1(d) d2(e) d3(f) (a)/(d) (b)/(e) (c)/(f)
z1 1.477E-05 9.061E-07 -1.804E-07 -5.868E-06 9.058E-07 -1.796E-07 -5.870E-06 100.04 100.45 99.98
z2 1.475E-05 9.139E-07 -1.866E-07 -5.847E-06 9.135E-07 -1.858E-07 -5.849E-06 100.04 100.42 99.98
z3 -1.153E-05 -1.168E-07 6.281E-07 2.905E-06 -1.166E-07 6.271E-07 2.905E-06 100.21 100.15 100.00
θ1 -2.008E-05 -1.973E-06 4.775E-07 1.423E-05 -1.971E-06 4.772E-07 1.423E-05 100.07 100.07 99.99
θ2 2.568E-05 1.555E-06 -1.704E-06 -3.448E-06 1.553E-06 -1.703E-06 -3.451E-06 100.09 100.03 99.91
θ3 8.208E-07 1.001E-07 3.547E-07 2.814E-06 1.001E-07 3.542E-07 2.814E-06 99.96 100.14 99.97
(a) Initial parent domain (b) Target parent domain
Figure 4.52: Optimal design
Design optimization
The developed design velocity computation scheme and DSA method are applied to solve a




fT zd s, (4.18)
subject to V ≡ A
∫
Ω
d s ≤Vf V0, (4.19)
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and
d l oweri ≤ di ≤ d
upper
i , (4.20)
where V , V0, and Vf are the current and initial volumes, and allowable volume fraction,
respectively. The side constraints are selected as d loweri =−0.8 and d
upper
i = 0.8. In this example,
the allowable volume fraction is selected as Vf = 1. Fig. 4.52 shows the optimal designs in initial
and target parent domains. As shown in the optimization history of Fig. 4.53, the objective
function monotonically decreases, and the volume is also decreased through the optimization.
The volume constraint function plotted in Fig. 4.53b represents a normalized quantity of the
volume constraint of Eq. (4.19), i.e., V /Vf V0 −1.
The determined design variable values are shown in Table 4.18, and all variables are within the
feasible region of the side constraint. Fig. 4.54 compares the deformed configurations of the
original and optimal designs where the deformation is 104 times exaggerated for visualization
purpose and the contour represent Z -directional displacement. It is noticeable that the overall
Z -directional deflection is significantly reduced after the optimization.
(a) Objective function (b) Volume constraint
Figure 4.53: Optimization history






(a) Original design (b) Optimal design
Figure 4.54: Comparison of deformed configurations
4.5.2 Lattice structure on wavy surface
This example considers a target domain of more general shape than the previous one. Fig. 4.55a
shows the initial parent domain and the embedded lattice structure which is modeled by 55
linear B-spline patches. Two cases of design parameterizations are considered; the first case in
Fig. 4.55b includes 8 design variables of X - and Y -directional movement of the internal vertical
and horizontal lines. The second case in Fig. 4.55c has 24 design variables with symmetric design
variation about Y = 1.5 axis. Note that the design variables are defined in the initial parent
domain.
(a) Initial domain (b) Design variables (case#1) (c) Design variables (case#2)
Figure 4.55: Lattice structure in initial domain
Using the k-refinement, we construct a refined model of 10 uniform knot spans of cubic B-spline
for each patch. The refined model is mapped into a target domain. The target parent domain is a
wavy surface, as shown in Fig. 4.56a, which is constructed by the tensor product of four cubic B-
spline boundary curves. Fig. 4.56b shows the embedded lattice structure obtained by the mapping
F of the lattice structure in the initial domain of Fig. 4.55a, and depicts the kinematic boundary
and force loading conditions. The blue-colored lines in Fig. 4.56b represents the embedded lattice
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structure, and distributed force loading in Z -direction, f̄z = −10N /m, is applied at the free-end
(X = 6) of the lattice structure.
(a) Target parent domain (b) Problem description
Figure 4.56: Lattice structure on wavy domain
Verification of design sensitivity
The objective of this problem is to find the optimal configuration of lattice structure through
compliance minimization. Prior to the design optimization, we verify the design sensitivity of
compliance with respect to 8 design variables (case#1). Table 4.19 shows that the obtained
analytical sensitivity agrees very well with finite differences. We can notice that as the
perturbation amount decreases, the finite difference one approaches to the analytical one.





Finite difference sensitivity Analytic
sensitivity(c)
Agreement(%)
δ= 10−3(a) δ= 10−4(b) (c)/(a) (c)/(b)
1
7.7960E-03
-4.4523E-04 -4.4879E-04 -4.4919E-04 100.89 100.09
2 1.9328E-04 1.9151E-04 1.9132E-04 98.99 99.90
3 9.1262E-04 9.1293E-04 9.1297E-04 100.04 100.00
4 1.1686E-04 1.1697E-04 1.1700E-04 100.12 100.03
5 5.3626E-04 5.3585E-04 5.3579E-04 99.91 99.99
6 -2.9090E-04 -2.9166E-04 -2.9173E-04 100.29 100.03
7 2.9256E-04 2.9182E-04 2.9173E-04 99.72 99.97
8 -5.3532E-04 -5.3575E-04 -5.3579E-04 100.09 100.01
It is noticeable that the sensitivity for the design variables #5 and 6 have same magnitudes and
opposite signs with those of design variables #8 and 7, respectively. It turns out that since the
lattice structure in Fig. 4.56b has a point symmetry about X -axis, the symmetric design variation
in each part of the symmetry results in the same change of responses.
Design optimization
The optimization problem formulation of Eqs. (4.18)-(4.20) is utilized. Side constraint is selected
as d loweri = −0.8 and d
upper
i = 0.8. The allowable volume fraction is selected as Vf = 1. First, we
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consider the design parametrization of case#1. Table 4.20 shows the determined design variables
through the optimization, and all variables are within the side constraints. As previously observed
in the design sensitivity values of Table 4.19, the determined design variable values have the same
symmetry. The optimal designs of the initial and the target parent domains shown in Fig. 4.57 also
have symmetry about Y = 1.5 and X axes, respectively. This comes from the fact that since the
lattice structure in the target parent domain has a point symmetry about X axis with the opposite
direction of force loading, each part of the symmetry has the same optimal design to minimize
the structural compliance. In the design parametrization of case#2, to increase the degrees of
freedom in design space, 24 design variables are selected as shown in Fig. 4.55c. Fig. 4.58 shows
the optimal designs of the lattice structures in the initial and the target parent domains.





variable(di ) variable(di )
1 -2.2309E-02 5 -1.0073E-01
2 -4.5068E-02 6 8.7217E-02
3 -4.9107E-01 7 -8.7217E-02
4 -9.7544E-02 8 1.0073E-01
(a) Initial parent domain (b) Target parent domain
Figure 4.57: Lattice on wavy surface: optimal design (case#1)
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(a) Initial parent domain (b) Target parent domain
Figure 4.58: Lattice on wavy surface: optimal design (case#2)
Fig. 4.59 compares the deformed configurations for the original, and two optimal designs in
case#1 and case#2. The deformation is 104 times exaggerated for visualization and the contour
illustrates the Z -directional displacement. The improvement of overall stiffness as increasing the
design degrees of freedom from case#1 to case#2 is apparent.
(a) Original design (b) Optimal design (case#1) (c) Optimal design (case#2)
Figure 4.59: Comparison of deformed configurations
Next, we investigate the modeling error in the analysis models constructed by the mapping F . As
a spatially averaged value of the modeling error of Eq. (3.196), we define the following measure.





which is designated as “average modeling error”, and L denotes the total length of the neutral
axis of the beam structure. Fig. 4.60 shows the change of the average modeling error of Eq.
(4.21) during the optimization process in the design parameterization case#1 and #2. p and N
respectively denote the degree of basis function, and the total number of control point of beam
structures. At the initial design, the lattice structure is well placed on the target domain. In the
design parameterization of case#1, the modeling error of almost zero is maintained during the
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optimization process. In the case#2, we test four different cases of mesh refinement level (p,N ) to
investigate that the modeling error can be effectively reduced by increasing the modeling degrees
of freedom like the number of control points (h-refinement) or the degree of basis functions (p-
refinement).
Figure 4.60: Comparison of average modeling errors
For the cubic B-spline models (p = 3) of the case#2, the modeling error drastically increases after
design change occurs. However, the magnitude of error is still very low compared with the overall
structural size, and it is noticeable that the h- and p-refinement reduces the average modeling
error effectively. p-refinement is shown to be much more effective than the h-refinement.
From these results, it is observed that the modeling error maintains at very low level during
the optimization process, and importantly, this error can be significantly reduced by mesh
refinement, especially by the p-refinement. Even though a small modeling error in the analysis
model could persist during the optimization process, it is noted again that the design velocity
field computed using the developed method is always consistent with the analysis model, i.e., the
design velocity field is always an exact differentiation of the analysis model configuration with
respect to design variables.
(a) Objective function (b) Volume constraint
Figure 4.61: Comparison of optimization history
Fig. 4.61 shows the optimization history. In order to investigate the effect of modeling error on the
optimization results, we perform design optimizations for the four cases of mesh refinement level
(p,N ) of the case#2. The reduction of compliance in case#2 is much bigger than that of case#1,
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even though the case#2 optimal designs have less volume than that of case#1. Also, in the case #2,
all the results of the mesh refinement levels (p,N ) show almost same optimization histories. This
indicates that the modeling error observed in Fig. 4.60 is too low to affect the design optimization
results.





p = 3, n = 641 p = 4, n = 1191 p = 3, n = 641 p = 4, n = 1191
1 6.5100E-02 6.5079E-02 13 -2.4547E-01 -2.4549E-01
2 8.4605E-02 8.4608E-02 14 2.6758E-01 2.6758E-01
3 7.1816E-02 7.1810E-02 15 -4.9721E-02 -4.9723E-02
4 -1.3920E-01 -1.3920E-01 16 1.7342E-01 1.7342E-01
5 -2.7914E-01 -2.7915E-01 17 9.1081E-02 9.1051E-02
6 -1.3054E-01 -1.3055E-01 18 3.1596E-02 3.1592E-02
7 -5.1972E-02 -5.1975E-02 19 -3.2550E-01 -3.2552E-01
8 8.6402E-02 8.6402E-02 20 -5.0153E-02 -5.0156E-02
9 8.7742E-02 8.7722E-02 21 1.6985E-01 1.6985E-01
10 -4.3787E-02 -4.3790E-02 22 -3.7316E-02 -3.7313E-02
11 1.1097E-01 1.1097E-01 23 1.1942E-01 1.1942E-01
12 1.8683E-01 1.8683E-01 24 1.7050E-01 1.7050E-01
Table 4.21 shows the determined design variable values. All variables are within the side
constraints. Comparing the two cases of mesh refinement (p,N )=(3,641) and (4,1191), the
determined design variable values of the two cases are almost same, which confirms again that
the effect of the modeling error, shown in Fig. 4.60, on the design optimization results is negligible.
4.5.3 Lattice structure on non-smooth surface
In this example, we consider a non-smooth target parent domain to discuss how to treat local
non-smoothness of the lattice structure and study the effect of modeling error on the accuracy
of optimal design. Fig. 4.62 explains the modeling of the considered non-smooth target surface.
A cubic B-spline surface (middle) is constructed by using the boundary curves obtained by
translating or rotating the green-colored cubic B-spline curve (left). The side and top views of the
target surface are also illustrated (right). The red-colored lines indicated in Fig. 4.62 (middle and
right) are the reference lines of the mirror symmetry within the target surface. Also, the surface is
non-smooth (C 0-continuity) in the direction across the red-colored lines due to repeated knots,
and in the other areas, it has C 2-continuity at the knots.
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Figure 4.62: Modeling of a non-smooth target surface
Fig. 4.63a shows the embedded lattice structure in the initial parent domain, where the bold
blue lines indicate lattice members lying across the non-smooth regions indicated in Fig. 4.62. To
reduce the modeling error, it is desirable for the lattices to express the cusp points exactly. Thus,
we compare two cases of modeling the lattice members across the non-smooth regions; First, a
single patch modeling having C 2-continuity. Second, two patch modeling which incorporates the
C 0-continuity at desired cusp point positions. Fig. 4.63b and 4.63c respectively show the modeling
and design parameterization of the cases #1 and #2. In both cases, the design parameterizations
are the same as 12 design variables of X - and Y -directional movement of the internal vertical
and horizontal lines. We first construct the geometry using the linear B-spline, and each lattice
member is modeled using a single element, so that it should be clear, from the illustration of the
control points in Figs. 4.63b and 4.63c, that the lattice members across the non-smooth regions
are modeled using single and two patches in the case #1 and #2, respectively.
(a) Initial domain (b) Case#1 (c) Case#2
Figure 4.63: Two cases of modeling embedded lattice structure
In both cases, refined models of quartic B-spline are constructed using the k-refinement. In
the refined model, each lattice member consists of 10 uniform knot spans of quartic B-spline.
The refined models are mapped into the target domain of Fig. 4.62. Fig. 4.64 depicts the lattice
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structure mapped into the target parent domain and the kinematic boundary conditions and
force loading condition. The blue-colored line represents the lattice structure. Four vertices of
the lattice structure are fixed, and all lattice members are loaded by the Z -directional distributed
force, f̄z =−1N /m.
Fig. 4.64b and 4.64c plot the modeling error of Eq. (3.196), i.e., the deviation of lattice structure
position from the target parent domain. As the case #1 expresses the cusp points with smooth
curves, large modeling error occurs in the vicinity of the non-smooth regions. On the contrary,
the case #2 is able to exactly express the cusp points by the patch division, so that the modeling
error is nearly zero.
(a) Problem description (b) Modeling error (case#1) (c) Modeling error (case#2)
Figure 4.64: Two cases of modeling embedded lattice structure
Design optimization
The optimization problem formulation of Eqs. (4.18)-(4.20) is utilized. The allowable volume
fraction is selected as Vf = 0.95, and the side constraint is selected as d l oweri =−2 and d
upper
i = 2.
Table 4.22 compares the modeling error, compliance, and volume of the lattice structure in
original and optimal designs of using the modeling cases #1 and #2. In order to investigate the
effect of modeling error on the optimal design solution, in the case #1, the lattice members across
the non-smooth regions (bold lines in Fig. 4.63a) are locally h-refined. N denotes the total number
of control points in the lattice structure. As shown in Table 4.22, large modeling error occurs in the
case#1, compared with the case#2 which has nearly zero modeling error. However, it is noticeable
that the compliance and volume of the case#1 monotonically approaches to that of the case#2 as
the modeling error decreases by the local h-refinement.
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Table 4.22: Comparison of two cases of modeling non-smooth parts
N
Modeling error Compliance Volume
Original Optimal Original Optimal Original Optimal
Case#1
1408 7.8197E-04 4.9062E-03 9.3687E-03 6.5398E-03 1.4992E+00 1.4246E+00
1568 2.1051E-04 1.3183E-03 9.4362E-03 6.9556E-03 1.5035E+00 1.4285E+00
1888 5.4376E-05 3.5047E-04 9.4708E-03 7.1885E-03 1.5057E+00 1.4306E+00
2528 1.3825E-05 9.0661E-05 9.4879E-03 7.3160E-03 1.5068E+00 1.4316E+00
3808 3.4860E-06 2.3138E-05 9.4964E-03 7.3647E-03 1.5073E+00 1.4324E+00
Case#2 1616 2.0283E-15 1.9812E-15 9.5048E-03 7.4325E-03 1.5079E+00 1.4327E+00
Figs. 4.65a and 4.65b compare the original and optimal designs of case#2 at initial and target
parent domains, respectively. The optimal design has the same symmetry with the original design,
due to the symmetry of the target parent domain.
(a) Initial domain (b) Target domain
Figure 4.65: Optimal design
Fig. 4.66 shows the optimization history in the case #2. As the allowable volume fraction is
selected as Vf = 0.95, the original design is located at infeasible region of the volume constraint,
and the design change occurs in the direction to feasible region of the volume constraint at
the first iteration. Meanwhile, the objective function (compliance) slightly increases. Then, as
the optimization proceeds, the objective function monotonically decreases, and the volume
constraint becomes to be active.
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(a) Objective function (b) Volume constraint
Figure 4.66: Optimization history
Table 4.23 shows the determined design variable values through the optimization (case#2). Due
to the symmetry of the target parent domain and the original design of the lattice structure, the
design variable values are also determined symmetrically, that is, the optimal design also has the
same symmetry with the original design and the target parent domain.
Table 4.23: Determined design variables (case#2)
i Design variable(di ) i Design variable(di )
1 1.0247E-01 7 1.0247E-01
2 -1.4514E-01 8 -1.4514E-01
3 -1.5345E+00 9 -1.5345E+00
4 1.5345E+00 10 1.5345E+00
5 1.4514E-01 11 1.4514E-01
6 -1.0247E-01 12 -1.0247E-01
4.6 Lattice structures having extremal negative Poisson’s ratio
We present systematic synthesis of lattice structures using a gradient-based mathematical
optimization method to achieve constant negative Poisson’s ratio lower than -1 in both of large
tensile and compressive deformations. A proposed design achieves negative Poisson’s ratio -
2 nearly constant within 10% of the applied tensile strain range and about 4% of applied
compressive strain range, which are successfully verified by experiments. The first case optimal
design having internal rotational symmetry within the unit cell cannot exceed the stability limit
of isotropic material -1; however, the other two designs successfully attain the target Poisson’s
ratio -1.5 and -2 in large deformation ranges. Our experimental verification employs 3-D printing
technology to fabricate the optima designs, and optical deformation measurements to obtain
displacement fields of lateral expansion or contraction, which is shown to quantitatively agrees
significantly well with the simulation results. This work paves the way to systematically design
lattice structures with extremal negative Poisson’s ratios using the mathematical optimization
method. Our future extension includes to architect three-dimensional lattice structures and their
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experimental verifications.
4.6.1 Two-dimensional structures with experimental verifications
We consider two-dimensional structures undergoing in-plane deformations. Two kinds of design
parameterizations are used: first, rotational symmetry of 90◦ within the unit cell, and second,
no such a rotational symmetry. In order to obtain optimal design in both of uniaxial tension
and compression, a multi-step design optimization with loading direction altered step by step
is performed. Detailed model description of the original design and design parameterization are
explained in section 3.1. Figure 4.67 shows the optimal design for the target negative Poisson’s
ratio ν∗21 =−1.2. Compared with the original design of Figure 4.76, more rounded shape than the
original one is obtained, and the ligaments near the junctions become thicker, which enables
almost rigid-like rotational deformation near the junctions. Also, the other ligament region
becomes thinner, so that it reduces stiffness and makes deformation large to ehance the rotation
of ligaments around the junction. However, even though the unit cell design is desired to have
target Poisson’s ratio -1.2, the optimal design does not exceed the value ν21 =−1 in both of tension
and compression due to the stability limit induced by the rotational symmetry. It will be shown
that if we reduce the internal symmetry, the Poisson’s ratio can be lower than -1 in a specific
direction. Figure 4.68a and 4.68b respectively show the optimal designs that successfully attained
the target Poisson’s ratio ν∗21 =−1.5 and ν∗21 =−2.
For convenience, the three optimal designs are designated as “case #1” for the design of ν∗21 =−1.2
(Figure 4.67), “case #2” for the design of ν∗21 = −1.5, and “case #3” for the design of ν∗21 = −2.
Optimal design models are fabricated by using the 3-D printing technology, and experimental
verifications are performed through uniaxial tension and compression tests. Figure 4.69 shows
the change of Poisson’s ratio during tensile deformations by applied nominal strain 10%, and
Figure 4.69a and 4.69b respectively plot secant and tangent Poisson’s ratios. In the simulations,
we measure the Poisson’s ratio at every load step in total 10 load increments. In experiments,
we acquire total 400 and 160 deformation images with uniform frame rate, respectively, for
uniaxial tension and compression. From these result, the following two novel points are verified.
First, the optimal designs of anisotropic structures obtained by mathematical optimization
successfully attained target Poisson’s ratio lower than -1 during large deformations, and also, the
case #1 design attains the Poisson’s ratio -1. Second, numerically predicted performances of these
simulation-based designs show significantly well agreements with the experimental results. In the
experimental results, the secant Poisson’s ratio graph shows much less oscillations than that of
tangent Poisson’s ratio, since it uses the undeformed state as a reference configuration. Although
the tangent Poisson’s ratio inevitably contains moderate level of measurement noises, the overall
structural behaviors have well agreement with those of simulation results. For each of three
design cases, we perform five uniaxial tension experiments with a single specimen. In Figure 4.71a
and Figure 4.72a, the solid line indicates the average value of the five experiments and the error
bar indicates the standard deviation. It is noticeable that the standard deviation is significantly
small in the secant Poisson’s ratio, which means that a specimen shows a nearly elastic behavior
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within the considered deformation range. The tangent Poisson’s ratio shows larger oscillations
than the secant cases due to measurement noise.
Figure 4.67: A two-dimensional structure with Poisson’s ratio ν21 =−1 (case #1)
(a) ν21 =−1.5 (case #2)
(b) ν21 =−2 (case #3)
Figure 4.68: Two-dimensional structures with Poisson’s ratio
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(a) Secant Poisson’s ratio (b) Tangent Poisson’s ratio
Figure 4.69: Comparison of simulation and experimental results in tension
(a) Secant Poisson’s ratio (b) Tangent Poisson’s ratio
Figure 4.70: Comparison of simulation and experimental results in compression
(a) Secant Poisson’s ratio (b) Tangent Poisson’s ratio
Figure 4.71: Experimental results in tension due to 1% strain
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(a) Secant Poisson’s ratio (b) Tangent Poisson’s ratio
Figure 4.72: Experimental results in compression due to 1% strain
Optimization problem
An optimization problem to attain target Poisson’s ratio can be stated as: find the design variable












2 −1)ds < 0, k = 1∼ne, (4.23)
Dmn ≡
∥∥∥Xmi −Xnj ∥∥∥> D0mn , i , j = 1∼nd , (4.24)
and
d loweri ≤ di ≤ d
upper
i . (4.25)
where the constraint of Eq. (4.23) limits maximum curvature of ligaments to avoid self-
intersections, and ne denotes the total number of knot spans, and Ωk and Lk denotes a curve
segment corresponding to the k-th knot span and its initial length. κU denotes a given maximum
curvature value. The constraint of Eq. (4.24) imposes minimum distance between selected
nd pairs of discrete points to avoid overlapped design, and Dmn defines the set of distance
magnitudes of all possible discrete point pairs. D0mn denotes a given minimum distance value.
Model description
We consider a square honeycomb structure as an original design in which a slight perturbation,
as illustrated in Fig. 4.73a, is introduced to implement eccentric load on the ligaments
around junctions. A square cross-section with uniform thickness 1mm is selected, and two
different cross-section widths are employed as 3mm and 30mm for the tensile and compressive
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load cases, where the compression model has 10 times larger width to avoid out-of-plane
deformations during experiments. A periodic boundary condition is employed to describe an
infinite arrangement of unit cell structure, following the work of Wang et al. [107]. On the left and
right sides, periodic boundary conditions are imposed to the vertical displacements as v1 = v01,
and a constant horizontal displacement difference, u, is assumed as u1 − u01 = u. Similarly,
on the lower and upper sides, periodic boundary conditions are imposed to the horizontal
displacements as u2 = u02, and a constant vertical displacement difference, v , is assumed as
v2 − v02 = v . As we focus on the Poisson’s ratio ν21 by a horizontal displacement due to a vertical
load, the following boundary conditions are used.
u01 = 0, v1 = v01, and u1 is free, (4.26)
and
u2 = u02, v02 = 0, and v2 is prescribed. (4.27)
For two-dimensional structures, the tangent Poisson’s ratio is calculated by using the previous






(vc − vc0)/Y c0
. (4.28)
where uc and vc respectively denote the current X - and Y -displacements at the center of unit
cell, obtained by averaging X - and Y -displacements at the four junctions, and uc0 and v
c
0 denote
the displacements at the reference configuration. X c0 and Y
c
0 respectively denote the X - and
Y -coordinates of unit cell center at the reference configuration. εX and εY defines the X - and
Y -directional nominal strains. For a secant Poisson’s ratio, the reference unit cell is selected as





In our optimization, we pursue to atttain target tangent Poissons ratio, and the design sensitivity



































where it is assumed that the initial unit cell center position does not has design dependence
due to symmetric design variations, so that Ẋ c0 = u̇c0 and Ẏ c0 = v̇ c0. The displacement sensitivities
u̇c and v̇ c are calculated by the adjoint DSA method presented in section 3.2, and the previous
(reference) center displacement sensitivities u̇c0, v̇
c
0 are kept and utilized at the next equilibrium
configuration.
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(a) Neutral axis (b) Unit cell dimension
(c) Unit cell(tension case) (d) Unit cell(compression case)
Figure 4.73: Model description
Figure 4.74: Illustration of boundary conditions for the two-dimensional structure
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(a) 8 configuration design variables (b) 32 configuration design variables
Figure 4.75: Parameterization of configuration design
Design parameterization
Design variables are selected in the quarter part of the unit cell, and the other parts are
symmetrically determined. Two cases of design parameterizations are considered. The first case
has 8 configuration design variables selected as shown in Figure 4.75a and 20 thickness control
coefficients in a single ligament, and the designs of other three ligaments are determined by the
rotational symmetry. The second case has no rotational symmetry, and 32 configuration design
variables are employed, and 20 thickness control coefficients in each of the four ligaments. X -
and Y -directional movements of control points are selected as configuration design variables. In
both cases of parameterizations, normal directional design perturbations of the last and second
last control points are parameterized to preserve G1-continuity at junctions. It is noted that, the
optimization “case #1” uses the first design parameterization having rotational symmetry and 8
configuration design variables, and the optimizations “case #2” and “case #3” use the second case
of design parameterization having 32 configuration design variables.
Experiments
Fabrication and material test Objet 260 connex3 3-D multi-material printer is utilized to
fabricate the structures. This machine is based on the PolyJet printing technology and has a
resolution of 600dpi (dots per inch), 600dpi, and 1600dpi in X -, Y -, and Z -directions, respectively.
The material composition of VeroWhite and TangoBlack using the grey60 mode is selected.
Uniaxial tensile and compression tests are performed using the universal testing machine
(Instron 5800) in order to measure the bulk material properties. The Young’s modulus is measured
as 848.3MPa, an average value of the 6 uniaxial tension tests of the dog-bone specimens with the
strain rate 10−2s−1 whose results are plotted in Figure 4.76b. Poisson’s ratio is calculated from the
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where the initial dimension of the specimen is H0 = 80mm and W0 = 16mm. The specimens
are sprayed with randomly distributed marks, and the lateral contraction is measured by the
optical deformation measuring system (ARAMIS) in a way that the movements of the black dots
are traced within a specified region, and then the deformation can be obtained by comparing
the photo taken at any moment with the photo taken at the beginning of the tensile test. We
performed 6 uniaxial tension experiments whose result is plotted in Figure 4.76c where the solid
line indicates the average Poisson’s ratio, and error bar represents standard deviation. At the initial
stage of experiment, measurement noise deteriorates experimental results, so that we take an
average within a section having nearly constant Poisson’s ratio, and finally we determine the bulk
material Poisson’s ratio as 0.3458.
(a) Experiments (b) Measured strain-stress relation
(c) Measured Poisson’s ratio
Figure 4.76: Uniaxial tension test of bulk material
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Optical deformation measurements Figures 4.77a and 4.77b shows the uniaxial tension and
compression experiments. In order to avoid the boundary effects, we focus on the behavior of
eight unit cells in the central part of the specimens, as indicated by block dots in Figure 4.77c. The
quasi-static uniaxial tension and compression tests are performed, in which the applied nominal
strain rate is respectively 2.5 × 10−3s−1 and 6.25 × 10−3s−1. An optical deformation measuring
system (ARAMIS) enables a non-contact and material independent measurement by using a
digital high resolution OCD camera (5mega pixel). For optical measurements, the specimens are
marked by black dots whose coordinates are traced, and then used to calculate the displacement
field by the internal Digital Image Correlation (DIC) program. Detailed expression of the Poisson’s
ratio calculation from the hole center displacement can be found in Appendix F.1.
(a) Uniaxial tension (b) Uniaxial compression (c) Selected eight holes
Figure 4.77: Experimental verifications
Figure 4.78 and Figure 4.79 respectively compare the X -displacement fields obtained by
simulations and experiments. In the tensile and compressive load cases, 9×18 and 8×8 arrays
of unit cells are respectively used, and rectangular plates with identical material composition
are attached. The lateral expansion and contraction due to loadings are apparent in tensile and
compressive loadings, respectively. Above all, the agreement of X -displacement plots between
the simulation and experiment results is noticeable. In tensile load cases, 10% nominal strain is
applied. In compressive load case, the structures undergo elastic instability, i .e., buckling, so that
we apply smaller loads. In the case #1 and #3, we verify the X -displacement field at the 3.75%
applied nominal strain, and the case #2 design is verified at the 2.675% applied nominal strain.
Figure 4.80 shows the history of objective functions in the three cases of design optimization.
As we alter loading conditions of tension and compression step by step, some abrupt changes
between adjacent optimization steps are observed. Total four steps of design optimizations are
performed in each design case. Monotonic convergences of objective function are observed
within each optimization step except a slight increase in the step #1 of case #3 due to initial
distance constraint violation at several points. The final optimal designs of all the design cases
show sufficiently reduced deviations of Poisson’s ratios from the target ones, as verified in Figure
4.69 and 4.70.
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(a) case #1 model (10% tension)
(b) case #2 model (10% tension)
(c) case #3 model (10% tension)
Figure 4.78: Experimental verification of displacement field in tension
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(a) case #1 model (3.75% compression)
(b) case #2 model (2.625% compression)
(c) case #3 model (3.75% compression)
Figure 4.79: Experimental verification of displacement field in compression
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(a) case #1 (b) case #2
(c) case #3
Figure 4.80: History of objective function during multi-step optimization
4.6.2 Three-dimensional structures
We architect three-dimensional auxetic structures having extremal negative Poissn’s ratio. We
consider two cases of design paramterizations; case A and B. In both design cases, the same
bulk material parameters are used as in the previous two-dimensional design case, and the same
periodic boundary condition as employed in the example of section 4.3.4. is applied to unit cell
of each cases.
Design case A
The case A design has the same 8 configuration design variables as in the example of section 4.3.4,
which is detailed in Appendix F.2.1. 20 thickness design variables are additionally employed. Fig.
4.81 describes the case A original design, and it has a circular cross-section with diameter 1.5mm
and overall dimension 20× 20× 20(mm). The same design optimization formulation is used as
in the example of section 4.3.4, and the target Poisson’s ratio is selected as ν∗31 = ν∗32 = −0.5, and
tensile and compressive load conditions are separately considered. Figs. 4.82a and 4.82b show
the optimal designs in the tensile and compressive load cases. Figs. 4.83a and 4.83b respectively
compare the changes of Poisson’s ratios during large deformations under 10% applied tensile and
compressive nominal strains with those of the original design. Fig. 4.84 shows the optimization
history, where it is shown that optimal designs are sought by only a few iterations.
In order to demonstrate the auxetic behaviors, we analyze 3×3×3 array of unit cells in the tensile
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and compressive load cases, whose undeformed configurations are depicted in Figs. 4.85 and
4.86. In both load cases, the Z -displacements are prescribed at top surfaces and restricted at
bottom surfaces, and the rotations are restricted on both of the top and bottom surfaces. Lateral
displacements , i.e., are free at the top an bottom surfaces in both load cases. Figs. 4.85b and
4.85c illustrate the lateral displacement due to tension, and Figs. 4.86b and 4.86c show the lateral
contraction due to compression, where auxetic behaviors are apparently shown.
(a) Original design (b) Original design description in planar views
Figure 4.81: Original design of three-dimensional auxetic structure (case A)
(a) Tensile load case
(b) Compressive load case
Figure 4.82: Optimal design of three-dimensional auxetic structure (case A)
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(a) Tensile load case (b) Compressive load case
Figure 4.83: Change of Poisson’s ratio during large deformations (case A)
Figure 4.84: Optimization history (case A)
(a) 3×3×3 array of unit cells (b) X -displacement plot (c) Y -displacement plot
Figure 4.85: Tensile deformation analysis of 3×3×3 array of unit cells
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(a) 3×3×3 array of unit cells (b) X -displacement plot (c) Y -displacement plot
Figure 4.86: Compressive deformation analysis of 3×3×3 array of unit cells
(a) Original design (b) Original design description in planar views
Figure 4.87: Original design of three-dimensional auxetic structure (case B)
Design case B
The case B design has 72 configuration and 120 thickness design variables, and the configuration
design parameterization is explained in Appendix F.2.2. Fig.4.87 shows the case B original design,
which has the same cross-section geometry material parameters with those of the previous case
A and with different overall dimension as 30 × 30 × 30(mm). In this design case, we pursue to
have two target tangent Poisson’s ratio ν∗31 = ν∗32 = −1.5 (case #1) and ν∗31 = ν∗32 = −2 (case #2)
during large tensile and compressive deformations. Fig. 4.87 shows and original deisgn of a unit
cell where the blue color indicates the one-eighth part due to a mirror symmetry. Fig. 4.87b
shows lateral views of the unit cell. The vertical members have a slight perturbation of 0.2mm
from straight line to introduce a load eccentricity for auxetic behavior. The unit cell has overall
dimension 30×30×30(mm), and a circular cross-section with diameter 1.5mm is considered. The
effective (tangent) Poisson’s ratio due to lateral X - and Y -displacements under the Z -directional
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c − vc0)/Y c0
(wc −wc0)/Z c0
, (4.33)
where εX and εY defines the X - and Y -directional nominal strain of a current configuration about
the previous equilibrium configuration, and the superscript “c” indicates a center displacement
component, and the lowerscript “0” indicates a quantity at the previous equilibrium
configuration. The center hole displacement is calculated by averaging displacements at eight
junctions. As we pursue to attain target tangent Poisson’s ratio, and the design sensitivity of the
























































where it is assumed that the initial unit cell center position does not have design dependence
due to mirror-symmetric design variations, so that Ẋ c0 = u̇c0, Ẏ c0 = v̇ c0, and Ż c0 = ẇc0. In the same
manner with the case of two-dimensional structure, the displacement sensitivities u̇c , v̇ c , and
ẇc are calculated by the adjoint DSA method, and the previous (reference) center displacement
sensitivities u̇c , v̇ c , and ẇc are kept and utilized at the next equilibrium. Then, we utilize the
optimization formulation of Eqs. (4.22)-(4.31) with the objective function replaced by
ψ(n+1η;d) ≡∑
i
{∣∣ν31(ε0i )−ν∗∣∣2 + ∣∣ν32(ε0i )−ν∗∣∣2}. (4.36)
Figs. 4.88a and 4.88b show the optimal designs for the target Poisson’s ratios ν∗31 = ν∗32 = −1.5
and ν∗31 = ν∗32 = −2, respectively. In order to verify the auxetic behavior of the architected unit
cell, we investigate large deformations of finite-sized structure having 3, 3, and 15 unit cells in
each of X -, Y -, and Z -directions, respectively (3×3×15 array of unit cells). Fig. 4.89a illustrates
the lateral expansion in X - and Y -directions due to Z -directional tensile loadings, where lateral
expansions are apparently shown, and case #2 design shows larger expansion. Also, Fig. 4.91
shows the lateral contraction in X - and Y -directions due to Z -directional compressive loadings,
where a compressive loading is applied to 2% nominal strain prior to undergo structural buckling.
Figs. 4.90a and 4.90b respectively show the change of secant and tangent Poisson’s ratio during
large tensile deformations in 10% applied nominal strain. Also, Figs. 4.92a and 4.92b show the
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change of secant and tangent Poisson’s ratio during large compressive deformations in 2% applied
nominal strain. We perform multi-step design optimizations with alternating load condition, and
total four steps are used, as shown in Fig. 4.93.
(a) ν∗31 = ν∗32 =−1.5 (b) ν∗31 = ν∗32 =−2
Figure 4.88: Optimal design of three-dimensional auxetic structure (case B)
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(a) ν∗31 = ν∗32 =−1.5 (b) ν∗31 = ν∗32 =−2
Figure 4.89: Uniaxial tension test of 3×3×15 array of architeced unit cell (case B)
(a) ν∗31 = ν∗32 =−1.5 (b) ν∗31 = ν∗32 =−2
Figure 4.90: Optimal design of three-dimensional auxetic structure (case B)
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(a) ν∗31 = ν∗32 =−1.5
(b) ν∗31 = ν∗32 =−2
Figure 4.91: Uniaxial compression test of 5×5×5 array of architeced unit cell (case B)
(a) ν∗31 = ν∗32 =−1.5 (b) ν∗31 = ν∗32 =−2
Figure 4.92: Optimal design of three-dimensional auxetic structure (case B)
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(a) ν∗31 = ν∗32 =−1.5 (b) ν∗31 = ν∗32 =−2
Figure 4.93: Optimization history (case B)
4.7 Phononic band gap structures
In this section, we architects single material two- and three-dimensional beam lattice structures
having significantly enlarged band-gaps at low audible frequency range by using a gradient-
based configuration and sizing design optimization method. For given various lattice topologies,
beam neutral axis geometry and cross-section thickness are smoothly parameterized by higher
order B-spline basis functions using the isogeometric analysis framework, and controlled by an
optimization algorithm with the translational lattice periodicities and unit cell sizes maintained.
Also, the enhanced band-gap properties are verified by comparison with wave transmissions in
assemblies of finite number of unit cells obtained by using the harmonic response analysis.
The goal of the optimization is to maximize the relative band-gap size between the two adjacent
j − th and ( j +1)− th modes, that is, maximize the lowest frequency value of the overlying bands
and minimize the maximum frequency value of the underlying bands; the following objective
function can be defined [101].
f (d) = 2 minkζ j+1(k
∗,d)−maxkζ j (k∗,d)
minkζ j+1(k∗,d)+maxkζ j (k∗,d)
, k∗ ∈ ΓI B Z , (4.37)
where d ≡ {di } denotes a set of design variables. The optimization problem can be stated as: find
d such that
Maximize f (d), (4.38)
subject to
{
K̃(μ)−ω2M̃(μ)} ũ = 0, ũ = 0, (4.39)





κ f (ξ)/κ fU
}2 −1]d s < 0, j = 1∼ne, (4.40)
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and
d l oweri ≤ di ≤ d
upper
i . (4.41)
Eq. (4.40) represents geometric constraints to avoid self- intersecting ligaments due to abrupt
design change, and Ω j represents a curve segment corresponding to j -th knot span among
total ne knot spans, whose length is denoted by L j . Also, κ f and κ
f
U respectively denote the
Frenet curvature and its selected upper bound. Detailed expressions of calculating the curvature
constraint and its design sensitivity is presented in Appendix E.1. In all the examples, the
Modified Method of Feasible Directions (MMFD) algorithm is used in order to solve the nonlinear
constrained optimization problems. Table 4.24 shows lattice base vectors and positions of vertices
of the irreducible Brillouin zones (IBZs) for each of the lattice topologies. A set of wave vector
components (μ) on the IBZ perimeter is required for the band structure calculation. In this paper,
80 uniformly-spaced discrete points on each edge of the IBZ are selected, at which the eigenvalue
problem is solved to calculate band structures.
Table 4.24: List of direct and reciprocal lattice base vectors
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4.7.1 Two-dimensional triangular lattice structure
A planar triangular lattice structure composed of regular triangles 40mm on each side, as
illustrated in Figure 4.94a. A unit cell can be defined by a translational periodicity along the
directions of lattice base vectors b1 and b2. We select a square cross-section with uniform
thickness b0 = 2mm as shown in Figure 4.94b, and material properties of Young’s modulus
E = 1.14GPa, Poisson’s ratio ν = 0.3, and density ρ = 1050kg /m3. The reciprocal lattice basis b∗1 ,
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Figure 4.94: Triangular lattice structure
Figure 4.95: Band structure and frequency response of original straight design
Figure 4.95 shows that the triangular structure has three band gaps within the considered
frequency range, and the low wave transmission are apparently shown at the band gap frequency
regions. Figure 4.96 illustrates the design parameterization of configuration design in coarse
level discretization by quartic B-spline basis function with 6 control points for each ligament.
For a ligament indicated by red-colored box, the X - and Y -directional changes of 8 control
point positions are selected as configuration design variables, and the end control point
indicated by red-colored circle is fixed during optimization process in order to maintain the
translational periodicity and unit cell size. The other five ligaments are designed by exploiting
the rotational symmetry within the unit cell in the original design. Also, 20 thickness control
coefficients corresponding to quartic B-spline basis functions are used as sizing design variables
to parameterize cross-section thickness distribution within a ligament, i .e., nth = 20.
First, we start our optimization from the straight geometry of Figure 4.94b for maximizing the first
band gap between 3rd-4th bands. We obtain the optimal design of Figure 4.97a where the neutral
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axis geometry does not change, and cross-section becomes thinner around the junction and
thicker on the other side. The target band gap between 3rd-4th modes is located at lower frequency
region than that of the original design due to the decrease of stiffness near the junction; however,
the band-gap size decreases. Interestingly, the other two band gaps generated in the original
design are enlarged through the optimization, and wave transmission becomes much lower than
those of original designs. The nearly flat two branches appear between the third and fourth
band-gaps represent nearly zero group velocity in all the wave propagation directions, which
represents an isolated wave. In the purpose of verifying the mechanism of band gap generation
in the optimal design, we investigate the natural frequencies of a single ligament with clamped-
clamped boundary conditions. Table 4.25 compares the band gap frequencies of the original and
optimal designs. Table 4.26 lists the lowest five natural frequencies of a single ligament for the
original straight and optimal design (case #1). It is noticeable that the first natural frequency
coincides with the maximum frequency of underlying band of the first band-gap in the original
straight design. This was discussed in Wang et al. [108] that this is an evidence for local resonance
induced band-gap. Similarly, in the optimal design, the maximum frequency of the first band-
gap is almost same with the first natural frequency, which means that the same local resonance
mechanism generates the band-gap. As discussed in Wang et al. [108], another evidence of local
resonance is the nearly flat underlying band which represents band-gap is generated at the same
frequency for any direction of wave propagations. Thus, in this optimization, it is concluded that a
local resonance band-gap is generated in lower frequency region than that of the original design,
and we also obtain larger band-gaps in higher frequency ranges which is still within the audible
frequency range (20∼20,000Hz).
Figure 4.96: Illustration of 8 configuration design variables for the triangular lattice
For convenience, we call the above optimal design as “optimal design case #1”. As a next step, an
undulated design of Figure 4.98a is generated by perturbing the first four design variables such
that d1 = d2 =−2.5mm and d3 = d4 = 2.5mm, which turns out to have more band gaps, compared
with the original straight design. We start design optimizations from this undulated design, which
is hereafter called an “original undulated design”, for two cases of target band gaps; first, a band
gap between 3rd and 4th modes (case #2), and second, a band gap between 6th and 7th modes
(case #3).
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(a) Optimal design (b) Band structure and frequency response
Figure 4.97: Optimal design of triangular lattice structure
Table 4.25: Comparison of band gap sizes and frequency ranges





1 307.0 3 1316.6
2 532.9 12 10325.9
3 862.0 14 12162.7
Optimal
design
1 251.0 3 653.8
2 4398.1 12 5827.1
3 957.2 13 11224.0
4 987.8 15 12381.8
Table 4.26: Natural frequencies of single ligament in triangular lattice
Mode#
Natural frequency (Hz)







(a) Unit cell (b) Band structure and frequency response
Figure 4.98: Original undulated design
(a) Unit cell (b) Band structure and frequency response
Figure 4.99: Optimal undulated design (case#2)
(a) Unit cell (b) Band structure and frequency response
Figure 4.100: Optimal undulated design (case#3)
Figures 4.99 and 4.100 illustrate the optimal designs and band diagrams for the cases #2 and #3,
and Table 4.27 lists the sizes and frequency ranges of their band gaps. In the optimal design case
#2, similar to the optimal design case #1, cross-section becomes thinner around the junction
and thicker on the other sides, which decreases overall stiffness, and consequently the target first
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band-gap has lower frequency range than that of the original undulated design. The band gap size
slightly increases. Also, it is noticeable that the other higher modes of band gaps are significantly
enlarged, and the wave transmissions become much lower at those frequency ranges. In the
case #3 optimal design, the local resonance band gap between 3rd and 4th modes is suppressed;
however, very large band-gap appears at the low frequency range 1,174 ∼ 4,952Hz.
For the above three cases of design optimizations, Figure 4.101 plots the history of the objective
function of Eq. (4.37). In all the cases, the solutions converge within a few iterations. As mentioned
above, even though the target relative band-gap size slightly increases in the cases #1 and #2,
several other significantly large band gaps are generated in audible frequency ranges.
Table 4.27: Comparison of band-gaps in triangular lattices





1 113.0 3 1156.0
2 841.3 6 2789.4
3 196.1 9 5168.1
4 1513.9 11 6402.3
5 337.4 14 10972.9
6 301.1 15 12243.6
7 3263.7 17 14693.8
Optimal
design
1 269.6 3 707.0
2 195.4 6 2211.5
3 4845.1 12 5938.2
4 2608.0 15 11673.4
5 306.2 16 15389.5
Optimal
design
1 3778.1 6 1174.1
2 216.9 9 5108.8
3 776.7 15 8219.3
4 1049.0 17 10399.3
Figure 4.101: Optimization history for triangular lattice structure
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4.7.2 Two-dimensional square lattice structure
We consider a planar square lattice structure composed of squares with 40mm on each side.
Considering the translational periodicity in X - and Y -directions, the direct lattice base vectors
b1, b2, and the unit cell is defined, as illustrated in Figure 4.102a. We select a square cross-section
with uniform thickness b0 = 2mm as shown in Figure 4.102b, and material properties of Young’s
modulus E = 1.14GPa, Poisson’s ratio ν = 0.3, and mass density ρ = 1050kg /m3. Figure 4.102c
shows the reciprocal lattice basis b∗1 and b
∗
2 whose detailed expressions can be found in Appendix
A, from which we identify the irreducible Brillouin zone whose boundary O−A−B is indicated by
the red-colored lines. Figure 4.104 illustrates a parameterization of configuration design variables.
Within a quarter part of the unit cell, configuration of one ligament is parameterized by 6 control
point positions in a coarse level discretization using quartic B-spline basis functions, and the
other 3 ligaments are parameterized by using the rotational symmetry. 20 thickness control
coefficients are used for thickness design parameterization of each ligament, i .e.,nth = 20. Figure












Figure 4.102: Square lattice structure
Figure 4.103: Band structure and frequency response of original straight design
We introduce an undulated geometry shown in Figure 4.105a by perturbing design variables
such as di = 5mm (i = 1∼4), which results in a couple of slight complete band gaps. The
band gap between 8th and 9th modes is selected to be maximized by the optimization process.
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Figure 4.106 shows the optimization results. The decrease of cross-section thickness around the
junction is noticeable, and the other parts becomes thicker than those of the original design.
Figure 4.106b shows that a very large band-gap is generated between the target 8th and 9th
modes at the frequency range of 232 2,132H z where the wave transmission is shown to be
significantly suppressed. Table 4.28 compares the band-gap sizes and frequency ranges of the
original undulated and optimal designs. Figure 4.107 shows the history of objective function
during the optimization, where the optimal design is sought through only a few iterations.














Figure 4.104: Illustration of 4 configuration design variables for the square lattice
(a) Unit cell (b) Band structure and frequency response
Figure 4.105: Original undulated design of square lattice
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(a) Unit cell (b) Band structure and frequency response
Figure 4.106: Optimal undulated design of square lattice
Table 4.28: Comparison of band-gaps in square lattices





1 231.8 8 1350.9
2 65.7 16 2774.4
Optimal
design
1 1899.7 8 232.1
2 55.6 12 2236.7
Figure 4.107: Optimization history for square lattice structure
4.7.3 Two-dimensional Kagomé lattice structure
We consider a planar Kagomé lattice structure composed of regular triangles with alternating
orientations and 40mm on each side, as illustrated in Figure 4.108a. Due to the translational
periodicity in the direction of base vectors b1 and b2, a unit cell indicated by red-colored lines
is defined. We select a square cross-section with uniform thickness b0 = 2mm, and material
properties of Young’s modulus E = 1.14GPa, Poisson’s ratio ν = 0.3, and mass density ρ =
1050kg /m3. Figure 4.108c shows the reciprocal lattice basis b∗1 and b
∗
2 whose detailed expression
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can be found in Appendix A, from which an irreducible Brillouin zone is determined whose
boundary O − A −B is indicated by the red-colored lines. Figure 4.109 shows that this structure
has no complete band gap.
A single ligament configuration within the half part of the unit cell is parameterized by 8
configuration design variables in a coarse level discretization by quartic B-spline basis functions,
and the other ligaments are parameterized by exploiting a rotational symmetry within the half
part and the point symmetry within the unit cell, as illustrated in Figure 4.110. 20 cross-section











Figure 4.108: Kagomé lattice structure







Figure 4.110: Illustration of 8 configuration design variables for the Kagomé lattice
189
We introduce an undulated design of Figure 4.111a by perturbing the design variables as d1 =
d2 = 2.5mm and d1 = d2 = −2.5mm. As shown in Figure 4.111b, this undulated design show a
couple of complete band gaps, and we perform design optimizations from this undulated design
for maximizing two cases of target band gaps respectively between 9th-10th modes (case #1) and
3rd-4th modes (case #2). Figs. 4.112 and 4.113 show the optimization results, and significantly
large band gaps at low frequency levels are noticeable, and the wave transmissions are also much
lower at those frequency regions, compared with those of the original undulated design. Table
4.29 compares the band gap sizes and frequency ranges of the original undulated design and two
cases of optimal designs. Both of the optimum solutions converge after about 10 iterations as
show in Figure 4.114.
(a) Unit cell (b) Band structure and frequency response
Figure 4.111: Original undulated design of Kagomé lattice
(a) Unit cell (b) Band structure and frequency response
Figure 4.112: Optimal undulated design of Kagomé lattice (case#1)
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(a) Unit cell (b) Band structure and frequency response
Figure 4.113: Optimal undulated design of Kagomé lattice (case#2)
Table 4.29: Comparison of band-gaps in kagomé lattice





1 254.1 9 2196.5
2 788.8 12 3829.5
Optimal design
(case#1)
1 37.5 3 108.7
2 810.3 9 237.4
3 471.8 12 1139.5
4 367.3 15 1723.1
5 141.9 16 2113.9
6 53.7 17 2295.3
Optimal design
(case#2)
1 563.3 3 62.0
2 31.8 9 777.5
3 139.3 14 1937.7
4 1007.4 15 2302.3
5 115.4 16 3331.7
Figure 4.114: Optimization history for Kagomé lattice structure
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4.7.4 Two-dimensional hexagonal honeycomb lattice structure
We consider a planar hexagonal honeycomb structure illustrated in Figure 4.115a. We select
a minimal repeated unit, which is arranged in infinite lattice structures by translations in the
directions of b1 and , b2 and it has a square cross-section with uniform thickness b0 = 2mm.
The corresponding reciprocal base vectors and irreducible Brillouin zone is obtained as shown in
Figure 4.115c. Material properties of Young’s modulus E = 1.14GPa, Poisson’s ratio ν = 0.3, and
density ρ = 1050kg /m3 are selected. Figure 4.116 shows a band diagram and wave transmission
plot. Although there are a couple of slight complete band-gaps, wave transmissions at those












Figure 4.115: Hexabonal honeycomb lattice structure
Figure 4.116: Band structure and frequency response of a hexagonal lattice
within the half part of the unit cell is parameterized by 8 configuration design variables as changes
of control point positions in a coarse level discretization by quartic B-spline basis functions, and
the other ligaments are parameterized by using a rotational symmetry within the half part and
the point symmetry within the unit cell. 20 cross-section thickness control coefficients are used,
i .e., nth = 20. An undulated design of Figure 4.118a is introduced by perturbing design variables
as d1 = d2 = 1.25mm and d3 = d4 =−1.25mm, and it has four complete band gaps. We select two
target band gaps; first, the band gap between 3rd and 4th modes (case #1) which is initially appear














Figure 4.117: Design parameterization of hexagonal honeycomb lattice
(a) Unit cell (b) Band structure and frequency response
Figure 4.118: Optimal undulated design of hexagonal honeycomb lattice
(a) Unit cell (b) Band structure and frequency response
Figure 4.119: Optimal undulated design (case #1)
In optimal design case #1, a large complete band gap is generated between 9th and 10th modes
in the frequency region 170∼2,461Hz , and the wave transmission is much lower than that of
the original design. In the optimal design case #2, the target band-gap between 3th and 4th
modes is significantly enlarged and located at lower frequency level of the region 13∼160Hz, and
several other band-gaps also show very low wave transmission. Table 4.30 compares the sizes and
frequency regions of band gaps in the original undulated design and two optimal designs.
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(a) Unit cell (b) Band structure and frequency response
Figure 4.120: Optimal undulated design (case #2)
Table 4.30: Comparison of band-gaps in hexagonal lattices





1 29.6 3 1165.9
2 501.6 6 2582.4
3 1513.7 9 4489.5
4 1597.8 13 8114.7
Optimal design
(case#1)
1 2291.6 9 169.8
2 641.7 13 3278.5
Optimal design
(case#2)
1 147.5 3 12.8
2 158.2 7 295.5
3 49.2 9 504.1
4 244.5 12 743.7
Figure 4.121: Optimization history for hexagonal honeycomb lattice structure
4.7.5 Three-dimensional simple cubic structure
We consider a three-dimensional simple cubic lattice structure as shown in Figure. 4.122a. Due
to the translational periodicity in the direction of basis b1, b2, and b3, a unit cell indicated as a
blue-colored one is defined. We select a circular cross-section with uniform diameter d0 = 2mm
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as shown in Figure 4.122b. Material properties of Young’s modulus E = 1.14GPa, Poisson’s ratio
ν= 0.3, and mass density ρ = 1050kg /m3 are selected. Figure 4.122c shows the reciprocal lattice
basis b∗1 , b
∗
2 , and b
∗
3 whose detailed expressions can be found in Appendix A. A boundary of
irreducible Brillouin zone O − A −B −C is indicated by the red-colored lines. Figure 4.123 shows
the band diagram and wave transmission where no complete band-gap is generated. A single
(a) Simple cubic lattice structure (b) Unit cell (c) Brillouin zone
Figure 4.122: Simple cubic honeycomb lattice
Figure 4.123: Band structure and frequency response of simple cubic lattice structure
ligament configuration is parameterized by 8 configuration design variables. 24 thickness control
coefficients are used. We introduce a geometric undulation of ligaments as illustrated in Figure
4.124a, then the undulated design shows a couple of band gaps at high frequency level as shown
in Figure 4.125a, and the first band-gap between 15th and 16th modes apparently shows low
wave transmission. From this undulated design, we start design optimization to maximize the
first band gap, and finally obtain the optimal design shown in Figure 4.124b. Figure 4.125b
illustrates that the optimal design attained significantly larger band-gap in the frequency range
of 2484 ∼ 11539Hz with enhanced wave attenuation, compared with those of original undulated
design. Table 4.31 compares the band gap sizes and frequency ranges of the original undulated
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design and the optimal design. Figure 4.126 shows the monotonic convergence of the objective
function during the optimization.
(a) Original undulated design
(b) Optimal design
Figure 4.124: Plot of unit cell in three different views
(a) Original undulated design (b) Optimal design
Figure 4.125: Band gap in simple cubic lattice structure
196
Figure 4.126: Optimization history for simple cubic lattice structure
Table 4.31: Comparison of band-gaps in cubic lattices





1 2416.9 15 20083.0
2 145.0 16 24317.6
Optimal design
1 31.0 12 2371.3
2 9054.7 15 2484.0
4.8 Compliant mechanism
4.8.1 Design optimization of compliant gripper
This example deals with the synthesis of micro-gripper model. The original coarse design is
modeled using 19 quadratic B-spline patches shown in Fig. 4.127a, where a distributed force of
Fi n = 5n is applied on the edge B, where n is the load increment number. Also, a spring of stiffness
k = 10 is mounted on the tip (point A) to model the Y -directional resistance of the work-piece. The
Young’s modulus and thickness are respectively selected as E = 210×109 and h = 0.01. To provide
a kronecker-delta property at the middle of the edge B where the constraint of input displacement
is to be imposed, the edge B is modeled using two B-spline patches so that a junction is located at
the middle point. As shown in Fig. 4.127a, 25 design variables d1∼d25 are selected as the X - and
Y -directional coordinate changes of control points. Symmetric design variations about the Y = 0
axis are performed. Using the k-refinement capability of isogeometric method, we construct a
refined model for the response and design sensitivity analyses. In order to avoid irregular optimal
design, it is necessary to reduce the number of design variables. Thus, the design velocity field is
defined first in the coarse mesh model of Fig. 4.127a, and then it is mapped into a fine mesh model
through the same k-refinement process. Since the knot insertion and degree-elevation preserve
geometry of the CAD model, the design velocity field ξ ∈Ξ→ V(ξ) ∈ R3, where Ξ⊂ R1 defines the
NURBS parametric domain, is identical in the coarse and fine mesh model, so that the mapping
of design velocity field from the coarse mesh model to fine one can be considered as a linear
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(a) Problem description (b) Deformation analysis
Figure 4.127: Design of micro-gripper
mapping. Fig. 4.127b shows the deformed shape of gripper model at the final load step n = 20.
The objective of design optimization is to maximize the output force Fout = k |vout | where vout
denotes the output Y -displacement. Two cases are considered; constraint of X -directional output
displacement (case#2) and no constraint on the output X -displacement (case#1). We restrict the
input displacement at the middle point of the edge B to avoid structural instability, i.e., snap-
through behavior during the nonlinear analysis. Also, in [100], this constraint of maximum input
displacement is shown to control the maximum stress level in the mechanism. The allowable
volume is limited to the initial volume. Thus, a design optimization problem can be formulated
as
Maximize Fout = k |vout | , (4.42)
subject to V =
∫
Ω
Ad s ≤V0, (4.43)
ui n ≤ u∗i n , (4.44)
|uout | ≤ u∗out (case#2 only), (4.45)
and
d l oweri ≤ di ≤ d
upper
i , (4.46)
where u∗out is the allowable magnitude of the output X -displacement. It is noted again that the
output X -displacement constraint of Eq. (4.45) is applied in case#2 only. In this example, the
allowable input displacement is u∗i n = 0.8, and the lower and upper bounds of design variables
are respectively d l oweri = −0.8 and d
upper
i = 0.8. Also, the allowable magnitude of output X -
displacement is u∗out = 0.05. A SQP (Sequential Quadratic Programming) algorithm is utilized
for the optimization process. Figs. 4.128a and 4.128b show the optimal designs for case#1 and
case#2, respectively, which turn out to be noticeably different. Figs. 4.129a and 4.129b show the
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deformed configurations of the optimal designs at the final load step n=20. Compared with the
original design in Fig. 4.127b, the magnitude of Y -displacement at the tip significantly increases.
Especially in case#2, the output X -displacement is shown to be constrained successfully.
(a) Case#1 (b) Case#2
Figure 4.128: Comparison of optimal designs
(a) Case#1 (b) Case#2
Figure 4.129: Comparison of deformed shapes
Fig. 4.130 shows the optimization history, which shows the volume constraint g1 and the input
X -displacement constraint g2.
g1 ≡V /V0 −1 ≤ 0, (4.47)
g2 ≡ ui n/u∗i n −1 ≤ 0. (4.48)
Also, from the output X -displacement constraint of Eq. (4.45), the following constraint function
g3 is defined as
g3 ≡−uout /u∗out −1 ≤ 0. (4.49)
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Since the case#2 has one more constraint than the case#1, the objective function is slightly
(a) Objective function (b) Volume constraint
(c) Displacement constraint
Figure 4.130: History of design optimization
less than that of case#1, as shown in Fig. 4.130a. The optimization procedures of all the cases
terminate with entire volume and displacement constraints active, as shown in Figs. 4.130b
and 4.130c. Fig. 4.131a and 4.131b, respectively, show the convergence of calculated structural
(a) Initial objective function (b) Performance of optimal design
Figure 4.131: Convergence test
performance in the initial and optimal designs, as increasing the number of control points in each
of the B-spline patch. Converged results are obtained by using 43 control points, i.e., 40 B-spline
element in each patch. In Fig. 4.131a, we observe that as increasing the penalization parameter in
the case of using penalization method (PM) to enforce junction continuity, the objective function
value in the initial design converges to that of the result from the Lagrange multiplier method
(LM).
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4.8.2 Design optimization of force inverter
This example deals with synthesis of a force inverter model. We investigate the effect of additional
consideration of thickness design. Fig. 4.132a illustrates the original design of force inverter.
A spring stiffness k = 10 is mounted to model the X -directional resistance of the work-piece.
The design objective is to maximize the output force (Fout ) for a given input force (Fi n). A
square cross-section with thickness h = 1.2 is selected, and Young’ modulus is E = 109. The
original design is modeled using 15 quadratic B-spline patches, as shown in Fig. 4.132b. Two
cases of design parameterization are considered; first, configuration design is considered only
(case#1). 14 configuration design variables are selected as the X - and Y -coordinate changes
of control points with symmetric design change about Y = 0 axis. Second, in addition to the
configuration design of case#1, cross-section thickness design is employed. As indicated in Fig.
4.132c, three thickness coefficients are assigned to each of the patches, i.e., nth = 3. Then,
considering symmetric design variation, globally 15 thickness control coefficients are introduced,
that is, 14 configuration design and 15 sizing design variables are simultaneously considered
during the optimization process. The Lagrange multiplier method is used to enforce junction
continuity. For the deformation and design sensitivity analysis, through k-refinement process,

































Figure 4.132: Design of force inverting mechanism
optimization is to maximize the output force Fout = k |uout | where uout denotes the output X -
displacement. As in the previous compliant gripper example, a maximum input displacement
constraint (ui n) is introduced to avoid snap-through behavior, and control the maximum stress
level in the mechanism. Thus, the design optimization problem can be written as
Maximize Fout = k |uout | , (4.50)
subject to V =
∫
Ω
Ad s ≤Vf V0, (4.51)
ui n ≤ u∗i n , (4.52)
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and
d l oweri ≤ di ≤ d
upper
i , (4.53)
where V0 and u∗i n denote the initial volume, and the maximum input displacement, respectively.
di (i = 1∼29) are the i -th design variable, and d l oweri and d
upper
i are the corresponding lower
and upper bounds, respectively. The allowable input displacement is selected as u∗i n = 10. Also,
for the configuration design variables, the lower and upper bounds of design variables are
respectively d l oweri =−15 and d
upper
i = 15. For the thickness design variables, d loweri =−0.4 and
d loweri = 0.4 are chosen. The allowable volume fraction is selected as Vf = 1. For the optimization










Figure 4.133: Optimum design comparison
the original design, and Fig. 4.133b and 4.133c show the optimum designs from the case#1
and #2, respectively. Overall thickness decrease in the optimal design of case#2 is apparent to
make it more flexible to deform, except the regions of input port and clamped boundaries for
effective load transfer. Fig. 4.134 compares deformations of optimal designs in case#1 and #2. It
is obvious that the output displacement significantly increases through the optimizations, and
case#2 optimal design shows better performance than that of case#1, and the input displacement
is well constrained in both of the optimal designs. Fig. (4.135) shows the optimization history. As
additional thickness design is considered (case#2), the objective function increases much larger
than that of case #2. In the optimal design of case #1, the volume increases due to curved design,
however, in the case #2, as a result, due to the thickness decrease in most parts, the total volume
decreases as well. In both cases, input displacement constraints become active in optimal design.
4.8.3 Synthesis of path generating mechanism
The following examples demonstrate the capability of the proposed design algorithm to
synthesize path-generating mechanisms for various output paths. The original configuration
designs refer to the topologies obtained by using the genetic algorithm in Zhao and Schmiedeler







Figure 4.134: Comparison of deformations
the performance measures, the adjoint equation (3.88) is solved at the end of every target load
step and the displacement sensitivity (3.90) is evaluated using the adjoint response.
Path generator for straight line
The objective of this example is to design the mechanism that produces a horizontally straight
path. The initial design consists of four beams as shown in Fig. 4.136a and the rotational
continuity conditions are imposed at the junctions. Each member is represented by a single
cubic B-spline patch. A moment loading of M =−0.0125nE I is applied at the end position in Fig.
4.136a, where n is the load increment number. Fig. 4.136c shows the deformed configurations at
every load step from n=0 to 20. The deformation path of the tip indicated in Fig. 4.136c is almost
straight but our design objective is to produce a horizontally straight path and control the length
of path. Three different target lengths of the deformation path are considered; Lt ar = 3 (case#1),
Lt ar = 4 (case#2), Lt ar = 5 (case#3). The corresponding target end points are shown in Fig. 4.136a.
As shown in Fig. 4.136b, total 18 design variables of d1∼d18 are used, corresponding to the X -
and Y -directional coordinate changes of the control points in the coarse mesh model. Using the
h-refinement capability of isogeometric method, we construct a refined model for the response
and design sensitivity analyses, which consists of 40 cubic B-spline elements for member #2∼4,
and member #1 undergoing rigid body motion during deformations is modeled using a single
element. The design velocity field in the coarse model is linearly mapped into that in the refined
model using the same h-refinement scheme. To make the deformation path horizontally straight,
the objective function is chosen to minimize the magnitude of Y -displacement at the tip, for the
selected N target load steps. In this example, every load step in total 20 load steps is selected as
a target load step, i.e., N =20. Also, the length of deformation path is controlled using an equality
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(a) Objective function (b) Volume
(c) Input displacement
Figure 4.135: Design optimization history








subject to uA = Lt ar , (4.55)
and
d l oweri ≤ di ≤ d
upper
i , (4.56)
where v AI denotes the Y -displacement of tip at I -th target load step, and uA denotes the X -
displacement of tip at final deformed configuration, which is utilized to measure the length
of deformation path since Y -displacement can be sufficiently suppressed by minimizing the
objective function. The objective function ψ represents the average of squared deviation from
the straight target path. The lower and upper bounds of design variables are respectively d loweri =
−4 and d upperi = 4. A SQP algorithm is utilized for the optimization process. Fig. 4.137 shows
the optimal designs for three cases. In each case, the design change at the loaded member is
noticeable, which obviously contributes to make the deformation path horizontally straight. Fig.
4.138 shows the deformed configurations at every load step from n=0 to 20 of the optimal design
for three cases. In all the cases, the deformation path successfully follows the target path and
the length is also controlled sufficiently. Fig. 4.139a shows that the objective function sufficiently
decreases for all the cases. Fig. 4.139b shows the X -displacement at the tip, satisfying the target
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(a) Problem description (b) Design variables (c) Deformation analysis
Figure 4.136: Design of path generator for a straight line
(a) Case#1 (b) Case#2 (c) Case#3
Figure 4.137: Comparison of optimal designs
value by imposing an equality constraint. This means that the target length of deformation
path is successfully attained, as the Y -displacement at the tip is suppressed sufficiently through
minimizing the objective function. Fig. 4.139c shows the deformation path of the tip for three
cases. Although slight deviations from target paths may exist, the optimum configuration designs
show remarkable improvement.
Path generator for curved line
Next example is to synthesize a mechanism with output path following a circular arc with
center Ct ar and radius r t ar . As shown in Fig. 4.140a, the original design consists of members
#1 and #2, and the rotational continuity condition is imposed at the junction. The members
#1 and #2 are modeled by a linear and a cubic B-spline patches, respectively. A follower force
F = 0.15n perpendicular to the member #2 at the junction is imposed, as shown in Fig. 4.140a,
where n denotes the load increment number. Fig. 4.140c shows the deformed configuration at
every load step from n=0 to 20. The deformation path follows the target circular path to some
extent in the beginning of the deformation but the deviation gets significantly larger in the
end of deformation. Three different target lengths Lt ar of the deformation path are considered;
L∗=4(case#1), L∗=5(case#2), L∗=6(case#3). As shown in Fig. 4.140b, total 14 design variables
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(a) Case#1 (b) Case#2 (c) Case#3
Figure 4.138: Comparison of deformed shapes
(a) Objective function (b) X -displacement of tip (c) Deformation path
Figure 4.139: Comparison of deformed shapes
d1∼d14 are selected as the X - and Y -directional coordinate changes of control points in the coarse
model. Fine models of the member #2 having 40 cubic B-spline elements is constructed using the
h-refinement schemes, and the member #1 undergoing rigid body motions during deformations
is modeled using a single element. By using the same refinement scheme, the design velocity field
constructed in the coarse model is linearly mapped into the fine model. In this path generator, the
deformed path needs to follow the target circular path so that an objective function is constructed
such that the distance between the deformed position of tip and the center of path Ct ar = (3,5)
is as close as the target radius r∗ = 41. Also, the length of deformation path should be as close
as the target length. The allowable volume is limited to the initial volume. Thus, a multi-objective
optimization problem can be stated as





r (I ) − r∗)2 +w(L̃−L∗)2 (4.57)
subject to V =
∫
Ω
Ad s ≤V0, (4.58)
and




(a) Problem description (b) Design variables (c) Deformation of original design
Figure 4.140: Design of path generator for a curved line
where r (I ) ≡ ∥∥X(I ) −C∗∥∥, and X(I ) denotes the deformed position of the tip at I -th target load step,
and w is a weight. N denotes the number of target load steps. L̃ denotes the piecewise linear




∥∥X(I+1) −X(I )∥∥, (4.60)
which obviously approaches to the actual length of the deformation path, as N increases. X(0)
denotes the initial position of the tip. The lower and upper bounds of design variables are
respectively d loweri = −5 and d
upper
i = 5. A MMFD (modified method of feasible direction)
algorithm is utilized for the optimization process. In all the cases, the weight of the objective
function is selected as w = 0.1. Fig. 4.141 compares the optimal designs for three cases. In
each case, the design change at the loaded member and the movement of clamped position
are noticeable. Fig. 4.142 shows the deformed configurations at every load step from n=0 to 20
of the optimal design for three cases. In all the cases, the deformation path successfully follows
the target path and the length is also controlled sufficiently. Fig. 4.143 shows the comparison of
deformation paths in polar coordinate system whose origin is the center Ct ar of target circular
path. It turns out that, as shown in Fig. 4.143a, the path of original design is significantly
deviated from the target ones which are horizontal straight lines in θ-r plane. The paths are
vastly improved through the configuration design optimization processes of case#1∼3 as shown
in Figs. 4.143b, 4.143c, and 4.143d, respectively. Fig. 4.144a presents that the objective function
sufficiently decreases for all the cases. The target length of deformation path is successfully
attained for three cases as shown in Fig. 4.144b. Also, the volume decreases in all of the three
cases, as shown in Fig. 4.144c.
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(a) Case#1 (b) Case#2 (c) Case#3
Figure 4.141: Comparison of optimal designs
(a) Case#1 (b) Case#2 (c) Case#3
Figure 4.142: Comparison of deformed shapes
4.8.4 Synthesis of angular rotator with prescribed rotation angle
We design an angular rotator that transforms a uni-directional force into angular motion with a
prescribed rotation angle. For this kind of angular rotator design, Lin and Shih [67] utilized the
SIMP based topology optimization method, where the linear deformation analysis is employed.
An original design of this example, shown in Fig. 4.145a refers to the second case optimal topology
in [67], from which we perform design optimizations, using the developed adjoint DSA method,
to attain target rotation angles. As depicted in Fig. 4.145a, the rotator model has 90◦ rotational
symmetry. Thus, configuration and cross-section thickness design variables are defined in one
of the four mechanism units connected to the central square (d2 ∼ d26), and the other units
are designed by a design parameterization in a way that the original rotational symmetry
is maintained. In order to avoid wiggly shapes due to large number of design variables, we
parameterize designs using the linear B-spline curve, therefore, straight designs are maintained
during optimization procedures. Also, the central square has design dependence such that side
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(a) Original design (b) Optimal design (case#1)
(c) Optimal design (case#2) (d) Optimal design (case#3)
Figure 4.143: Comparison of deformation paths in polar coordinate system
(a) Objective function (b) Deformation path length (c) Volume constraint
Figure 4.144: Optimization history
length of the square is controlled by the design variable d1. It is noted that the positions of
displacement and force boundary conditions also have design dependences. Furthermore, cross-
section sizing design is also represented by the same control net of linear B-spline curves, that
is, thickness distributions are linear interpolation within each of the straight beam members.
Thickness of the center square is unchanged during optimizations. Thus, total 14 sizing design
variables are utilized. The Young’s modulus is E = 109 for 8 members of center square part and
E = 109 for the others, and the square cross-section shape with uniform thickness h = 0.5 is
considered in the original design. For the deformation and design sensitivity analysis, through
k-refinement process, quartic B-spline model with 40 elements per each patch is constructed.
Concentrated forces of magnitude F = 20n are imposed at the four points indicated by red-
colored arrows in Fig. 4.145a, which are called, in this example, as input ports. n denotes the load
increment number, and n = 10 is selected. Each of the four mechanism units are fixed at the two
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(a) Problem description and configuration design variables
(b) Deformation
Figure 4.145: Design of angular rotator
boundary end points, and the displacements at the input ports are constrained in perpendicular
directions of applied forces. Fig. 4.145b shows a deformation of neutral axis. Due to the rotational
symmetry of the model geometry and boundary conditions, the deformed configuration also has
the same symmetry. It is observed that the central square slightly rotates in the counter-clock
wise, and the measured rotation angle at the point A, indicated in Fig. 4.145a, is θA = 1.4857◦. An
optimization problem to attain target rotation angle θ∗A can be stated as
Minimize ψ3 =
∣∣θA −θ∗A∣∣2 (4.61)
subject to V ≡
∫
Ω
Ad s ≤V0, (4.62)
ui n ≤ u∗i n , (4.63)
and




where we select a target rotation angle θ∗A = 10◦. By exploiting the symmetry, the input
displacement constraint can be enforced to only one mechanism unit at the point B, indicated
in Fig. 4.145a, and the displacementa at the input port is constrained by u∗i n = −3. For the
side constraints of Eq. (4.64), we select d l oweri = −1 and d
upper
i = 1 for the 26 configuration
design variables, and d loweri = −0.1 and d
upper
i = 0.1 for the 14 sizing design variables. Fig.
4.146a and 4.146b, respectively, shows the neutral axis design change and cross-section thickness
distribution. As noted before, the thickness of central square is fixed, and overall parts becomes
thinner, which gives much more flexibility. Fig. 4.146c shows the deformation of neutral axis, and
it is notable that the central square rotates much larger than that of original design. Fig. 4.147a
(a) Neutral axis geometry (b) Cross-section thickness contour
(c) Deformation
Figure 4.146: Optimal design of angular rotator
presents that the target rotation angle θ∗A = 10◦ is successfully attained through a few iterations.
Fig. 4.147b and 4.147c show that the input displacement increases, and volume decreases during
the optimization.
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(a) Rotation angle (b) Input displacement (c) Volume
Figure 4.147: Design of angular rotator
4.9 Shape memory polymer-based structures
4.9.1 Design optimization for prescribed Poisson’s ratio
Consider a planar lattice structure, in Fig. 4.148a, subjected to a compressive loading of
prescribed displacement d = −0.05n where n denotes the load step number. The Young’s
modulus and thickness are respectively selected as E = E f and h = 0.2, and a square-shaped cross-
section is considered. Due to symmetry of analysis model, a quarter model is used as shown in
Fig. 4.148b. To impose the symmetric boundary conditions, rotation DOFs are constrained using
the penalty method. The rotations at the loading points (red-colored arrows in Figs. 4.148a and
4.148b) are also restrained for the stable imposition of displacement loading conditions. To avoid
the influence of boundary conditions when the Poisson’s ratio is computed, we investigate the
behavior of the central voids indicated by black dots in Fig. 4.148b. Fig. 4.148c represents the
overlay of initial configuration and the deformed one at n = 100. The auxetic behavior of lateral
contraction due to compression is apparently present.
(a) Problem description (b) Quarter model (c) Deformation (n=100)
Figure 4.148: Planar lattice structure
For the design variations of the unit cell indicated in Fig. 4.148b, we consider only a quarter of the
unit cell. Three cases of design parametrization are considered, as shown in Figs. 4.149a∼4.149c.
In case #1, the geometry is represented by a quadratic B-spline. Two design variables are
employed; the position changes of control points d1 and d2. Using the k-refinement scheme,
the refined analysis model composed of 10 uniform knot spans of cubic B-spline for each patch
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(a) Case #1 (b) Case #2 (c) Case #3
Figure 4.149: Three cases of design variable selections
is constructed. The design velocity field constructed from the coarse model is linearly mapped
into the fine mesh model through the same k-refinement process. In each of the cases #2 and
#3 in Figs. 4.149b and 4.149c, we utilize a single knot span and uniform two knot spans of
cubic B-spline in each patch for geometric modeling, and take four and six design variables,
respectively. Using the h-refinement scheme for both cases #2 and #3, we construct the refined
analysis models composed of 10 uniform knot spans of cubic B-spline for each patch. Also,
the design velocity field generated in the coarse model is linearly mapped into the refined
model using the same h-refinement process. In all three cases, to enforce the G1-continuity,
the positions of two adjacent control points in the boundary of quarter part are parametrized.
In all the optimization examples, a method of modified feasible direction (MMFD) algorithm
is employed. We perform configuration design optimizations to achieve target Poisson’s ratios
during compressive deformations. Two target Poisson’s ratios are selected, as ν∗ = −0.7 and
ν∗ = −0.8. The prescribed displacement is d =−0.05n, and the total number of load steps is 100,
thus the total prescribed displacement is d =−5.
Verification of Poisson’s ratio sensitivity
(a) Perturbation of d1 = 3 (b) Perturbation of d2 = 3
Figure 4.150: Design perturbation of lattice structure
Prior to perform the design optimizations, we verify the Poisson’s ratio sensitivity by comparison
with finite difference one. Figs. 4.150a and 4.150b, respectively, illustrate the design perturbations
213
of the lattice structure due to the perturbations of two design variables d1 and d2 of the case
#1. Configuration designs of the lattice structure are parameterized so that the translational
periodicity in the original design maintains in the perturbed ones. The Poisson’s ratio sensitivity
calculated for each of two design variables of the case #1 at every 20th load step from n=20 to
100 is compared with finite difference one (Table 4.32). The analytical sensitivities agree very well
with the finite difference ones.




Analytic sensitivity Finite difference sensitivity Agreement(%)
d1(a) d2(b) d1(d) d2(e) (a)/(d) (b)/(e)
20 -0.6721 -3.8046E-02 -5.2370E-02 -3.8040E-02 -5.2370E-02 100.02 100.00
40 -0.6547 -5.5817E-02 -4.9234E-02 -5.5811E-02 -4.9235E-02 100.01 100.00
60 -0.6413 -6.5662E-02 -4.6509E-02 -6.5655E-02 -4.6510E-02 100.01 100.00
80 -0.6305 -7.1443E-02 -4.4137E-02 -7.1436E-02 -4.4138E-02 100.01 100.00
100 -0.6216 -7.4913E-02 -4.2052E-02 -7.4907E-02 -4.2052E-02 100.01 100.00
Configuration design optimization
To achieve the prescribed Poisson’s ratio, an optimization problem can be formulated as
minimizing the deviation from the prescribed Poisson’s ratio at a given strain range: Find the





subject to V(d) ≤ VfV0, (4.66)
and
d l oweri ≤ di ≤ d
upper
i , (4.67)
where ν denotes the Poisson’s ratio. εi is the nominal strain at i -th load step and computed
by dividing the prescribed displacement at i -th load step by the initial overall height of the
quarter part (h = 80). N L denotes the total number of target load steps. We consider all 100
load steps as target ones, i.e. N L = 100. V0 and Vf respectively denote the initial volume and
the allowable volume fraction, and Vf = 1.2 is selected. The side constraints, which confine the
range of design variable values to avoid excessive design changes, are selected as d loweri = −3
and d upperi = 3. We note that void center position from which the Poisson’s ratio is calculated
does not have explicit design dependence due to symmetric design variation, in all three cases of
design parameterizations. Figs. 4.151a and 4.151b show the nominal strain-Poisson’s ratio graphs
for the target Poisson’s ratios ν∗ =−0.7 and -0.8, respectively. In the original design, the Poisson’s
ratio is around -0.69 at the initial configuration and decreases in its magnitude as deformation
proceeds. Through the optimizations, the Poisson’s ratios are successfully attained around the
target values in both cases ν∗ = −0.7 and -0.8 during the deformation processes. Fig. 4.152 and
4.153 respectively show the optimal designs for the two target values.
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(a) ν∗ =−0.7 (b) ν∗ =−0.8
Figure 4.151: Poisson’s ratio under finite compressive deformation
(a) Case#1 (b) Case#2 (c) Case#3
Figure 4.152: Comparison of optimal designs (ν∗ =−0.7)
Comparing with the original design of Fig. 4.148, the ligaments in the optimal designs are
significantly rotated about the junction to exhibit the extreme auxetic behavior of lateral
contraction. Fig. 4.154 and 4.155 show the history of the objective function and volume constraint
function during the optimizations. The volume constraint function plotted in Fig. 4.154b and
4.155b represents a normalized quantity of the volume constraint of Eq. (4.66), i.e., V /Vf V0 −1.
As shown in Fig. 4.154a, in the case of ν∗ = −0.7, the case #1 (blue) gives a slightly better result
than case #2 (red), although the case #2 has more design variables. Also, as shown in Fig. 4.155a,
in the case of ν∗ = −0.8, the case #2 (red) yields a slightly better result than case #3 (green),
even though the case #3 has more design variables. These can be interpreted as a nature of local
minima found in the gradient-based optimization algorithm, due to the lack of convexity of the
objective function. In the case of ν∗ = −0.8, the case #2 (red) and #3 (green) gives much more
improvement in the objective function than case #1 (blue). This is due to more rounded shape
of ligaments that makes the rotation of ligaments about the junction much easier. Table 4.33 lists
the determined values of design variables. Fig. 4.156 compares the deformed configurations of the
two cases of optimal designs. For the deformed shapes of optimal designs, the results of design
variable case #3 are selected for both of the cases of ν∗ =−0.7 and -0.8. Compared with the result
of original design in Fig. 4.148c, it is apparent that the lateral contraction due to the compressive
loading increases through the optimizations, and also the optimal design of the case ν∗ = −0.8
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(a) Case#1 (b) Case#2 (c) Case#3
Figure 4.153: Comparison of optimal designs (ν∗ =−0.8)
(a) Objective function (b) Volume constraint
Figure 4.154: Comparison of optimization history (ν∗ =−0.7)
Table 4.33: Design variables (di ) in optimal design
Design
variable#
ν∗ =−0.7 ν∗ =−0.8
Case #1 Case #2 Case #3 Case #1 Case #2 Case #3
1 1.9064 1.1487 1.6284 0.5455 -0.3260 -0.5005
2 1.1297 0.1474 0.1891 3.0000 0.2011 0.0144
3 - 1.0595 2.2901 - 2.0074 0.3934
4 - 0.2154 0.3747 - 0.6712 0.0903
5 - - 0.7399 - - 0.8951
6 - - 0.0006 - - 0.2261
shows bigger contraction than that of the case ν∗ =−0.7.
4.9.2 Design optimization for prescribed Poisson’s ratio during shape
recovery
While the shape recovery process of SMP progresses, the effective Poisson’s ratio of the structure
at each equilibrium configuration can vary due to the configuration change. In this example,
two kinds of objectives are considered in the design optimizations. First, to attain a constant
target Poisson’s ratio in a specified temperature range is desired. Second, the target Poisson’s
ratio is set to be linearly proportional to temperature in another specified temperature range. The
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(a) Objective function (b) Volume constraint
Figure 4.155: Comparison of optimization history (ν∗ =−0.8)
(a) Optimal design (ν∗ =−0.7, case #3) (b) Optimal design (ν∗ =−0.8, case #3)
Figure 4.156: Comparison of deformed configurations (n=100)
same model of Figs. 4.148a and 4.148b as used in the previous example is considered. Fig. 4.157
shows the shape memory and recovery processes. The temperature step size is initially selected as
ΔT = 1(K) and adaptively reduced if the iterative scheme has difficulty in convergence within the
specified number of iterations. In pre-deformation process (step #1), the displacement loading
(d = −6) is imposed. The deformed configuration at the high temperature of Th = 358K is the
red-colored one in Fig. 4.157a. Subsequently, with the prescribed displacement fixed, a cooling
down process to the low temperature of T = 273K (step #2) results in a slight configuration
change. Then, the displacement loading is removed and a spring-back occurs (step #3), which
yields the deformed configuration of black-colored one in Fig. 4.157b. By increasing temperature
to Th = 358K , the original configuration can be recovered (step #4). To compute the Poisson’s
ratio of each equilibrium configuration during the shape recovery step, we need an additional
nonlinear analysis, as mentioned before. We apply 10% of the prescribed displacement applied
in the pre-deformation process, i.e. d = −0.6 in each additional nonlinear analysis at the target
temperature steps.
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(a) Pre-deformation and cooling (b) Shape recovery
Figure 4.157: Shape memory and recovery process of NPR structure
Verification of Poisson’s ratio sensitivity
We verify the presented formulation to calculate the Poisson’s ratio sensitivity by comparing with
finite difference one. The design sensitivities for the two design variables in the case #1 in Fig.
4.149a are calculated using the developed method at some temperatures and compared with
finite difference ones. For the finite difference sensitivity calculations for the two design variables,
the perturbation amount is selected as d1 = d2 = 10−4. Table 4.34 shows that the analytical
sensitivities agree very well with the finite difference ones at all selected temperatures.




Analytic sensitivity Finite difference sensitivity Agreement(%)
d1(a) d2(b) d1(d) d2(e) (a)/(d) (b)/(e)
300 -5.6922E-01 -8.7046E-02 -3.8255E-02 -8.7041E-02 -3.8255E-02 100.01 100.00
310 -5.6998E-01 -8.7061E-02 -3.8337E-02 -8.7056E-02 -3.8338E-02 100.01 100.00
320 -5.7150E-01 -8.7039E-02 -3.8521E-02 -8.7034E-02 -3.8521E-02 100.01 100.00
330.1 -5.7551E-01 -8.6726E-02 -3.9081E-02 -8.6721E-02 -3.9081E-02 100.01 100.00
340.1 -5.9487E-01 -8.3187E-02 -4.2014E-02 -8.3181E-02 -4.2014E-02 100.01 100.00
350.1 -6.7736E-01 -2.9846E-02 -5.3603E-02 -2.9841E-02 -5.3604E-02 100.02 100.00
Configuration design optimization
The optimization problem to achieve the target Poisson’s ratio at each equilibrium configuration
of a specified temperature range can be stated as: Find the design variable d such that
Mi ni mi ze ψ≡
N T∑
i=1
∣∣ν(d;Ti )−ν∗(Ti )∣∣2, (4.68)
sub j ect to V (d) ≤Vf V0, (4.69)
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and
d l oweri ≤ di ≤ d
upper
i , (4.70)
where Ti denotes the i -th target temperature step, and N T is the total number of target
temperature steps. The allowable volume fraction is Vf = 1.2. The side constraints are d loweri =−3
and d upperi = 3. As mentioned before, we consider two kinds of objectives. The first one is to
select target Poisson’s ratio ν∗ = −0.8 in the temperature range T = 300∼320K (N T = 21). The
second one is to tune the Poisson’s ratio by heating. During the shape recovery process, the
configuration changes drastically occurs around the glass transition temperature Tg = 343K ,
which can be effectively utilized as a target temperature range to tune the Poisson’s ratio, thus,
we select two cases of target temperature ranges T = 340∼350K (N T = 11; case A) and T =
330∼350K (N T = 21; case B) where the Poisson’s ratio is desired to linearly vary from -0.6 to
-0.8. The case A and B respectively corresponds to set v∗l i n ≡ ν∗(Ti ) = −0.02(i − 1) − 0.6 and
v∗l i n ≡ ν∗(Ti ) = −0.01(i − 1) − 0.6 in Eq. (4.68). We note that the glass transition temperature
also can be effectively tailored by changing the polymer material parameters, as shown in [72].
The design variable case #3 in Fig. 4.149c is utilized in the optimization of ν∗ = v∗l i n . Fig. 4.158
shows the change of Poisson’s ratio during the shape recovery process. The overall magnitude
(a) ν∗ =−0.7 (b) ν∗ =−0.8
Figure 4.158: Comparison of Poisson’s ratio change during shape recovery process
of the Poisson’s ratio increases through the design optimization. In the case of ν∗ = −0.8, as
increasing the design DOFs, the Poisson’s ratio approaches to the target value more precisely.
This also can be observed in the history of objective function, illustrated in Fig. 4.159a. Fig. 4.159b
shows the history of volume constraint functions. As noted before, the volume constraint function
represents a normalized quantity of the volume constraint of Eq. (4.69), i.e., V /V0Vf − 1. In the
case of ν∗ = −0.8, the volume increase of the case #3 is less than the other cases, even though
it shows the largest performance improvement. In the optimization of ν∗ = v∗l i n , in the target
temperature range T = 340∼350K (case A), the Poisson’s ratio variation approaches very well to
the linear variation between ν∗ = −0.6 to -0.8, and shown in Fig. 4.158b and 4.160a. If a longer
target temperature range T = 330∼350K is considered (case B), the Poisson’s ratio more deviates
from the target one than the case A as shown in Fig. 4.158b and 4.160a, however, the overall
performance improvement is thought to be attained successfully. The determined design variable
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(a) Objective function (b) Volume constraint
Figure 4.159: Optimization history (ν∗ =−0.8)
(a) Objective function (b) Volume constraint
Figure 4.160: Optimization history (ν∗ = v∗l i n)
values are listed in Table 4.35. Fig. 4.161 and 4.162 compares the undeformed configurations of
Table 4.35: Design variables (di ) in optimal design
Design
variable#
ν∗ =−0.7 ν∗ = v∗l i n
Case #1 Case #2 Case #3 Target case A Target case B
1 1.1475 -0.3906 -0.3002 -0.1515 -0.2410
2 3.0000 0.8059 0.1075 0.0030 0.0058
3 - 2.1371 0.1835 0.1472 0.5311
4 - 1.7103 0.3797 0.0446 0.0565
5 - - 1.5595 0.3927 0.6354
6 - - 0.7383 0.1237 0.0320
the optimal designs. As observed in the purely elastic material cases in the previous example,
more rounded shape of ligaments, especially near the junctions, makes the rotation of ligaments
about the junction much easier, and finally results in higher magnitude of the Poisson’s ratio.
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(a) Case#1 (b) Case#2 (c) Case#3
Figure 4.161: Comparison of optimal designs (ν∗ =−0.8)
(a) Case A (b) Case B
Figure 4.162: Comparison of optimal designs (ν∗ = v∗l i n)
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Chapter 5
Conculsions and future works
5.1 Conclusions
The present thesis work contributes to develop a continuum-based adjoint configuration
design sensitivity analysis (DSA) method for curved built-up structures undergoing finite
deformations. In deformation analysis point of view, we investigate basic invariance property
of linearized strain measures of a planar shear-deformable beam model and combine the
invariant spatial discretization with the selective reduced integration (SRI) and B̄ projection
method to circumvent shear and membrane locking troubles. Then, three different kinds of
nonlinear structural models are considered. First, a planar Kirchhoff beam problem is solved
using a rotation-free spatial discretization of isogeometric analysis (IGA) approach due to higher
order continuity of NURBS basis function. A superiority of IGA in terms of per-DOF(degree-
of-freedom) solution accuracy over conventional finite element analysis (FEA) using Hermite
basis function is verified. Various inter-patch continuity condition including rotation continuity
by Lagrange multiplier and penalization methods are presented. This formulation is combined
with a phenomenological shape memory polymer constitutive model where the four steps of
the thermomechanical process of SMP structures are simulated. Second, for a shear-deformable
beam model, a multiplicative update procedure for finite rotation using an exponential map of
a skew-symmetric matrix is used. An explicit parameterization method for initial orthonormal
frame in spatial curve is presented using the smallest rotation (SR) method within the IGA
framework. Third, in a shear-deformable shell problem, for a convenient modeling of built-up
structures with sharp interface, a rotation field is parameterized by three rotational degrees-
of-freedom and a regularized variational principle for drilling stabilization is used. In the DSA
point of view, we apply the material derivative to the variational equations in order to derive
configuration DSA expressions. For the shear-deformable structures, the material derivative of
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the orthogonal transformation matrix can be evaluated at final equilibrium configuration, and
this enables to calculate design sensitivity at the equilibrium without further iteration. Moreover,
we develop a contrained optimization method for beam structures constrained on a curved
surfaces, where free-form deformation and global curve interpolation methods are applied to
have analytical expression of control point positions on the curved surface, whose material
derivative yields precise design velocity field.
We apply the developed DSA and optimization methods in various engineering design problems.
First, we architect various lattice structures having artificial mechanical properties like auxeticity
and phononic band gap. We simultaneously tailor configuration and cross-sectional area to
extremize those properties through mathematical optimization. Especially, we experimentally
verify the two-dimensional auxetic structures using the 3-D printing technology and optical
deformation measurement system, where excellent quantitative agreement of effective Poisson’s
ratio and displacement field are found. For phononic band gap structures, we basically use the
Bloch periodic boundary condition to model an infinitely periodic structure, and the low wave
transmission in low frequency region of architected unit cell designs are verified by harmonic
response analysis of finite unit cell assemblies. Additionally, we synthesize various compliant
mechanisms and shape memory polymer based structures to demonstrate the applicability of
the developed method.
5.2 Future works
5.2.1 Design sensitivity analysis of geometrically exact nonlinear
structures
We recommend several research directions to extend the current development in the DSA of
beam and shell structures. In the current work, the Kirchhoff constraint is applied to planar beam
model only, therefore, it would be possible to extend the DSA formulation to three-dimensional
Kirchhoff beam and shell structures. A blended approach in Benson et al. [11] which selectively
introduces rotational DOF would be effectively utilized for coupling of multiple patches, and
this method would be combined with a transformed basis function method in Koo et al. [56] to
introduce a rotational DOF at a desired position. We also need further investigations in three-
dimensional shear-deformable nonlinear beam and shell models in terms of the additive update
of finite rotation, mixed formulation to alleviate shear and membrane locking troubles, and
objectivity of strain measures in discretized problem [30].
• Configuration DSA of three-dimensional Kirchhoff beam and shell structures
• Selective introduction of rotational DOF for multipatch coupling
• Imposition of Kronecker-delta property using transformed basis function
• Additive rotation update and locking treatment
• Discussion on objectivity of strain measures in discretized problem
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In this thesis, for beam structures, we consider only square, retangular, and circular shaped cross-
sections, and their cross-section areas are employed as design variables. However, cross-section
orientation has a rotational design degree-of-freedom about a neutral axis tangent vector. Also,
a distribution of material property like Young’s modulus would be controlled during optimal
design process. Furthermore, in many applications, the contact interactions between structural
members may have significant effects on the structural performances, for examples, ligaments in
energy-absorbing lattice strucures may undergo self-contact interactions where friction induced
energy dissipation could be crucial. Thus, incorporation of contact constraint would be very
interesting and give a possibility of increasing the applicability and practicality of the proposed
designs. Thus, we suggest the following research subjects.
• Consideration of more general beam cross-section geometries including T-, L-, and I-
sections in deformation analysis,
• Sizing design variables could be a rotational design DOF of beam cross-section about
tangent vector, and beam and shell material distribution parameters,
• Incorporation of a frictional self-contact model for nonlinear beam and shell structures.
5.2.2 Applications in design of practical built-up structures
Auxetic lattice structures are versatile in many engineering applications including design of ship
and offshore structures. For example, deck structure of car carrying ship requires low weight and
enhanced impact resistance. Thus, we suggest the following future work.
• Nonlinear transient dynamic analysis of plate structures with auxetic cores,
• Investigation of significances of auxeticity in practical engineering designs,
• Experimental validation of negative Poisson’s ratio in three-dimensional auxetic lattice
structures.
Also, design of jacket support structure of offshore platform for maximum fundamental frequency
would be a possible application candidate. We suggest
• Design sensitivity analysis of post-buckled jacket structures,
• Maximization of fundamental frequency of pre-loaded structures,
• Optimal layout design of curved hull stiffeners.
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Appendix A
Supplements to the geometrically exact
Kirchhoff beam model
A.1 Linearization of virtual bending strain












Taking the first variation of Eq. (2.60) and using the chain rule of differentiation, followed by using
Eq. (A.1) and the fact that

E(z̄)T T1 is a scalar quantity such that
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E(z̄) ≡ΓE (z̄), (A.2)





we can write the relation between T1 and T̃1 as
T̃1 =
⎡⎢⎣ 0 1 0−1 0 0
0 0 0
⎤⎥⎦T1 ≡ ĨT1. (A.3)
Using Eqs. (A.2) and (A.3), the following is obtained.
δT̃1 = ĨδT1 = ĨΓ

E(z̄). (A.4)


























T in Eq. (A.5) can be rewritten, using the fact that ‖T1‖ = 1 and the definition of Γ (A.2), as
T1T̃1
T =−Ĩ(I−T1T1T ) =−(1+εm)ĨΓ. (A.6)














≡ E(z̄)T D2, (A.7)
where D2 is symmetric since Γ is symmetric and Ĩ is skew-symmetric. Using Eq. (A.7) and the









Using Eq. (A.6) and the fact that Ĩ is skew-symmetric, we have the following relation.
ΓĨ− ĨΓ= (T̃1T1T +T1T̃1T )/(1+εm). (A.9)
We derive the expression for the incremental form of D2 of (A.7) multiplied by E,s , using the chain















































T + T̃1T1T )E,s . (A.10)
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Using Eq. (A.9) again, and using Eq. (A.1) with z̄ replaced with Δz, as following the same






(ΓĨ− ĨΓ)E,s + 1
(1+εm)2
Δ(T1T̃1












T +T1ΔT̃1T +ΔT̃1T1T + T̃1ΔT1T )E,s . (A.11)
Using the definition of D2 (A.7) and following the same differentiation process of Eqs. (A.2) and




















Using the chain rule of differentiation and the fact that the Δ operation commutes with the












Finally, substituting Eq. (A.12) into (A.13) and following the same differentiation process of Eq.













E(Δz) ≡ ηb(nz;Δz, z̄). (A.14)
A.2 Penalty method for rotation continuity constraint
We derive the expression of the increment of Γ, as follows. By taking derivative of Γ in Eq. (A.2),











Then, by multiplying Td1 to both sides of Eq. (A.15), and using the fact that T1
T E(Δz), T1T Td1 and











where sym(•) ≡ (•)+ (•)T.
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A.3 A proof of membrane strain and rotation continuity
Proposition. For initially G2-continuous model with C 0-continuous displacement field, a
condition of C 1-continuous displacement component vector is sufficient and necessary for
continuous membrane strain and rigid body rotation.
Proof. If rigid body rotation (T =
˜
T) and membrane strain (εm =
˜





Using G2-continuity (k =
˜
k) and C 0-continuity (z =
˜







which represents that the displacement component vector is C 1-continuous. Conversely, if the























A.4 Material derivative of initial curvature
Using Eq. (3.21) with n+1z,s replaced by j123,s , we have
(j123,s)· = {(j123)·},s − j123,s∇s · V̂. (A.22)
Substituting Eqs. (2.51) and (3.11) into Eq. (A.22) yields
(Ω̇0 +Ω0VΘT )j123 = (VΘ,s T +VΘT Ω0 −Ω0∇s · V̂)j123. (A.23)
Using Eqs. (2.52) and (3.14), the following relation can be derived.
VΘ
T Ω0 =Ω0VΘT . (A.24)
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Therefore, multiplying j123−1 to both sides of Eq. (A.23), and using the relation of (A.24) give
Ω̇0 = VΘ,s T −Ω0∇s · V̂. (A.25)
Also, by substituting Eq. (2.64) into Eq. (A.25) and using the fact that VΘ is skew-symmetric, we
have
k̇ =−(VΘ)12,s −k∇s · V̂. (A.26)
A.5 Material derivative of bending strain
By taking the material derivative of Eq. (2.71) and following the same differentiation process of








































T {{EV (n+1z)},s −E,s∇s · V̂}]
≡ ωb(n+1ż)+ωVb (n+1z). (A.27)
Taking the material derivative of Eq. (2.74) and following the same differentiation process of Eqs.
(A.12) and (A.7) for Ḋ2E,s and {T̃1/(1+εm)}·, respectively, yield
˙̄ωb = {






















































{EV (n+1z)},s −E,s∇s · V̂
}






≡ ωb(n+1z, ˙̄z)+ηb(n+1z; n+1ż, z̄)+ ω̄Vb (n+1z; z̄). (A.29)
A.6 Design dependence of Hermite basis functions
Cubic Hermite basis functions are given by














where he is the element length parameter. Taking material derivative of Eq. (A.30) gives













We derive the material derivative of element length parameter in Hermite basis functions, using




b −12 , (A.32)
and
a ≡ ∥∥r2 − r1∥∥2
b ≡ ∥∥t2 − t1∥∥2
c ≡ (r2 − r1) · (t2 − t1)
⎫⎪⎪⎪⎬⎪⎪⎪⎭ , (A.33)
where ri and ti are the i-th nodal position and tangential vectors, respectively. Taking the material
derivatives of Eqs. (A.32) and (A.33), we have the following.





ȧ = 2(V̂2 − V̂1) · (r2 − r1)
ḃ = 2(V̂2t − V̂1t ) · (t2 − t1)










Supplements to the geometrically exact
shear-deformable beam model
B.1 Directional derivative of pressure load vector
We derive directional derivatives of base vectors a1, a2, and a3. The directional derivative of a1
gives
Da1 ·Δz = 1∥∥ϕ,s∥∥Pa1Δz,s . (B.1)
For the directional derivative of a2, we derive, using Eq. (B.1), the following.
(DPa1 ·Δz)i2 =−
1∥∥ϕ,s∥∥ {(a1 · i2)I+a1 ⊗ i2}Pa1Δz,s . (B.2)
Using the relation Di2 ·ΔΘ̂=− [i2×]ΔΘ from i2 =Λe2 and Eqs. (B.2), we derive
Da2 ·Δη= 1∥∥ϕ,s∥∥
[






∥∥ϕ,s∥∥∥∥Pa1 i2∥∥Pa2 Pa1 [i2×]
)
ΔΘ
≡ 1∥∥ϕ,s∥∥Tp2ϕΔz,s + 1∥∥ϕ,s∥∥Tp2ΘΔΘ. (B.3)
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B.2 Material derivative of pressure load vector
We derive material derivatives of base vectors aI (I = 1,2,3). Taking the material derivative of a1
by using the formula of Eq. (3.125) and substituting Eq. (3.108) gives





For the derivation of material derivative of a2, we derive the following by using Eq. (B.5).
Ṗa1 i2 =−





From the relation i2 =Λe2, we derive the following by using Eq. (3.119).
i•2 =− [i2×]Θ∗L − [i2×]θ∗0 . (B.7)
Using Eqs. (B.6) and (B.7)
ȧ2 = 1∥∥ϕ,s∥∥
[

















∥∥ϕ,s∥∥∥∥Pa1 i2∥∥Pa2 Pa1 [i2×]
)
θ∗0
≡ 1∥∥ϕ,s∥∥Tp2ϕż,s + 1∥∥ϕ,s∥∥Tp2ΘΘ∗L + 1∥∥ϕ,s∥∥Tp2ϕ
(
V,s −ϕ,s∇s ·V
)+ 1∥∥ϕ,s∥∥Tp2Θθ∗0 . (B.8)
The material derivative of a3 is derived using Eqs. (B.5) and (B.8) as
ȧ3 = 1∥∥ϕ,s∥∥
(
− [a2×]Pa1 + [a1×]Tp2ϕ
)(









ż,s +V,s −ϕ,s∇s ·V
)+Tp3Θ (Θ∗L +θ∗0 )} . (B.9)
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Appendix C
Supplements to the geometrically exact
shear-deformable shell model
C.1 Local cartesian basis















, and j3 ≡ G3 (C.1)








∥∥∥∥12 (jξ1 + jξ2)
∥∥∥∥ , and j̃ξ2 = (G3 × j̃ξ1)/∥∥G3 × j̃ξ1∥∥ (C.2)
C.2 Material derivative of local Cartesian basis
Taking the material derivative of G3 in Eq. (2.217) gives
Ġ3 = 1‖G1 ×G2‖
PG3
(




Ġα = ϕ̇0,ξα = V,ξα . (C.4)
Using Eqs. (3.125) and (C.4), the material derivative of jξα (α= 1,2) gives
(
jξα
)• = 1‖Gα‖Pjξα Ġα. (C.5)
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Similarly, using Eq. (3.125), the material derivative of j̃ξα (α= 1,2) gives
(
j̃ξ1
)• = 1∥∥jξ1 + jξ2∥∥Pj̃ξ1 {(jξ1)• + (jξ2)•} , (C.6)
and (
j̃ξ2
)• = 1∥∥G3 × j̃ξ1∥∥Pj̃ξ2
{





















)• + (j̃ξ2)•} , (C.9)
and (j3)• = Ġ3. J̇ is derived, from Eq. (2.224), as
J̇ =
[
V,ξ1 · j1 +G1 ·
(
j1
)• V,ξ1 · j2 +G1 · (j2)•
V,ξ2 · j1 +G2 ·
(
j1








































































































Supplements to the invariant formulations
D.1 Analytic solution of pure bending problems
For the sinusoidal moment loading condition of Eq. (4.1), Adam et al. [1] derived the exact







Since the membrane and shear strains vanish due to the pure bending nature, using Eq. (2.15), for
a given θb and ∀s ∈ [0,L], we have two differential equations for the global displacement vector ẑ
as
ẑ,s · j1 = 0
ẑ,s · j2 = θb
}
. (D.2)









,∀s ∈ [0,L]. (D.3)
















since (j1)1(j2)2 − (j1)2(j2)1 =
∥∥j1 × j2∥∥ = 1. Considering the clamped boundary condition, we have











Supplements to the geometric constraints in
design optimization
E.1 Design sensitivity of curvature constraint
We present a design sensitivity expression of the curvature constraint of Eq. (4.12). For





gκ(ξ)Jc (ξ)dξ, where g
κ(ξ) ≡
{
κ f (ξ)/κ fU
}2 −1. (E.1)












ġκ(ξ) = 2κ f (ξ)κ̇ f (ξ)/κ fU
2
. (E.3)
We derive the material derivative of the Frenet curvature of Eq. (4.15) as
κ̇ f = j•1,s ·n−κ f ∇s ·V+ j1,s · ṅ. (E.4)
where ṅ is derived, using Eqs. (3.125) and (3.111) as
ṅ = 1∥∥j1,s∥∥Pn (j−1,s j1,s∇s ·V) , (E.5)
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and










(∇s ·V)d s =
∫
Ξi
(∇s ·V) Jc (ξ)dξ. (E.7)
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Appendix F
Supplements to the design of auxetic
structures
F.1 Calculation of Poisson’s ratio of finite assembly of unit cells
We consider two types of materials; purely elastic and SMP. For both cases, if the displacement
from a suitable reference configuration is determined, the position changes of selected
void centers can be calculated. The reference configuration is selected as the undeformed
configuration and the original equilibrium configuration at each temperature step for purely
elastic and SMP material cases, respectively. Also, the term “deformed configuration” used in
this appendix indicates the current configuration at each target load step and the temporary
equilibrium configuration for the purely elastic and SMP material cases, respectively. The overall
procedure of the Poisson’s ratio calculation refers to Bertoldi et al. [13], and our contribution
is made in the application to the SMP material case and the derivation of material derivative
expressions.
Poisson’s ratio is calculated using the differences of void center positions between reference and
deformed configurations. Fig. F.1 illustrates the selected voids for the Poisson’s ratio calculation
and the corresponding indices (i , j ).
(X 0i , j ,Y
0
i , j ) and (Xi , j ,Yi , j ) represent the positions of void (i , j ) in reference and deformed
configurations, respectively. The following expressions of the center-to-center distances are
utilized.
ΔXi , j ≡ Xi+1, j −Xi , j ,ΔYi , j ≡ Yi , j+1 −Yi , j
ΔX 0i , j ≡ X 0i+1, j −X 0i , j ,ΔY 0i , j ≡ Y 0i , j+1 −Y 0i , j
⎫⎬⎭ . (F.1)
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(a) Reference configuration (b) Deformed configuration
Figure F.1: Selected holes in reference and deformed configurations





νi , j , (F.2)
where
νi , j ≡−
(ΔXi , j −ΔX 0i , j )/ΔX 0i , j
(ΔYi , j −ΔY 0i , j )/ΔY 0i , j
=−
(Ui+1, j −Ui , j )/ΔX 0i , j
(Vi , j+1 −Vi , j )/ΔY 0i , j
, (F.3)
and Nν is the number of values of νi , j used in the averaging. For example, in the case of Poisson’s
ratio calculation illustrated in Fig. 4.148, total 16 values of νi , j are utilized, i.e., Nν = 16. In the
second equality of Eq. (F.3), the following relation is utilized.
ΔXi , j −ΔX 0i , j =
(




Xi , j −X 0i , j
)
≡Ui+1, j −Ui , j , (F.4)
and
ΔYi , j −ΔY 0i , j =
(




Yi , j −Y 0i , j
)
≡Vi , j+1 −Vi , j , (F.5)
where Ui , j and Vi , j represent the horizontal and vertical displacements of the void (i , j ) at the
deformed configuration from the reference configuration. Next, we derive the sensitivity of the
Poisson’s ratio. Due to the symmetric design variations in the unit cell, the initial void center
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position in the undeformed configuration does not have any design dependence. Thus, taking
the material derivative of Eqs. (F.4) and (F.5) yields
ΔẊ 0i , j = Ẋ 0i+1, j − Ẋ 0i , j ≡ U̇ 0i+1, j −U̇ 0i , j
ΔẎ 0i , j = Ẏ 0i , j+1 − Ẏ 0i , j ≡ V̇ 0i , j+1 − V̇ 0i , j
⎫⎬⎭ , (F.6)
where U 0i , j and V
0
i , j represent the horizontal and vertical displacements of the void (i , j ) at the
reference configuration from the undeformed one. In the purely elastic material case considered
in this paper, the reference configuration is selected as the undeformed configuration, thus,
ΔẊ 0i , j =ΔẎ 0i , j = 0. Taking the material derivative of Eq. (F.3) and using Eq. (F.6) gives
ν̇i , j = νi , j
(
U̇i+1, j−U̇i , j
Ui+1, j−Ui , j −
V̇i , j+1−V̇i , j
Vi , j+1−Vi , j +
V̇ 0i , j+1−V̇ 0i , j
ΔY 0i , j
− U̇
0
i+1, j−U̇ 0i , j
ΔX 0i , j
)
. (F.7)





ν̇i , j . (F.8)
F.2 Design parameterizations of three-dimensional lattice
structures
F.2.1 A case of 8 configuration design variables
We explain the design parameterization of the auxetic structure presented in section 4.3.4. Design
variables are selected in the one-eighth part of the unit cell due to the mirror symmetry. Total eight
configuration design variables are selected as shown in Fig. F.2 in one of six ligaments attached
to a junction, and control points of the other five ligaments are located by a rotational symmetry
which is described in each of three plane views. In order to preserve G1-continuity of ligament at
junctions, normal directional design perturbations of the last and second last control points are
parameterized by a single design variable
F.2.2 A case of 72 configuration design variables
Fig. F.3 shows the design parameterization with maximal design degree-of-freedom under the
given discretization level, where no rotational symmetry is introduced within the one-eighth part
of the unit cell. Normal and tangential directional movements of control points are selected as
configuration design variables, whose linear combination with the corresponding design velocity
fields yield design variation. In order to preserve the G1 continuity between adjacent unit cells,
the normal directional movements of two control end control points are parameterized.
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Figure F.2: Parameterization of configuration design with 8 variables




민감도 해석 기법을 개발하였다. 평면 Timoshenko 빔의 선형화된 변형률의 invariance 특성
을 고찰하였고 invariant 정식화를 선택적 축소적분(selective reduced integration) 기법 및 B̄








exponential map에의한곱의형태로수행하였다. C 1의연속성을갖는곡선모델에서최소회
전 (smallest rotation) 기법을 통해 국소 정규직교좌표계의 명시적 매개화를 수행하였다. 형
상설계민감도해석을위하여전미분을변분방정식에적용하였으며휘어진구조물의배향
설계변화는국소정규직교좌표계의회전에의하여기술된다.최종변형형상에서직교변환
행렬의 전미분을 계산함으로써 대회전 문제에서 추가적인 반복 계산없이 변형 해석에서의
접선강성행렬에의해해석적설계민감도를계산할수있다.쉘구조물의경우면내회전자유
도및안정화된변분방정식을활용하여보강재(stiffener)의모델링을용이하게하였다.또한
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