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With an appropriate choice of active space, basis set and computational procedure the restricted active space approach can be used to simulate metal L-edge X-ray absorption spectra with reasonable accuracy and computational cost. The sensitivity of the simulated results with respect to geometrical changes opens up for analysis of dynamical processes.
INTRODUCTION
Metal L-edge (2p → 3d) X-ray absorption spectroscopy (XAS) is a powerful technique to study first-row transition metal systems. It directly targets the unoccupied or partially unoccupied 3d orbitals involved in electron transfer during homogeneous and heterogeneous catalysis. However, due to the complex electronic structure of the final states, determined by electron-electron repulsion and spin-orbit coupling (SOC) in 2p and 3d orbitals, advanced theoretical methods are required to correlate the spectral shape with the electronic structure of the system.
A variety of methods have been designed to model L-edge XAS spectra viz. the BetheSalpeter equation, 1,2 the multichannel multiple scattering method, 3, 4 and different configuration interaction (CI) methods. [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] The CI-based methods differ in the way they describe electron correlation, in the selection of the electronic configurations, and in the treatment of SOC.
The restricted active space (RAS) method is an ab initio method based on the multiconfigurational self-consistent field (MCSCF) approach. In the complete active space (CAS) method, 15,16 a full CI is performed among the active orbitals, but for simulations of X-ray spectra it is more convenient to use the restricted active space (RAS) method, 17 and restrict the number of excitations from the core orbitals to one. 14, [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] Results can be improved further by including correlation with the occupied inactive and empty virtual orbitals using second-order perturbation theory (PT2). [28] [29] [30] [31] SOC is then added as a perturbation on top of the multiconfigurational spin-free states.
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The RAS approach has been used to calculate both L-edge XAS and resonant inelastic X-ray scattering (RIXS) spectra of transition-metal coordination complexes, 14, [20] [21] [22] [23] [24] 33 as well as X-ray photoelectron spectra (XPS) of Uranium and Ytterbium compounds. 18 To evaluate the applicability of the approach, it was recently applied to a series of ferric systems; Fe
3+
ions with varying ligand fields, the high-spin complex [FeCl 6 ] 3-(ferric chloride) and the lowspin complex [Fe(CN) 6 ] 3-(ferricyanide). 26 All these systems have 3d 5 electron configurations in the ground state. This gives the largest number of possible valence excitations for a transition metal complex, and they should therefore be among the most challenging systems to describe. For these three systems the accuracy of the RAS approach is comparable to that of the semi-empirical charge-transfer multiplet (CTM) model. 6, 7 Compared to experiment, the RAS simulations include all the major and minor peaks with errors in energies of less than 1.0 eV, see Figure 1 . These are encouraging results, especially as they are obtained without any fitting parameters.
The combination of reasonable accuracy with an ab initio approach provides a powerful tool for the analysis of X-ray spectra.
It can be used to analyze the electronic structure of transition metal complexes without a priori assumptions, both at distorted ground state geometries and in excited states. The possibility to model both L-edge XAS and RIXS with an accurate description of chemical bonding opens up for many applications in material science, biochemistry and photochemistry. The major limitation is the relatively high computational cost and it is therefore essential to find good compromises between accuracy and timing.
The RAS method is relatively flexible in the model design, e.g., the choice of active space, the number of final states, the size of the basis set, the system geometry, and the choice of RAS procedure. The sensitivity to these variables can be evaluated relative to the difference between the experiments and the reference simulations. Effects of the active-space selection on the L-edge XAS spectra of ferric chloride and ferricyanide have already been analyzed, 26 but none of the other variables have been systematically investigated, neither in terms of sensitivity nor the computational timing. As both systems have well-defined ground states, it
is not clear how transferable the observations will be e.g., for systems with low-lying valence excited states. However, detailed initial analysis of these effects should aid the design of more efficient core RAS models and help to extend the approach to larger systems in the future. Figure SI 2 , and the method sensitivity should not be affected by the basis set problem. A density-fitting approximation has been made for the electron repulsion integrals.
METHODOLOGY

41-43
SOC is included from a one-electron spin-orbit Hamiltonian based on atomic mean field integrals. 44 The spin-orbit eigenstates are obtained by diagonalizing the spin-orbit interaction matrix. 32 These states are used to calculate the strength of the electric dipole transitions with the restricted active space state interaction (RASSI) approach.
45,46
All possible (2p) 5 (3d) 6 only three excitations to the e g and π * orbitals, which significantly reduces the number of configurations, while still reproducing the major features of the spectrum.
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In the experimental data sets the absorption has been normalized to an edge jump of
The core RAS L-edge XAS spectra are obtained from the transition intensities using a Lorentzian broadening with a full-width-at-half-maximum (FWHM) of 0.4 and 0.8 eV respectively for the L 3 and L 2 edges, 49,50 and thereafter convoluted with an experimental Gaussian broadening of 0.4 eV. 26, 35 The absorption intensity is scaled so that the integrated intensity matches the experimental value. The exception is the comparisons with different number of states, where the same scaling factor is used for all systems. The energies of the calculated spectra for ferric chloride are aligned to the most intense peak (708 eV) and the spectra for ferricyanide are aligned to the first intense transition (705.8 eV).
RESULTS AND DISCUSSION
Ferric chloride has a high-spin (t 2g ) 3 (e g ) 2 ground state configuration (
The experimental L-edge XAS spectrum has a main peak at 708 eV preceded by a minor peak at 707 eV. Higher in the L 3 edge a resonance at 714 eV can also be distinguished, see Figure 1 . The first two peaks includes excitations to t 2g and e g orbitals. The feature at 714 eV is a shake-up transition, where the 2p → 3d transition is coupled to a ligand-to-metal charge transfer (LMCT), an assignment originally proposed from charge-transfer multiplet modeling. 34 The reference RAS calculation includes all these features although the intensity of the first feature is underestimated by 40 % and the energy of the shake-up feature is too low by 1.0 eV, see Figure 1 .
Ferricyanide has a low-spin (t 2g )
The experimental L-edge spectrum has a narrow t 2g peak at 705.8 eV and a broad feature corresponding to e g excitations, see Figure 1 . The intense peak at 713 eV is a signature of backbonding, which borrows intensity from the main e g feature. As the peak is more sensitive to the amount of π * than σ * backbonding, it is often labeled as a π * feature. 35 The simulated core RAS spectrum overestimates the t 2g -e g splitting by 0.2 eV and the relative energy of the π * peak by 1.0 eV. The relative intensity of the π * peak is also overestimated by 30%. Finally, the splitting between L 3 and L 2 edges is underestimated by 1.5 eV.
Number of states
Compared to calculations of valence-excited states, simulations of the L-edge XAS spectrum are more expensive, not only due to the addition of the 2p orbitals in the active space but also due to the large number of final states that must be included. When using a minimal valence active space with only the five metal-dominated orbitals, there are 450 spin-free states for the 2p 5 3d 6 electron configuration and they can all be included in the calculations. For an active space with ten valence orbitals and nine electrons (ten in the core excited state), there are more than 300 000 possible spin-free states, and it is only possible to include a small subset of these states. It is not straightforward to determine how many states are required to get a converged L-edge spectrum. In addition, a correct application of the spin-orbit coupling scheme requires that all directly coupled states of different multiplicity are included in the calculations.
As an approximation, an ad hoc procedure has been chosen with an equal number of The effects are clearer for [Fe(CN) 6 ] 3-, see Figure 2 . The spectra calculated with up to 60 states describe all the features of the t 2g and e g peaks but lack the π * peak in both edges.
Increasing the number of states to 80 recovers this peak, albeit with relatively low intensity. lower energy than the first π * excitation, and only by including 80 final states the RASSCF converges to a solution that includes the π * orbitals, see Figure 3 . The large change in the active space affects other parts of the spectra as well and explains why both t 2g -e g and the Selecting a fixed number of states for all symmetry-spin combinations does not lead to a formally correct calculation of the SOC for all states. As an example, to get correct SOC for all sextet states would, for combinatorial reasons, require a larger number of quartet than sextet states. Unfortunately, it is not practically feasible to perfectly match all states of different symmetry. The reason the current procedure still gives reasonable results is that the correct coupling is first achieved for the low-energy states, and these are the ones that mainly determine the spectral shape. However, in the L 2 edge the number of states of different spin multiplicity might not be enough to correctly describe the SOC, which contribute to the problems of converging that region.
Due to the large sensitivity of the results on the number of states, it is recommended to test the sensitivity of the results with respect to the number of states and to carefully monitor the shape of the active orbitals in the state-average optimization.
Basis set
The size and quality of the basis set is an an important factor in most electronic struc- In this case, it is the ordering of high-energy states of different character that is basis set dependent. However, the effect on the spectrum would disappear with a sufficient number of states.
Core RAS procedure
The simulation results can also be affected by details of the RAS procedure. In the current calculations, the 2p orbitals are not re-optimized in order to ensure that the hole is confined to these orbitals. An alternative is to include a second step where instead the other occupied orbitals are frozen while the 2p orbitals are reoptimized together with the virtual orbitals.
For [FeCl 6 ] 3-this leads to increase in the intensity of the minor peak at 710 eV but no major changes in other parts of the spectrum, see Figure SI 6. The small effect could possibly due to a core orbital basis set that is not flexible enough to properly describe core relaxation.
An important decision is whether to perform the time-consuming RASPT2 step, that adds dynamical correlation, or stay at the RASSCF level. Spectra calculated with RASSCF and RASPT2 show clear differences, especially for [Fe(CN) 6 ] 3-, see Figure 5 . With dynamical correlation, the energy difference between t 2g and e g peaks decreases by >1 eV and the π * peak is shifted to lower energy by >3 eV. For ferric chloride, the most obvious difference is a decrease of the transition energy of the shake-up transition by 1.5 eV. The relative intensities of different peaks are also affected by 25%.
The effects of dynamical correlation are equal to, or larger than, the differences between simulation and experiment. For [Fe(CN) 6 ] 3-the RASPT2 step also leads to a significantly better agreement with experiment. As as an example, deviations in the relative position of the π * peak, compared to experiment, is reduced from 4 eV in the RASSCF spectrum to 1 eV in the RASPT2 spectrum.
For simulations performed at the RASPT2 level the important task is to minimize the cost of the RASPT2 step without significant loss in accuracy. The RASPT2 calculations can be performed either as state-specific (SS) or MS-RASPT2. The latter is preferred in cases where several states of the same symmetry interact strongly. 30 However, with a very large number of states the SS-RASPT2 procedure has a lower computational cost. The calculations of individual states can also be performed separately, making this step trivially parallelizable. Comparisons of SS and MS-RASPT2 spectra for both ferric chloride and ferricyanide are shown in Figure 6 . In both complexes, the spectral differences are small. For ferric chloride, the intensity of the shake-up transition changes by 10% and in ferricyanide the position of the π * peak differs by 0.2 eV. These relatively small changes suggest that the state-specific method can be used to decrease the time of heavy RASPT2 calculations.
In standard RASPT2 calculations the core orbitals are frozen. As the occupation of the One common problem in RASPT2 calculations is the presence of intruder states that are artificially stabilized in the perturbation treatment. These states can be detected by a low weight of the reference RASSCF state in the RASPT2 calculation. A common method to reduce the problem of intruder states, in both ground and excited states, is to introduce an imaginary shift. 47 In the previous calculations an imaginary shift of 0.3 hartree was used for all spectra. Varying this shift between 0.15 and 0.50 hartree has small effects on the spectra, except for the energy of the π * peak in ferricyanide that increases by 0.5 eV, see Figure SI RAS spaces, respectively, and 80 final states.
spectra.
The RASPT2 algorithm has one global empirical parameter, the IPEA shift. This is a shift in the zeroth-order Hamiltonian that corrects for a systematic overestimation of the correlation energy in open shell systems. 48 A higher value of the IPEA shift stabilizes lowspin states relative to high-spin states and as the L-edge XAS spectrum is a mixture of at least two different spin states, the value of the IPEA shift could potentially affect the simulations.
The effects of increasing the IPEA shift from 0.00, through the default value of 0.25, up to 0.60 eV is shown in Figure 7 . The effects are largest for ferricyanide where the energies of the e g and π * peaks increase by 0.5 eV and 1.5 eV respectively. A smaller IPEA shift would
give a better agreement with experiment, although the intensity of the peak would remain too high. The reason for the large effect on the relative energies is that the t 2g transition gives a closed-shell t It is not recommended to use the IPEA shift as an adjustable parameter to improve the agreement with experiment, but it is good practice to test the sensitivity of the results to this parameter. Large changes in the calculated spectra indicate that the results should be treated with a healthy dose of scepticism.
Geometry
The core RAS results also depend on the geometries used in the simulations. Geometries can either be obtained from experiment, e.g., X-ray diffraction data, or, when reliable data are not available, predicted by theoretical calculations. For most transition-metal systems, geometries would be obtained from optimizations using density-functional theory. For [Fe(CN) 6 ]
3-
the X-ray structures give Fe−C distances of 1.941Å on average. The results show that uncertainties in the geometry can affect the accuracy of the simulations. On the positive side, the observed spectral changes suggest that it can be possible to model the variations in the X-ray spectra during the dynamics of a bond-breaking process using the core RAS method.
Computational Timing
A drawback of the RAS method is the relatively high computational cost, at least compared to the semi-empirical CTM 6,7 or the density-functional theory restricted open-shell configuration interaction with singles (DFT-ROCIS) method. 11 To be able to apply the core RAS method to medium-sized systems, it is important to balance the choice of active space, In this calculation, the 2p orbitals are in RAS1, while the e g and π * orbitals are in RAS3 allowing a maximum of three electrons. The total computational cost is 161 CPU hours, with comparable timings for the RASSCF and RASPT2 steps, see Figure 9 . All calculations are performed in serial mode.
For this system, which has relatively few atoms, the size of the active space is the most important factor. To give an estimate of the size of the problem the number of doublet configurations in B 1g symmetry is given, and the numbers are similar for other symmetries. The total computational cost can be decreased to ∼ 25% by limiting the number of RAS3 excitations from three to two, but this again leads to unacceptably large changes in the spectrum.
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Allowing all possible excitations among the active valence orbitals, RAS(15,1,0:3,10,0), increases the number of configurations significantly and more than doubles the computational cost for both the RASSCF and the RASPT2 steps.
As outlined in the methodology section, for systems that lack centrosymmetry it might be required to put the 2p orbitals in the RAS3 space and allowing a maximum of five electrons in the excited state, RAS(15,0,5 [6] :0,10,3). The number of configuration state functions in the CI expansion increases compared to the RAS1 method, from 36 848 to 122 348, because high-energy configurations with up to six holes in the 2p orbitals are also included. These new configurations have very high energies compared to those with a single core excitation, and do not significantly affect the relative energy of the relevant states, but the computational cost increases by a factor of two.
Increasing the size of the basis set mainly affects the cost of the RASPT2 calculation.
Calculations with the smaller VDZP and the mixed VD(T)ZP basis set are dominated by the RASSCF step. The savings in computational time compared to the VTZP calculation are therefore only 50%, even though the cost of the RASPT2 step itself decreases by 80%.
The gains of using a smaller basis set will be more significant with a larger number of atoms or smaller active spaces. A recommendation is to start the simulations using a VDZP basis set and then use these orbitals as a starting point when expanding the basis to VTZP at a later stage.
Neglecting core correlation reduces the cost of the RASPT2 step significantly from 90 to 26 CPU hours. As the effects on the spectrum are relatively small, core correlation should not be included by default. The singe-state calculations takes even less time (15 CPU hours), again without any significant loss in accuracy compared to the multi-state approach. Without core correlation, the RASPT2 step is less time-consuming than the RASSCF part, at least for these relatively small systems. Thus, it is not recommended to calculate the spectrum only at the RASSCF level, especially as the effects of dynamical correlation can be large.
The time for the RASPT2 calculations could also decrease further with the implementation of parallel RASPT2 in Molcas.
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The RAS approach can be used to simulate metal L-edge XAS spectra with reasonable accuracy without the use of any system-specific fitting parameters. These attributes make RAS a powerful approach to extract information from X-ray spectra, especially in cases where electronic and/or geometric structure is not known.
For ferric chloride and ferricyanide the errors in peak positions are 1 eV and the errors in the relative intensity are 30% for the major peaks and ∼50% for some of the minor peaks in ferric chloride. This accuracy is enough to assign individual peaks and give a good fingerprint for the electronic structure. Relative to these errors, the factors that significantly affect the simulated spectra are; the active space, the number of states, inclusion of dynamical correlation and the IPEA shift. They all have effects that are larger than 1 eV in peak positions and/or affects the relative intensities by more than 50%. These observations are obtained for systems with well-defined ground states, and systems with low-lying valence excited states can be more sensitive.
There is no simple rule when it comes to the optimal number of states in the stateaverage optimization. As the effects are large, it is recommended to systematically increase the number of states, carefully monitoring the shape of the active orbitals and the changes in the spectrum. For ferricyanide up to 80 states per spin multiplicity in four irreducible representations are required to get the π * orbitals into the active space and the shape of the π * peak changes up to at least 120 states. The IPEA shift should not be used as an adjustable parameter to improve the agreement with experiment, but a large change in the calculated spectra is an indication that the results must be interpreted with care.
Due to the large effect of dynamical correlation it is recommended to perform the simulations at the RASPT2 level. To save computational time, the calculations can be performed using the state-specific formalism without correlating the core orbitals. This leads to time savings of 80% compared to multi-state calculations involving correlated core orbitals, and leads to small changes in the calculated spectra, less than 0.2 eV in peak position and 10%
in intensity. The imaginary shift also has a relatively small effect on the final spectra, which suggests that there are no major problems with intruder states for the current systems.
The spectra simulated with a sufficient number of states are not very sensitive to the quality of the basis set, with peak energies affected by 0.5 eV. In the present systems even a double-ζ basis gives good results. However, with a small basis set the bottleneck can instead be the size of the active space rather than the number of basis functions, and using triple-ζ does not lead to any huge increases in computational cost.
Finally, uncertainties in metal-ligand distances of ± 0.06Å lead to changes in peak energies of 0.5 eV. The use of geometries from density-functional theory optimizations should in most cases result in reasonable spectra. At the same time, the sensitivity to ligand distances suggests that it is possible to study changes in the L-edge XAS spectra during a bond-breaking process.
The RAS approach can become a very important tool in the analysis of electronic structures and reaction dynamics probed by different X-ray spectroscopies. The current cost and sensitivity analysis should help users at all levels to design more stable models and to find good compromises between accuracy and timing. With optimized settings, the core RAS approach can be applied to e.g., heme systems, where the iron centers are very challenging to by standard UV/Vis methods due to the strong absorption by the porphyrine ligand. For these systems, the combination of X-ray spectroscopy with a RAS analysis could lead to new insights into the electonic structure of the iron center.
