The idea of k-adaptability in two-stage robust optimization is to calculate a fixed number k of second-stage policies here-and-now. After the actual scenario is revealed, the best of these policies is selected. This idea leads to a min-max-min problem. In this paper, we consider the case where no first stage variables exist and propose to use this approach to solve combinatorial optimization problems with uncertainty in the objective function.
Introduction
The robust optimization approach, designed for tackling the uncertainty that is present in the parameters of many optimization problems, was introduced by Soyster [19] in 1973 and has received increasing attention since the seminal works of Ben-Tal and Nemirovski [3] , El Ghaoui et al. [11] , and Kouvelis and Yu [15] in the late 1990s. More recently, the focus of research has moved to the development of new approaches that try to avoid, or at least reduce, the socalled price of robustness [6] : since the original robust optimization approach asks for a worst-case optimal solution, this solution can be very conservative and hence far from optimal in the actual scenario.
In this paper, we are interested in robust counterparts of combinatorial optimization problems of the form
where X ⊆ {0, 1} n contains the incidence vectors of all feasible solutions of the given problem and the objective function vector c ∈ R n is assumed to be uncertain. As is common in robust optimization, we assume that a set U of objective function vectors is given, called the uncertainty set of the problem.
In the strictly robust optimization approach [3] , the aim is to find the worstcase optimal solution when taking into account all scenarios in U . This leads to the min-max problem
with U ⊆ R n+1 . In general, Problem (M 2 ) turns out to be NP-hard even for feasible sets X for which Problem (M) is tractable, both in the case of finite or polyhedral uncertainty sets [15] and in the case of ellipsoidal uncertainty sets [18] . This remains true even in the special case where the constant c 0 is certain, i.e., all vectors in U share that same last entry. As mentioned above, the main drawback of the min-max robust approach is the price of robustness. A first method to address this problem was the so-called gamma-uncertainty presented by Bertsimas and Sim [5] , allowing to define a parameter Γ to control the maximum number of parameters which may deviate from a given nominal value in a constraint or in the objective function. Liebchen et al. [16] proposed the concept of recovery robustness. Here a set of algorithms A is given and the objective is to find a solution x such that for every possible scenario ξ there exists an algorithm A ∈ A such that A applied to x and ξ constructs a solution which is feasible for scenario ξ. Büsing [10] used this idea to define a model for the shortest path problem which allows to change a fixed number k of edges of a given path in a second stage. Ben-Tal et al. [2] proposed the so-called adjustable robustness, where the set of variables is decomposed into here and now variables x and wait and see variables y. The objective is to find a solution x such that for all possible scenarios there exists a y such that (x, y) is feasible and minimizes the worst case.
Bertsimas and Caramanis [4] introduced the concept of k-adaptability. The idea is to compute k second-stage policies here-and-now; the best of these policies is chosen once the scenario is revealed. The authors analyze the gap between the static problem and the k-adaptability problem and give necessary conditions under which a certain level of improvement is achieved. Moreover, they prove that the problem is NP-hard in its general form, and devise a bilinear formulation for the 2-adaptability problem. The idea of k-adaptability was later used by Hanasusanto et al. [14] to approximate two-stage robust binary programs. This leads to a min-max-min problem for which the authors show that, if the uncertainty only occurs in the objective function, it suffices to calculate n + 1 second-stage policies to reach the optimal value of the twostage problem. Still in the case of objective uncertainty and for polyhedral uncertainty sets, the authors provide a MILP formulation to solve the problem. When the uncertainty also occurs in the constraints, it is shown that the evaluation of the objective function can be performed in polynomial time if the number of second-stage policies is fixed but becomes strongly NP-hard otherwise. For this case, the authors devise a mixed-integer bilinear program depending on a parameter ε that approximates the problem arbitrarily well when ε tends to zero.
In this paper, we consider the k-adaptability approach in the case where no first stage variables exist. We propose to apply it for solving combinatorial optimization problems with uncertain objective functions, since such problems are naturally modeled by using only one stage. Instead of asking for a single worst-case optimal solution x ∈ X as in (M 2 ), we thus aim at calculating k solutions x (1) , . . . , x (k) ∈ X, allowing to choose the best of them once the actual scenario is revealed. In fact, since in our case no first-stage variables exist, we can interpret the latter calculation as a robust preprocessing, concerning all possible scenarios, which is done before any solution is implemented. As a typical application for such an approach, consider a parcel service delivering to the same customers every day. Each morning, the company needs to determine a tour depending on the current traffic situation. However, computing an optimal tour from scratch may take too long in a real-time setting. Instead, in our approach a set of candidate tours is computed once and the company can choose the best one out of these solutions every morning. Apart from yielding better solutions in general compared to the min-max approach, this approach has the advantage that the solutions are more easily accepted by a human user if they do not change each time but are taken from a relatively small set of candidate solutions.
As mentioned before, the k-adaptability approach leads to a min-max-min problem. In our case, the latter is of the form min
The main objective of this paper is to determine the computational complexity of Problem (M 3 ) for convex uncertainty sets U , which among others include polyhedral or ellipsoidal uncertainty sets. The complexity of course depends on the underlying set X or, more precisely, on the complexity of the corresponding certain problem (M). We will assume throughout that the set X is given implicitly by a linear optimization oracle for the certain problem (M). Our main result is that Problem (M 3 ) is as easy as the underlying certain problem (M) if we can optimize a linear function over U in polynomial time and if k ≥ n + 1. This is in contrast to the NP-hardness of the more general problems studied in [14] . Note that for k = n + 1 the selection of the best solution out of the candidate set can be performed in O(n 2 ) time once the scenario is revealed, independently of the feasible set X. To solve Problem (M 3 ) for k ≥ n + 1, we provide an oracle-based algorithm that is applicable for any underlying combinatorial structure X, where the uncertainty set U can be specified by any linear optimization oracle. The second main result of this paper is that Problem (M 3 ) is NP-hard if the number of solutions k is fixed. As a corollary, it follows that the more general two-stage problem studied in [14] is NP-hard, which has not been proved yet. We also propose and evaluate a heuristic algorithm for Problem (M 3 ) for the case k < n + 1 based on the algorithm for k = n + 1, which turns out to yield good solutions in very short running times in our numerical experiments.
Preliminaries
In the next section, we will show that Problem (M 3 ) becomes as easy as the underlying certain optimization problem as soon as k ≥ n + 1. The first step in the proof is the following reformulation, which follows from the proof of Theorem 1 in [14] by a straightforward generalization.
is the set of all convex combinations of k elements of X.
In the following, we will thus consider the problem
in order to solve Problem (M 3 ). From Lemma 1 and Carathéodory's theorem, we immediately obtain Corollary 1 For k ≥ n + 1 and for each non-empty convex set U we have min
In the special case where no uncertain constant c 0 is considered, the objective function max c∈U c x is linear on any line through the origin. Therefore its optimum is obtained over the boundary of conv (X). Since the latter agrees with the boundary of X(n), we obtain the latter result for all k ≥ n then. Corollary 1 implies that considering more than n + 1 solutions will not lead to any further improvement in the objective value of Problem (M 3 ), which was also shown in [14] . On the other hand, k = n + 1 is a reasonable choice for the proposed application of our approach, namely to compute k alternative solutions in a preprocessing step and then to choose the best one out of these solutions every time a new scenario occurs. For k = n + 1, the latter task can be performed in O(n 2 ) time, as it reduces to computing the objective values of all n + 1 solutions.
Example 1 Using Lemma 1, we give an example showing that the difference between the optimal values of (M 2 ) and (M 3 ) can be arbitrarily large. Consider the shortest path problem on the graph G = (V, A) with V = {s, t} and two edges A = {a 1 , a 2 } both leading from s to t:
Let an ellipsoidal uncertainty set U α = c ∈ R 2 | c Σ α c ≤ 1 be given, with positive definite matrix
. The corresponding ellipsoid is given as follows: Increasing α leads to a scaling of the ellipsoid in direction of v. The optimal solution of (M 2 ) is the path a 1 with value 1 5 √ 4 + α, which can be arbitrarily large if we increase α. On contrary, to solve Problem (M 3 ) for k = 2 we can use reformulation (1), then
is a feasible solution with an objective value of 1 3 , independently of α.
In the following, we investigate the solution of Problem (M 3 ) for k = n + 1. Based on Corollary 1, we propose the following two-stage approach: in the first step, we calculate an optimal solution x * of the continuous problem
This step depends on the uncertainty set U and the underlying feasible set X.
In the second step, we calculate a corresponding set of solutions x (1) , . . . , x (n+1) of Problem (M 3 ). The next result, following directly from Theorem 6.5.11
in [13] , shows that the second step can be performed in polynomial time if the underlying certain problem can be solved in polynomial time.
Lemma 2 Assume we are given an optimization oracle for the certain problem
If x * ∈ conv (X) is rational, then, in polynomial time, we can compute affinely independent vectors x (1) , . . . , x (m) ∈ X and rational coefficients
λ i x (i) and m ≤ n + 1. Note that the algorithm given in [13] , which is used in the latter lemma, computes a convex combination with the smallest possible m. The remaining task in the case k = n + 1 is thus to solve (2). In the following section, we investigate the complexity of the latter problem. For this, we use two further important results from [13] , which we report here for convenience of the reader.
First note that for general convex sets the famous equivalence between optimization and separation does not hold in the strong sense. Instead, we have to take into account irrational values and therefore need a parameter ε > 0 which determines the accuracy of calculations. For an arbitrary convex set K we define
Then a full-dimensional compact convex set K is called centered convex body if the following information is explicitly given: the integer n such that K ⊆ R n , a positive R ∈ Q such that K ⊆ B R (0), and some r ∈ Q and a 0 ∈ Q n such that B r (a 0 ) ⊆ K. We then write K(n, R, r, a 0 ) and define the encoding length of K as the sum of the encoding lengths of R, r, and a 0 .
Let ε > 0 be a rational number, K(n, R, r, a 0 ) a centered convex body given by a weak membership oracle and f : R n → R a function given by an oracle which returns for every x ∈ Q n and δ > 0 a rational number t such that |f (x) − t| ≤ δ. Then there exists an oracle-polynomial time algorithm in the encoding length of K and log ε that returns a vector y ∈
A weak membership oracle for K has to assert, for any given point y ∈ Q n and any rational value ε > 0, either that y ∈ B ε (K) or that y / ∈ B −ε (K). Note that by definition at least one of the two assertions is true.
The problem solved in Theorem 1 can be seen as finding a vector almost in K which almost maximizes the objective function over all vectors which are deep in K. Since we ultimately want to find an almost optimal vector contained in K, we have to round the solution given by Theorem 1. This can be done in polynomial time in the cases we are interested in, as stated by the following result.
Lemma 3 ([13])
Let P ⊆ R n be a polyhedron such that each facet has encoding length at most ϕ ∈ N and let v ∈ B 2 −6nϕ (P ). Then we can calculate q ∈ Z with 0 < q < 2 4nϕ and a vector w ∈ Z n in polynomial time such that
and such that 1 q w is contained in P .
3 Complexity for k ≥ n + 1
The min-max problem (M 2 ) is well-known to be NP-hard for most classical combinatorial optimization problems when U is a general polytope, an ellipsoid, or a finite set, e.g., for the shortest path problem, the minimum spanning tree problem, or even in the unconstrained case with X = {0, 1} n . Only few cases are known where (M 2 ) remains tractable (without uncertain constant), e.g., if U is an axis-parallel ellipsoid and X = {0, 1} n [1] , if X corresponds to a matroid [17] or if U is a budgeted uncertainty set [5] . In particular, the min-max-min problem (M 3 ) is NP-hard in general for k = 1 for ellipsoidal, polyhedral and finite uncertainty. In contrast to this, we show that Problem (M 3 ) is solvable in polynomial time for both polyhedral and ellipsoidal uncertainty sets whenever the underlying certain problem is solvable in polynomial time and k ≥ n + 1. This result holds even if U is an arbitrary non-empty convex set provided that we can optimize any linear function over U in polynomial time. We will first consider the (easier) case of polyhedral sets U in Section 3.1 before dealing with the general case in Section 3.2.
Polyhedral Uncertainty
In the case of a non-empty polyhedral uncertainty set U , we can show that Problem (M 3 ) is tractable as soon as the underlying certain problem is tractable and k ≥ n + 1. More precisely, we have Theorem 2 Let k ≥ n + 1. Given an optimization oracle for the problem
Replacing the inner linear program by its dual, we obtain
with
Now using the famous Theorem 6.4.9 in [13] , for solving Problem (4) in polynomial time it suffices to devise a polynomial-time algorithm for the strong separation problem for P . By the same theorem and since
the separation problem for conv (X) can be solved in polynomial time using the given oracle. On the other hand, the set
is a rational polyhedron and every point (x, y) can be separated by checking whether all equations are satisfied. The combination of both algorithms thus yields a separation algorithm for P and hence a polynomial-time algorithm for solving (3) . As the computed optimal solution x * is rational, the result follows from Lemma 2.
General Convex Uncertainty
In the following, we assume that U is a non-empty convex set for which we have a weak optimization oracle, i.e., that for given x ∈ Q n and rational ε > 0 we can compute in polynomial time a vector (c,
Moreover, we assume that U is bounded by a constant M , i.e., that
Note that our assumptions hold for polytopal uncertainty sets, but also for the important case of ellipsoidal uncertainty: if
withc ∈ Q n+1 denoting the center of the ellipsoid and Σ ∈ Q (n+1)×(n+1) being a positive definite symmetric matrix, we have
for all x ∈ Q n , and M can be chosen as c + λ min (Σ) −1 with λ min (Σ) being the minimal eigenvalue of Σ.
Theorem 3 Let conv (X) be full-dimensional, ε ∈ (0, 1) ∩ Q, and U as above.
Given an optimization oracle for the certain problem
we can solve Problem (M 3 ) up to an accuracy of at most ε in time polynomial in (n, log M, log ε) if k ≥ n + 1.
Before we prove the latter theorem, we need to show two technical lemmas.
by the Cauchy-Schwarz inequality.
The following lemma states that if we can optimize over all elements deep in a convex set K with an arbitrary accuracy then we can optimize over all elements in K with an arbitrary accuracy.
Lemma 5 Let f and U be as in Lemma 4. Let K be any convex set for which we know a radius R > 0 with K ⊆ B R (0) and for which we know that K contains a ball with radius r. Additionally, let 0 < ε < r and
Then for all
Proof Formula (0.1.14) in [13] states that
for all 0 < ε < r. Hence for all y ∈ K there exists some z y ∈ B −ε (K) such that z y − y ≤ 2R r ε. From Lemma 4 we obtain
Proof (of Theorem 3) By Corollary 1 we have min
Again define f (x) := max (c,c0)∈U c x+c 0 and note that f is a convex function, as it is defined as the maximum of affine-linear functions. The basic idea of the proof is to use Theorem 1 to calculate a near-optimal point x * ∈ B ε (conv (X)), for an appropriately defined ε , and to use Lemma 3 to round x * to a point in conv (X) which is optimal up to the given ε. As X ⊆ {0, 1} n and conv (X) is full-dimensional, we have
for an appropriate rational center point x 0 ∈ conv (X) and radii r and R that are polynomial in n. Hence conv (X) satisfies all assumptions of Theorem 1. All vertices of conv (X) have encoding length at most n and therefore all facets have encoding length at most 3n 3 by Lemma 6.2.4 in [13] . Choose ϕ ≥ 3n 3 such that 2 −3ϕ ≤ ε 2M , then also ε := min
has encoding length polynomial in (n, log M, log ε) if ϕ is chosen polynomial in (log M, log ε). Using the optimization oracle we can separate from conv (X) in polynomial time and in particular solve the weak membership problem in polynomial time. By Theorem 1 we can compute a rational x * ∈ B ε (conv (X)) with f (x * ) ≤ f (y) + ε for all y ∈ B −ε (conv (X)), in time polynomial in the binary encoding length of n and ε . We may assume M ≥ 1, then ε < r so that Lemma 5 can be applied. Hence
for all y ∈ conv (X). Since the solution x * is not necessarily contained in conv (X), we apply Lemma 3 to round x * . For ϕ chosen as above and v := x * , by Lemma 3 we can calculate q ∈ Z and w ∈ Z n with qx * − w < 2 −3ϕ , in polynomial time in the input. Since x * ∈ B ε (conv (X)) ⊆ B 2 −6nϕ (conv (X)), from the latter lemma it follows that x := 1 q w is contained in conv (X). Moreover
By the choice of ϕ above, we obtain x * −x < ε 2M and therefore by Lemma 4 we have f (x ) − f (x * ) ≤ ε 2 . By the calculations above we obtain
for all y ∈ conv (X). Now by Lemma 2 we can calculate, in polynomial time, solutions
Note that the condition that conv (X) must be full-dimensional is only technical (see Section 6.1.2 in [13] ). We can achieve a separation algorithm for lower dimensional sets by the following idea: if conv (X) is (n − 1)-dimensional, then we can calculate the hyperplane in R n which contains conv (X) in polynomial time by [12] . But then every point which is not contained in this hyperplane can be separated using the hyperplane itself. So the problem is reduced to the full-dimensional separation problem in dimension n − 1 which is equivalent to the optimization problem in dimension n − 1.
Practical Algorithm for k ≥ n + 1
The algorithm underlying Theorem 3 makes heavy use of the ellipsoid method and is thus not practical. In this section, we propose a variant of this algorithm that does not provably run in polynomial time, but works well in practice. It is based on the idea of column generation and uses two oracles: one for linear optimization over U and one for solving the certain problem (M). Except for these oracles, the algorithm is independent of the considered type of uncertainty U and of the underlying combinatorial structure X. In particular, we can use any combinatorial algorithm for solving the certain problem (M); no polyhedral description of conv (X) is needed. This approach can be seen as an application of the algorithm presented in [8] to the dual problem of (2).
The algorithm is stated below. It does not only return the optimal solution set {x (1) , . . . , x (n) } of Problem (M 3 ), but also computes the optimal solution x * of Problem (2) as well as the coefficients defining x * as a convex combination of x (1) , . . . , x (n) . The latter are used in Section 6 below when defining a heuristic algorithm for the case k ≤ n. Proof First note that, for every subset X ⊆ X, we have
by the classical min-max theorem. To prove correctness of Algorithm 1, note that (c * ) x + c * 0 ≥ z * holds for all x ∈ X after termination of the loop. Hence max
and therefore, by the equivalence above, an appropriate convex combination of the calculated solutionsx j yields an optimal solution of Problem (2) . Note that the convex combination of x * calculated in Step 7 has the same objective value z * and uses at most n + 1 solutionsx j . Finite running time follows directly from the finiteness of X.
Algorithm 1 does not run in polynomial time in general. However, in the following we give some evidence that it performs very well in practice. To solve problem (M 3 ), we implemented Algorithm 1 for the knapsack problem X := {x ∈ {0, 1} n | a x ≤ b} with ellipsoidal uncertainty for the profits and certain constant, i.e., for
where Σ ∈ R n×n is a symmetric positive semidefinite matrix and Ω ∈ N.
For our experiments, we created instances similar to those used in [7] : for any n ∈ {250, 500, 750} we created 10 random knapsack instances together with 10 random ellipsoids. The weights a i were chosen randomly from the set {100, . . . , 1500} and b was set to 100n. The ellipsoid centerc was chosen randomly withc i ∈ {10000, . . . , 15000}. The extreme rays of the ellipsoid were calculated as random orthonormal bases where the length of the rays were chosen randomly as δ j c j , where δ j is a random number in [0, 1]. Note that the resulting ellipsoids are not axis-parallel in general. For any instance, we scaled the ellipsoid by varying the parameter Ω from 1 to 5. Additionally, to compare our algorithm to the MILP formulation given in [14] , we implemented our algorithm for the knapsack problem with gamma-uncertainty sets
where Γ is a given parameter. Again we created 10 random knapsack instances as above, each equipped with a gamma-uncertainty set. As in [18] , the mean vectorc was chosen randomly withc i ∈ {10000, . . . , 15000}, and d i was set to 0.1c i for all i = 1, . . . , n. Each instance has been solved for all values of Γ from the set {0.05n, 0.1n, 0.15n, 0.25n, 0.5n}, rounded down if fractional. Concerning the oracles for Algorithm 1, we used CPLEX 12.5 to solve the second-order cone program in Step 3 for ellipsoidal uncertainty and the linear program for gamma-uncertainty. For solving the knapsack problem in Step 4 we used the classical dynamic programming algorithm.
Results are listed in Tables 1 and 2 . For each combination of n and Ω or n and Γ , respectively, we show the average over all 10 instances of the following numbers (from left to right): the difference (in percent) of the objective value of Problem (M 3 ) to the value of the certain problem with the ellipsoid centerc or the mean vectorc, respectively, as cost function; the number of solutions in the computed set X * ; the number of major iterations; the running times used by the two oracles (t dual for linear optimization over U and t comb for solving the certain combinatorial problem M); and the total running time. All times are given in CPU seconds, on an Intel Xeon processor running at 2.5 GHz.
For ellipsoidal uncertainty the results show that running times increase with Ω and (of course) n. However, even the hardest instances with n = 750 and Ω = 5 could be solved within 16.5 minutes on average. Interestingly, the number of solutions needed in order to solve Problem (M 3 ) to optimality usually remains well below n, in particular for small uncertainty sets. The oracle for linear optimization over U takes most of the running time.
For gamma-uncertainty, the results are even more positive, with much shorter running times, less iterations, and significantly smaller solution sets X * . Contrarily to the computations with ellipsoidal uncertainty, here the combinatorial oracle takes most of the total running time, while the dual oracle runs less than a tenth of a second for all instance sizes. For comparison, we also performed experiments using the approach of [14] . It turned out however that CPLEX was not able to solve the corresponding MILP formulations within hours even for n = 20. Table 2 Results for the knapsack problem with gamma-uncertainty.
To obtain some insight into the typical structure of an optimal solution computed by Algorithm 1, we picked one instance with ellipsoidal uncertainty and counted in how many of the computed solutions a given object is used. The result is shown in Figure 1 , where objects are sorted (from left to right) by the number of appearances. It turns out that more than half of the objects are never used, about one fifth is used in every computed solution, while only the remaining objects are used in a non-empty proper subset of the solutions. Similar pictures are obtained when considering other instances.
NP-hardness for fixed k
For k = 1, Problem (M 3 ) agrees with Problem (M 2 ) and is thus NP-hard for many classes of uncertainty sets, even if the underlying certain problem is tractable. As a consequence, Problem (M 3 ) is NP-hard in the same cases as soon as k is considered part of the input. In the following, we show that Problem (M 3 ) remains NP-hard for any fixed number of solutions k ∈ N, even in the special case that U is a polyhedron (given by an inner description) and X = {0, 1} n . To this end, for fixed k ∈ N, we consider the problem
where the input consists of vectors v 1 , . . . , v r , w 1 , . . . , w s ∈ R n+1 such that U = conv (v 1 , . . . , v r ) + cone (w 1 , . . . , w s ) .
We use the following technical result. Proof Given an instance of Problem (5) , let x be any solution of Problem (6) . If x / ∈ P := {x ∈ R n | Ax ≤ b}, we derive max (c,c0)∈V c x + c 0 = ∞ by construction of V . On the other hand, for any x ∈ P and for any scenario
Therefore the worst case scenario is obtained in U , which proves the result.
In other words, we can add linear constraints to the feasible set Y without increasing the complexity of the problem, as the latter can be embedded into the uncertainty set U .
Proof Using Lemma 6 applied to Y = {0, 1} n , we can easily model, e.g., the deterministic knapsack problem in the form of Problem (M 3 [1] ) with a polyhedral uncertainty set. Proof The idea of the proof is to reduce minimization over {0, 1} n (k) to minimization over {0, 1} n+1 (k+1) using Lemma 6 again. To this end, first note that the encoding length of any convex hull of up to k + 1 vectors in {0, 1} n+1 is at most (k +1)(n+1). Using Lemma 6.2.4 and Lemma 6.2.7 in [13] , it follows that every such convex hull either contains the center pointc := 1 2 1 ∈ R n+1 , or the Euclidean distance betweenc and this convex hull is at least 2 −6(k+1)(n+1) 3 −1 . In particular, switching to the max-norm and setting
we derive that any convex combination of k + 1 points in {0, 1} n+1 either containsc or does not intersect the box
Observe that the encoding length of d is polynomial in n. We now claim that the affine function f (x) = (1 − 1 d )c + 1 d x induces a bijection between the two sets {0, 1} n+1 (k + 1) ∩ B and {0, 1} n (k) × {0}.
To prove our claim, let
. As x * ∈ B, we obtain (f (x * )) n+1 = 0. Moreover, by the observations above, the center pointc is contained in conv x (1) , . . . ,
Since x * n+1 > 0, there must exist some i with (x (i) ) n+1 = 1. As (f (x * )) n+1 = 0, we derive (1 − 1 d )µ i + 1 d λ i = 0 from (7) . Now (7) implies f (x * ) ∈ {0, 1} n+1 (k) and therefore f (x * ) ∈ {0, 1} n (k) × {0}.
To show the other direction, consider any y * ∈ {0, 1} n+1 (k) with y * n+1 = 0.
wherex (1) denotes the complement vector of x (1) , defined byx
for all i. This is a convex combination of the binary vectors x (1) , . . . , x (k) ,x (1) , hence f −1 (y * ) ∈ {0, 1} n+1 (k + 1). It is easy to verify that f −1 (y * ) ∈ B.
To conclude the proof, we have
. Together with Lemma 6, modeling the box B by linear inequalities, this proves the result.
By induction, the preceding two results imply
Corollary 3 Problem (M 3 ) is NP-hard for any fixed k ∈ N, even if U is a polyhedron given by an inner description and X = {0, 1} n .
The special case of Problem (M 3 ) considered in Corollary 3 is probably the most elementary one possible: both the certain combinatorial optimization problem over X = {0, 1} n and the linear optimization problem over any uncertainty set given as conv (v 1 , . . . , v r ) + cone (w 1 , . . . , w s ) can be trivially solved in polynomial time. Yet the min-max-min problem turns out to be NP-hard for any fixed k even in this case.
6 Heuristic algorithm for k < n + 1
As shown in the previous section, Problem (M 3 ) is NP-hard for fixed k even if the underlying certain problem can be solved in polynomial time. Nevertheless, the case of fixed (or small) k can be important for practical applications, since a set of n + 1 solutions may be too large to be provided to -or accepted by -a human user. The idea of Theorem 3 can be used to design an efficient heuristic algorithm for the case of general k. The idea is to calculate an optimal solution {x (1) , . . . , x (n+1) } for k = n + 1 and then keep only those k solutions with the largest coefficients λ i ; see Algorithm 2. This heuristic is motivated by the observation that in our experiments we often find optimal solutions affinely spanned by significantly less than n + 1 solutions, as was shown also in Table 1 and Table 2 .
Algorithm 2 Heuristic algorithm for Problem (M 3 ) for k < n + 1 Input: U , X, integer k with 1 ≤ k < n + 1, ε ∈ (0, 1) Output: feasible solution of Problem (M 3 ) 1: calculate an optimal solution x * of (1) for k = n + 1 up to accuracy ε, using Theorem 3 2: calculate Proof By Theorem 3, Algorithm 2 has polynomial running time under the given assumptions. Let x k ∈ X(k) be an optimal solution for Problem (1) and define
Since X(k) ⊆ X(n + 1) and by the optimality of x * , we have
By the decreasing order of λ ij , we have λ ij ≤ 1 j . Additionally, as X ⊆ {0, 1} n , we know
This implies the result.
For fixed U and n, the error bound given in Theorem 6 is strictly monotonously decreasing with growing k ≤ n + 1. For k = n + 1, it coincides with ε.
To conclude this section, we provide some computational results showing that the above heuristic often calculates solutions that are close to optimal even for small k. To this end, we replace the theoretically fast algorithm underlying Theorem 3 by the practically fast Algorithm 1 of Section 4. We applied our heuristic to the instances of the shortest path problem used in [14] . The authors create graphs on 20, 25, . . . , 50 nodes, corresponding to points in the Euclidean plane with random coordinates in [0, 10], and choose a budget uncertainty set of the form
where the costs on the edges are set to c ij (ξ) = (1 + ξij 2 )d ij and d ij is the Euclidean distance of node i to node j. No uncertain constants are considered in the objective function. The parameter Γ is chosen from {3, 6}. For more details see Section 4.2 in [14] .
In Table 3 , the computational results for Algorithm 2 are shown. In columns indicated by #, we find the number of instances (out of 100) for which the problem was solved to optimality by the authors of [14] within a time limit of two hours. For the latter instances, in columns marked ∆ sol , we state how far our heuristic solution value is above the exact minimum, on average (in percent). Similarly, for all 100 instances, we denote by ∆ all how far our heuristic solution value is above the best solution value found by the authors of [14] within the time limit, i.e., this number includes the instances which could not be solved to proven optimality in [14] . In both cases, we first state the mean and then the median value. For every type of instance, the running time for our heuristic was at most one CPU second on average, and is thus not reported in the table. Note that we are able to calculate heuristic solutions for all k up to n + 1 at one stroke. Table 3 Computational results for Algorithm 2. Table 3 shows that, for every instance size considered, both the mean and the median of the differences ∆ all with respect to the best known solutions are within 8 %. In Figure 2 , we illustrate the mean differences in dependence of the problem size and k. Not surprisingly, the gap grows with the number of nodes, whereas a larger number k leads to better solutions. Example 2 While Algorithm 2 performs very well on the random instances considered above, it is possible to construct instances where its solution value is arbitrarily far away from the optimum even if n and k are fixed. By Theorem 6, then M has to be unbounded. Consider the set X := {x ∈ {0, 1} n | 1 x ≤ 1}, so that conv (X) is a simplex. For α > 0, we define an ellipsoid
where Σ α is the inverse of the positive definite matrix α 2 (I − ( 1 n − 1 2α 2 )11 ). Then the unique minimizer of max c∈Uα c x = −1 x + x Σ −1 α x = −1 x + α x (I − ( 1 n − 1 2α 2 )11 )x over conv (X) is x * = 1 n 1. Its unique representation as convex combination of elements of X is x * = n i=1
1 n e i , where e i denotes the i-th unit vector. Hence, whenever k ≤ n, the heuristic will choose a set X * ⊆ {e 1 , . . . , e n }. Assuming without loss of generality that X * = {e 1 , . . . , e k }, the optimum of min x∈X * (k) max c∈Uα c x is attained in 1 k k i=1 e i , the heuristic thus achieves the objective value −1 + α 1 k − 1 n + k 2 2α 2 , which becomes arbitrarily large with growing α if k < n. On contrary, for large enough α, every optimal solution contains the zero vector and has objective value zero.
