The paper is concerned with adapted solution of a multi-dimensional BSDE with a "diagonally" quadratic generator, the quadratic part of whose ith component only depends on the ith row of the second unknown variable. Local and global solutions are given. In our proofs, it is natural and crucial to apply both John-Nirenberg and reverse Hölder inequalities for BMO martingales.
Introduction
Consider the following backward stochastic differential equation (BSDE):
(1.1)
Here, {W t := (W 1 t , . . . , W d t ) * , 0 ≤ t ≤ T } is a d-dimensional standard Brownian motion defined on some probability space (Ω, F , P ). Denote by {F t , 0 ≤ t ≤ T } the augmented natural filtration of the standard Brownian motion W . The function g : Ω × [0, T ] × R n × R n×d → R n is called the generator of BSDE (1.1). BSDE (1.1) was invented by Bismut in [1] for the linear case, and in [2] for a specifically structured matrix-valued nonlinear case where the matrix-valued generator contains a quadratic form of the second unknown. The uniformly Lipschitz case was later studied by Pardoux and Peng [8] .
Bismut [2] derived a matrix-valued BSDE of a quadratic generator-the so-called backward stochastic Riccati equation (BSRE) in the study of linear quadratic optimal control with random coefficients, while he could not solve it in general. In that paper, he described the difficulty and failure of his fixed point techniques in the proof of the existence and uniqueness for BSDE of a quadratic generator (i.e., the so-called quadratic BSDE). It has inspired subsequent intensive efforts in the research of quadratic BSDE (1.1). Nowadays numerous progress has been made in this issue: Kobylonski [7] and Briand and Hu [3] gave the existence and uniqueness result for the case of a scalar-valued (n = 1) quadratic BSDE, Tang [12, 13] solved (using the stochastic maximum principle in [12] and dynamic programming in [13] ) the existence and uniqueness result (posed by Bismut [2] ) for the general BSRE, and Tevzadze [11] proved the existence and uniqueness result for multi-dimensional quadratic BSDE (1.1) under the assumption that the terminal value is sufficiently small in the supremum norm (also called the small terminal value problem). Frei and dos Reis [5] constructed a counterexample to show that multi-dimensional quadratic BSDE (1.1) might fail to have a global solution (Y, Z) on [0, T ] such that Y is essentially bounded, which illustrates the difficulty of the quadratic part contributing to the underlying scalar generator as an unbounded process-the exponential of whose time-integral is likely to have no finite expectation. Very recently, Cheridito and Nam [4] addressed a special system of quadratic BSDEs in the Markovian context, which arises from the equilibrium problem with interacting agents in a financial market (see Frei and dos Reis [5] for further descriptions). Neither global nor local (in time) positive results are found in the literature for solvability of multidimensional quadratic BSDEs.
Throughout the paper, for i = 1, . . . , n, we denote by z i the ith row (component) of matrix (vector) z. In the paper, we study the multi-dimensional BSDE (1.1) of the following structured quadratic generator g :
where
or equivalently where
This kind of structured generator g is said to be "diagonally" quadratic. Assuming some additional (locally or globally) Lipschitz continuity in both unknowns of the generator g, we prove that for α ∈ [0, 1) and a given bounded terminal value ξ, multi-dimensional diagonally quadratic BSDE (1.1) admits a unique local solution (Y, Z) on [T −ε, T ] (ε > 0) such that Y is bounded and Z · M is a BMO martingale (see Theorem 2.6), and moreover, it has a unique global solution on [0, T ] in the case of α = 0 (see Theorem 2.7). The rest of the paper is organized as follows. In Section 1, we introduce the background for quadratic BSDEs and some related (rather than exhausted) studies. In Section 2, we prepare some notations and known inequalities for BMO martingales. We also prove existence, uniqueness, comparison, and a priori estimate for one-dimensional quadratic BSDEs of possibly unbounded generators, and state the main results of the paper. In Section 3, we prove our local solution for our multi-dimensional diagonally quadratic BSDE (1.1). Finally, in Section 4, we prove our global solution to our multi-dimensional diagonally quadratic BSDE (1.1).
Preliminaries and statement of main results
Let M = (M t , F t ) be a uniformly integrable martingale with M 0 = 0, and for p ∈ [1, ∞) we set
where the supremum is taken over all stopping times τ . The class {M : M BM Op < ∞} is denoted by BMO p , which is written into BMO p (P ) whenever it is necessary to indicate the underlying probability, and observe that · BM Op is a norm on this space and BMO 2 (P ) is a Banach space.
Denote by E (M) the stochastic exponential of a local martingale M and by E (M) We have log
Denote by S ∞ (R n ) the totality of R n -valued F t -adapted essentially bounded continuous processes, and by |Y | ∞ the essential supremum norm of
As a corollary of the last lemma, we have
It is clearly continuous and decreasing, satisfying Φ(1 + 0) = +∞ and Φ(∞) = 0.
, then E (M) satisfies the reverse Hölder inequality (R p ):
for any stopping time τ , with a constant c p > 0 depending only on p.
All the proofs of the preceding three lemmas can be found in Kazamakie [6] . The following lemma plays an important role in our subsequent arguments. It indicates that following the proof of [6, Theorem 3.3, page 57] can give a preciser dependence of the two constants c 1 , c 2 on β · M. For reader's convenience, we also give a complete proof here.
Lemma 2.4. For K > 0, there are constants c 1 > 0 and c 2 > 0 such that for any BMO martingale M, we have for any BMO martingale N such that
Proof. (i) Derivation of the second inequality. From Chapter 3 of Kazamaki, there is p > 1 such that Φ(p) > K, which gives in view of Lemma 2.4 that for any stopping time
Therefore,
(ii) Derivation of the first inequality. From the proof of [6, Theorem 3.3, page 57], we have
Here and in the following, we denote by E the expectation operator with respect to the probability P . From the proof of [6, Theorem 2.4, pages 33-34], we have
≤ e E Fτ log
which gives the following inequality;
Then, we have for y ∈ R,
We have the following existence and uniqueness, a priori estimate, and comparison for one-dimensional BSDEs with unbounded data.
has the following quadratic growth and locally Lipschitz continuity in the last variable:
(ii) the process f (·, z) is F t -adapted for each z ∈ R d ; and (iii) the process g : Ω × [0, T ] → R is F t -adapted and |g s | ≤ |H s | 1+α such that the stochastic integral H · W is a BMO martingale. Then for bounded ξ, the following BSDE
has a unique solution (Y, Z) such that Y is (essentially) bounded and Z · W is a BMO martingale. Further more, we have
Let ( Y , Z) solve the following BSDE:
where the pair ( f , ξ) has the same above-mentioned properties to (f, ξ), f ≥ f , and ξ ≥ ξ.
Proof. Let δ > 0 be sufficiently small such that
we have for some p > 1,
From Briand and Hu [3] , BSDE (2.15) admits a solution (Y, Z), satisfying
This shows that Y is bounded. We now show that Z · W is a BMO martingale. Using Itô's formula to compute φ(Y t ), we have
In view of the estimate (2.17) (for δ = 1), we have
which yields that Z · W is a BMO-martingale. Now we compare two pairs of solutions. Define
We have
In a straightforward way, for some adapted process β such that |β s | ≤ C(1 + |Z s |) (and therefore β · W is a BMO martingale), the last equation is written into the following one
Then, P is a new probability, and W is a Brownian motion with respect to P . We have
Taking the obvious conditional expectation with respect to P , we have the desired inequality δY t ≥ 0. The uniqueness result follows immediately from the comparison result.
We make the following three assumptions.
n has the following quadratic growth and locally Lipschitz continuity in the last variable:
n×d → R n has the following quadratic growth and Lipschitz continuity in the last two variables:
for (y j , z j ) ∈ R n × R n×d with j = 1, 2. For each (y, z) ∈ R n × R n×d , the process g(·, y, z) is F t -adapted.
(A 3) The terminal condition ξ := (ξ 1 , . . . , ξ n ) * is uniformly bounded.
The main results of the paper are the following two theorems.
Theorem 2.6. Let assumptions (A 1), (A 2), and (A 3) be satisfied with α ∈ [0, 1). Then, for any bounded ξ, BSDE (1.1) with generator g satisfying (1.2) has a unique local solution (Y, Z).
Theorem 2.7. Let assumptions (A 1) and (A 3) be satisfied. Moreover, assume that there is a positive constant C such that for (s, y, z)
Then, the following BSDE
has a unique adapted solution (Y, Z) on [0, T ] such that Y is bounded. Further more, Z · W is a BMO(P ) martingale.
Local solution: the proof of Theorem 2.6
For a pair of bounded adapted process U and BMO martingale V · W , in view of Lemma 2.5, the following decoupled system of quadratic BSDEs:
has a unique adapted solution (Y, Z) such that Y is bounded and Z · W is a BMO martingale. Define the quadratic solution map Γ : (U, V ) → Γ(U, V ) as follows:
It is a transformation in the Banach space S ∞ (R n ) × (BMO 2 (P )) n . Define
Consider the following standard quadratic equation of A:
The discriminant of the quadratic equation reads
and we have
Throughout this section, we base our discussion on the time interval [T − ε, T ]. We shall prove Theorem 2.6 by showing that the quadratic solution map Γ is a contraction on the ball B ε defined by
for a positive constant ε (to be determined later).
Estimation of the quadratic solution map
We shall show the following assertion: Γ(B ε ) ⊂ B ε , that is,
Step 1. Exponential transformation.
For each i = 1, . . . , n, using Itô's formula to compute φ(Y i t ), we have
(3.12)
Since (in view of the definition of notation β in (3.3))
(3.14)
In view of the inequality for x > 0,
Since (by Young's inequality)
in view of the definition of the notations µ 1 and µ 2 in (3.4) , we have
In view of inequality (3.14), we have
(3.17)
Step 2. Estimate of e γ|Y |∞ .
Noting that the solution of the following BSDĒ
is explicitly given byȲ
we have e
In view of Lemma 2.5, comparing the two pairs of solutions (Y i , Z i ) and (Ȳ i ,Z i ), we have for i = 1, . . . , n,
Since (by Young's inequality) 19) in view of the definition of notation C δ in (3.2), we have for i = 1, . . . , n, and therefore,
In view of the fact that
, applying John-Nirenberg inequality to the BMO martingale √ δV · W , we have
Since 3nCε ≤ 1 (see the choice of ε in (3.7)) and (U, V ) ∈ B ε , we have
which gives a half of the desired result (3.10).
Step 2. Estimate of
From inequality (3.17 ) and the definition of notation µ, we have
In view of (3.8), we have
The other half of the desired result (3.10) is then proved.
Contraction of the quadratic solution map
That is, for i = 1, . . . , n,
(3.26)
Fix i, we can define the vector process β(i) in an obvious way such that
β s (i) ds is a Brownian motion under the equivalent probability measure P i defined by
T 0 dP, and from the above-established a priori estimate that there is K > 0 such that
In view of the following equation
taking square and then the conditional expectation with respect to P i (denoted by E Ft i ) on both sides of the last equation, we have the following standard estimates: Consequently, we have 
