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Abstract
Many studies have investigated tropical data assimilation in the context of global
models or specifically for tropical cyclones, but relatively few have focused on the
mesoscale predictability and observability of the general tropical environment. This
work constructs an ensemble data assimilation system for the tropics using a state of
the science mesoscale prediction model, and tests the effect of a sparse observational
network of wind and moisture in constraining the estimate of the state. A perfect
model framework is used as a necessary first step to ease interpretation of results.
Ensemble assimilation allows for state-dependent error covariances, foregoing pre-
derived balances and correlations and allowing for the use of the full nonlinear model.
Boundary conditions are necessary for limited-area models, and the perturbed
lateral boundaries and initial conditions are taken from a global ensemble using a
non-perturbed sea surface temperature analysis. In the mesoscale model, this uniform
surface had a profound effect on moisture levels in the lower levels, rapidly bringing
the spread of vapor mixing ratio to near zero. Comparing the mesoscale forecast
with a downscaled global model forecast showed that the interior solution was not
completely dependent on the boundary conditions.
Observing system experiments that assimilated synthetic moisture and wind com-
ponent observations in the boundary layer and in the free atmosphere had a small
effect on the state estimate when compared with an unconstrained control case. The
largest improvement was in the upper troposphere obtained by observing upper-level
moisture, but several analyses were degraded by the data, due in part to the sparse
network and small localization radius.
Thesis Supervisor: Kerry A. Emanuel
Title: Professor of Atmospheric Science
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Chapter 1
Introduction
In 1911, Norwegian meteorologist Vilhelm Bjerknes posited forecasting as the ulti-
mate problem in meteorology: it requires both means and methods of estimating the
current atmospheric state as well as a knowledge of the complete set of laws gov-
erning the time evolution of that state. Lewis Richardson was the first to attempt
such a dynamical forecast in 1922, with poor results due in part to unbalanced initial
conditions. As computer technology progressed from the mid-1950s to the present
day, numerical models became more and more complicated - the barotropic vortic-
ity model used by Charney evolved into modern high-resolution packages accounting
for everything from aerosols to surface vegetation. Procedures for state estimation,
or data assimilation, have grown as well. Straightforward polynomial interpolations
using only radiosondes and surface observations have matured into sophisticated vari-
ational procedures incorporating data from weather radar, aircraft, and satellites.
Despite these advances, Bjerknes’s problems still remain. Even though grid reso-
lution is becoming ever finer, the continuous spectrum of atmospheric motions means
that there will always be unresolved scales. The use of instruments and digital com-
puters means that there will always be errors in the observations. These errors, no
matter how small, will eventually grow and render “precise very-long-range forecast[s]
... non-existent” (Lorenz, 1963). The problem of prediction, then, is to realize these
limitations and improve understanding, modeling, and assimilation methods to give
the greatest utility for forecasts before the limit is reached.
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The tropics represent a particular challenge for both atmospheric modeling and
data assimilation. Even early numerical models for midlatitudes were successful be-
cause they were able to rely on quasi-geostrophic (QG) models that are remarkably
accurate in predicting planetary-scale flows. In the tropics, though, the assumptions
(such as small Rossby number) that give QG theory its power in midlatitudes begin
to disintegrate. The large percentage of population and land mass in the Northern
Hemisphere led to dense observational networks placed where they would maximally
improve forecasts in the midlatitudes - tropical observing networks were left relatively
sparse. Finally, while global models have moved to finer and finer resolution over the
past decades, they are still far above the scale of the convection that dominates the
tropics. This scale separation requires parameterizations, which introduces errors
both in the parameterizations themselves and in the model’s ability to accurately
represent the environment in which the convection is taking place, whether it be in
the surrounding air or the sea surface below. Forcing in the tropics also tends to be
relatively weak.
Accurate forecasting in the tropics is important both for the tropics and mid-
latitudes. Long-term signals like the El Nin˜o-Southern Oscillation (ENSO) and
the Madden-Julian Oscillation (MJO) have been connected to changes in worldwide
weather patterns, but general circulation models have still been hard-pressed to ac-
curately represent MJO signals. Diabatic heating and divergent flow associated with
a tropical convective response to sea surface temperature (SST) anomalies can give
rise to Rossby waves that propagate into midlatitudes (Trenberth et al., 1998). On
shorter scales, tropical cyclones can pose a direct threat to life and property as they
move into populated regions. Even if they remain at sea, they can transition through
the extratropics and interact with mid-latitude systems leading to strong storms.
1.1 Previous Work
While data assimilation issues in the tropics have been tackled in the past, most
projects have either focused specifically on assimilation for tropical cyclones or for
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global models. There has been a good deal of work in understanding the large-scale
tropical environmental development, but the goal here is to build a framework to
attempt to understand the mesoscale development details.
There are many previous studies that contribute pieces to the current work. Out-
lined below are some applicable works that show some important results from tropical
data assimilation on the mesoscale and in global models, as well as the promise of
mesoscale ensemble data assimilation.
1.1.1 Tropical Data Assimilation in Global Models
Unde´n (1989) found that if the nondivergent wind constraint on the European Centre
for Medium Range Weather Forecasts (ECMWF) wind analyses was relaxed in the
tropics, tropical flow patterns appeared more realistic. Tsuyuki (1996, 1997) carried
out an extensive series of experiments using four-dimensional variational assimilation
(4DVAR), which made model dynamics an important part of the assimilation. He
found that a significant difficulty of using variational assimilation in the tropics is
the importance of nonlinear physical parameterizations. The vertical distribution
of analysis error showed innovations without specific structure functions, even when
observing winds at only two levels in the tropics.
1.1.2 Tropical Mesoscale Data Assimilation
Ramamurthy and Carr (1987, 1988) is one of the few studies concerned with mesoscale
data assimilation in the general tropical environment. They used data from the 1979
Summer Monsoon Experiment (MONEX; Fein and Kuettner, 1980), and combined
them with their limited-area semi-Lagrangian primitive equation hydrostatic model
using a modified successive correction method similar to Cressman analysis (see, e.g.
Daley, 1991, chap. 3). They were able to assimilate wind, temperature, and moisture
observations obtained at asynoptic times, and found that temperature data provided
the least utility, while the combination of wind and moisture observations gave the
best analyses.
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1.1.3 Ensemble Data Assimilation in Mesoscale Models
Studies using mesoscale ensembles have been limited mostly to midlatitudes. Zhang
et al. (2006) used a perfect model scenario to simulate an explosive cyclogenesis,
assimilating sounding and surface observation data. They found that although the
filter kept the analysis close to the known true value, the greatest error reduction
was in large scales and less so in the marginally resolvable scales. Dirren et al.
(2007) added simulated aircraft observations to the typical radiosonde and surface
observations for a domain over the Pacific Northwest United States. An example of
the technique showed that an error in a 500 hPa short-wave trough was corrected using
only surface pressure observations, demonstrating the use of an ensemble-estimated
flow-dependent background error covariance.
1.2 Present Work
This study begins to bridge the gap between data assimilation in global models and
tropical-cyclone-specific models by constructing an ensemble data assimilation system
for a mesoscale model of the tropical environment, bringing together the pieces in §1.1.
Ensemble-based filtering is chosen since it incorporates model dynamics into the
assimilation process and allows for continuous assimilation of asynoptic observations.
State-dependent background error covariances allow unobserved variables to be up-
dated without the use of static correlation fields: these can be difficult to construct in
the tropics, due to the lack of large-scale balances like geostrophy. While 4DVAR can
accomplish these goals, it requires the use of linearizations and adjoints: ensemble
methods can use the full nonlinear forward model.
While the model resolution used for these experiments is only slightly smaller
than that used by global models, mesoscale models offer several advantages over
global models. They have the capability to be run with much smaller grid spacing,
and can nest in regions where even finer detail is desired. They also, as is used
here, use the non-hydrostatic form of the governing equations. One drawback of this
approach, though, is that these limited-area models require boundary forcings from
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global models.
Although mesoscale models can provide very fine detail and coherent structures
(depending, of course, on the resolution used), this is no guarantee that the details
shown actually exist in reality. For these initial steps, a perfect model framework is
used: this uses a reference model integration as the truth, and draws observations
from it. This defines the real world as that described by the model, eliminating
the consideration of model error from the results and allowing the specification of
observational networks and densities that are useful, but not necessarily available in
actuality. This limits the conclusions that can be drawn from the results, and actual
observations will be included in future work.
This work tests whether observations of wind or moisture at a single level in either
the boundary layer or the free atmosphere are able to constrain a 50-member tropical
mesoscale ensemble integrated out to 24 hours, measured by both analysis error and
ensemble spread. Chapter 2 describes the data and assimilation methods used in
carrying out the experiments. Chapter 3 describes the results those experiments.
Chapter 4 concludes and suggests further directions of research, and Appendix C
describes the implementation of the data assimilation system.
17
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Chapter 2
Data and Methods
This chapter describes the theory and tools used for the observability experiments
and the data sets used in their construction. The ensemble is generated using NCAR’s
Data Assimilation Research Testbed (DART) - details on the implementation of
COAMPS within the DART framework are provided in Appendix C.1.
2.1 Ensemble Filters
A filter is designed to give the best estimate of a state based on information available
up to and including the present time. For NWP models, this corresponds to using a
history of analyses, forecasts, and observations. In addition to a quality state esti-
mate, ensemble methods allow for correlative analysis, like Ensemble Synoptic Analy-
sis (ESA; Hakim and Torn, 2006) or statistical potential vorticity inversion (Gombos
and Hansen, 2007), that can improve understanding of the system in question. En-
semble filters produce initial conditions for ensemble forecasts that outperform other
common operational perturbation methods (Descamps and Talagrand, 2007). This
section describes the background and implementation of the ensemble-based filter
used for these experiments.
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2.1.1 General Background
One of the most common methods of defining a “best” estimate is that that minimizes
the squared error. If the error ε in a state estimate x is defined as
ε = xt − x
with xt as the true state vector, a cost function can be written as:
J = εTSε.
The choice of the state estimate x that minimizes J for any positive definite S is the
minimum variance or conditional mean estimate
x = E
[
xt|Yo] , (2.1)
where Yo is all observations available up to the current time. Provided that the
dynamics are linear and model and observation errors are Gaussian and not state-
dependent, the Kalman filter provides this minimum variance solution (Cohn, 1997).
The Kalman filter equations (Kalman, 1960; Kalman and Bucy, 1961), using the Ide
et al. (1997) notation (where the subscript i refers to the value of a time-dependent
quantity at time ti) are:
xf (ti) = Mi−1 [xa(ti−1)] , (2.2)
Pf (ti) = Mi−1P
a(ti−1)M
T
i−1 +Q(ti−1), (2.3)
xa(ti) = x
f (ti) +Ki
(
yoi −Hixf (ti)
)
, (2.4)
Pa(ti) = (I−KiHi)Pf (ti). (2.5)
The superscript f refers to prior, or forecast, estimates and a refers to posterior, or
analysis, estimates. Computing (2.2) - (2.3) is the forecast step, advancing the state
x and state error covariance P from time ti−1 to ti under the model M with known
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model error covariance Q. The analysis step ((2.4)-(2.5)) combines the forecasted
state with observations yo (with H mapping model state space to observation space)
using the weighting given by the Kalman gain K,
Ki = P
f (ti)H
T
i
[
HiP
f (ti)H
T
i + Ri
]−1
, (2.6)
where R is the error covariance of the observations (yo).
One of the primary barriers to using this formulation for systems with large state
dimension is computational: for a state vector of length n, the error covariance matrix
P has size n2 – this implies significant expenses in computation and storage. The
stipulation of linear dynamics is also unrealistic for many geophysical models. The
linear dynamics limitation can be dealt with by using the extended Kalman filter
(EKF; Gelb, 1974), which advances the state using a nonlinear model M in (2.2),
and redefines M in (2.3) to be a linearization ofM about the model trajectory. Still,
though, it is difficult to calculate P given its size. The computational difficulty with
the traditional and extended Kalman filters was alleviated with the development of
the ensemble Kalman filter (EnKF; Evensen, 1994).
The EnKF replaces the full representation of the covariance matrix in (2.3) and
(2.5) with an estimate of the error covariance based on an ensemble of states that
sample the full error distribution:
Pf (ti) =
1
N − 1X˜
f
(ti)X˜
fT
(ti) (2.7)
Pa(ti) =
1
N − 1X˜
a
(ti)X˜
aT
(ti). (2.8)
The zero-mean state matrix X˜ contains N columns, each consisting of a single en-
semble member’s state vector x(i) with the ensemble mean x removed:
X˜ =
[
x(1) − x x(2) − x x(3) − x x(4) − x ... x(n) − x
]
.
Depending on the sizeN of the ensemble this can be computationally feasible, even for
large models. The reduced-rank representation of the covariance matrix (essentially
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its matrix square root) can be easier to store. The work required to derive and specify
M and MT is eliminated in favor of multiple runs of the full nonlinear model.
This method also allows use of an explicitly nonlinear observation operator H in
the PHT terms: using the definition of P in (2.7)/(2.8),
PHT ∝ X˜X˜THT = X˜
(
H
[
X˜
])T
, (2.9)
which is the covariance between the ensemble in model space and the ensemble
mapped to observation space by H. Another method of incorporating nonlinear
observation operators is perform the assimilation in a joint model-observation state
space, defined as z = [x H(x)]T and using z in lieu of x in the filter equations (An-
derson, 2001). Although no explicit linearization is necessary, the effect of the update
step in ensemble Kalman filters is a statistical linearization of H, mapping analy-
sis increments in observation space to analysis increments in state space (Anderson,
2003), so strongly nonlinear operators can still be a significant source of error.
The implementation of an EnKF gives advantages beyond computational tractabil-
ity. Since Pf is used in the update step both directly and indirectly through the
Kalman gain, using an ensemble means that the error covariances will be state-
dependent rather than the carefully constructed static covariance fields used by other
data assimilation methods. This allows the assimilation to be effective even in the
absence of large-scale balances like geostrophy, given a sufficiently large ensemble.
Despite the computational advantages of the EnKF, there are multiple shortcom-
ings. The small size of the ensemble relative to the size of the state vector gives
an error covariance matrix that is severely rank-deficient, perhaps attenuating or
completely missing important directions of variability in state space. Poor sampling
underestimates the variance. In order to compute Pf , the ensemble mean is assumed
to be the best state estimate and the error spread is about the ensemble mean, rather
than the true state (Evensen, 2003; Burgers et al., 1998).
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2.1.2 The Ensemble Adjustment Filter
The ensemble filter implementation used in this work is the Ensemble Adjustment
Filter (EAKF; Anderson, 2001), which is a member of a larger class of ensemble
square-root filters (EnSRFs; see Tippett et al., 2003; Bishop et al., 2001; Whitaker
and Hamill, 2002). These filters distinguish themselves by updating the matrix square
root of the covariance matrix, rather than the entire covariance matrix itself. This
update is deterministic (i.e., if the prior ensemble is known, the posterior ensemble
is completely known as well), which eliminates the sampling errors from stochastic
filters that use random number generators to provide a proper estimate of Pa (such as
the perturbed observation method used by Houtekamer and Mitchell (1998); Burgers
et al. (1998))
To simplify the use of nonlinear observation operators, the EAKF is cast in the
joint state space defined in the previous section. This means that the joint ensemble
state z for member k at time ti is
zi,k = [xi,k H(xi,k, ti)]T . (2.10)
The ensemble mean is updated using the observations;
za(ti) = z
f (ti) +Ki
(
yoi −Hizf (ti)
)
. (2.11)
Since we are working in a joint space, H is linear and easily specified. For a state
dimension n with observation space dimension p, the observations are given by
yi =
[
0p,n Ip,p
]
zi. (2.12)
soH consists of two submatrices: a p-by-n block of zeroes and a p-by-p identity matrix.
This serves to “pick out” the observation subspace of the joint state-observation space.
To update the forecast covariance, the EAKF applies a linear transformation to
the ensemble Zf (the matrix square root of the forecast covariance matrix Pf ) that
gives an analysis covariance Pa consistent with (2.5). The EAKF solves for a linear
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operator A that satisfies
Pa = (I−KH)Pf = APfAT, (2.13)
then uses that A to adjust individual ensemble members to give the proper spread
about the mean:
Zf = A
(
Zf − Zf
)
+ Z
a
, (2.14)
where Z
a
is generated by copying the updated ensemble mean za from (2.11) into N
columns.
2.1.3 Ensemble Size
Since the estimate of state error covariance is based on sampling by the ensemble
members, adequate ensemble size is crucial in determining a realistic error distribu-
tion. Ideally, the ensemble should be much larger than the dimension of the state
subspace where the dynamics evolve - while this is likely smaller than the state di-
mension, it is still an unreachable goal for any model used for numerical weather
prediction. An ensemble that is smaller than the state dimension leads to an error
covariance matrix P that is not full-rank, and may have a null space that includes
important directions of variability. Covariance localization (see §2.1.4) can make P
full rank, though not necessarily correct.
The singular value decomposition (SVD) can be used to get a general feel for the
impact of ensemble size on the error covariance matrix P. The full SVD of a matrix
L is defined as
L = UΣVT, (2.15)
with orthogonal U and V and diagonal Σ. By considering only the first r columns of
U, V, and S, the result is the best approximation to L of rank r. The effect of the
ensemble size on P is shown by the full covariance matrix and plotting the singular
values σi to show their decay rate.
While this is helpful as a cursory estimate, the SVD method has its drawbacks.
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First, it only measures the effect of truncation on the full ensemble-estimated error
covariance matrix. If the initial ensemble is deficient and does not point in important
directions, these shortcomings will be carried through - the truncation is only valid
for the subspace that is spanned by the original ensemble. Second, it shows the rank
r approximation to P, but does not show which r members of the original ensemble
to pick. Significant modes may only project onto a few ensemble members, and the
omission of those members may greatly decrease the filter performance. Finally, it
presumes that the important directions are the ones with the highest variance, which
is not always the case in nonlinear systems like the atmosphere.
2.1.4 Implementation Details
While the EAKF and the perturbed-observation formulation of the EnKF can be
implemented as shown, several adjustments are made to accommodate the small
ensemble size which will be used in this work.
If the ensemble size is small, the true covariance between points is small, or both,
sampling errors can give spuriously large covariances: this can be alleviated by lim-
iting covariance computation to points within a specified radius (Houtekamer and
Mitchell, 1998; Hamill et al., 2001). Results from idealized model runs showed that
correlations in moisture and horizontal wind fields become indistinguishable from
zero on a scale of about 100 km, so this is used as the width of the localization
function, a Gaussian-like fifth-order polynomial after Gaspari and Cohn (1999) - this
weighted taper method gives better results than just using a cutoff radius (Anderson
and Anderson, 1999).
The errors in both the numerical model and sample size lead to an estimated prior
covariance Pf that is too small. As seen in the formulation of the gain term in (2.6),
this underestimation will give too little weight to incoming observations. This can
yield to filter divergence, where the model trajectory can depart significantly from the
“true” trajectory. This can be dealt with by inflating the prior covariance by some
small amount (Anderson and Anderson, 1999; Anderson, 2001). While there are
many methods of choosing an inflation factor, here the adaptive inflation technique
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of Anderson (2007) is used. A filter estimates the inflation factor λ based on the
observations in the same manner that the full state vector is estimated1. The filter
is uses a na¨ıve “model” for the inflation factor and assumes that the distribution of
λf (ti) is equal to λ
a(ti−1): only the observations have an impact on the distribution.
2.2 Numerical Model
The Coupled Ocean-Atmosphere Mesoscale Prediction System (COAMPS; Hodur,
1997) is used as the numerical model for these experiments. Although COAMPS
is capable of running in either an idealized or real-data mode, simulating tropical
convection over an idealized domain gave unphysical results, so only the real-world
mode is used here. Initial conditions are generated by interpolating a global NOGAPS
forecast onto the limited-area domain and integrating forward for 6 hours to allow
time for the interpolated state to adjust to the COAMPS model dynamics.
The specification of boundary conditions can have a profound effect on mesoscale
predictability (Warner et al., 1997), and can affect ensemble spread (Nutter et al.,
2004a,b). The boundary conditions for each ensemble member are drawn from a
member of a NOGAPS ensemble (which was constructed using the ensemble transform
(Bishop and Toth, 1999) technique) and are updated every six hours using the flow
relaxation method of Davies (1976).
The domain chosen is from 0o-13oN latitude and 180oE to 220oE longitude, which
is located over the ocean in the mid-Pacific Ocean and shown in Figure B-1. The base
time of the analysis is 00Z on 22 June 2005. The computational grid uses 30 vertical
levels and 25 km horizontal spacing, with a timestep of 100 seconds. Convection is
parameterized using the Kain-Fritsch cumulus parameterization (Kain, 2004). Ice and
graupel physics, along with surface fluxes, are enabled. Turbulence is parameterized
using the Richardson-number dependent method of Mellor and Yamada (1982).
1The estimate uses the observations to update p(λ, ti) ∝ p(yo|λ)p(λ, ti−1) - a product of the
likelihood that the observation yo would be observed given an inflation factor λ and the previous
distribution for λ. While both distributions are Gaussian, their product is not - the filter, though,
assumes a Gaussian and calculates the mean and variance as if it were (Anderson, 2007).
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2.3 Verification
The metrics used to quantify ensemble performance follow those used in Dirren et al.
(2007) and will evaluate the ensemble based on RMS error and ensemble spread. The
spatial-averaged RMS error in the ensemble mean X from truth Xtrue is
RMSxy(t) =
√√√√ 1
nxny
nx∑
i=1
ny∑
j=1
(
X(xi, yj, t)−Xtrue(xi, yj, t)
)2
. (2.16)
The ensemble spread for an ensemble of size N is defined as
σens(x, y, t) =
√√√√ 1
N − 1
N∑
i=1
(
X(i)(x, y, t)−X(i)(x, y, t)
)2
, (2.17)
where the superscripted index indicates the ensemble member.
The primary variable for verification is the relative humidity, due to its sensitivity
(Emanuel, 1994).
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Chapter 3
Results
This chapter demonstrates some of the results from the ensemble system. Due to
limited computational power, the ensemble size is reduced from 128 members to 50
members, and the approximate effect is shown. Several observing system experiments
are run and compared with a no-assimilation control for analysis error and ensemble
spread.
3.1 Ensemble Size
Using the SVD method outlined in 2.1.3, the decay of normalized singular values with
ensemble size for the subset of the NOGAPS model output over the experimental
domain is shown in Figure B-2. These estimates are based on an initial 128-member
ensemble of relative humidity at 200mb, 50mb, 700mb, 850mb, and 100mb, taken
from the forecast at 24 and 48 hours lead time. The values decay rapidly, and drop
below 0.1 around 40-60 ensemble members for most of the levels. A truncation to
50 members is much more computationally feasible and includes a good portion of
the variability. Contributions from many small singular values is usually indicative
of noise, so the shape and evolution of the 200mb curve may be indicative of higher
variability due to small absolute vapor content and distance from the moisture source
at the surface. Although the ensemble spread increases with time, the effective rank
is expected to fall as time advances - an initial isotropic error stretches along the
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model attractor under the influence of the model dynamics. The lack of this behavior
is most likely due to the consideration of only a small part of the entire NOGAPS
domain.
The results are similar with the 128-member COAMPS ensemble, shown in Figure
B-3, using the water vapor mixing ratio field instead of the relative humidity field.
This shows that 50 members still is not extremely low, but now the top curves are
the lower levels instead of upper levels. This may be due to the increased resolution
showing more of the effects of the surface on smaller scales. This decay pattern is
roughly the same for other variables, but is not shown. Unlike the case of the global
model subset, the effective rank decreases with time. The choice of 50 members is
consistent with other mesoscale ensembles: Zhang et al. (2006) used 40 members and
Snyder and Zhang (2003) used 50.
3.2 Lateral Boundary Conditions
Warner et al. (1997) predicted that given a regional forecast domain with length
scale 2000 km, the approximate range of a useful forecast in the tropics is about 36
hours. After this time, the mesoscale model continues to run and produce small-
scale structures, but they are completely determined by the boundary conditions.
Although this can be useful by providing a dynamically consistent downscaling, it
represents a significant limit to the mesoscale predictability.
To test the influence of lateral boundary conditions on the limited-area solution,
a 10-member ensemble is integrated using non-perturbed boundary conditions. This
allows the ensemble members to collapse to a single solution soley determined by the
boundary condition. Figure B-4 shows the spread for the water vapor mixing ratio
field - spread grows with time in the domain interior, but along the edges it quickly
decreases. While this presents difficulty for the general consideration of tropical
mesoscale predictability, the integrations here are short enough to avoid most adverse
effects.
To test the effect of an actual mesoscale forecast versus a simple downscaling
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of the global model forecast, the global forecast at 6, 18, and 24 hour lead time is
interpolated onto the model grid and briefly integrated forward to generate fine-scale
detail rather than the interpolated state. The COAMPS forecast and the downscaled
NOGAPS forecast of 500 hPa relative humidity, together with the absolute difference
between the two at τ = 6 hours are shown in Figure B-5. Many of the large-scale
details are similar, but the COAMPS forecast shows more than simply sharpening
the NOGAPS forecast: near 186oE and 9oN, there is a region of high RH that does
not appear at all in the downscaled forecast - there are large differences as well in the
NE region of the domain.
3.3 Lower Boundary Conditions
One of the significant results seen in all the assimilation cases is the importance of
the lower boundary condition (i.e. the sea surface). The low-level moisture ensemble
spread for one of the experiments is shown in Figure B-6 - the other assimilation
experiments showed similar results. The domain interior has a near-zero spread, with
the maximum value occurring along the boundaries, driven by the encroachment
of coarse-domain moisture into the domain from the perturbed lateral boundaries.
The NOGAPS ensemble used to provide initial and boundary conditions was run
with an unperturbed sea-surface temperature based on an SST analysis (J. McLay,
personal communication), so no varying lower boundary consistent with the varying
lateral boundaries was available. In the global model, though, there is considerable
spread in the 1000 hPa relative humidity field throughout the integration, suggesting
that the mesoscale model offers a stronger surface coupling than found in NOGAPS.
The entropy1 budget for the subcloud layer in a convecting atmosphere contains
contributions from surface sensible and latent heat fluxes, convective downdrafts,
entrainment at the layer top, and radiative cooling (Emanuel et al., 1994): all of these
can be configured and parameterized very differently between a global and mesoscale
1Moist entropy includes contributions from temperature, pressure, and the moisture content of
the air and is conserved under reversible moist adiabatic transformations (Emanuel, 1994, p. 120)
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model. The capability of COAMPS to be a coupled mesoscale model may prove to
be powerful for including the strong effects of air-sea interaction in the tropics.
3.4 Evolution of the True State
This section briefly describes the evolution of the model trajectory from which obser-
vations are drawn and which is used as the true state for verification of the analyses.
3.4.1 Coarse Domain
The time evolution of the NOGAPS control member’s relative humidity and wind field
is shown in Figures B-7, B-8, and B-9. The domain encompasses a small region of
the ITCZ. In the lower troposphere, easterly flow with a small meridional component
dominates the domain, with a westerly shear. At 500mb, relative humidity levels
drop, consistent with the mid-tropospheric drying that is observed in the tropics.
The flow remains easterly, with a convergence zone midway through the domain.
Higher up at 200mb, the higher relative humidity consistent with convective anvils is
evident. The wind is now westerly and there is a region of confluence on the western
edge. There is a strong jet just to the north of the domain.
3.4.2 Fine Domain
Results from the mesoscale domain are similar to the global domain. There is a
strong influence on boundaries where the large-scale flow is into the mesoscale domain.
Figure B-10 - B-12 shows the responses for 6, 12, 18, and 24 hours at 200, 500, and
700 hPa. The strengthening of the anticyclonic 200 hPa flow is much more evident in
the fine data than the global data, and the relative humidities are different thanks to
different parameterizations and rounding errors used in the interpolation (since these
are taken directly from height levels and the global files were available on pressure
levels).
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3.5 Unconstrained Ensemble
As an experimental control, the ensemble is integrated forward in the absence of
any constraining observations2. With the exception of the boundary layer moisture
noted in 3.3, the spread of the ensemble is concentrated in the northern half of the
domain. Figure B-13 shows the spread in the zonal wind field at approximately
850mb concomitant with the relative humidity maximum, so the spread is being
largely influenced by uncertainty in the convective region.
3.6 Observing System Experiments
These experiments look at the influence of observations on analysis error and ensemble
spread. As a first effort, the simplest forward operators to construct are for wind,
moisture, and temperature variables. Ramamurthy and Carr (1988) found that for
the 1979 Monsoon Experiment (MONEX), the inclusion of wind and moisture in their
objective analysis provided the greatest utility, so they will be used first.
Instead of using the DART/COAMPS support for interpolation and arbitrary
observation operators, observations of wind and moisture are made directly from
the state vector. This allows the assimilation to run much faster, and eliminates
projection to observation space from contributing to the analysis error. Observations
are made on a 3-by-2 grid evenly spaced throughout the domain, for a total of 6
observations per level.
The error characteristics of the synthetic wind- and moisture-measuring instru-
ments were chosen to reflect a mix of operational characteristics. The observation
error variance for wind variables is defined to be 8 m2 s−2. This is chosen to be be-
tween the radiosonde errors used by Mitchell et al. (2002) and the cloud-track wind
errors used by Tsuyuki (1996). The observation error for the moisture field is defined
to be 5% of the average field value at the initial time (shown in Table A.1). This was
chosen since it yields a relative humidity error of a few percent, which is consistent
2In DART, this is done by observing a single state variable with a very large variance (such as
9999999999.0), ensuring that the gain term will be zero.
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with a noisy operational instrument.
The vertical distribution of relative humidity analysis RMSE is shown in Figure
B-14 - for comparison, the RMSE of the control (unconstrained) ensemble mean is
subtracted from each experiment’s results. The two levels where the observations are
taken are denoted by black horizontal lines. The values are not all negative, where
values less than zero indicate that assimilating the observations gives an analysis
closer to truth. Counting points shows that over the course of the assimilations,
approximately half the realizations (each level in each experiment) are further from
truth than the unconstrained case. The greatest improvement was in the upper
troposphere when assimilating water vapor mixing ratio on the upper level.
At observation locations, the difference between the first-guess field and the ana-
lyzed field is a function of the observation value and the first-guess value only (com-
bined with their respective uncertainties). Away from observation locations, the
increment relies on that difference in conjunction with the ensemble-estimated error
covariance. If this covariance estimate is poor, the analysis may be degraded regard-
less of the quality of the observation. However, looking at the vertical distribution of
error shows that while there are some improvements on unobserved levels, there are
positive relative errors even on the observed levels.
A demonstration of the increments in observation space is shown in Figure B-15.
These show that the filter is performing its expected function - it pulls the estimate
toward the observation and reduces the uncertainty of the final estimate. In the
first figure, B-15(a) (from observing low-level moisture), this results in an analysis
that is closer to the true value than before. However, in the second, B-15(b) (from
observing upper-level wind), this results in pulling the analysis further from truth.
The observation is not drawn from a remote tail of the distribution, but still results
in being further from truth than the model – this is one of the dangers of a sparse
observing network. In the presence of a sufficient number of observation realizations,
the random errors in nearby observations in space and time should partially cancel,
reducing the impact of a single observation. The choice of a small localization radius
exacerbates this problem, since the sparse network is prohibited from updating any
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of the other observation locations. The adaptive inflation, meant to account for the
overconfidence in the first guess, gave an inflation factor of approximately 1.08, which
spreads out the prior probability density slightly more than shown.
The localization used for these experiments is quite strong, but based on results
from idealized runs for other tropical experiments (G. J. Hakim, personal communica-
tions). Nevertheless, it may be too small for real-world conditions. Static localization
radii and inflation factors can be chosen, but require a large initial investment of
computational time.
The observation error distribution may appear much broader than it should be,
but the values chosen exemplify the difficulty in finding quality in situ observations in
the tropics. Tsuyuki (1996) noted that the NCEP error standard deviations for cloud
track winds were 6.1 m/s at the higher level and 3.9 m/s on the lower level - both
much higher than the value used here (but note that satellite products would offer
many more than 6 points, somewhat compensating for the broader error distribution).
Lower errors have also been used - Leidner et al. (2003) used a more accurate wind
error of 2 m/s when assimilating satellite scatterometer winds, but that is only slightly
less than the error here.
35
36
Chapter 4
Conclusions and Future Work
This work set out to construct and use an ensemble data assimilation system for a
mesoscale model in the tropics.
While a larger ensemble is preferable, examination of the forecast error covariance
matrices show that truncating the ensemble to 50 members retains enough of the
variability to give credence to the results.
Lateral boundary conditions were an important limitation to the solution, since as
the integration time continues the solution becomes merely a high-resolution reflection
of the boundaries. The mesoscale model added detail not found in a downscaled global
model forecast valid at the same time. An unperturbed sea-surface temperature field
was used as a lower boundary condition, and the boundary layer moisture spread in
the interior of the domain quickly dropped to zero, emphasizing the importance of
accurately capturing air-sea interaction in the tropics.
Most of the ensemble spread is in the region of active convection. Convection
is parameterized, so statistical effects rather than specific cells are simulated - still,
though, it remains a mechanism for generating strong uncertainty when compared to
non-convective regions.
Observing system experiments were carried out using synthetic observations of
wind and moisture taken directly from the model state vector to minimize the er-
ror from an inaccurate observation operator. The observations had small effects on
the state estimate, but actually degraded the analysis relative to an unconstrained
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ensemble in several locations due in part to the sparseness of the network. Future
experiments will incorporate denser networks, as well as non-identity observations,
which should give some stronger constraints for how dense a network must be.
It should be noted that since these experiments were run in a perfect model
framework, these conclusions apply only insofar as the model is correct. Also, the
use of actual data as the basis for these experiments may limit their validity as well.
Several methods for dealing with these shortcomings and expanding the interpretation
of these results are presented below.
This work touches on several preliminary experiments, but also has developed a
framework that allows for simple expansion of the research presented herein. While
the possibilities are many, there are several natural extensions that would be quite
insightful.
Since the tropics represent an area of relatively sparse observations compared to
midlatitudes (especially terrestrial areas), the impact of observational network density
can be profound. While satellite observations can provide information over a larger
area, a network of various in situ observations may be more useful in conjunction
with the ensemble data assimilation procedures used here.
Experiments with satellites observations and radar observations require the def-
inition of more advanced forward operators to give an ensemble estimate of the ob-
servation. These will require more computation (e.g. the use of a radiative transfer
code), but can show the response to the type of observations that are common for
the tropical atmosphere.
The success of ensemble methods depend largely on the validity of the Monte
Carlo methods to sample the forecast and analysis probability distributions. More
members can increase the dimension of the state subspace spanned by the ensemble,
and so provide a more accurate estimate of the error statistics. Although these results
were limited by the number of global ensemble members available, Torn et al. (2006)
give a method for perturbing boundary conditions that would allow an ensemble of
arbitrary size based on a single global model run. Since air-sea interaction is so
important in the tropics, the surface boundary condition may need to be perturbed
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as well, or even provided by a coupled ocean model.
The results here for a single case of a real-world model run. Although more cases
can provide more applicable results, experiments with an idealized model can shed
light on important relations and processes free of constraints like boundary condi-
tions. These idealized studies can be constructed using a method similar to Brether-
ton et al. (2005), with a long integration over a small area to provide a radiative-
convective equilibrium solution that is used as an initial condition for a larger area.
Running with doubly periodic boundary conditions with a static, uniform sea sur-
face temperature can provide a baseline for ensemble perturbation and subsequent
assimilation experiments. Since moist convection plays such an important role in the
tropical atmosphere, model configurations run with convection-permitting resolutions
and parameterized convection can assist in evaluation of physical parameterizations.
The use of parameterizations for moist convection, microphysics, turbulence, radi-
ation, etc., together with the assumptions and approximations inherent in the devel-
opment in any numerical model, can introduce significant errors in the analysis and
forecasts. The experiments presented here assume a perfect model, since the observa-
tions are derived from a reference model run, but any system used in the real world
must deal with the inadequacy of numerical models in simulating all scales of mo-
tion and all physical processes. Although using multi-model ensembles can produce
estimated states that bound the true attractor, care must be taken to ensure that
the multi-model information does not pull the constituent models off their respective
attractors (Hansen, 2002). Dealing with model error is an active area of ongoing
research, and is essential to the success of these data assimilation methods.
The Kalman filter is a simplification of the generalized nonlinear Bayesian filtering
problem assuming that the error statistics are completely described by their first and
second moment. The effects of non-Gaussian distributions can be tested by both
normalizing these results using the stochastic EnKF, which can affect the modification
of higher moments differently than the EAKF (Lawson and Hansen, 2004), and by
using more advanced methods such as a kernel filter (Anderson and Anderson, 1999,
see Fig. 2) that uses Gaussian kernels to form an arbitrary probability distribution.
39
These are few of many future directions, but the framework and foundation devel-
oped in the present work can facilitate the implementation and investigation of many
of them, furthering progress toward Bjerknes’s challenge: greater understanding of
mesoscale tropical physics and dynamics, and an improved ability to estimate the
state of the tropical atmosphere with an eye toward improving predictions that can
have global impact.
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Appendix B
Figures
Figure B-1: Location of the model domain. The shaded box shows the limits of 0o to
15oN latitude and 190oE to 215oE longitude.
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(a) τ = 24 hours
(b) τ = 48 hours
Figure B-2: NOGAPS forecast relative humidity covariance matrix singular values
for multiple pressure levels, showing the effect of using fewer ensemble members on
the accuracy of the covariance matrix representation.
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(a) τ = 24 hours
(b) τ = 48 hours
Figure B-3: COAMPS forecast water vapor mixing ratio covariance matrix singular
values for multiple pressure levels, showing the effect of using fewer ensemble members
on the accuracy of the covariance matrix representation.
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(a) τ = 00 hours (b) τ = 12 hours
(c) τ = 24 hours (d) τ = 36 hours
Figure B-4: Ensemble spread of water vapor mixing ratio (kg/kg) at level σ = 10
(approximately 300 hPa) integrated with non-perturbed boundary conditions. This
ensemble consisted of 10 members to show the quick decay of ensemble spread near
the edges of the domain and moving inward with time.
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(a) COAMPS Forecast
(b) Downscaled NOGAPS forecast
(c) Difference (
√
(RHforecast − RHdownscaled)2)
Figure B-5: Difference in 500 hPa relative humidity between a 6-hour COAMPS
forecast based on NOGAPS initial conditions and a COAMPS forecast based on the
NOGAPS 6-hour forecast, showing the added value of the mesoscale forecast vs. a
simple downscaling of the global model.
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(a) σ = 29, τ = 06 hours (b) σ = 29, τ = 12 hours
(c) σ = 29, τ = 18 hours (d) σ = 29, τ = 24 hours
(e) σ = 20, τ = 06 hours (f) σ = 20, τ = 12 hours
(g) σ = 20, τ = 18 hours (h) σ = 20, τ = 24 hours
Figure B-6: Ensemble spread for low-level moisture (kg/kg) showing the very low
levels of spread due to the lower boundary conditions.
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(a) τ = 06 hours: max(|u| = 38.06 m/s (b) τ = 12 hours: max(|u| = 39.71 m/s
(c) τ = 18 hours: max(|u| = 38.31 m/s (d) τ = 24 hours: max(|u| = 37.39 m/s
Figure B-7: NOGAPS control forecast, showing the time evolution of 200 hPa relative
humidity (in percent), geopotential height, and wind. Maximum wind speed is given
for scale.
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(a) τ = 06 hours: max(|u| = 15.23 m/s (b) τ = 12 hours: max(|u| = 16.10 m/s
(c) τ = 18 hours: max(|u| = 16.90 m/s (d) τ = 24 hours: max(|u| = 17.19 m/s
Figure B-8: NOGAPS control forecast, showing the time evolution of 500 hPa relative
humidity (in percent), geopotential height, and wind. Maximum wind speed is given
for scale.
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(a) τ = 06 hours: max(|u| = 14.10 m/s) (b) τ = 12 hours: max(|u| = 15.62 m/s)
(c) τ = 18 hours: max(|u| = 14.77 m/s) (d) τ = 24 hours: max(|u| = 14.22 m/s)
Figure B-9: NOGAPS control forecast, showing the time evolution of 700 hPa relative
humidity (in percent), geopotential height, and wind. Maximum wind speed is given
for scale.
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(a) τ = 06 hours: max(|u| = 26.90 m/s (b) τ = 12 hours: max(|u| = 28.99 m/s
(c) τ = 18 hours: max(|u| = 30.14 m/s (d) τ = 24 hours: max(|u| = 31.56 m/s
Figure B-10: COAMPS control forecast, showing the time evolution of 200 hPa rel-
ative humidity (in percent), geopotential height, and wind. Maximum wind speed is
given for scale.
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(a) τ = 06 hours: max(|u| = 10.02 m/s (b) τ = 12 hours: max(|u| = 10.22 m/s
(c) τ = 18 hours: max(|u| = 11.00 m/s (d) τ = 24 hours: max(|u| = 12.06 m/s
Figure B-11: COAMPS control forecast, showing the time evolution of 500 hPa rel-
ative humidity (in percent), geopotential height, and wind. Maximum wind speed is
given for scale.
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(a) τ = 06 hours: max(|u| = 11.84 m/s) (b) τ = 12 hours: max(|u| = 12.57 m/s)
(c) τ = 18 hours: max(|u| = 12.38 m/s) (d) τ = 24 hours: max(|u| = 12.90 m/s)
Figure B-12: COAMPS control forecast, showing the time evolution of 700 hPa rel-
ative humidity (in percent), geopotential height, and wind. Maximum wind speed is
given for scale.
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(a) τ = 06 hours (b) τ = 12 hours
(c) τ = 18 hours (d) τ = 24 hours
Figure B-13: COAMPS unconstrained ensemble spread, showing the time evolution
of σ = 20 (approximately 850 hPa) zonal wind component (m/s).
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(a) τ = 06 hours (b) τ = 12 hours
(c) τ = 18 hours (d) τ = 24 hours
Figure B-14: Vertical distribution of COAMPS relative humidity (unitless) ensem-
ble mean RMSE for all four observing experiments at the four assimilation times.
Observations are taken at the levels shown by the horizontal lines.
56
(a) Lower-Level Water Vapor Mixing Ratio
(b) Upper-Level Wind Component
Figure B-15: Analysis increments in observation space showing the estimate moving
closer to the observation and reducing the uncertainty. The first-guess (prior) estimate
PDF is shown in green, the analysis (posterior) is shown in blue, and the observation
PDF is in red. The actual value of the observation is shown by the dot-dash line for
comparison with the true value, shown by the vertical dotted line. The PDF that the
synthetic observation was drawn from is given by the dotted PDF.
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Appendix C
Software Implementation
This appendix describes in more detail the actual implementation of the model in the
ensemble data assimilation system.
C.1 The Data Assimilation Research Testbed
The Data Assimilation Research Testbed (DART) is a project by the National Center
for Atmospheric Research’s Data Assimilation Research Section (DAReS) designed
to “facilitate the combination of assimilation algorithms, models, and ... observa-
tions to allow increased understanding of all three.” (DART documentation). The
DART framework provides an easy interface to add new models and new observation
types, scales from simple two-variable models to global climate circulation models,
and provides several implementations of various ensemble filter algorithms.
One of DART’s main strengths is the extensive ability to deal with both real and
synthetic observations. The user can define observation types from simple identity
observations (i.e. observing elements of the state vector) to complex observations like
satellite radiances or radio occulation data, provided that a suitable (possibly non-
linear) observation operator exists to map the model state vector to the observation.
These observation definitions, combined with appropriate error statistics, are used to
define complete observational networks for the assimilation. If synthetic observations
are necessary (such as in “perfect model” experiments), DART integrates the model
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forward, sampling values at each observation time to yield both observations and a
reference model trajectory.
Once the observations are defined, the user can choose among several different
ensemble filters, options for covariance localization and inflation, easily change the
ensemble size and output characteristics, and allow for either existing perturbations
to be used or for the software to perturb a single model state to generate the ensemble.
For the case of simple models, the model code can be embedded entirely in the
DART implementation of the model interface - however, for most full numerical
weather prediction models, the assimilation software hands off the state vector to
the model, which is run externally to advance to the next observation time.
C.2 DART interface to COAMPS
The COAMPS model is a modern mesoscale numerical weather prediction model.
While this provides powerful opportunities for experiments in a variety of idealized
and operational configurations, it requires a dynamic, adaptable interface to commu-
nicate with the DART assimilation system. As described in Section C.1, complex
models require an asynchronous integration for advancing the model to the next ob-
servation time. It is this asynchronous configuration that is the cornerstone of the
DART COAMPS interface.
C.2.1 State Vector Definition
The main task if the model is run in an asynchronous mode is to translate the state
vector from the form handled by DART into a state vector recognized by the model.
For large models like COAMPS, the model state vector is stored in a restart file that
contains information that is necessary for the model (e.g. timestepping data), but
not needed for assimilation. The translation from a COAMPS restart file to a DART
state vector file, then, requires the selection and consolidation out of disjoint pieces
of the full restart file.
The multiple configuration possibilities of the COAMPS model means that the
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translation method must be flexible as well. Each variable in the model consists of
one or more levels of two-dimensional fields. This leads to the use of a state vector
definition file, which contains a list of each field to include in the DART state vector.
For example, to assimilate temperature in a model with a 50x50 horizontal grid and
30 vertical levels requires 30 entries, representing one 50x50 grid at every level. Each
entry in the state vector definition file contains information not only about the variable
name and the vertical level, but perturbation size and structure, the type of vertical
level on which the variable is defined, the DART observation type of the variable,
whether the variable should be assimilated (since some entries are necessary in the
state vector for computation of observation operators, but should not be changed),
whether the field is a mean field (since COAMPS operates on mean and perturbation
fields separately), and whether the variable is constrained to be non-negative (e.g.
moisture mixing ratios).
Once the state vector definition is in hand, it is processed to provide a list of those
fields’ locations in the COAMPS restart file. If the conversion is from COAMPS to
DART, the fields are picked out and packed together. For the conversion from DART
to COAMPS, if the variable is to be assimilated it is unpacked and placed at the
proper locations within the larger restart file.
Computations like observation operators and covariance localization require in-
formation about the model domain. Data like domain size, latitude, longitude, and
terrain heights are read directly from the model analysis files for maximum flexibility.
C.2.2 Ensemble Integration
Running COAMPS as an ensemble requires a separate directory for each ensemble
member, each with a complete copy of the model data (e.g. restart files and boundary
conditions). When control is passed to the ensemble integration scripts from within
the assimilation program, the start and stop times are adjusted in the model’s namelist
based on information in the DART restart file, and the forecast model is run in each
member directory. When the integration is complete, the restart file is consolidated
into a state vector as in C.2.1 and control is passed back to the assimilation program.
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