In this paper, we address the following question: given a natural number g, how many Riemann surfaces S 1 ; : : :; S k of genus g can there be such that S 1 ; : : :; S k all share the same spectrum of the Laplacian?
It was shown by Buser in Bu] that there is an upper bound N(g) to the size of such isospectral sets, depending only on the genus. More precisely, he gave the following upper estimate for N(g):
Theorem 0.1 ( Bu] ) N(g) e 720g
2 .
The problem of nding a lower bound for N(g) was addressed by R. Tse To give some speci c numerical examples, we construct 4; 096 mutually isospectral surfaces of genus 769, and over a billion mutually isospectral surfaces of genus 20,481. The rst examples of isospectral pairs of surfaces were found by Vign eras in Vig1, 2] , and had genus 201,601. By contrast, for the somewhat smaller genus of 98,304, we nd over 4 trillion surfaces all of which are isospectral to each other.
The idea behind our proof may be described as follows: In GW], Gordon and Wilson exhibited continuous families of isospectral nilmanifolds, by constructing almost-inner deformations of 2-step nilpotent Lie groups. See DG] for a thorough development of this point of view. At about the same time, Sunada Su] gave a recipe for constructing isospectral manifolds via nite group theory.
We will combine these two approaches in the following way: we will in e ect construct nite-group analogues of the Gordon-Wilson deformations, to which the Sunada construction will apply. The analogue of continuous families of isospectral manifolds will then be large nite sets of mutually isospectral surfaces.
We will also consider analogous problems in the setting of graphs and of number elds. We will show: Theorem 0.4 For any n, there are 2 n?1 isospectral graphs that are 6-regular with 4n vertices.
The construction here uses the technique of Seidel switching, see CDGT] for a discussion. There is no known method to yield corresponding isospectral manifolds from these isospectral graphs. See BL] for a discussion. 
Mutually Isospectral Graphs
In this section, we will show: Theorem 1.1 For every k, there is a family of distinct 6-regular graphs G 1 ; : : : ; G j k , with the following properties: The basis of our construction is the following lemma, which is a variant of the construction of Seidel Switching (see CDGT] , see also BL]): Lemma 1.1 Let fC i g i2I be a collection of graphs, and, for each unordered pair (i; j), i 6 = j, let P(i; j) be a collection of edges joining vertices of C i with vertices of C j , with the following properties: (a) Each C i is k-regular for some k. Before proceeding with the proof of Lemma 1.1, we will take a simple case of the lemma. This case will serve as an illustration of the lemma, but will also serve as a building-block for our later construction.
We will consider the graphs C 1 and C 2 to both be the 2-regular graph C which is the disjoint union of a loop and a circle of length 3, as shown in Figure 1 below. The collection of edges P(1; 2) is as shown in Figure 2 . We will choose f(1) = 0 and f(2) = 1. Then ? is as shown in Figure 3 below, and ? f is as shown in Figure 4 below. If we can show that the cardinality of C ? ( ) equals the cardinality of C ? f ( ) for all choices of , then we shall have shown that ? is isospectral to ? f , since we will have constructed a bijection of paths of length n in ? to paths of length n in ? f , for all n.
But let i be an index such that v i lies in I 0 , but v i+1 does not, and let k be such that the next vertex lying in I 0 is v i+k . Let W ?
i denote the set of all paths (w 1 ; : : :; w k?1 ) such that w j and v i+j lie in the same C l . For all i and j, P(i; j) is empty if jj ? ij 6 = 1, and P(i; i + 1) is as in the example.
The lemma now applies to show that for the 2 k?1 functions f : f0; : : :; k ? 1g ! f0; 1g withf(0) = 0; the graphs ? f are mutually isospectral. Furthermore, we may readily reconstruct f from ? f as follows: the subgraphC is easily determined by the fact that the only vertices with two loops belong to it. AfterC is determined, C 1 is determined by the fact that it consists of all vertices joined toC other than the vertices ofC. We may then check whether f(1) agrees with f(0) by determining whether or not the subgraph with vertices inC and C 1 is planar.
Continuing inductively in this way, we reconstruct f. This completes the proof of the theorem.
Almost Inner Automorphisms
We begin with the following de nition:
De nition 2. Thus, the property of being almost conjugate can be thought of as a translation into group theory of the notion of isospectrality. Note that if H i is conjugate to H j , then M H i is isometric to M H j .
The remainder of this section, which will be entirely algebraic in character, will be devoted to nding nite groups that have large numbers of mutually almost conjugate subgroups which are not conjugate.
One way to construct almost conjugate subgroups is via almost inner automorphisms:
De nition 2.2 An automorphism of G is said to be almost inner if, for all g 2 G, (g) and g are conjugate in G:
It is evident that if 1 ; : : :; k are almost inner automorphisms of G, then H; 1 (H); : : : ; k (H) satisfy (y).
We will approach the problem of nding groups G with large numbers of almost conjugate subgroups in two steps: rst, we will nd groups G which admit large numbers of almost inner but not inner automorphisms. Then we will nd a subgroup H of G such that the orbit of H under the action of these almost inner automorphisms is large.
For R a commutative ring with unity, let G = G(R) denote the threedimensional Heisenberg group over R, given by We write an element of G as (x; y; z) in the obvious manner. We then have the multiplication rule (x; y; z) (x 0 ; y 0 ; z 0 ) = (x + x 0 ; y + y 0 ; z + z 0 + xy 0 ): Note that (0; 0; 0) is the identity element, while the inverse of (x; y; z) is (?x; ?y; ?z + xy).
It follows that the conjugates of (x; y; z) are all elements of the form (x; y; z + ax + by). More precisely, (x; y; z) and (x 0 ; y 0 ; z 0 ) are conjugate in G if and only if x = x 0 ; y = y 0 ; and z ? z 0 2 Rx + Ry; where Rx denotes the principal ideal of R generated by x: Now let f : R R ! R be any function. Lemma 2.1 The map f : G ! G given by f (x; y; z) = (x; y; z + f(x; y)) is an automorphism if and only if f is an additive group homomorphism.
Proof:
For any mapping f; f is clearly 1-1 and onto. In order for f to be an automorphism, we must have that f (x; y; z) f (x 0 ; y 0 ; z 0 ) = f (x + x 0 ; y + y 0 ; z + z 0 + xy 0 ): But it follows directly from the de nitions that this is so if and only if f((x; y) + (x 0 ; y 0 )) = f(x; y) + f(x 0 ; y 0 ); as desired.
De nition 2.3 (a) Let R 1 and R 2 be R-modules. A function f : R 1 ! R 2 is R-linear if f is an additive group homomorphism and f(rx) = rf(x) for all r in R; i.e., f is a homomorphism of R-modules. conjugates (x; y; z) to (x; y; z + f(x; y)) in the case where f is R-linear.
Let us denote by AL = AL(R R; R) the space of almost linear functions, and L(R R; R) the R-linear functions. If we denote by AI the almost inner automorphisms of G and by I the inner automorphisms, then by Lemma 2.2, we may identify AI=I with AL=L.
Example 2.1 Let R = F p n , the unique eld with p n elements. The eld F p n is a eld extension of F p of degree n; hence an n-dimensional F p -vector space. Here AL(R R; R) is precisely the set of F p -linear maps. Indeed, the condition that f is an additive group homomorphism implies that it is F p -linear, and the condition that f(x; y) 2 Rx+Ry is automatically satis ed if f(0; 0) = 0; since a eld has no ideals other than itself and (0) If we now set a to be the element of R that agrees with a i in the ith place for all i, and the same for b, then we have that f(x; y) = ax + by for all x; y in R, so that f is in fact linear.
It follows that jAL=Lj = jAI=Ij = 1 in this case. Example 2.3 Let R = F p x]=(x n ).
The condition that f be an additive group homomorphism is again that f is If we set f(x) = f(x; 0), we easily check that f is R-linear (resp. almost linear) if f is R-linear (resp. almost linear).
Note 3 Riemann Surfaces
In this section, we will complete the proof of Theorem 0.3.
In light of the Sunada Theorem 2.1 and the construction of x2, it su ces to consider homomorphisms
for various choices of R. We will want to choose the genus of S small, and will have to verify that the large number of isospectral surfaces constructed are indeed distinct Riemann surfaces.
As in x2, let G = G(R) denote the Heisenberg group over the ring R, and let H be the subgroup We now want to choose S so that g 0 is as small as possible, but so that all the surfaces S H f are distinct; i.e., nonisometric.
We rst observe that an onto homomorphism : 1 (S) ! G induces an onto homomorphism H 1 (S) ! G= G; G] = R R, where H 1 (S) denotes the rst homology group of S, and has rank 2g 0 . Since this last has rank 2n, we see that g 0 must be at least n.
We now claim that G can be generated by 2n generators. If 1 = 1 ; : : :; n denotes a basis for the additive group of R, then we have:
Lemma 3.1 G is generated by the set X consisting of the 2n elements X = f( 1 ; 0; 0); : : : ; ( n ; 0; 0); (0; 1 ; 0); : : :; (0; n ; 0)g: Proof: We have that (? i ; 0; 0) (0; ? j ; 0) ( i ; 0; 0) (0; j ; 0) = (0; 0; i j ):
Taking i = 1 and j arbitrary shows that all the elements (0; 0; z) lie in the subgroup generated by X. It is clear that the subgroup generated by X contains all elements of the form (x; 0; 0) and (0; y; 0). Writing a general element as (x; y; z) = (0; y; 0) (x; 0; 0) (0; 0; z) completes the argument.
We now claim:
Lemma 3.2 There is an onto homomorphism : 1 (S) ! G with g(S) = n if n is even g(S) = n + 1 if n is odd Proof: We recall that if g(S) = k, then 1 (S) has the presentation 1 (S) = fA 1 ; B 1 ; : : : A k ; B k : k A i ; B i ] = 1g:
To construct a homomorphism of 1 (S), we need only check that the relation is satis ed in the image.
When n is even, we may choose k = n, and send A 1 ; B 1 ; : : : A n=2 ; B n=2 arbitrarily to the set of generators ( 1 ; 0; 0), : : :, ( n ; 0; 0), and A (n=2)+1 , B (n=2)+1 , : : :, A n ; B n arbitrarily to (0; 1 ; 0); : : : ; (0; n ; 0): The relation is clearly satised because all the commutators involved are 0. When n is odd, we may choose k = n + 1 and send A 1 , B 1 ; : : : A (n+1)=2 , B (n+1)=2 arbitrarily onto ( 1 ; 0; 0) : : : ( n ; 0; 0) (one generator will be hit twice), and similarly for A (n+1)=2+1 , B (n+1)=2+1 , : : :, A n , B n . The relation is again satis ed, for the same reason.
In the case of Example 2.1, when R = F p n , we can do better:
Lemma 3.3 There is an onto homomorphism : 1 (S) ! G(F p n ) with g(S) = n.
Proof: In the case n even, this was shown in Lemma 3.2.
In the case when n need not be even, we may proceed as follows: Since the multiplicative group of F p n is cyclic, we can choose a generator of the multiplicative group. We then have that 1; ; : : : ; n?1 generate F p n as a vector space over We will need the fact that b 0 6 = 0. This follows from the fact that satis es an irreducible polynomial of degree n. If the constant term were 0, the polynomial would not be irreducible.
We now consider the homomorphism : 1 (S) ! G given by: Recall that the commensurator group C(?) of ? is the set of all isometries g of H such that g?g ?1 intersects ? in a subgroup of nite index. Clearly, C(?) contains ?. The two theorems above taken together tell us that for a generic non-arithmetic ? with the genus of H =? > 2, C(?) is equal to ?. Now suppose that S H f 1 is isometric to S H f 2 . Then this isometry lifts to an isometry of H to itself, which takes ?1 (H f 1 ) to ?1 (H f 2 ), and hence lies in the commensurator subgroup of ?. But the commensurator group condition insures that it must be an element of ?. Pushing this forward by , we then
