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ABSTRACT
NUCLEON-NUCLEON SPIN DEPENDENT SCATTERING
AMPLITUDES TO DESCRIBE FINAL STATE INTERACTIONS
IN ELECTROMAGNETIC AND ELECTROWEAK NUCLEAR
PROCESSES
William P. Ford
Old Dominion University, 2018
Director: Dr. J. Wallace Van Orden
There are currently no models readily available that provide nucleon-nucleon spin
dependent scattering amplitudes at high energies (s ≥ 6 GeV2). This work aims to
provide a model for calculating these high-energy scattering amplitudes. The founda-
tion of the model is Regge theory since it allows for a relativistic description and full
spin dependence. A parameterization of the amplitudes is presented, and compar-
isons of the solution to the assembled data set are shown. In addition, an application
of the model to describe final state interactions in deuteron electrodisintegration is
presented. Overall the model works as intended, and provides an adequate descrip-
tion of the nucleon-nucleon interaction at these energies.
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1CHAPTER 1
INTRODUCTION
The goal of this work is to develop a model for calculating elastic, spin-dependent
scattering amplitudes for the nucleon-nucleon system. While much work has been
applied to this topic over the years there is no analysis available for both proton-
proton and proton-neutron in the mid to high energy range, Mandelstam s > 6
GeV2. Thus far the most complete, highest energy, and readily available work is
the Scattering Analysis Interactive Dial-in (SAID) [1, 2] analysis which provides the
proton-neutron amplitudes to s ≈ 6 GeV2 and the proton-proton amplitudes up
to s ≈ 9.8 GeV2. The objective is to calculate the amplitudes at higher energies.
In order to accurately describe the nucleon-nucleon system at these energies a fully
relativistic, spin dependent model is required. Furthermore, due to the scarcity of
data, particularly in the proton-neutron case, the model should provide confidence
in extrapolating the results to higher energies.
The primary motivation in building this model is to utilize the amplitudes to
describe final state interactions in deuteron electrodisintegration,
e+ d→ e+ p+ n. (1)
A diagram of this reaction is shown in Fig. 1. Understanding this reaction at high
energies is interesting in itself, and is an important stepping stone to describing heav-
ier nuclei. Additional motivation for investigating this process is to answer several
open questions. At some point it is expected that a description with nucleon degrees
of freedom will break down, and a description involving quark degrees of freedom
will be necessary; at what energies does this occur? Is it possible to determine high
momentum components of the deuteron wave function? Also, since there are no
free neutrons, can this process shed light on understanding properties of the neutron
better, i.e. form factors? To have a chance at answering any of these questions, it is
necessary to have an adequate theoretical description of the reaction mechanism.
At these energies a relativistic description is necessary, and there are several
phenomena that can contribute. It is known that there will be final state interactions
between the proton and neutron after the deuteron has broken apart. There can also
2FSI
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FIG. 1: Representation of deuteron electrodisintegration. The electron scatters off
the deuteron via a virtual photon, breaking it into proton and neutron which interact
in the final state. The box represents proton neutron scattering amplitudes which
are input to the calculation.
3be isobar contributions, where a delta resonance occurs in an intermediate state.
Two body currents involving photon interactions with exchange forces between the
two nucleons can also play a role in this process. Of these final state interactions are
an important contribution, and are the focus of this work.
It has been shown that a complete description of the final state interactions
is necessary in order to accurately describe this process [3–5]. This calculation,
which shall be referred to as the JVO (authors Jeschonnek and Van Orden) model,
requires the five spin dependent nucleon-nucleon amplitudes as input to the model.
The final state interactions are implemented via the SAID amplitudes, however,
the kinematics at Jefferson Lab, where experiments have been performed, allow for
final state nucleons with energies greater than can be described by SAID. More
experiments are expected to be performed in the future once Jefferson Lab completes
the 12 GeV upgrade, and there is anticipation of an even greater need to cover
a larger kinematic regime. The goal of this work is to construct a model for the
nucleon-nucleon spin dependent amplitudes in order to extend the kinematic range
of the JVO model.
The approach this work follows is to parameterize the spin dependent nucleon-
nucleon amplitudes in terms of Regge poles or exchanges [6–10]. Regge theory has
had great phenomenological success as a parametrization method for many processes
including nucleon-nucleon interactions. The theory is fully relativistic and allows
for a complete spin-dependent description. Regge theory is also ideal for this appli-
cation since it readily scales to higher energies, allowing one to have confidence in
extrapolating the results. Furthermore, Regge theory has been utilized in the past to
model proton-neutron scattering at mid-range energies with good results [11]. Over-
all Regge theory provides us a systematic method of parameterizing the scattering
amplitudes, while meeting all the criteria of the model.
The fundamental idea of Regge theory is to study the analytic behavior of the
amplitudes, when one allows the angular momentum J to be continuous and complex.
While the analysis is rigorous[6] for non-relativistic scattering, the relativistic case is
based on a series of assumptions. However, it is in the relativistic case, by exploiting
crossing symmetry, which is discussed in more detail later, that Regge theory is useful
as a parameterization method.
While Regge theory excels at high energies, at lower energies it becomes more
difficult to implement, as more and more Regge exchanges can contribute. Because of
4this feature, however, it naturally lends itself as a method for extrapolating to higher
energies, since as one increases in energy the low energy exchanges are suppressed. In
this work, fits are performed to the low energy nucleon-nucleon data, and the results
are extrapolated to higher energy regions where data are unavailable.
Chapter 2 discusses the method of parameterizing the helicity amplitudes in terms
of Regge poles. Then in Chapter 3 the fitting procedure that was developed is dis-
cussed, and results of the fit to the data set of nucleon-nucleon observables is pre-
sented. In Chapter 4 an application of the model to describe final state interactions
for deuteron electrodisintegration is shown. Observables for this process are calcu-
lated for kinematics which overlap with the SAID analysis, and comparisons between
the two FSI models are presented. Chapter 5 concludes this thesis with a summary
of the results and an outlook of future work.
5CHAPTER 2
REGGE THEORY APPLIED TO THE
NUCLEON-NUCLEON SYSTEM
This work assumes an understanding of scattering theory. For an excellent in-
troduction to the topic [7, 8] are recommended, and were heavily utilized for this
project.
In developing this model, isospin (I) symmetry is assumed in order to describe
both proton-proton and proton-neutron scattering. This allows one to treat protons
and neutrons as identical particles, nucleons. All observables in the nucleon-nucleon
(NN) system can be described by five independent amplitudes [12]. To keep track of
spin the helicity basis is utilized. Helicity is the projection of spin onto the direction
of the momentum, λ = ~S · pˆ. For nucleons λ = ±1
2
. There are a total of sixteen
amplitudes based on different helicity configurations, however, due to the symmetries
of parity, time reversal, and isospin the number of independent amplitudes is reduced
to five. These five independent helicity amplitudes are given as,
a = φ1 = T++;++ = 〈+ + |T |+ +〉
b = φ5 = T++;+− = 〈+ + |T |+−〉
c = φ3 = T+−;+− = 〈+− |T |+−〉 (2)
d = φ2 = T++;−− = 〈+ + |T | − −〉
e = φ4 = T+−;−+ = 〈+− |T | −+〉,
where the +,− correspond to the helicities (±1
2
) of the initial and final nucleons,
and for clarity the amplitudes are expressed in just some of the numerous forms that
abound in the literature.
It is now useful to define the kinematics of the system. For elastic scattering
of equal mass particles the center of momentum (cm) frame is convenient to work
in. The amplitudes are functions of two variables, the cm energy (E) and scattering
angle (θ). It is preferable, since this is a relativistic system, to instead work with the
6FIG. 2: Diagram depicting crossing symmetry between the s-channel process N +
N → N +N and the t-channel process N + N¯ → N + N¯ .
invariant variables Mandelstam s, t, and u. The Mandelstam variables are defined
as,
s =(p1 + p2)
2 = 4E2 (3)
t =(p1 − p′1)2 = −2|~p |2(1− cos(θ)) (4)
u =(p1 − p′2)2 = −2|~p |2(1 + cos(θ)), (5)
where p1, p2, p
′
1, p
′
2 are the incoming and outgoing four-momenta respectively and ~p
is the three momentum of cm system. Note that u is simply used for convenience as
there are only two independent variables since,
s+ t+ u = 4m2, (6)
where m is the nucleon mass.
Now, when performing the Regge analysis it is necessary to exploit crossing sym-
metry. Crossing symmetry allows one to relate the amplitudes of the NN system to
the nucleon anti-nucleon system (NN¯). An example of crossing symmetry is shown
in the diagram in Fig. 2. Motivation for this will be addressed in a following dis-
cussion, but for now it is necessary to define the kinematics of the NN¯ system. The
7NN system will be referred to as the direct or s-channel process, and the NN¯ system
as the crossed or t-channel process. In the NN¯ system the Mandelstam variables
become,
s =− 2|~pt|2(1 + cos(θt)) (7)
t =4E2t , (8)
where in the t-channel cm frame Et is the energy, ~pt is the three momentum, and
θt is the scattering angle. Note that the t-channel cm angle is defined 90
◦ out of
phase compared with conventional approaches. This was done in order to exploit a
relation between the intitial and final t-channel states, (29), when symmetrizing the
amplitudes.
To calculate the amplitudes Regge theory is used to provide a parameterization
method. To motivate the discussion consider a meson exchange with fixed parity
(P ), G-parity (G), and isospin (I). Since the idea of Regge theory is to analyze
the amplitudes in terms of continuous angular momentum, a plot of the spin J vs.
mass squared µ2 for the mesons which can contribute to the NN system is shown in
Fig. 3, and it is observed that the mesons fall on smooth curves. The curves can be
represented as
J = α(µ2) (9)
where α(µ2) is some function of the square of the meson mass µ2. In the case of the
well established mesons, the function is consistent with a straight line. The inter-
polating functions αi describe Regge trajectories. Regge theory describes the NN
scattering amplitudes in terms of the exchange of Regge trajectories, or entire families
of mesons rather than individual mesons. This discussion is to serve as motivation
of the Regge analysis, as well as to provide a relationship between Regge exchanges
and the physical mesons. In Section 2.2 it will be shown how the amplitudes can be
parametrized in terms of Regge exchanges.
It will also be important to perform the Regge analysis in the t-channel nucleon
- antinucleon (NN¯) center of momentum (cm) frame. To argue this again consider a
meson exchange with a propagator proportional to 1
µ2−t . In the s-channel cm frame
t < 0 and this pole will never be reached. However, in the t-channel cm frame
t = 4E2t , so for mesons with sufficiently large mass, the pole will be reached. This
reasoning aims to provide an intuitive argument for why the Regge analysis will be
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FIG. 3: Isoscalar (a) and isovector (b) mesons with J plotted versus the square of the
meson masses µ. The various lines correspond to the Regge trajectories used in the
fit to NN scattering. An additional trajectory, the Pomeron, with 0++ is required
to fit the large s data. It has an intercept of 1.08 and a slope of 0.25 GeV2.
performed in the t-channel cm frame, however, it will be seen when performing the
calculation that it is also necessary for technical reasons as well.
From the previous discussion it can be noted that applying Regge theory to the
nucleon-nucleon system presents some challenges, primarily due to the inclusion of
spin. The Regge analysis should be performed in the crossed (t) channel, and the
result analytically continued back to the s-channel, and because of the many helicity
configurations the crossing relations are complicated. It has also been argued that
Regge exchanges have definite quantum numbers, P , G, and I, which must be taken
into account, and because of the symmetries of the nucleon-nucleon system, any non-
strange mesonic Regge exchange, with I = 0 or I = 1, can contribute. Finally, since
nucleons are fermions it is necessary to properly take into account Fermi statistics,
that is the amplitudes must be antisymmetric. This can be accomplished by simply
interchanging the labels on the final state particles as shown in Fig. 4 (b).
Fortunately these complications can either be avoided, or at least simplified, by
9(a) (b)
Γ(1) Γ(2) Γ(1) Γ(2)F Ij (s, u)F
I
j (s, t)
FIG. 4: Pictorial representation of the helicity amplitudes in terms of the Fermi
invariants. Γ represents the various gamma matrices which contribute to this process.
relating the Regge exchanges to the Fermi invariants [13, 14],
Tˆ = F IS(s, t)1
(1)1(2) − F IP (s, t)(iγ5)(1)(iγ5)(2)
+ F IV (s, t)γ
µ(1)γ(2)µ + F
I
A(s, t)(γ5γ
µ)(1)(γ5γµ)
(2) (10)
+ F IT (s, t)σ
µν(1)σ(2)µν
where s and t are the Mandelstam variables, I is an isospin label, 1 and 2 correspond
to the vertices shown in Fig. 4. This is an immediate benefit, since it gets all spin
dependence “out in the open”. The Dirac algebra can be performed straightforwardly
to get the s-channel helicity amplitudes,
T pp→ppi =
∑
j
{
Ctij
[
F 0j (s, t) + F
1
j (s, t)
]− Cuij [F 0j (s, u) + F 1j (s, u)]} (11)
T pn→pni =
∑
j
{
Ctij
[
F 0j (s, t)− F 1j (s, t)
]− 2CuijF 1j (s, u)} , (12)
where i corresponds to the helicity configurations (++; ++), (++; +−), (+−; +−),
(++;−−), (+−;−+), and j to the different types of Fermi invariants S, V, T, P,A.
The matrices Ctij and C
u
ij, containing all the spin dependence, are obtained from
performing the Dirac algebra, and are given in the appendix (107), (112). For con-
venience, Mandelstam u is used in the terms corresponding to the interchange of the
final state particles necessary to account for Fermi statistics, Fig. 4(b).
This approach forgoes Reggeizeing the helicity amplitudes directly, and instead
parameterizes the Fermi invariants in terms of Regge exchanges. Therefore the goal
will be to determine which helicity amplidudes of definite P and G contribute to
10
v(−~pt′, λ′2)
u(~pt, λ1) v¯(−~pt, λ2)
u¯(~pt
′, λ′1)
Γ(1)
Γ(2)
FIG. 5: Diagram depicting the NN¯ annihilation process in the t-channel cm frame
where the Regge analysis is performed.
each invariant and Reggeize those combinations of amplitudes. This is extremely
beneficial since the crossing relations become trivial as the Fermi invariants can
simply be analytically continued between the s and t-channel cm frames, and since
spin is taken care of explicitly, it will be seen that the Regge analysis will reduce to
the spinless case.
2.1 SYMMETRIC AMPLITUDES IN TERMS OF THE FERMI
INVARIANTS
Regge exchanges are found in the crossed t-channel cm frame, and have definite
quantum numbers P , G, and I. The goal is to find a Regge approximation to the
Fermi invariants, therefore it is necessary to symmetrize the amplitudes so one can
ensure that a Regge exchange with definite quantum numbers contributes to the
appropriate invariant. I is easily factored out for the most part, and is taken care of
in (11) and (12), so one simply needs to retain the label here, and it will be seen that
it still plays a role when considering G-parity. Also, only exchanges related to Fig.
4(a) are necessary to perform explicitly, since Reggeization of Fig. 4(b) can easily be
obtained by interchanging t↔ u in the final result.
In order to find the Regge contributions to the nucleon-nucleon (NN → NN)
system, it is necessary to analyze the t-channel, nucleon-anti-nucleon (NN¯ → NN¯)
amplitudes of definite P and G. The NN¯ → NN¯ scattering process, in the t-channel
cm frame where this analysis is performed is shown in Fig. 5.
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The focus will be on the initial state since there is a simple relation between the
initial and final states. The basic two particle state that will be worked with is,
(ψin)αβ = v¯α(−~pt, λ2)uβ(~pt, λ1)|I,MI〉, (13)
where pt is the t-channel center of mass momentum, λ1 and λ2 are the helicities of
the incoming particles 1, and 2, I is the total isospin of the state, MI is the 3
rd
component of isospin, and the Dirac indices have been labeled explicitly with α and
β. The goal is to symmetrize this state in terms of parity and G-parity. Beginning
with parity, in Dirac space the one body parity operator is Pˆ = γ0. Parity acting on
the two particle state yields,
Pˆ (ψin)αβ = −v¯α(~pt,−λ2)uβ(−~pt,−λ1)|I,MI〉. (14)
A vertex with definite parity can then be constructed,
(ψPin)αβΓ
(1)
αβ =
1√
2
[
v¯(−~pt, λ2)Γ(1)u(~pt, λ1)− P v¯(~pt,−λ2)Γ(1)u(−~pt,−λ1)
] |I,MI〉
(15)
Defining γ0Γγ0 = PΓΓ, where PΓ is ±1, (15) can be simplified to,
(ψPin)αβΓ
(1)
αβ =
1√
2
(1 + PΓP )v¯(−~pt, λ2)Γ(1)u(~pt, λ1)|I,MI〉 (16)
Now moving on to G-parity. G-parity is defined as, Gˆ = CˆeipiIˆ2 , where Iˆ2 is the y
rotation matrix in isospin space and Cˆ is the charge conjugation operator, given in
Dirac space as, Cˆ = Cγ0K, where K is the complex conjugation operator, and
C =
(
0 −iσ2
−iσ2 0
)
, σ2 =
(
0 −i
i 0
)
. (17)
acting on a two particle state, (13), yields,
Gˆ(ψin)αβ = u¯α(−~pt, λ2)vβ(~pt, λ1)(−1)Iηλ2ηλ1ηC |I,MI〉 (18)
where ηλ = (−1)1/2−λ, and ηC is an arbitrary phase which is convenient to define as
ηC = (−1)Iηλ2ηλ1 . Then a vertex of definite parity and G-parity can be constructed
as,
(ψPGin )αβΓ
(1)
αβ =
1
2
(1 + PΓP )[v¯(−~pt, λ2)Γ(1)u(~pt, λ1) +Gu¯(−~pt, λ2)Γ(1)v(~pt, λ1)]|I,MI〉
(19)
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TABLE 1: Symmetries of γ matrices.
Γ I γ5 γ0 ~γ γ0γ5 ~γγ5 i~α ~Σ
PΓ + - + - - + - +
CΓ + - - - + + - -
Defining CΓΓ = Cγ0KΓCγ0K, where CΓ is ±1, this simplifies to,
(ψPGin )αβΓ
(1)
αβ =
1
2
(1 + PΓP )(1 + ηλ1ηλ2CΓG)v¯(−~pt, λ2)Γ(1)u(~pt, λ1)|I,MI〉. (20)
PΓ and CΓ for the available couplings are given in Table 1. Note that the decompo-
sition σµν(1)σ
(2)
µν = −2~α(1) · ~α(2) + 2~Σ(1) · ~Σ(2) is utilized.
The Dirac algebra can then be worked out for each term of the Fermi invariants,
(ψPGin )αβ(I)
(1)
αβ =
−|~pt|
2m
(1 + P )(1 +G)ηλ1δλ1,λ2 (21)
(ψPGin )αβ(iγ5)
(1)
αβ =
−iEt
2m
(1− P )(1−G)δλ1,λ2 (22)
(ψPGin )αβ(γ
0)
(1)
αβ =0 (23)
(ψPGin )αβ(~γ)
(1)
αβ =−
Et +m
4m
(1− P )(1− ηλ1ηλ2G)
(
1− 4λ1λ2Et −m
Et +m
)
×
(
χ†λ2(pˆt)~σχλ1(pˆt)
)
(24)
(ψPGin )αβ(γ
0γ5)
(1)
αβ =
1
2
(1− P )(1 +G)δλ1,λ2 (25)
(ψPGin )αβ(~γγ5)
(1)
αβ =
|~pt|
2m
(1 + P )(1−G)ηλ1δλ1,−λ2
(
χ†λ2(pˆt)~σχλ1(pˆt)
)
(26)
(ψPGin )αβ(i
√
2~α)
(1)
αβ =
−i√2(Et +m)
4m
(1− P )(1− ηλ1ηλ2G)
(
1 + 4λ1λ2
Et −m
Et +m
)
×
(
χ†λ2(pˆt)~σχλ1(pˆt)
)
(27)
(ψPGin )αβ(
√
2~Σ)
(1)
αβ =
√
2|~pt|
2m
(1 + P )(1−G)ηλ1δλ1,λ2
(
χ†λ2(pˆt)~σχλ1(pˆt)
)
(28)
The result, (20) can also be used to calculate outgoing states of definite parity
and G-parity by utilizing the relations,
(u¯(~p, λ1)Γv(−~p, λ2))∗ = v†(−~p, λ2)Γ†u¯†(~p, λ1) = v¯(−~p, λ2)Γu(~p, λ1). (29)
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With these results the symmetrized amplitudes can be constructed,
T˜ PGIλ′1,λ′2;λ1,λ2 =S
PG
λi
F IS(s, t) + P
PG
λi
F IP (s, t) + V
PG
λi
F IV (s, t)
+ APGλi F
I
A(s, t) + T
PG
λi
F IT (s, t), (30)
where λi represents λ1, λ2, λ
′
1, λ
′
2, which are the helicities of the initial and final
particles, and SPGλi , P
PG
λi
, V PGλi , A
PG
λi
, T PGλi are obtained from the Dirac algebra,
SPGλi =
p2t
m2
1
4
(1 + P )2(1 +G)2ηλ1ηλ′1δλ1,λ2δλ′1,λ′2 , (31)
P PGλi = −
E2t
m2
1
4
(1− P )2(1−G)2δλ1,λ2δλ′1,λ′2 , (32)
V PGλi = −
1
4
(1− P )2 (1− ηλ1ηλ2G)
(
1− ηλ′1ηλ′2G
)(Et +m
2m
)2(
1− 4λ1λ2Et −m
Et +m
)
×
(
1− 4λ′1λ′2
Et −m
Et +m
)(
χ†λ2(pˆt)~σχλ1(pˆt)
)
·
(
χ†λ′2(pˆt
′)~σχλ′1(pˆt
′)
)∗
, (33)
APGλi =
[
1
4
(1− P )2(1 +G)2δλ1,λ2δλ′1,λ′2
− 1
4
(1 + P )2(1−G)2 p
2
t
m2
ηλ1ηλ′1δλ1,−λ2δλ′1,−λ′2
×
(
χ†λ2(pˆt)~σχλ1(pˆt)
)
·
(
χ†λ′2(pˆt
′)~σχλ′1(pˆt
′)
)∗ ]
, (34)
T PGλi =
[
− 1
2
(1− P )2 (1− ηλ1ηλ2G)
(
1− ηλ′1ηλ′2G
)(Et +m
2m
)2(
1 + 4λ1λ2
Et −m
Et +m
)
×
(
1 + 4λ′1λ
′
2
Et −m
Et +m
)
+
p2t
m2
1
2
(1 + P )2(1−G)2ηλ1ηλ′1δλ1,λ2δλ′1,λ′2
]
×
(
χ†λ2(pˆt)~σχλ1(pˆt)
)
·
(
χ†λ′2(pˆt
′)~σχλ′1(pˆt
′)
)∗
. (35)
Selecting specific P and G values,
T˜++Iλ′1,λ′2;λ1,λ2
= 4F IS(s, t)
p2t
m2
ηλ1ηλ′1δλ1,λ2δλ′1,λ′2 , (36)
T˜+−Iλ′1,λ′2;λ1,λ2 =
[
− 4F IA(s, t)ηλ1ηλ′1δλ1,−λ2δλ′1,−λ′2 + 8F IT (s, t)
p2t
m2
ηλ1ηλ′1δλ1,λ2δλ′1,λ′2
]
×
(
χ†λ2(pˆt)~σχλ1(pˆt)
)
·
(
χ†λ′2(pˆt
′)~σχλ′1(pˆt
′)
)∗
, (37)
T˜−+Iλ′1,λ′2;λ1,λ2 =
[
− 4F IV (s, t)
E2t
m2
δλ1,−λ2δλ′1,−λ′2 + 8F
I
T (s, t)δλ1,−λ2δλ′1,−λ′2
]
×
(
χ†λ2(pˆt)~σχλ1(pˆt)
)
·
(
χ†λ′2(pˆt
′)~σχλ′1(pˆt
′)
)∗
+ 4F IA(s, t)δλ1,λ2δλ′1,λ′2 , (38)
14
T˜−−Iλ′1,λ′2;λ1,λ2 = −4F
I
P (s, t)
E2t
m2
δλ1,λ2δλ′1,λ′2
−
[
4F IV (s, t)δλ1,λ2δλ′1,λ′2 + 8F
I
T (s, t)
E2t
m2
δλ1,λ2δλ′1,λ′2
]
×
(
χ†λ2(pˆt)~σχλ1(pˆt)
)
·
(
χ†λ′2(pˆt
′)~σχλ′1(pˆt
′)
)∗
. (39)
Finally, selecting specific helicity values allows one to solve for each Fermi in-
variant. Because the invariants have no explicit spin dependence there are many
redundant equations allowing one to solve by selecting only helicity combinations
of (++; ++) and (++;−−), where this notation refers to the t-channel cm frame
helicities (λ1, λ2;λ
′
1, λ
′
2). It is important to note that while only these two helicity
configurations are selected, it does not mean that the end result will only have these
selections. The final s-channel cm frame result will have all five combinations of
helicity values. These choices, however, will prove beneficial when performing the
Regge analysis, and is applicable since the Fermi invariants have no explicit spin
dependence. Selecting these contributions yields
F IS(s, t) =
m2
8|~pt|2
(
T˜++I++;++ − T˜++I++;−−
)
, (40)
F IV (s, t) =
−1
8 cos(θt)
(
T˜−−I++;++ − T˜−−I++;−−
)
− 2E
2
t
m2
F IT (s, t), (41)
F IT (s, t) =
m2
8|~pt|2 cos(θt)
(
T˜+−I++;++ − T˜+−I++;−−
)
, (42)
F IP (s, t) =
m2
8E2t
(
T˜−−I++;++ + T˜
−−I
++;−−
)
, (43)
F IA(s, t) =
1
8
(
T˜−+I++;++ + T˜
−+I
++;−−
)
. (44)
2.1.1 RELATIONSHIP BETWEEN FERMI INVARIANTS AND PAR-
TIAL WAVES
Now, in order to Reggeize, a partial wave expansion is set up with definite parity
and G-parity, in the t-channel cm frame,
T˜ PGIλ′1,λ′2;λ1,λ2 =
∑
J
(2J + 1)[fJIGλ′1,λ′2;λ1,λ2(Et)− P (−1)
J+λ′1−λ1fJIGλ′1,λ′2;−λ1,−λ2(Et)]
× dJλ1−λ2,λ′1−λ′2(θt), (45)
where Et and θt are the t-channel center of momentum energy and scattering angle,
and the fGIJλ′1,λ′2;λ1,λ2
(Et) correspond to partial wave coefficients from expanding on to
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the Wigner-d functions. Plugging (45) into (40) - (44) results in the partial wave
contributions to the Fermi invariants,
F IS(s, t) =
m2
8|~pt|2
∑
J
(2J + 1)
[
fJI+++;++(Et)− fJI+++;−−(Et)
] [
1 + (−1)J]PJ(zt) (46)
F IV (s, t) =
−1
8zt
∑
J
(2J + 1)
[
fJI−++;++(Et)− fJI−++;−−(Et)
] [
1− (−1)J]PJ(zt)
− 2E
2
t
m2
F IT (s, t) (47)
F IT (s, t) =
m2
8|~pt|2zt
∑
J
(2J + 1)
[
fJI+++;++(Et) + f
JI+
++;−−(Et)
] [
1− (−1)J]PJ(zt) (48)
F IP (s, t) =
m2
8E2t
∑
J
(2J + 1)
[
fJI−++;++(Et) + f
JI−
++;−−(Et)
] [
1 + (−1)J]PJ(zt) (49)
F IA(s, t) =
1
8
∑
J
(2J + 1)
[
fJI+++;++(Et) + f
JI+
++;−−(Et)
] [
1 + (−1)J]PJ(zt) (50)
Because of the choice of helicity configurations, the Wigner-d functions reduce to
Legendre polynomials dJ00(θt) = PJ(zt), where zt = cos(θt), and the Reggeization
procedure will reduce to the spinless case. Each Fermi invariant trivially crosses back
to the s-channel, (11) and (12), and none of the complications that are associated with
a typical Regge analysis of particles with spin need to be explicitly dealt with. Now
that the Fermi invariants are in terms of Legendre polynomials it will be shown in
the next section how an analysis of these amplitudes in terms of continuous complex
J will result in a Regge approximation to the invariants.
2.2 REGGE ANALYSIS
It is now time to determine the Regge contribution to the Fermi invariants. Note
again that all spin dependence is dealt with explicitly with the spinors and gamma
matrices, therefore typical methods to Reggeize spinless amplitudes [7–9] can be
followed. Each Fermi invariant is in terms of combinations of amplitudes of the
form,
F Ii (s, t) ∝ RI(s, t) =
∑
J
(2J + 1)fJi (Et)(1 + ξi(−1)J)PJ(zt), (51)
where i labels the type of invariant (S,V ,T ,P ,A), and ξi is ±1 corresponding to the
invariant determined by Eqs. (46) - (50) . The coefficient fJi (Et) is the combination
of partial waves also given by Eqs. (46) - (50) . The first step to Reggeize is to
allow J to be continuous and complex allowing this summation to be rewritten as a
16
Complex J P lane
C
FIG. 6: Contour integral which represents the partial wave sum for continuous,
complex J .
contour integral,
RI(s, t) =
−1
2i
∮
C
(2J + 1)fJi (Et)[PJ(−zt) + ξiPJ(zt)]
sinpiJ
dJ, (52)
where the contour is shown in Fig. 6. The property that (−1)JPJ(zt) = PJ(−zt)
has also been used. There are a few things that need to be verified, however, before
moving on. These are discussed thoroughly in [7, 9], so details will be omitted, but
the main issue is to determine that the inverse transform is still defined now that J
is continuous and complex. The standard inverse transform,
fJi (Et)(1 + ξi(−1)J) =
1
2
∫ 1
−1
dzPJ(zt)R
I(s(zt), t), (53)
will not suffice here, as it is now, because eventually it will be required to take
|J | → ∞, and PJ(z) blows up everywhere except the real axis. This implies that this
is not a proper analytical continuation to complex J , and that this continuation is
not unique. There is, however, a way out of this dilemma by examining RI(s(zt), t)
further.
Assume that RI(s, t) satisfies a fixed t dispersion relation, and for simplicity
ignore any subtractions,
RI(s, t)|t−fixed =
∫ ∞
s0
Ds(s
′, t)
s′ − s ds
′, (54)
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whereDs(s, t) =
1
2i
[
RI(s+ i, t)−RI(s− i, t)] is the discontinuity of RI(s, t) across
the s-channel cut, and Ds(s, t) = =[RI(s, t)] for real values of s. More details regard-
ing the s-channel cut, and analytic properties of the amplitudes can be found in [7].
Now this can be rewritten in terms of zt, using
s′ − s = −2~pt2(1 + z′t − 1− zt) = −2~pt2(z′t − zt) (55)
ds′ = −2~pt2dz′t (56)
So the dispersion relation becomes,
RI(s(zt), t)|t−fixed =
∫ ∞
zt0
Ds(s
′(z′t), t)
z′t − zt
dz′t. (57)
If this is true then the inverse transform can be taken in terms of this dispersion
relation, and appropriate asymptotic behavior can be ensured. So the coefficient
becomes,
fJi (Et)(1 + ξi(−1)J) =
1
2
∫ 1
−1
dztPJ(zt)R
I(s(zt), t)
=
1
2
∫ 1
−1
dztPJ(zt)
∫ ∞
zt0
Ds(s
′(z′t), t)
z′t − zt
dz′t
=
∫ ∞
zt0
Ds(s
′(z′t), t)QJ(z
′
t)dz
′
t. (58)
In the last line Neumann’s formula was used to do the integral over zt,
QJ(z
′) =
1
2
∫ 1
−1
dz
PJ(z)
z′ − z . (59)
Now the coefficients are defined over the entire complex plane because QJ(zt) → 0
for |J | → ∞, and one can return to Reggeizing the amplitudes using (52).
So now that the coefficients are properly defined the contour can be opened up
to include the entire right hand side of the complex J plane. When doing this the
assumption is that the only contributions picked up are simple poles in the upper
right plane. This assumption is motivated from the non-relativistic case where one
can show that this is true. In the relativistic case this assumption is not actually true
since there can also be cuts, however, this possibility is ignored. Historically many
models ignore Regge cuts with good success [10, 11], and since the goal of this work
is to develop an effective parametrization scheme an assumption of simple poles is
justified. The new contour is shown in figure 7.
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α2(t)
FIG. 7: Complex J plane with contour opened up. The αi represent the location of
Regge poles. Only two poles are shown here although in principle there can be many.
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The invariant then becomes
RI(s, t) =
−1
2i
∫ − 1
2
+i∞
− 1
2
−i∞
(2J + 1)fJi (Et)[PJ(−zt) + ξiPJ(zt)]
sin piJ
dJ
−
∑
k
pi(2αk(t) + 1)βk(t)[Pαk(t)(−zt) + ξiPαk(t)(zt)]
sin piαk(t)
, (60)
where αk(t) is the position of the pole, and βk(t) is the residue of f
J
i (Et) at that
pole. The sum over k represents that, in general, many Regge poles can contribute.
It should be noted that all the zt dependence, and therefore all the s dependence, is
still in the Legendre polynomial. Also, the large semi-circle at infinity is discarded
because, from the earlier work, (58), the coefficients will go to zero for |J | → ∞. In
(60), the first term is referred to as the background integral, and the second is the
Regge poles that were picked up.
Now, since the background integral goes as z
− 1
2
t , if the limit zt → ∞ is taken it
does not contribute. In this limit only the Regge contribution is relevant,
RI(s, t) = −
∑
k
pi(2αk(t) + 1)βk(t)[Pαk(t)(−zt) + ξiPαk(t)(zt)]
sin piαk(t)
. (61)
Taking this limit is the technical reason for performing the Regge analysis in the
crossed t-channel. From (7) and (8), zt = −1− 2st−4m2 . In the NN¯ , t-channel cm frame
where this analysis has been performed zt is bounded by −1 ≤ zt ≤ 1, and taking
zt → ∞ is unphysical. However, in the the NN s-channel cm frame 1 ≤ zt ≤ ∞,
which means that if the analysis result is analytically continued back to the s-channel
cm frame the approximation that has been found is in a physical region. In other
words, the s-channel cm frame amplitudes can be approximated by t-channel cm
frame Regge poles.
This is essentially the result. The scattering amplitudes are in terms of the
Fermi invariants, and these are now parametrized in terms of Regge poles. It is now
convenient to clean things up a bit, which is necessary in order to pragmatically
utilize this analysis. Taking the approximation Pα(−zt) ≈ e−ipiαPα(zt) the Legendre
polynomial can be factored out,
RI(s, t) = −
∑
k
pi(2αk(t) + 1)βk(t)(e
−ipiαk(t) + ξi)Pαk(t)(zt)
sin piαk(t)
. (62)
Since the large zt limit has been taken the Legendre polynomials can be simplified
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somewhat. The Legendre polynomials can be written as a sum [15],
PJ(z) =
ν∑
r=0
(−1)r (2J − 2r)!z
J−2r
2Jr!(J − r)!(J − 2r)! , (63)
where ν = J
2
or = J−1
2
, whichever is an integer. So for very large z the r = 0 term is
sufficient,
PJ(z) ∼
z→∞
Γ(2J + 1)zJ
2JΓ(J + 1)2
. (64)
Using this expansion and zt = (−1 + 2s4m2−t), the invariants can be written with the
typical Regge dependence,
RI(s, t) = −
∑
k
pi(2αk(t)+1)βk(t)
e−ipiα + ξi
sin piαk(t)
Γ(2αk(t) + 1)
2αk(t)Γ(αk(t) + 1)2
(
−1 + 2s
4m2 − t
)αk(t)
.
(65)
It is also convenient to simplify the phase factor,
e−ipiα ± 1
sin piαk(t)
=
e−
ipiα
2
2 sin(piα
2
) cos(piα
2
)
(
e−
ipiα
2 ± e ipiα2
)
=

e−i(piα(t)/2)
sin(piα
2
)
+
−ie−i(piα(t)/2)
cos(piα
2
)
−
(66)
Assuming all extra t dependence, including the Γ functions and the sin(piα/2) or
cos(piα/2) in the phase function, can be absorbed into the residue and label it with
isospin, parity, and G-parity, β → βIPG. The phase function can be defined as,
ξ±(t) =

e−i(piα(t)/2+δ) +
−ie−i(piα(t)/2+δ) −
, (67)
where an additional phase δ has been introduced, which accounts for the various
approximations that have been made, and the fact that all extra t dependence has
been absorbed into the residue. Ultimately it provides an extra degree of freedom
which is convenient when fitting certain Reggeons. Finally for reasons discussed more
thoroughly in Section 2.3.1, it is necessary to multiply by an overall large angle cutoff
factor ζ(s, t). The final expression can now be written as,
RI(s, t) = ζ(s, t)
∑
k
ξk±(t)βIPGk (t)
(
−1 + 2s
4m2 − t
)αk(t)
. (68)
2.3 SUMMARY OF CALCULATION
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This section is to summarize the results of the calculation, and discuss the pa-
rameters entering into the Regge exchanges. The Fermi invariants are given in terms
of Regge exchanges by,

F IS(s, t)
F IV (s, t)
F IT (s, t)
F IP (s, t)
F IA(s, t)

=

m2
2(t−4m2) 0 0 0 0
0 t−4m
2
8(2s+t−4m2)
t
8(2s+t−4m2) 0 0
0 0 − m2
4(2s+t−4m2) 0 0
0 0 0 −m
2
2t
0
0 0 0 0 1
8


RI+++1 (s, t)
RI−−−2 (s, t)
RI+−−3 (s, t)
RI−−+4 (s, t)
RI−++5 (s, t)

,
(69)
where m = .93895 (GeV) is the nucleon mass, and the right-most vector is defined
by a sum of Regge exchanges,
RIPG±j (s, t) = ζ(s, t)
∑
k
ξk±(t)βIPGk (t)
(
−1 + 2s
4m2 − t
)αk(t)
, (70)
where β(t) and α(t) correspond to the residue and the trajectory of the Regge pole
and are discussed in the following section, ζ(s, t) is a cutoff factor also discussed
in the following section, and j is simply the position of the Regge exchange in the
vector, which is referred to as the “type” of the exchange. Also note that while
Reggeons with PG = −− enter into two different positions in (69), the residues of
any contributing poles in these positions are not necessarily the same.
The u-channel exchanges of Fig. 4(b) are taken into account by a simple substi-
tution of t→ u in (69). An additional factor of t
4m2
is utilized for type 4 exchanges,
guaranteeing that the amplitude d = 0 at t = 0, which is required by conservation
of angular momentum. In addition, type 5 exchanges are multiplied by a factor of
4m2
s
, which is assumed can be factored from FA(s, t). This is necessary in order to
cancel with an additional factor of s in the matrix Ctij, and prevents amplitude e from
blowing up at large s. This seems to be a general problem with expressing the am-
plitudes in terms of the Fermi invariants at large s, and FA(s, t) should either always
be redefined or parameterized to explicitly cancel this factor of s in order to avoid
this problem. Now that the Fermi invariants are parametrized in terms of Regge
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exchanges this result can be plugged into (11) and (12) for a Regge approximation
of the s−channel helicity amplitudes.
2.3.1 RESIDUE AND TRAJECTORY
Linear Regge trajectories are utilized, α(t) = α0 + α1t. These are obtained from
the well established meson masses available from the Particle Data Group[16] and
are shown in Fig. 3. In addition to the mesonic trajectories, it was also necessary
to utilize “effective” trajectories, which are discussed in more detail in section 3.1.
These were included so that the fit to the low s data could use the same form as the
Regge parameterization.
Three different parametrizations are used for the residues,
βI(t) = β0e
β1t
βII(t) =
(
1− eγt) β0eβ1t (71)
βIII(t) =
t
4m2
β0e
β1t
where β0 and β1 are fit parameters. γ was set by hand and is used in two exchanges in
order to reproduce the diffraction minimum in the high energy proton-proton data.
Utilization of the different types of residues for various Regge exchanges was based
on trial and error.
Equation (70) differs from the usual expression in that the full expression for
cos(θt) was kept. Generally the Regge limit assumes that cos(θt) 1, which implies
that s  4m2 − t. In extrapolating from the region where the SAID partial wave
analysis has been performed to higher s, this condition is violated in two respects.
First, data where s is of the same order of magnitude as 4m2 are included. Second,
in the same region there are significant data for 4m2 − s < t < 0. So at backward
angles t is of the same order of magnitude as s. For this reason the exact expression
for cos(θt) is kept.
A practical problem associated with fitting at low s is that the u channel contri-
butions necessarily overlap those from the t channel. Fitting to data near θ = 0◦,
where t = 0 and u = 4m2 − s, and near θ = 180◦, where u = 0 and t = 4m2 − s,
can be affected substantially by the tail of the crossed channel. This can cause the
fitting procedure to become very sensitive, if not unstable. As a result it was found
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useful to introduce a cutoff factor,
ζ(s, t) =
(
1− e20
(
t
4m2−s−1
))
, (72)
to decouple the t and u channel contributions at the endpoints in order to simplify
the fitting procedure. This has no effect at large s where the two channels have no
significant overlap, but is extremely useful for smaller values of s.
2.4 ELECTROMAGNETIC EFFECTS
In order to properly describe the proton-proton interaction electromagnetic effects
should be taken into account. These effects take place for very small −t values
or small angles, and show up in the high energy data. The region where these
effects are noticeable is referred to as the Coulomb region, whereas the region which
is dominated by the strong interaction is referred to as the hadronic region. The
transition area between these two is the interference region.
The full proton vertex is used,
ΓµEM = F1(t)γ
µ − F2(t)
2m
iσµνqν , (73)
where qν is the four momentum of the photon, and F1(t) and F2(t) are the Dirac form
factors of the proton and are related to the electric (GE(t)) and magnetic (GM(t))
form factors by,
F1(t) =
GE(t)−GM(t)t/4m2
1− t/4m2 (74)
F2(t) =
GM(t)−GE(t)
1− t/4m2 . (75)
A typical parametrization of the form factors, which is sufficient for this work is,
GE = GM/2.79 = (1− t/.71)−2. (76)
The amplitudes for a one photon exchange are then,
aEM(s, t) =
4pi/137
2t(4m2 − s)(−4m3 +mt)2
× (−8GEGMm2stu−G2M t(32m6 + s2t+ 2m2t(s+ t)− 8m4(s+ 2t))
− 8G2Em4(16m4 + 2s2 + 3st+ t2 − 4m2(3s+ 2t))), (77)
24
bEM(s, t) = − 4pi/137
2mt(−4m2 + t)2
√
stu
(s− 4m2)2
× ((s− u)(4m2G2E +G2M t) + 2GEGM(16m4 − st− 4m2(s+ t))) , (78)
cEM(s, t) = − (4pi/137)u
2t(4m2 − s)(−4m3 +mt)2
× (8G2Em4(u− s) + 8GEGMm2st+G2M t(−8m4 + 2m2t− st)), (79)
dEM(s, t) =
4pi/137
(s− 4m2)(t− 4m2)2 × (4GEGMsu+G
2
Es(s− u)
+G2M(16m
4 + 2s2 + 3st+ t2 − 4m2(3s+ 2t))), (80)
eEM(s, t) = − 4pi/137
(s− 4m2)(t− 4m2)2 × (4GEGMsu+G
2
Es(s− u)
+G2M(16m
4 + 2s2 + 3st+ t2 − 4m2(3s+ 2t))). (81)
where u = 4m2 − s− t.
In order to account for higher order effects a helicity-dependent constant and
phase are utilized. Since the electromagnetic contribution is dominated by “no flip”
(amplitudes a and c) and “single flip” (amplitude b) contributions, the one photon
exchange amplitudes are redefined as follows,
a′EM(s, t) = βae
iδaaEM(s, t) (82)
b′EM(s, t) = βbe
iδbbEM(s, t) (83)
c′EM(s, t) = βce
iδccEM(s, t), (84)
where βa, βb, βc, δa, δb, and δc are fit to available polarization and differential cross
section data. Utilizing this approach allows one to keep the electromagnetic effects
under control, and smoothly fit through the Coulomb, interference, and hadronic
regions.
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CHAPTER 3
NUCEON-NUCLEON SYSTEM
3.1 FIT DETAILS
Presented here is the solution of the fit to available data of NN scattering observ-
ables [17]. The χ2 values are given in Table 2, and the parameter values are given
in Table 4. The data set was assembled from the SAID analysis [2], the Durham
database [18], the Cudell dataset [19], and the Particle Data Group [16]. The origi-
nal experimental papers are referenced here [20–185]. The collected dataset that the
fit is based on is intended to be made available to the community, and can currently
be obtained by contacting the author. Where both the statistical and systematic
errors are available, the larger of the two was used in fitting the model to the data.
χ2 is calculated as the sum of each observable,
χ2 =
∑
k
wkχ
2
k (85)
χ2k =
∑
i
(
Ok(~β, si, ti)− Ek,i
σi
)2
, (86)
where k denotes the various observables given in Table 2, i denotes the data point,
Ek,i is the experimental value, sigma is the experimental error, Ok(~β, si, ti) is the
model value dependent on the parameters represented by ~β, and wk is a weight
factor discussed in the following paragraph.
The number of data points for each observable is given in Table( 2), and it should
be noted that for every observable the number of points for proton-neutron data is
considerably lower than the proton-proton case. Besides this asymmetry between
proton-proton and proton-neutron data there are varying amounts of data for the
various observables. In order to avoid the largest data sets dominating the fit, weights
were implemented, wk, in order to keep all observables on the same footing. The
weights are given in Table 2. In order to calculate the reported, non biased χ2 the
weights are set equal to 1.
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Because the data set includes differential cross section data from many sources,
there is a potential problem with normalization. In order to correct for this the fit
was made to the shape of the differential cross section data, allowing the overall
magnitude of each differential cross section data set to float. This is accomplished
by fitting to a modified χ2. The data is organized into sets based on the energy, s,
and the data source. Defining,
χ2dσ/dt =
∑
j
χ˜j
2 (87)
χ˜j
2 =
∑
i
(
O(~β, sj, ti)−NjEi
σi
)2
, (88)
where j denotes the data set, and Nj which is a normalization which is introduced
allowing the data to float. Nj needs to be calculated for each data set, and is
determined by finding the minimum of χ˜j
2 as a function of Nj. To calculate this the
above is expanded,
χ˜j
2 = AN2j −BNj + C, (89)
A =
∑
i
(
Ei
σi
)2
, (90)
B =
∑
i
2
OiEi
σ2
, (91)
C =
∑
i
(
Oi
σi
)2
. (92)
Taking the derivative with respect to Nj and setting equal to zero,
Nj =
B
2A
(93)
Ideally if all the data has a consistent normalization then this value will be 1, however
in practice this is not the case. When fitting Nj is calculated for each iteration of
the fitting routine and fit to (89), however Nj was only allowed to vary by plus or
minus 15%. The normalization values are presented in Fig. 8.
In order to perform the fit, programs were written independently in Fortran and
Python. The Fortran code used the amoeba minimization subroutine from numerical
recipes [186]. The Python code utilized the pyminuit module [187], which gives low
level Minuit [188] functionality to Python functions.
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FIG. 8: Normalization factors which allow the experimental values for the differential
cross sections to float plotted vs. j, an integer corresponding to number of data sets
and ordered from low to high s. The solid lines represent the minimum and maximum
values (± 15%) that the data was allowed to shift by.
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In order to fit to such a large data set a hierarchy was developed in the fitting
procedure. This is also represented in the order of the observables in Table 2 . The
total cross sections were fit first as these are calculated at t = 0, therefore fewer
parameters are required, and this is well within the Regge limit. Next the high
energy proton-proton data was fit, which is available for differential cross sections
and polarization. Again this is well within the Regge limit, and enables one to have
confidence when extrapolating results. Then fitting was performed for the lower
energy differential cross sections since all other observables require us to divide by
these. Finally was the polarization, and then the double polarization observables.
Since the differential cross sections, polarization, and double polarization variables
span the entire angular range the entire data sets were not introduced all at once.
Instead the data was introduced at the endpoints and then the angular region was
slowly increased from both ends. This was necessary since there was no knowledge of
how many Regge exchanges would be required to fit all the data. As the amount of
data was increased to the fit additional Regge exchanges would be added as necessary
in order to get an acceptable solution. The procedure was iterative and introducing
new Regge exchanges was based on trial and error.
The trajectories labeled Xi in Table 4 are effective trajectories in that they do not
correspond to the meson spectrum. These trajectories were introduced to obtain a fit
to the data primarily at low energies and over all angles. Trajectories X1 and X2 are
introduced to reproduce the diffractive structure in the proton-proton differential
cross sections at large values of s. Several of the remaining effective trajectories
have relatively large negative values of α0. These are required to provide more rapid
variation of observables at small values of s. The need for this is most obvious for the
total cross sections, which reach a peak and then decrease in value with decreasing
s. Although less obvious, these are also important for other observables at low s.
The parameters of the fit are generally quite tightly constrained for all trajectories.
However, both β1 and α1 contribute to the t dependence of the amplitudes; β1 through
the exponential factor, and α1 by changing the exponent of
(−1 + 2s
4m2−t
)
. If β1 is
large, it controls the t dependence and α1 is not tightly constrained. The model
would benefit greatly with a full error analysis, and this is planned as a future work.
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TABLE 2: χ2 values per data, number of data points, and weights used for each
observable. The fit has a total of 136 parameters.
Observable N χ2/N weight
σ
pp 181 0.9 50.0
pn 69 0.2 50.0
dσ
dt
(s > 20(GeV 2)) pp 1635 1.7 1.0
dσ
dt
pp 3481 2.4 4.0
pn 745 2.6 8.0
P (AN)
pp 3410 2.5 3.0
pn 508 3.1 12
AY Y
pp 1587 4.6 2.0
pn 117 2.6 30.0
AZX
pp 568 5.6 4.0
pn 81 1.2 30.0
AZZ
pp 608 5.8 3.0
pn 89 2.6 30.0
AXX pp 276 9.5 4.0
D
pp 188 4.9 20.0
pn 37 3.0 30.0
DT
pp 281 6.7 3.0
pn 8 0.4 30.0
total 13869 3.1
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3.2 FIT RESULTS
In this section, plots of the fit solution to the NN system are presented. All data
that were fit to are displayed in order to show a qualitative result of the fit to all data,
and to visualize that some of the data sets can exhibit an apparent lack of consistency
with one another. This is most likely because the data sets were collected over a large
time frame at a number of different facilities, therefore the quality of the data varies.
The solid lines through the data represent the Regge model. Electromagnetic effects
are turned off for all observables except the high energy proton-proton data where
data are available in the Coulomb region. The s values on all the plots are in units of
GeV2. This was suppressed in the plots due to space constraints. All the differential
cross section plots are shown with the normalization factors, Nj, given in (93).
The total cross sections for both proton-proton and proton-neutron are presented
in Fig. 9. As these are calculated at t = 0, the Regge approximation works extremely
well.
In order to constrain the model at large s, fits were performed to high energy
proton-proton data. Figures. 10 - 11 show the differential cross section data through
the Coulomb region. Figure 12 show the high energy proton-proton differential cross
section through the linear-dip region. The fit for the high energy differential cross
section was performed out to −t = 8 GeV2, and excellent agreement is noted through
the fit region, although less so at very high |t| as expected from a Regge model. There
is also high energy polarization data available. This is presented in Figs. 13 - 15
. Figure 16 shows zoomed in high energy polarization data in the Coulomb region,
which was used along with the low t differential cross section data to fit the phases
of the electromagnetic interaction. These results illustrate the ability of the Regge
model to scale to higher energies.
Low energy differential cross sections for proton-proton scattering are shown in
Figs. 17 - 21 and proton-neutron in Fig. 22. The model works very well, espe-
cially considering that the data are described over the entire angular region, and for
relatively low s, well outside of where one would typically expect the Regge approx-
imation to be valid.
Single polarization, or analyzing power, are presented for proton-proton, Figs. 23
– 27, and for proton-neutron Figs. 28 – 31. Again the model describes the data
well, although more proton-neutron data would be useful to constrain the model
further. One can see in the proton-neutron case that as the energy is increased there
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FIG. 9: Total cross sections for proton-proton and proton-neutron as a function of
Mandelstam s.
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is insufficient data to constrain the model around 90◦, and a large peak begins to
form.
Finally the double-polarization observables are presented. These were fit with
minimal priority, due to the lack of data. In most cases the model works as intended
and roughly describes the data, and in some cases very well.
In Figs. 32 - 33 AXX is presented for proton-proton scattering. The model works
well for the lower energy data, but does not do as well in the higher energy region
with the more precise error. At the energies considered for this model there are no
proton-neutron data for this observable.
AZX is presented in Figs. 34 - 35 and 36 for proton-proton and proton-neutron
scattering respectively. The fit is acceptable and describes most of the data, although
there are features in the data which the model fails to reproduce.
AY Y is shown in Figs. 39 - 41 and 42 for proton-proton and proton-neutron
respectively. AY Y has the most data points of all the double polarization observables,
and it can be seen that with sufficient data the model is working well, reproducing
various features in the data.
In Figs. 43 - 44 and 45 D is shown for proton-proton and proton-neutron respec-
tively. The model works as intended in the regions where data are available. While
this observable has been measured over a large energy range notice that only a few
angular points are available at each energy.
DT is presented in Figs. 46 - 47 for proton proton and 48 for proton-neutron.
The model works where data are available, however, it should again be mentioned
the very minimal amount of pn data with only 8 points.
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FIG. 10: High energy results for proton-proton differential cross sections as a function
of −t through the Coulomb region.
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FIG. 11: High energy results for proton-proton differential cross sections as a function
of −t through the Coulomb region.
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FIG. 12: High energy results for proton-proton differential cross sections as a function
of −t through the linear and dip regions. This data was fit through −t ≤ 8(GeV2).
For error bars going negative only the upper bound is plotted.
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FIG. 13: High energy results for proton-proton polarization as a function of −t.
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FIG. 14: High energy results for proton-proton polarization as a function of −t.
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FIG. 15: High energy results for proton-proton polarization as a function of −t.
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FIG. 16: High energy results for proton-proton polarization as a function of −t
zoomed to show features in the Coulomb region.
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FIG. 17: Proton-proton differential cross sections as a function of center of mass
angle θ. Each data set is offset by a factor of two.
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FIG. 18: Proton-proton differential cross sections as a function of center of mass
angle θ. Each data set is offset by a factor of two. (cont.)
42
0 20 40 60 80 10010
-3
10-2
10-1
100
101
102
103
d
σ
/d
t (
G
eV
−4
)
curves offset 2−1
pp
s=6.45
s=6.46
s=6.49
s=6.53
s=6.54
s=6.58
s=6.60
s=6.60
s=6.63
s=6.67
0 20 40 60 80 10010
-3
10-2
10-1
100
101
102
103
curves offset 2−1
pp
s=6.71
s=6.71
s=6.76
s=6.78
s=6.80
s=6.80
s=6.84
s=6.87
s=6.89
s=6.93
0 20 40 60 80 100
θ (deg)
10-3
10-2
10-1
100
101
102
103
d
σ
/d
t (
G
eV
−4
)
curves offset 2−1
pp
s=6.96
s=6.96
s=6.98
s=7.02
s=7.06
s=7.07
s=7.11
s=7.13
s=7.15
s=7.15
0 20 40 60 80 100
θ (deg)
10-3
10-2
10-1
100
101
102
103
curves offset 2−1
pp
s=7.20
s=7.20
s=7.24
s=7.24
s=7.27
s=7.29
s=7.31
s=7.31
s=7.33
s=7.38
FIG. 19: Proton-proton differential cross sections as a function of center of mass
angle θ. Each data set is offset by a factor of two. (cont.)
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FIG. 20: Proton-proton differential cross sections as a function of center of mass
angle θ. Each data set is offset by a factor of two. (cont.)
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FIG. 21: Proton-proton differential cross sections as a function of center of mass
angle θ. Each data set is offset by a factor of two. (cont.)
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FIG. 22: Proton-neutron differential cross sections as a function of center of mass
angle θ. Each data set is offset by a division of three.
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FIG. 23: Polarization for proton-proton as a function of center of mass angle θ.
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FIG. 24: Polarization for proton-proton as a function of center of mass angle θ.
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FIG. 25: Polarization for proton-proton as a function of center of mass angle θ.
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FIG. 26: Polarization for proton-proton as a function of center of mass angle θ.
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FIG. 27: Polarization for proton-proton as a function of center of mass angle θ.
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FIG. 28: Polarization for proton-neutron as a function of center of mass angle θ.
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FIG. 29: Polarization for proton-neutron as a function of center of mass angle θ.
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FIG. 30: Polarization for proton-neutron as a function of center of mass angle θ.
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FIG. 31: Polarization for proton-neutron as a function of center of mass angle θ.
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FIG. 32: Double polarization observable AXX for proton-proton scattering as a func-
tion of center of mass angle θ.
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FIG. 33: Double polarization observable AXX for proton-proton scattering as a func-
tion of center of mass angle θ.
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FIG. 34: Double polarization observable AZX for proton-proton scattering as a func-
tion of center of mass angle θ.
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FIG. 35: Double polarization observable AZX for proton-proton scattering as a func-
tion of center of mass angle θ.
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FIG. 36: Double polarization observable AZX for proton-neutron scattering as a
function of center of mass angle θ.
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FIG. 37: Double polarization observable AZZ for proton-proton scattering as a func-
tion of center of mass angle θ.
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FIG. 38: Double polarization observable AZZ for proton-neutron scattering as a
function of center of mass angle θ.
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FIG. 39: Double polarization observable AY Y for proton-proton scattering as a func-
tion of center of mass angle θ.
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FIG. 40: Double polarization observable AY Y for proton-proton scattering as a func-
tion of center of mass angle θ.
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FIG. 41: Double polarization observable AY Y for proton-proton scattering as a func-
tion of center of mass angle θ.
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FIG. 42: Double polarization observable AY Y for proton-neutron scattering as a
function of center of mass angle θ.
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FIG. 43: Double polarization observable D for proton-proton scattering as a function
of center of mass angle θ.
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FIG. 44: Double polarization observable D for proton-proton scattering as a function
of center of mass angle θ.
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FIG. 45: Double polarization observable D for proton-neutron scattering as a func-
tion of center of mass angle θ.
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FIG. 46: Double polarization observable DT for proton-proton scattering as a func-
tion of center of mass angle θ.
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FIG. 47: Double polarization observable DT for proton-proton scattering as a func-
tion of center of mass angle θ.
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FIG. 48: Double polarization observable DT for proton-neutron scattering as a func-
tion of center of mass angle θ.
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CHAPTER 4
FINAL STATE INTERACTIONS IN DEUTERON
ELECTRODISINTEGRATION
The initial interest in modeling the NN amplitudes was to describe final state
interactions for the process of electrodisintegration of the deuteron. In this section
the application of the Regge model to this reaction is studied [189]. For this process
there are many observables which can be investigated. Observables of interest, which
were chosen to be calculated can be categorized as follows:
• Unpolarized Hadrons [3]
– d
5σ
dΩedΩpdE′ , ALT , ALT ′ , ATT
• Target Polarization [4]
– AVd , A
T
d , A
V
ed, and A
T
ed
• Ejectile (proton) Polarization [5]
– An
′
p , A
l′
p , A
s′
p , A
n′
ep, A
l′
ep and A
s′
ep
Details of the calculation, and definitions of the asymmetries for these three cases
can be found in the references provided in the above bulleted list.
Figures of the various observables are presented here for deuteron electrodis-
integration and comparisons are made between using the Regge model and SAID
parametrizations of the final state interactions. The necessary kinematics to de-
scribe the process are the electron beam energy Ebeam, electron scattering angle θe,
the negative transferred four momentum squared of the electron Q2, three momen-
tum of the transfer q, and Bjorken x = Q
2
2mν
, where m is the nucleon mass and ν is
the energy transfer of the electron. Mandelstam s is the square of the sum of the
four momentum of the nucleons as defined previously.
Two different kinematics are used, one for Bjorken x of x = 1.0 and the other for
x = 1.3 corresponding to quasi-elastic scattering and non non quasi-elastic scattering
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TABLE 3: The kinematics for the x = 1 and x = 1.3 kinematics used in the electro-
disintegration calculations presented here.
kinematics 1 2
x 1.0 1.3
Q2 (GeV2) 2.4 4.5
Ebeam (GeV) 6.25 8.6
s (GeV2) 5.91 5.93
θe (deg) 15.97 16.0
Q2
q2
0.60 0.57
respectively. Various kinematical variables for the two kinematics are shown in Table
3. The kinematics are chosen such that s, the electron scattering angle θe and the
ratio of the square of four-momentum transfer to three-momentum transfer Q2/q2
are approximately equal for the two cases. The values of s are close to the upper
range available from SAID and are at the lower end of the fitting range for the
Regge parameterization. In all cases the onshell approximation for the final state
interactions (FSI), as described in [3], is used.
Figure 49 shows the observables for the case where neither the deuteron target
nor the ejected proton are polarized, and where the azimuthal angle is chosen to be
φ = 180◦. Figures 49(a)and (b) show the differential cross sections as a function of
missing (neutron) momentum pm for the plane wave impulse approximation (PWIA)
and for the SAID and Regge FSI for the x = 1 kinematics and the x = 1.3 kinematics
respectively. The size and shape of the two FSI calculations are similar in each case.
Since these are semi-log plots, a more accurate evaluation of the differences is given
by the ratio of distorted wave to PWIA cross section σratio as is shown in Fig. 50. In
Fig. 50(a) for the x = 1 kinematics, the SAID and Regge results are very similar for
pm < 0.3 GeV but differ by up to 50 percent from the PWIA result. At higher missing
momenta both the SAID and Regge results become increasingly large compared to
the PWIA, and reach a value of approximately 8 times the PWIA at pm = 1.0 GeV
for the SAID FSI and approximately 5 times for the Regge FSI. For the x = 1.3
kinematics, shown in Fig. 50(b), the difference between the SAID and Regge FSI
are much smaller and they are both much closer to the PWIA. Note that for x = 1
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FIG. 49: Spin observables for unpolarized hadrons. Short-dashed lines represent the
PWIA contribution. Long-dashed lines include the SAID FSI and solid lines include
the Regge FSI. Plots in the left-hand column are for the x = 1 kinematics and plots
in the right-hand column are for the x = 1.3 kinematics.
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FIG. 50: Ratios of the differential cross sections to the PWIA approximation. Lines
are represented as in Fig. 49.
both of the FSI lie above the PWIA but for x = 1.3 they are below. This suggests
that it may be possible to find kinematics at which the FSI effects are minimal and
may allow for an approximate extraction of the deuteron ground-state momentum
distribution, as has been suggested previously [190].
Figures 49(c) and (d) show the transverse-transverse asymmetry ATT for the
x = 1 and x = 1.3 kinematics, respectively. This asymmetry, which is proportional
to the RTT response function, is generally assumed to be small since RTT has gener-
ally been shown to be small. This is the case in 49(c) for the PWIA and SAID results,
but the asymmetry for the Regge FSI is large for intermediate values of pm. The
reason for this can be seen from Fig. 51 which shows RTT for the x = 1 kinematics.
Note that all three calculations have a minimum at around pm = 0.05 GeV where the
cross section is large. However, while the PWIA and SAID results fall smoothly to 0
with increasing pm, the Regge results show a second minimum in a region where it is
comparable in magnitude to the rapidly falling cross section. This results in the large
values for ATT which involves a ratio of the transverse-transverse contribution to the
cross section to the sum of the longitudinal and transverse contributions. It should be
noted that the relationship between the Fermi invariants and the response functions
is very complicated and can involve interferences between the various contributions.
As a result is has not been possible to isolate a single source for the second peak
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FIG. 51: The transverse-transverse response function RTT for the x = 1 kinematics.
Lines are represented as in Fig. 49.
in the Regge RTT response function. Interference response functions and their asso-
ciated asymmetries may show unpredictable sensitivities to small differences in the
Fermi invariants. Ascertaining the significance of these differences requires that the
errors in fitting parameters for the scattering amplitudes be propagated to the elec-
trodisintegration calculations. This can be done for the Regge case since the hessian
matrix can be generated for the fit, and is planned as a future work. Unfortunately,
there is not access to similar information about the SAID helicity amplitudes.
Figures 49(e) and (f) show the longitudinal-transverse asymmetry ALT for the
x = 1 and x = 1.3 kinematics respectively. At x = 1, this asymmetry is relatively
large and the two FSI models give comparable results and differ substantially form
the PWIA. At x = 1.3, the two FSI models have similar form but tend to be in less
agreement than in the x = 1 case. Both, however, are much closer to the PWIA
result.
Figures 49(g) and (h) show the longitudinal-transverse asymmetry ALT ′ for the
x = 1 and x = 1.3 kinematics respectively. Measurement of the asymmetry requires
a polarized electron beam. Since this response is odd under the combination of time
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reversal and parity, its value is 0 in PWIA. For both kinematics it is small for both
FSI models. The significance of the differences between the SAID and Regge results
is unclear.
Figure 52 shows the single and double spin asymmetries for vector and tensor
polarization of the target deuteron along the direction of the electron beam at an
azimuthal angle of φ = 35◦. There is reasonable agreement in these observables
between the Regge and SAID approach, as well as strong effects from the FSI. This
suggests that target polarization asymmetries can provide insight to the effects of
FSI while masking the model dependence of how these are calculated.
Figures 52(a) and (b) shows the vector polarized target asymmetry AVd , for x = 1
and x = 1.3 kinematics respectively. Note that this asymmetry is zero in the absence
of final state interactions. Qualitatively the Regge and SAID approaches are similar.
Figures 52(c) and (d) show tensor polarized target asymmetry ATd , for x = 1 and
x = 1.3 kinematics respectively. Here the two approaches are in excellent agreement,
and there is a dramatic change in behavior for x = 1. The FSI contributions to this
observable are minimal at the x = 1.3 kinematics.
Figures 52 (e) and (f) show the double spin asymmetry for vector polarized target
and polarized beam AVed, for x = 1 and x = 1.3 kinematics respectively. Note
again that the two approaches are in excellent agreement and observe that the FSI
contributions are minimal at the x = 1.3.
Figures 52(g) and (h) show the double spin asymmetry for tensor polarized target
and polarized beam ATed, for x = 1 and x = 1.3 kinematics respectively. This
asymmetry is zero in the PWIA. Qualitatively the approaches yield similar results,
and while the FSI do cause a non zero contribution the value is relatively small.
In Figure 53 the results for polarized ejected proton are presented at an azimuthal
angle of φ = 35◦. All asymmetries in Figure 53 are zero for PWIA, thus presenting
an ideal set of asymmetries for exploring the contribution of FSI.
Figures 53(a) and (b) show the asymmetry An
′
p , for x = 1 and x = 1.3 kinematics
respectively, and there is good agreement between the models. Figures 53(c) and (d)
show the asymmetry Al
′
p . For the x = 1 kinematics it is observed that the model
approaches are similar in magnitude but differ in sign. Because of the strong model
dependence evident in this observable, and due to the relatively large value, this
would provide an interesting measurement, which could shed light on the role of FSI
as well as the various models used to calculate them. FSI effects at x = 1.3 are less
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FIG. 52: Single and double spin asymmetries for vector and tensor polarizations
along the beam axis. Plots in the left-hand column are for the x = 1 kinematics and
plots in the right-hand column are for the x = 1.3 kinematics. Lines are represented
as in Fig. 49.
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pronounced. Figures 53(e) and (f) show the asymmetry As
′
p . Here again there is
good qualitative agreement between the two models.
Figure 54 shows the double spin asymmetries for polarized beam and polarized
ejected proton at an azimuthal angle of φ = 35◦. Figures 54(a) and (b) show the
asymmetry An
′
ep, for x = 1 and x = 1.3 kinematics respectively. Note that this
asymmetry is highly sensitive to FSI model dependence at x = 1, causing deviation
in opposite directions to the PWIA, although the magnitude of the deviation is
relatively small. The same behavior is observed for x = 1.3, however less dramatic.
Figures 54(c) and (d) show the asymmetry Al
′
ep, for x = 1 and x = 1.3 kinematics
respectively. In this case the same behavior between the SAID and Regge approaches
is observed qualitatively, although the Regge model is much more drastic at x = 1. At
x = 1.3 there are similar, albeit less pronounced effects. Due to the large differences
between the approaches, it can again be noted that this observable is sensitive to the
model dependence of the FSI, and it should be pointed out that measurements of
this asymmetry would prove insightful.
Figures 54(e) and (f) show the asymmetry As
′
ep, for x = 1 and x = 1.3 kinematics
respectively. For both kinematics the two models are qualitatively similar, with
relatively small deviations from the PWIA and each other.
The comparisons suggest that for most of the observables there is good agreement
between the two approaches. The expectation is that most discrepancies between the
two models would be within error bands were they available. There is anticipation
of being able to propagate the error for the Regge model once sufficient resources are
available, however, an error analysis requires information that is unavailable from
SAID. Propagation of the NN fitting error to the electrodisintegration observables
will require a substantial amount of computational resources.
The results are consistent with expectations that FSI play a vital role in under-
standing the reaction mechanism. It is observed that from the results there may be
kinematic regions where FSI are minimized and PWIA is a valid approximation. This
is most evident in the cross section and polarized target asymmetries. Asymmetries
have been identified which have large FSI contributions and significant sensitivity
to the model dependence of the two approaches, in particular ATT , A
l′
p and A
l′
ep.
While almost all observables are sensitive to FSI and measurements would prove
useful, these are particularly interesting because of the discrepancies between the
two models.
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FIG. 53: Single spin asymmetries for ejected protons polarized along the nˆ′, lˆ′ and
sˆ′ directions. Plots in the left-hand column are for the x = 1 kinematics and plots
in the right-hand column are for the x = 1.3 kinematics. Lines are represented as in
Fig. 49.
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FIG. 54: Double spin asymmetries for ejected protons polarized along the nˆ′, lˆ′ and
sˆ′ directions. Plots in the left-hand column are for the x = 1 kinematics and plots
in the right-hand column are for the x = 1.3 kinematics. Lines are represented as in
Fig. 49.
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CHAPTER 5
CONCLUSIONS
In this thesis a model has been presented to calculate mid to high energy nucleon-
nucleon interactions. No such models exist at these energies, which can be readily
obtained from the community, therefore this work has sought to fill in this gap. An
adequate description at these energies is necessary in order to account for final state
interactions for a variety of processes. In order to describe this process effectively a
relativistic, fully spin dependent model was developed. The model was designed using
Regge theory because of its ability to scale to higher energies. Especially for proton-
neutron scattering there is a limited amount of data available at higher energies.
It was therefore necessary that the model have the ability to allow confidence in
extrapolating the results, and Regge theory facilitates this need well.
In chapter 2 it was shown how the nucleon-nucleon scattering amplitudes can be
parametrized in terms of Regge exchanges. Relating to the Fermi invariants allows us
to calculate all spin dependence directly, while ensuring that a Regge exchange with
definite quantum numbers contributes appropriately to the amplitude. The Regge
analysis reduces to the spinless case, eliminating the need to worry about complicated
crossing relations.
In chapter 3 the results were presented of the fit to available nucleon-nucleon
scattering observables. A discussion of the fitting procedure was included. This was
developed in order to fit to such a large data set encompassing many observables
over a large energy range. Figures showing the solution of the fit to the data set
were presented, and it should be noted that the model could be improved if more
data were available. The fit results are acceptable, that is the model describes the
data well with acceptable χ2 values, and the fit to observables was discussed. A
comprehensive error analysis of the model would be extremely beneficial.
In chapter 4 an application of the model to describe final state interactions
in deuteron electrodisintegration was presented. The Regge model was compared
to the previous method of calculating the final state interactions using the SAID
parametrization. Good agreement is noted between the methods for most observ-
ables. Observables which demonstrate large discrepancies between the approaches
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have been highlighted. These observables are particularly interesting in that they
may be able to shed light on the process due to the strong model dependence they
exhibit in addition to the large role that final state interactions play. It has been
noted that for most of the observables of this system final state interactions cannot
be ignored, although one may find particular kinematic regimes where they are min-
imized. Future work includes further study of this system at kinematics which will
be accessible after the Jefferson Lab 12 GeV upgrade is complete. In addition off-
shell effects should be taken into account, and the Regge model allows for a natural
off-shell extrapolation [191].
Work has begun to implement this model into a calculation for neutrino deuteron
scattering. Specifically understanding the reaction ν + d → µ + p + p, has been
suggested as a way to more accurately determine neutrino flux, which is always an
issue in neutrino experiments. As in the case of deuteron electrodisintegration, final
state interactions are expected to play a significant role.
The model is also planned to be utilized in a calculation of electrodisintegration
of 3He and 4He [192, 193]. In these calculations the final state interactions are taken
into account by a Glauber model, which requires the proton-proton and proton-
neutron amplitudes as input. Implementing the Regge model in this calculation can
significantly extend the applicable kinematic range.
It is anticipated that this model will be useful for future applications in the nuclear
physics community. The model is intended to be available for others to utilize as
needed. It is expected that providing this model, which is unique in the energy range
that it describes, will prove to be a useful tool for many future applications.
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APPENDIX A
PARAMETERS
Parameter values are given in Table 4. A naming convention was utilized as
follows. If the trajectory was obtained from the meson spectrum the trajectory
name was choses to match the meson name. All “effective” trajectories, where the
trajectory parameters were also fit parameters, are denoted Xi.
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TABLE 4: Parameter values for polarized solution. The fit parameters are indicated in bold.
β0 β1 δ γ α0 α1 Isospin Parity G-Parity Type Residue Name
−2.3014× 102 3.0982× 100 0.0000× 100 1.0800× 100 2.5000× 10−1 0 + + 1 I IP
3.3606× 101 2.5208× 100 −1.3505× 100 3.0000× 100 1.2915× 100 3.0031× 10−1 0 + + 1 II X1
−1.4315× 100 4.2364× 10−1 −3.2163× 100 3.3330× 10−1 1.2228× 100 7.6208× 10−2 0 + + 1 II X2
−4.2550× 102 8.7558× 100 −2.8650× 10−1 6.7000× 10−1 8.2000× 10−1 0 + + 1 I f
3.0579× 103 3.5797× 100 −5.0940× 100 −7.1114× 10−1 1.1570× 100 0 + + 1 I X3
−5.1011× 101 3.9362× 10−1 0.0000× 100 4.3000× 10−1 9.2000× 10−1 0 − − 2 I ωa
−8.3319× 102 6.0000× 100 −1.8189× 100 1.3000× 10−1 8.3000× 10−1 0 − − 2 I φa
3.3968× 105 4.0113× 101 2.0543× 100 −8.3722× 100 1.1658× 10−3 0 − − 2 I X4
3.6954× 102 1.0385× 101 −2.8048× 100 −2.3000× 10−1 8.6000× 10−1 0 + − 3 I h
−1.7985× 102 1.4258× 100 1.4192× 100 5.5908× 10−1 8.2000× 10−1 0 + − 3 I X5
−3.2225× 101 3.5689× 10−2 −4.1374× 100 4.3000× 10−1 9.2000× 10−1 0 − − 4 I ωb
−8.5937× 103 6.0000× 100 9.0817× 10−1 1.3000× 10−1 8.3000× 10−1 0 − − 4 I φb
1.8226× 103 9.5443× 10−1 3.2746× 100 −6.5816× 100 8.1649× 10−4 0 − − 4 I X6
−5.0967× 102 1.6424× 100 −4.0676× 10−1 −2.3000× 10−1 8.6000× 10−1 0 − + 5 I η
3.4250× 102 1.2447× 100 −1.4211× 100 5.9469× 10−3 2.4531× 10−1 0 − + 5 I X7
7.7744× 101 3.5462× 101 2.5834× 10−1 −4.0000× 10−2 7.2000× 10−1 1 + + 1 I b
−5.9219× 102 1.3809× 100 −3.0997× 100 −5.5996× 10−1 4.4269× 10−1 1 + + 1 I X8
3.4534× 102 1.2989× 100 −5.2535× 100 −4.0000× 10−2 7.2000× 10−1 1 − − 2 I pia
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TABLE 4. (Continued)
β0 β1 δ γ α0 α1 Isospin Parity G-Parity Type Residue Name
9.1120× 102 6.8368× 10−1 1.1157× 10−1 −1.1372× 101 1.7908× 10−5 1 − − 2 I X9
6.8240× 102 4.3461× 10−1 −5.3158× 10−1 4.7000× 10−1 8.9000× 10−1 1 + − 3 I a
6.6961× 102 5.4994× 10−1 2.3584× 100 4.5559× 10−1 8.9000× 10−1 1 + − 3 I X10
2.9363× 102 4.4182× 10−1 −2.3057× 100 2.8195× 10−1 8.9330× 10−1 1 + − 3 I X11
−2.6347× 101 1.7260× 10−3 3.1945× 100 −4.0000× 10−2 7.2000× 10−1 1 − − 4 I pib
−1.5941× 103 1.6051× 100 −3.8402× 100 −1.3492× 100 1.5166× 10−4 1 − − 4 I X12
1.1653× 102 6.0278× 101 −5.5234× 100 7.0679× 10−2 8.7412× 10−2 1 − + 5 I X13
1.3195× 104 4.1072× 100 −1.5099× 100 1.3000× 10−1 8.3000× 10−1 0 − − 2 III X14
−1.4708× 103 1.3829× 100 1.9703× 100 −4.0000× 10−2 7.2000× 10−1 1 + + 1 III X15
−2.2575× 103 1.7071× 100 −2.5369× 100 −4.0000× 10−2 7.2000× 10−1 1 − − 2 III X16
4.2280× 103 1.0389× 100 −5.7058× 10−1 −1.8954× 100 2.0775× 10−1 0 + + 1 III X17
−6.3292× 102 7.2339× 10−1 5.0303× 100 −6.0089× 100 4.8252× 10−1 0 − − 2 III X18
−2.5071× 104 1.9199× 100 2.3593× 10−1 −1.2202× 101 1.0805× 10−5 1 + + 1 III X19
9.6450× 102 7.5662× 10−1 1.1350× 10−1 −4.4005× 100 4.4305× 10−3 0 + − 3 III X20
4.6080× 101 1.5845× 10−1 0.0000× 100 −2.1192× 10−1 3.7327× 10−1 0 − − 4 III X21
1.3204× 100 3.0270× 100 EMa
5.2979× 10−1 3.1599× 100 EMb
4.6382× 10−1 3.7668× 100 EMc
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APPENDIX B
AMPLITUDES AND OBSERVABLES
All observables can be written in terms of the five independent helicity amplitudes
[12] given in (2). The NN observables relevant to this paper are,
σ =
−2m2√
s(s− 4m2)= [a+ c]t=0 (94)
dσ
dt
=
m4
2pis(s− 4m2)
(|a|2 + 4|b|2 + |c|2 + |d|2 + |e|2) (95)
σ˜ =
1
2
(|a|2 + 4|b|2 + |c|2 + |d|2 + |e|2) (96)
dσ
dt
=
m4
pis(s− 4m2) σ˜ (97)
σ˜P = σ˜AN = −=[b∗(a+ c+ d− e)] (98)
σ˜AXX = <(a∗d+ c∗e) (99)
σ˜AZX = −<[b∗(a+ d− c+ e)] (100)
σ˜AZZ = −1
2
(|a|2 + |d|2 − |c|2 − |e|2) (101)
σ˜AY Y = <(a∗d− c∗e) + 2|b|2 (102)
σ˜D = <(a∗c− d∗e) + 2|b|2 (103)
σ˜DT = <(a∗e− d∗c) + 2|b|2 (104)
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APPENDIX C
HELICITY SPINORS
The metric, spinor normalization, form of the gamma matrices, and other conven-
tions are those used by Bjorken and Drell [194]. In the center of momentum frame
the helicity spinors are,
u(±p, λ) = N
(
1
2λp˜
)
χ±λ(pˆ), (105)
v(±p, λ) = N
(
−2λp˜
1
)
χ∓λ(pˆ), (106)
where N =
√
E+m
2m
, p˜ = |p|
E+m
, pˆ is a unit vector in the direction of p, and χ±λ(pˆ)
are given in Table 5.
TABLE 5: Two component spinors of (105)
χ 1
2
(pˆ) χ− 1
2
(pˆ)
initial state
(
1
0
) (
0
1
)
final state
(
cos θ
2
sin θ
2
) (
− sin θ
2
cos θ
2
)
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APPENDIX D
AMPLITUDES TO FERMI INVARIANTS
The helicity dependent matrices which relate the Fermi invariants to the helicity
amplitudes are,
Ctij =

1 + t
s−4m2 C
t
12 −2 + 2ts−4m2 0 Ct15
Ct21 C
t
21 2C
t
21 0 −Ct21
1 + t
s−4m2 C
t
32 2 +
2t
s−4m2 0 −Ct32
st
4m2(s−4m2)
t
s−4m2
s−2m2
m2
(
2 + t
s−4m2
)
t
4m2
−2− t
s−4m2
−st
4m2(s−4m2)
−t
s−4m2
−2t
s−4m2
t
4m2
t
s−4m2

(107)
Ct12 = −1 +
s
2m2
+
t
s− 4m2 (108)
Ct15 = −1 +
s
2m2
− t
s− 4m2 (109)
Ct21 = −
√
s
4m
sin(θ) = −
√
s
2m
√ −t
s− 4m2 +
√
s
4m
( −t
s− 4m2
) 3
2
(110)
Ct32 =
1
2m2
(s− 2m2)
(
1 +
t
s− 4m2
)
(111)
Cuij =

−1− us−4m2 Cu12 2− 2us−4m2 0 Cu15
Cu21 C
u
21 2C
u
21 0 −Cu21
−su
4m2(s−4m2)
−u
s−4m2
−2u
s−4m2
u
4m2
u
s−4m2
−su
4m2(s−4m2)
−u
s−4m2
s−2m2
m2
(
−2− us−4m2
)
− u4m2 2 + us−4m2
1 + us−4m2 C
u
52 2 +
2u
s−4m2 0 C
u
52

(112)
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Cu12 = 1−
s
2m2
− u
s− 4m2 (113)
Cu15 = 1−
s
2m2
+
u
s− 4m2 (114)
Cu21 = −
√
(4m2 − s− u)su
4m2(s− 4m2)2 (115)
Cu52 =
s− 2m2
m2
(
−1− u
s− 4m2
)
(116)
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