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Abstract. The detection of events in seismic time series has been a subject of great interest 
during the last thirty years. Most of the work in this area has been based on detecting special 
patterns or clusters in seismic data. In this paper, we present a new event detection method based 
on a time-frequency analysis through the Wigner Distribution (WD). Our method consists on 
defining an appropriate entropic measure through a suitable time-frequency distribution, acting 
as probability distribution function (PDF). We know from previous studies in the field that the 
information entailed by time-frequency representations (TFR) of time signals can be explored by 
means of different Rényi entropy measures. The non-positivity character of the WD implies that 
the classical Shannon entropy cannot be used and therefore it has been replaced by a generalized 
measure such as the Rényi entropy. However, due to the existence of multiple TFR 
normalizations,  the so-called quantum normalization  has been empirically selected here for this 
particular application. Our method is based on the identification of the events as those temporal 
clusters having the highest amount of information (entropy). The method is described and 
applied to different earthquake signals and volcanic tremors, using both real and synthetic data. 
Results are compared to other existing event detection methods. 
Keywords: Seismic signals, Rényi entropy, pseudo-Wigner distribution. 
 1. INTRODUCTION 
  
     Feature extraction from seismic traces (time series) is an area of increasing interest 
since the 80s. This included the work of Hagen [1] who used the principal components 
of the correlation coefficients in the search for clusters of significant events; Bois [2] 
fitted autoregressive models to seismic trace segments; Dumay [3] used ‘classical’ 
features such as energy or zero crossings as discriminant variables;  Lendzionowski 
[4] showed that certain instantaneous attributes allow instant identification of gas-
water contact; Walden [5] proposed the use of energy traces, as well as temporal and 
frequency parameters, as discriminant attributes; Grubb [6] proposed the use of 
wavelet coefficients for both the identification and characterization of clusters in the 
traces. Other techniques have also been proposed based on the amplitude of the 
seismic signal and the variation of the deformation [7], the spectrogram (windowed 
Fourier transform) or by more complex methods such as those based on maximum 
entropy [8]. 
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It is worthy to be noted that studies on the application of time-frequency analysis 
techniques, and diverse entropy measures, have been carried out for other type of 
signals such as for example, biomedical signals [9,10]. Dealing with time-frequency 
analysis, the Rényi entropy appears as one outstanding measure for determining the 
information content of a signal and it has deserved a great amount of interest in the 
literature [11-19]. However, the Rényi entropy can be approached under different 
normalization scenarios, having not a unique definition. This paper proposes one 
specific instant-wise normalization, as the most convenient among many others 
possibilities, for the analysis of discrete-time series. The aim of this method is to 
accurately detect significant events in seismic signals, but the results can be 
generalized and extended to other signals or applications.  
The information content entailed by the TFRs of time series can be explored by means 
of different Rényi entropy measures. The Wigner distribution (WD) [20] constitutes a 
suitable TFR for non-stationary signal analysis . Due to its non-positivity property, the 
WD of a signal cannot be interpreted properly as a PDF. Therefore, a complexity 
measure based on the classical Shannon entropy cannot be used and a generalized 
measure such as the Rényi entropy is required. A generalized Rényi entropy 
measurement can provide a quantitative criterion to evaluate the importance of the 
information at a given time t, and it can be used for adaptively and automatically 
selecting parameters in a time-frequency analysis [11]. In this paper, we describe a 
new method of feature extraction in time series that could be of interest in geophysics 
for detecting clusters in seismic traces. Likewise, it is worth to mention that this 
method has also been tested with success by the authors for discriminating between 
normal and abnormal events in biomedical recordings such as phonocardiograms [21].   
This paper is structured as follows. The mathematical background is outlined in 
section 2. The method is described in section 3. Section 4 presents the experimental 
results obtained testing the method with seismic and synthetic signals. Conclusions 
and future research work is outlined in section 5.  
 
 2. THEORETICAL BACKGROUND 
2.1. The pseudo-Wigner distribution 
This method deals with discrete-time signals. In this paper, discrete-time signals are 
considered as the result of a conversion from a given continuous signal z captured by a 
seismic sensor by uniform sampling. Namely, . Here  is the 
continuous signal, T is the sampling period and n is an integer number defined in the 
interval . Also, square brackets have been used to indicate the discrete 
character of z in contrast with the continuous character of indicated by round 
brackets, as a conventional notation. 
The aim of this paper is to introduce a new event detection method for seismic traces. 
An event can be defined as a feature or cluster of interest that happens at a given time 
t. In a digital signal scenario, only the samples containing extraordinary events will be 
referred as events and the remaining samples will be considered as no-event 
containers. The key subject is then the use of the word extraordinary for defining an 
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event. This term must be defined according to the kind of signal analyzed and the 
interest of the observer. For example, if the signal is a heartbeating, then the heart 
strokes are the events. In such an example these events can be characterized and 
compared to a pattern to decide if they are normal or not to diagnose a possible 
disease. The problem resides now in designing  a method to detect and measure events 
in the most convenient way for the observer purposes. Focusing on seismic signals, we 
can consider two levels of detection. In a first scenario, seismographs can register 
signals that are not seismic, such as nuclear explosions for example. Hence, a first 
detection problem consists in identifying truly seismic signals. The second scenario 
appears once the signal has been accepted as seismic and some special observations in 
it can be interpreted as minor events and classified as a particular subclass, according 
to a given rule of classification, based on a predefined model. According to this, the 
different methods of analysis can be classified as supervised or unsupervised upon 
some a priori information that identify signal’s performance as a recognizable event 
or, on the other side, for determining pattern of interest in the input data for modeling 
event representation [22]. 
This paper proposes an unsupervised measure based on the local entropy of the 
signal.. This means that ‘a priori’ knowledge of the events is not needed. Then, the 
output of the method can be interpreted as a probability value assigned to each sample 
of the series for detecting regions with ‘special’ activity. The classification of such 
events is out of the scope of this paper.  
Formally, signals can be analyzed in the time domain, in the frequency domain and 
even in time-frequency domain. The last one presents many special characteristics 
justifying the attention received for a long time by the signal processing community. 
Time-frequency representations can be analyzed using a common analytical 
framework introduced by Cohen [23]. The TFR of a signal can be introduced by 
diverse existing definitions [24]. In this application, the Wigner distribution has been 
selected due to its excellent properties and because it can be regarded as a 
’masterform’ distribution from which the other existing representation can be derived 
[24]. The WD can be approximated for discrete signals by a formalism such as Eq. (1) 
due to Claasen and Mecklembräuker [25] or alternatively using Brenner’s expression 
[26]. These approximations have been referred as pseudo-Wigner distributions (PWD) 
to take account that they do not exactly match the properties of the continuouos 
version.  
 
                                                           (1) 
 
 
This expression produces a vector whose elements contain information of the strength 
of the discrete frequencies existing in such temporal position t = n, and for a 
neighborhood of n. Eq. (1) can be interpreted as the discrete Fourier transform (DFT) 
of the product  r[n,m]= z[n+m]z*[n-m]. Here z* indicates the complex-conjugate of 
signal z. This equation is limited to a spatial interval [-N/2,N/2-1]. In Eq. (1), n and k 
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represent the time and frequency discrete variables respectively, and m is a shifting 
parameter, which is also discrete. W[n,k] is a matrix where every row is a vector 
representing the instantwise PWD for a given n. By scanning the temporal signal with 
a 1-D window of N data, i.e., by shifting the window to all possible positions along the 
signal, the full instantwise PWD of the signal is produced. 
Figure 1 shows an example of the graphical representation of the PWD at a given 
instant n of a temporal signal. The PWD will present different magnitude coefficients 
at every position t = n due to the data value changes along the time signal. A way to 
measure such differences in the PWD is by defining an instantwise measure, as it will 
be described in the following sections.  
 
 
FIGURE 1.  PWD of a given signal at time t = n 
  
 
2.2 . A local Rényi entropy measure 
Once the local frequency content has been obtained by means of Eq. (1), a new 
entropy measure is required for extracting the information contained in a given 
position n. One of the possibilities is to use the Rényi entropy, which is a 
generalisation of the Shannon entropy, as a measure of the uncertainty or randomness 
of a signal, i.e., it is a measure of the information content of the signal. 
The concept of entropy was initially proposed by Shannon [12] as a measure of the 
information content per symbol, coming from a stochastic information source. Later, 
Rényi [13] extended this notion to yield the generalized entropy. The measures of 
entropy based on the formulation due to Rényi and extracted from time-frequency 
distributions have been developed by different authors [14-17], with a significant 
contribution of  P. Flandrin et al. [18] establishing the properties of such measures. 
The use of entropic measures extracted from positive time-frequency representations 
was done by Pitton et al. [19].  
The Rényi entropy measure applied to a discrete time-frequency distribution  
has the form  
                                                                            (2) 
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Here n is again the temporal discrete variable and k the frequency discrete variable. 
 are recommended values for time-frequency distribution measures [18]. 
Although the Rényi measures of time-frequency distributions formally resemble the 
original entropies, they do not have the same properties, conclusions and results 
derived from classical Information Theory. The positivity,  will not be 
always preserved, along with the unity energy condition, . For 
fulfilling the later, some kind of normalization needs to be considered [14]. The 
normalization can be performed in various ways, leading to a variety of possible 
definitions [11,18]. Hence, the PWD as given by Eq. (1) must be normalized as a 
previous step to the Rényi entropy calculation. 
Quantum Mechanics [27] inspires a normalization by assimilating the PWD of a given 
instant t = n with a wave function and deriving its PDF by means of 
                                                   (3) 
Squaring of W is a consequence of the real character of the PWD, and the normalizing 
stage is affecting exclusively to index k,  when the operation is restricted to a single 
position n to satisfy the condition  in such position.  
Then, the general case in Eq. (2) for , gives  
                                                                                      (4) 
This measure can be rewritten for a given n as follows: 
                                                                             (5) 
 
Empirically, the ‘quantum normalization’ has shown to be most suitable for this 
application, and it was effectively used in the experimental examples later described.  
The values of  depend upon the size N of the window used in Eq. (1) and it can 
be shown that they are within the interval . Hence, the measure can 
be normalized by applying   in Eq. (5). 
 
2.3. Signal normalization and bias 
Due to the normalization applied in Eq. (3), W[n, k] can be interpreted as a probability 
distribution. Moreover, it can be easily shown that the instant-wise entropy calculated 
by Eq. (5) is independent of the signal’s amplitude z[n]. That is,  z[n] and , 
where a represents a real-positive constant, have both the same entropy. When the 
signal amplitude is zero-mean, the measure may be masked by the noise, if both, 
signal and noise, have zero-mean. To avoid this, a constant bias may be added to the 
signal, i.e.,  z[n]+b , with b a real-positive constant. By setting , where is 
the noise, such measure will be amplitude dependent and therefore it will be 
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independent of the noise. This will be illustrated by the examples presented in Section 
4.  
 
 3. DESCRIPTION OF THE METHOD 
The aim of the proposed method is to provide valuable information about the 
significance of discrete-time signals events, by revealing their position and their 
spectral importance, starting from an unprocessed signal. This method facilitates the 
detection of events of interest, given the fact that only the amplitude of the signal is 
frequently not enough for providing a precisely information about the position and 
significance of the events. 
In any case, the discrete-time signal to be treated requires a pre-processing step, 
basically consisting in keeping the values in a limited range and applying some bias to 
the signal in order to set all values above zero. Downsampling the signal is also 
possible for reducing the computational time. Once the discrete-time signal has been 
digitized and biased, the PWD of the data is obtained using Eq. (1) by means of a 
sliding window of N values. In practice, N will be a small even number (e.g.: N = 8, 
10, etc.) to ascertain temporal localization of events. Anyhow, the exact value of this 
parameter will depend on the particular characteristics of the signal and the sampling 
frequency used to record it.  
After calculating the PWD of the temporal signal, every temporal position n has an 
associated vector of N-components, representing its instantaneous PWD. Then, the 
Rényi entropy can be measured in an instantaneous way, by means of Eq. (5). 
As a result of the previous procedure, a new temporal sequence of data is obtained, 
where normal and anomalous events can be better detected and visualized, by 
providing a more discriminative distinction between them. It is important to remark 
that parameters such as the window size or the bias value selected will produce 
changes in the shape and in the absolute value or the resulting entropy. The observed 
results have a meaning when comparing different signals submitted to identical 
processes. Finally, it is important to highlight that the quantum normalization is the 
cornerstone of the discriminative ability of this method. 
 4. EXPERIMENTAL RESULTS 
In this section, some examples are presented for illustrating how the above 
described method works in the case of seismic signals. The first set of examples 
corresponds to some representative time series of such signals. Fig. 2a shows a plot 
from the October 17, 1989 Loma Prieta earthquake in the Santa Cruz Mountains, CA. 
Fig. 2b shows the results after applying the current method. From this plot one can 
better track the presence of significant events. The next example in this area is 
presented in Fig. 3.  Fig. 3a shows a prototypical volcanic tremor of the Timanfaya 
volcano (Canary Islands, Spain). Fig. 3b shows how this method is able to 
discriminate the low amplitude events from the high amplitude ones.  
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(a)                                                                             (b) 
 
FIGURE 2. (a) Time history of the acceleration of the north-south component of the Santa Cruz record 
from the 200Hz Loma Prieta earthquake in 1989. This record represents approximately twice the 
amplitude of the incident wave. (b) Events detected by the method described in the text. The PWD has 
been calculated using a window of N=8 data. Seismic data are courtesy of Joel Yellin at the Charles F. 
Richter Seismological Laboratory. 
 
      
(a)                                                        (b) 
FIGURE 3. (a) Example of a volcanic tremor time series of the Timanfaya volcano (Canary Islands, 
Spain). b) Events detected by the described method. The PWD has been calculated using a window of 
N=8 data. Tremor data are courtesy of Alicia Garcia and Ramon Ortiz,  Depto. Volcanologia, Museo 
Nacional de Ciencias Naturales (CSIC), Madrid, Spain. 
      
The next example corresponds to a synthetic seismological signal. The mathematical 
model used to generate such signals is based on the method proposed by Axel 
Plešinger and Petr Kolár [28] and described herein. Seismic waves propagating 
through the interior of the Earth, so-called body waves, are described by the 
convolution of the source function (body-wave signal radiated by the earthquake) with 
the transfer function of the medium through which the source signal propagated to the 
point of observation. Both functions, especially the latter one, called Green's function, 
are complex functions of many variables. A convenient source function, allowing 
modeling of the rise time, the predominant frequency and the spectral selectivity 
(damping) of the source wavelet of a seismic body wave, is the so-called Berlage 
function: 
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                                                                                     (6) 
 
The required amplitude, rise time, damping and predominant frequency of the wavelet 
is modelled by proper selection of the constants A, ,  and f, respectively. More 
complex wavelets are possible by superimposing two or more different and mutually 
arbitrarily delayed Berlage signals. The effect of the propagation path is simulated by 
the convolution of the source signal with a Green function in the form of an impulse 
trace, i(t), consisting of an optional number of delta functions,  and 
, each defined by its amplitude, polarity, and time delay, 
 
                                                                (7) 
 
This trivial Green function corresponds to the effect of simple reflections of the 
seismic wavelet on discontinuities at different depths. A further option is the 
superposition of random noise, n(t), to the resulting convolved signal. Optional 
parameters are the signal-to-noise ratio and the number of samples over which the 
random noise is averaged in order to limit its high-frequency spectral components. 
Therefore, the final simulated signal is defined as 
 
                                                                                       (8) 
 
where n(t) is the random noise. 
In the following example, a simulated seismic function has been generated using Eq. 
(6), adding 2% of  Gaussian noise to the signal. The resulting pulse train is shown in 
Fig. 4a. Such test wave has been subdued to two different filtering processes based on 
two different methods, one of them is the Rényi method described in this paper. The 
resulting filtered signal is shown in Fig. 4b. 
The other method is based on Fisher statistics, widely used in the detection of 
infrasound events [29]. The Fisher ratio  
 
                                                       (9) 
 
indicates the correlation between a group of seismic signals, coming from several 
stations (coherence measure) [30]. In Eq. (9), F is the Fisher ratio, T is the time-
window over which the correlation is calculated, N the number of stations and  the 
signal belonging to station n at time t. In this example, Eq. (9) has been adapted to 
measure the coherence between two signals, one of them is the test signal shown in 
Fig. 4a and the other one is a pattern consisting in a sinusoidal wave, composed by 
 9 
100 samples of the same frequecy f as that of the test signal, shifted over the test signal 
for instantwise calculation purposes. The result of this filtering process is shown in 
Fig. 4c. 
The Fisher rate has been re-calculated changing the reference sinusoidal pattern to 50 
Hz instead of the original 10 Hz pattern. The new outcome does not discriminate the 
signal from the noise as shown in Fig. 4d. 
The comparison of results on Fig. 4 indicates that the Rényi method presents a high 
signal to noise discrimination, in an unsupervised way, presenting a sharp indication 
of the fundamental position of the pulse, while the Fisher ratio results in a rough 
indication of the pulse position, exclusively when the signals have a coincidence in 
their respective frequency content. If the frequency of the reference pattern is shifted 
away of the test signal frequency, the signal remains undetected. This is anyhow an 
expected result, provided that the two signals are now uncorrelated. 
 
 
 
                              (a)                                                                 (b) 
 
                                (c)                                                              (d) 
 
FIGURE 4. (a) Syntentic pulse. Frequency: 10 Hz, α = 4,  β= 1, A=w(t)/max(w(t)), signal length: 20 
sec, samples per second: 1000, Gaussian noise: 2 %. (b) Rényi filtered signal. PWD window: N= 8 
samples, signal bias: +1. (c) Fisher filter by correlating the signal with a sinusoidal wave of the same 
frequency as the input (10 Hz). (d) The same Fisher filter, but using a reference wave of  50 Hz.   
 
The next example is a synthetic pulse trains signal generated with the ‘pulstran’ 
Matlab function. This function generates a pulse train that is composed by the sum of 
multiple delayed interpolations of variations of the prototype pulse where samples are 
identically zero outside the pulse time intervals (see Fig. 5a). A window of N = 8 data 
values has been preferred to calculate the PWD of signals around 300 samples per 
cycle. First, the signal has been analyzed through a classical wavelet decomposition 
scheme. Fig. 5b shows the wavelet coefficients for approximation at level 3 and for 
details at levels 3, 2, 1. Fig. 5c shows the results of applying the current described 
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method. From such figure, one can observe how precisely the extraction of the 
normalized Rényi entropy is able to delineate the signal’s events of interest, in contrast 
with the wavelet-based method. 
 
        (a)                                                        (b) 
 
                             (c) 
 
FIGURE 5. (a) Periodic Gaussian pulse signal at 10Hz (50% bandwidth). The pulse frequency is 1Hz, 
sample rate is 50Hz and pulse train length is 10 msec. The amplitude repetition is attenuating by 0.8 
each time. (b) Wavelets coefficients using Daubechies ‘db4’ basis with 3 levels of decomposition 
(‘wavedec’ Matlab function). (c) Events detected by the Rényi-based method. The PWD has been 
calculated using a window of N=8 data. Signal bias: +1. 
 5. CONCLUSIONS 
     A new method for events detection in seismic time series signals, based on a local 
Rényi entropy measure, has been described in this paper. The method has been tested 
with natural and synthetic seismic signals and the results have been compared with 
another classical event detection methods, such as Fisher and wavelet filtering. It 
presents some interesting properties, such as its localizing sharpness and high noise 
robustness. Examples shown that this method can provide a way of discriminating and 
identifying unsupervised events in discrete-time signals, that could be useful for 
facilitating the identification of events or even as input information to an automatic 
recognition system. Further research will focus on analyzing the influence of 
parameter estimation in the events detection and its evaluation. For example, position, 
and amplitude of identifiable events are expected to be determined in further 
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supervised applications. The described approach could be of interest for the detection 
of more complicated events, e.g. precursor events in seismic time series or in epileptic 
seizures. 
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