We study how to solve sum of squares (SOS) and Lasserre's relaxations for large scale polynomial optimization. When interior-point type methods are used, typically only small or moderately large problems could be solved. This paper proposes the regularization type methods which would solve significantly larger problems. We first describe these methods for general conic semidefinite optimization, and then apply them to solve large scale polynomial optimization. Their efficiency is demonstrated by extensive numerical computations. In particular, a general dense quartic polynomial optimization with 100 variables would be solved on a regular computer, which is almost impossible by applying prior existing SOS solvers.
Introduction
Consider the polynomial optimization min x∈R n f (x) s.t. x ∈ S (1.1)
where f (x) is a multivariate polynomial and S ⊆ R n is a semialgebraic set (defined by a boolean combination of polynomial equalities or inequalities). Recently there has been much work on solving (1.1) by various sum of squares (SOS) or Lasserre's relaxations. The basic idea is approximating nonnegative polynomials by SOS polynomials. One of their attracting properties is they are equivalent to certain semidefinite programming (SDP) problems. Thus they would be solved by SDP packages (like SDPT3 [36] , SeDuMi [33] , SDPA [7] ). Numerical experiments show they give good approximations for (1.1), which is NP-hard. For instance, in minimizing a general class of polynomials, SOS relaxations work very well in finding their global minimum [28] . Typically SOS and Lasserre's relaxations are very successful in solving (1.1). We refer to [9, 13, 17, 23, 28, 27, 34] for the work in this area. However, their applications are very limited in solving big problems. For instance, to minimize a quartic polynomial, it is very difficult to solve its SOS relaxation on a regular computer when it has more than 20 variables. So far, SOS relaxations can only be solved for small or moderately large problems, which severely affects their practical applications. The motivation of this paper is proposing cheaper numerical methods for solving big polynomial optimization. A standard semidefinite programming problem is Here S N denotes the space of N × N real symmetric matrices, X 0 (resp. X ≻ 0) means X is positive semidefinite (resp. definite), and • denotes the standard Frobenius inner product.
Denote by S N + the cone of positive semidefinite matrices in S N . The C ∈ S N and b ∈ R m are constant, and A : S N → R m is a linear operator. The dual of (1. Here A * is the adjoint of A. An X is optimal for (1.2) and (y, Z) is optimal for (1. There is much work on solving SDP by interior point type methods. Most of them generate a sequence {(X k , y k , Z k )} converging to an optimal solution. At each step, a search direction (∆X, ∆y, ∆Z) need to be computed. To compute ∆y, typically an m × m linear system need to be solved. To compute ∆X and ∆Z, two linear matrix equations need to be solved. Typically the cost for computing ∆y is O(m 3 ). When m = O(N ), the cost for computing ∆y is O(N 3 ). In this case, solving SDP is not very expensive if N is not big (like less than 1, 000). However, when m = O(N 2 ), the cost for computing ∆y would be O(N 6 ), which is very expensive even for moderately large N (like 500). In this case, the cost for computing ∆y is very big. It requires the storage of a matrix of dimension m × m and O(m 3 ) arithmetic operations. We refer to [35, 37, 39] for numerical methods solving SDP. Unfortunately, SDP problems arising from polynomial optimization belong to the latter case that m = O(N 2 ), which is why the SDP packages based on interior point methods have difficulty in solving big SOS relaxations (like degree 4 with 100 variables). Now let us illustrate this. Let p(x) be a polynomial of degree 2d. Then p(x) is SOS if and only if there exists a matrix X ∈ S N + [27] Table 1 : A list of sizes of SDP (1.5). In each pair (N,m), N is the length of matrix and m is the number of equality constraints.
then p(x) being SOS is equivalent to the existence of X satisfying
Here A α are certain constant symmetric matrices. The number of equalities is m = n+2d 2d . For any fixed d, m = O(N 2 ) = O(n 2d ). The size of SDP (1.5) is huge for moderately large n and d. Table 1 lists the size of SDP (1.5) for some typical values of (n, 2d). As we can see, when interior point methods are applied to solve (1.5) , at each step we need to solve a linear system of m variables and two matrix equations. To compute ∆y, we need to store an m × m matrix and do O(n 6d ) arithmetic operations. This is very expensive for even moderately large n and d, and hence severely limits the applicability of SOS relaxations. On a regular computer, to solve a quartic polynomial optimization, it is quite difficult to apply interior point methods when there are more than 20 variables.
Recently there has been much work on designing efficient numerical methods on solving large scale SDPs. The so-called regularization methods are specially designed for solving SDPs whose number of equality constraints m is significantly bigger than the matrix length N . We refer to [19, 30, 40] for the work in this area. Their numerical experiments show that these methods are practical and efficient in solving large scale SDPs. Currently, these methods are only designed for standard SDPs of form (1.2) or its dual (1.3). However, the SDPs arising from polynomial optimization are usually in the form of conic semidefinite optimization, that is, they have block structures. Therefore, we first propose the regularization methods for solving general conic semidefinite optimization, and then apply them to solve polynomial optimization. Our numerical experiments show that these new methods could solve significantly bigger polynomial optimization problems efficiently. This paper is organized as follows. Section 2 describes the regularization methods for solving general conic semidefinite optimization. Section 3 discusses how to solve unconstrained polynomial optimization. Section 4 discusses how to solve homogeneous polynomial optimization. Section 5 discusses how to solve constrained polynomial optimization. Section 6 concludes this paper with some discussions.
Notations. The symbol N (resp., R) denotes the set of nonnegative integers (resp., real numbers). For any t ∈ R, ⌈t⌉ (resp., ⌊t⌋) denotes the smallest integer not smaller (resp., the largest integer not bigger) than t. For x ∈ R n , x i denotes the i-th component of x, that is, x = (x 1 , . . . , x n ). The S n−1 denotes the n − 1 dimensional unit sphere {x ∈ R n :
The symbol N ≤k denotes the set {α ∈ N n : |α| ≤ k}, and N k denotes {α ∈ N n : |α| = k}. For each i, e i denotes the i-th standard unit vector. The 1 denotes the vector of all ones. For x ∈ R n and α ∈ N n , x α denotes x
denotes the vector of all monomials having degrees at most d in graded alphabetical ordering, that is,
For a polynomial p(x), supp(p) denotes the support of p(x), i.e., the set of α ∈ N n such that the monomial x α appears in p(x). For a finite set S, |S| denotes its cardinality. For a matrix A, A T denotes its transpose. The I N denotes the N × N identity matrix. For any vector u ∈ R N , u 2 = √ u T u denotes the standard Euclidean norm.
Regularization methods for conic semidefinite optimization
This section describes the regularization methods for solving conic semidefinite optimization problems having block diagonal structures. They are natural generalizations of the regularizatioin methods introduced in [19, 30, 40] for solving standard SDP problems.
Conic semidefinite optimization
Let K be a cross product of semidefnite cones
It belongs to the space
with every X i ∈ S N i . So X could be thought of as a symmetric block diagonal matrix. Thus X ∈ K if and only if its every block X i 0. The notation X K 0 (resp. X ≻ K 0) means every block of X is positive semidefinite (resp. definite). For X = (X 1 , . . . , X ℓ ) ∈ M and
Denote by · the norm in M induced by this inner product. Note K is a self-dual cone, that is,
For a symmetric matrix W , denote by (W ) + (resp. (W ) − ) the projection of W into the positive (resp. negative) semidefinite cone, that is, if W has spectral decomposition
For X = (X 1 , . . . , X ℓ ) ∈ M, its projections into K and −K are given by
The projection function (·) K is Lipschitz continuous, because for any X, Y ∈ K
The projection norm function (·) K is convex. To see this, note
Then, for any two X, Y ∈ M, it holds
A general conic semidefinite optimization problem is
Here C ∈ M, b ∈ R m , and A : M → R m is a linear operator. The dual of (2.1) is
If A(X) is a summation like
where every A i : S N i → R m is a linear operator, then its adjoint A * (y) has the form
Regularization methods
There are two typical regularizations for a standard SDP: Moreau-Yosida regularization for the primal (1.2) and Augmented Lagrangian regularization for the dual (1.3). They would be naturally generalized to conic semidefinite optimization (2.1) and its dual (2.2). The Moreau-Yosida regularization for (2.1) is
Obviously (2.3) is equivalent to (2.1), because for each fixed feasible X ∈ M the optimal Y ∈ M in (2.3) is equal to X. The Augmented Lagrangian regularization for (2.2) is max
(2.4) When K = S N + is a single semidefinite cone, it was shown (see Section 2 of [19] ) that for every fixed Y , (2.4) is the dual of the following optimization
By fixing y ∈ R m and optimizing over Z 0, Malick, Povh, Rendl, and Wiegele [19] further showed that (2.4) can be reduced to
The following statements are equivalent:
(ii) (X, y, Z) satisfies
The proof of Proposition 2.6 in [19] would be naturally generalized from a single semidefinite cone S N + to the cone K of block diagonal positive semidefinite matrices. So we omit the proof of Proposition 2.1.
In (2.6), AA * is a symmetric matrix defined in the way that
The optimality condition (2.6) leads to the following algorithm for solving (2.1):
Compute the projections
Set Y := X and update σ.
When K = S N + is a single semidefinite cone, Algorithm 2.2 reduces to the famous Boundary Point Method (BPM), which was originally proposed by Povh, Rendl, and Wiegele [30] (also see [19] ) for solving big SDPs. This method was proven surprisingly efficient in some applications, as illustrated in [19, 30] . Algorithm 2.2 can be thought of as a natural generalization of BPM to general conic semidefinite optimization (2.1). It is a specification of the following general regularization algorithm: Algorithm 2.3. Choose Y ∈ S N , y ∈ R m , and ǫ in , ǫ out , set Z = 0 and do the loop Repeat until Z + A * (y) − C ≤ ǫ out (outer loop):
Compute the projections For solving large scale SOS relaxations, Algorithm 2.2 might converge fast at the beginning, but generally has slow convergence when we get close to optimal solutions. This is because it is basically a gradient type method. To get faster convergence, we need better solvers for the inner loop of Algorithm 2.3. Typically, Newton type methods have good properties like local superlinear or quadratic convergence. This leads to another kind of regularization methods called Newton-CG Augmented Lagrangian, which was proposed by Zhao, Sun and Toh [40] . It gives surprisingly good numerical performance in solving big standard SDP problems. In the rest of this section, we generalize this important method to solve general conic semidefinite optimization (2.1).
Denote by ϕ σ (Y, y) the objective in (2.5).
The above is also true when K is a cross product of semidefnite cones. The inner loop of Algorithm 2.3 is essentially solving the maximization problem
Since ϕ σ is concave in y, a pointŷ is a maximizer of (2.7) if and only if
The function ϕ σ (Y, y) is not twice differentiable, so the standard Newton's method is not applicable. However, the function ϕ σ (Y, y) is semismooth, and semismooth Newton's method could be applied to get local superliner or quadratic convergence, as pointed out by Zhao, Sun and Toh [40, Section 3.2] . So we need to compute the generalized Hessian of ϕ σ . If
This implies the formula
σ (Y, y) was given in [40, Section 3.2] . This can be done by computing eigenvalue decompositions. Let
where
Then define a symmetric matrix Ω (k) ∈ R N k ×N k as follows: 
Here ǫ > 0 is a tiny number ensuring the positive definiteness of the above linear system. When m is huge, it is usually not practical to solve (2.9) by direct methods like Cholesky factorization. To avoid this difficulty, Zhao, Sun and Toh [40] proposed applying conjugate gradient (CG) iterations to solve (2.9) approximately. To fasten the convergence of CG, a good preconditioner for (2.9) is (AA * ) −1 , as mentioned in [40] . In SOS relaxations for unconstrained and homogeneous polynomial optimization, there is a nice property that the resulting (AA * ) −1 has explicit neat formulae, as will be shown in Sections 3 and 4. So we use (AA * ) −1 as a preconditioner in this situation. However, in Lasserre's relaxation for constrained polynomial optimization, typically there is no explicit expression for (AA * ) −1 , and usually computing (AA * ) −1 is quite difficult. In this case, we just use diag(AA * ) −1 as a preconditioner, as suggested in [40] . In either case, we set a cap K on the maximum number of CG iterations to insure solving (2.9) do not take too much time. A standard preconditioned CG algorithm (like Algorithm 6.12 in [4] ) can be applied to solve (2.9). The numerical experiments in [40] show that this method is surprisingly powerful in solving some big standard SDPs when K = S N + is a single semidefinite cone. Now we present the Newton-CG Augmented Lagrangian regularization method for solving general conic semidefinite optimization (2.1)-(2.2).
Initialization: Choose X 0 , Z 0 ∈ S N , y 0 ∈ R m , σ 0 and set k = 0.
Compute d new from (2.9) by applying preconditioned CG at most K steps. Find the smallest integer α > 0 such that
Compute the projections into the cone K:
end (outer loop)
+ is a single semidefinite cone, the convergence of Algorithm 2.4 has been discussed in [40, Theorems 3.5, 4.1,4.2]. These results could be generalized naturally to the cone K of block diagonal positive semidefinite matrices. The specifics about the convergence are beyond the scope of this paper. We refer to [19, 31, 32, 40] . Algorithm 2.2 and 2.4 are basically specifications of Algorithm 2.3. Generally Algorithm 2.2 has slower convergence than Algorithm 2.4 does, because it is a gradient type method while the latter is a Newton type method. They have similar performance when computing eigenvalue decompositions is not expensive. However, when eigenvalue decompositions are expensive to compute, Algorithm 2.2 usually takes more time because it requires computing more eigenvalue decompositions. In large scale polynomial optimization, the matrices often have big dimension, and hence Algorithm 2.4 is more suitable. So in later sections, the numerical experiments are mainly based on using Algorithm 2.4.
Unconstrained polynomial optimization
Consider unconstrained optimization problem
where f (x) is a multivariate polynomial of degree 2d. Here f uc min denotes the global minimum of f (x) over R n . Problem (3.1) is NP-hard when deg(f ) ≥ 4, as shown in [21] . There has much recent work on solving (3.1) via SOS relaxations, like [9, 13, 15, 23, 27, 28] . The standard SOS relaxation for (3.1) is
Obviously the above optimal value f uc sos satisfies the relation f uc sos ≤ f uc min . Though it is possible that f uc sos < f uc min , it was observed in [28, 27] that (3.1) works very well in practice. Typically (3.2) gives a reasonably well approximation for (3.1), which is good enough in many applications. SOS relaxations are usually very expensive to solve when interior-point methods are used. In this section, we show how to apply regularization methods described in Section 2 to solve (3.2). We begin with the SDP formulation of (3.2).
Note f (x) − γ is SOS if and only if there exists X ∈ S (
is the total number of monomials in x of degrees up to d. Define 0/1 constant symmetric matrices C and A α in the way that
Then SOS relaxation (3.2) is equivalent to
The dual of the above is
Here the adjoint A * (y) = α∈U n 2d y α A α .
Theorem 3.1. For notations defined above, it holds f uc sos = −f uc sdp + f 0 ≤ f uc min . If SOS relaxation (3.2) is exact, then f uc min = −f uc sdp + f 0 . Proof. As we have seen in the above, optimization problems (3.2) and (3.4) are equivalent. Their objectives satisfy the relation
Maximizing γ in (3.2) is equivalent to minimizing C • X in (3.4). The feasible sets of (3.2) and (3.4) are the same. Hence we have f uc sos = −f uc sdp +f 0 . Furthermore, f uc sos ≤ f uc min is obvious because (3.2) is a relaxation of (3.1).
If SOS relaxation (3.2) is exact, i.e., f uc sos = f uc min , then obviously f uc min = −f uc sdp + f 0 .
Now we turn to finding (AA * ) −1 . Sine A α defined in (3.3) are orthogonal to each other, the matrix AA * is diagonal. So we get the formula
Here 1 is the vector of all ones. Algorithm 2.4 can be applied to solve the SDP (3.4)-(3.5). We use (AA * ) −1 via the formula (3.6) as a preconditioner. Suppose (X * , y * , Z * ) is optimal for (3.4)-(3.5). Then −f uc sdp + f 0 is a lower bound for the minimum f uc min . Furthermore, if Z * has rank one, then f uc min = f uc sos and a global minimizer for (3.1) can be obtained easily. This can be illustrated as follows. When rank(Z * ) = 1, the constraint in (3.5) implies
for some x * ∈ R n , and hence
The inequality above follows the optimality of y * and the fact that
is always feasible for (3.5) . So x * is a global minimizer.
When rank(Z * ) > 1, several global minimizers for (3.1) could be obtained if a so called flat extension condition (FEC) holds. We refer to Curto and Fialkow [3] for FEC, and Henrion and Lasserre [8] for how to extract global minimizers from Z * . Typically, FEC fails if there are a lot of global minimizers or the SOS relaxation is not exact.
Numerical experiments
Now we show some numerical examples of applying Algorithm 2.4 to solve the SDP (3.4)-(3.5) which is equivalent to SOS relaxation (3.2). The computation is implemented on a Linux Desktop of 3.8GB memory and 2.8GHz CPU frequency. Algorithm 2.4 is implemented in Matlab, and its parameters are: ǫ in = ǫ out = 10 −6 , ρ = 5, σ 0 = 1, σ max = 10 6 , δ = 1 2 , K = 500. The inverse (AA * ) −1 via the formula (3.6) is used as a preconditioner. Its inner loop is terminated if it does not converge within 25 steps, and the outer loop is terminated if it does not converge within 20 steps. If the optimal Z * satisfies FEC, we extract one or several global minimizers x * by using the method in [8] ; otherwise, we just set x * = Z * (2 : n + 1, 1). In either case, the relative error of x * is measured as
Since f uc sos ≤ f uc min ≤ f (x * ), err = 0 if and only if x * is a global minimizer. So the smaller err is, the better the obtained solution is.
Example 3.2. Minimize the quartic polynomial (x 2 ) T Ax 2 − x T Bx. Here x 2 denotes the component-wise square of x, and A, B are symmetric matrices given as
When n = 50, the size of the resulting SDP (3. 
When n = 50, the resulting SDP (3. Its relative error is about 2 · 10 −7 . So it is a global minimizer up to a small numerical error.
Example 3.4. Minimize the following least squares polynomial The relative error is around 10 −8 . So they are global minimizers up to a tiny numerical error.
Example 3.5. Solve the least square problem
For n = 15, the resulting SDP (3. Its relative error is around 10 −9 . So it is a global minimizer up to a tiny numerical error.
Example 3.6 (Random polynomials). We test the performance of Algorithm 2.4 in solving SOS relaxations for minimizing randomly generated polynomials. To insure the polynomials have finite global minimum, we generate f (x) randomly as follows
where f ∈ R ( Tables 2-5 . The first column is the number of variables; the second column is the size of the resulting SDP (3.4)-(3.5); the third column is the number of instances generated; the fourth column is the maximum, median, and minimum time consumed by the computer; and the last column is the maximum, median, and minimum relative errors of obtained solutions. When f (x) has degree 4 (d = 2), the computational results are in Table 2 . As we can see, SOS relaxation (3.2) is solved quite well. For n = 20 ∼ 30, solving (3.4)-(3.5) takes a couple of minutes; for n = 40 ∼ 50, it takes a couple of hours; for n = 60 ∼ 80, it takes about five to thirty hours; for n = 90, it takes about sixty hours; for n = 100, it takes about one week. When f (x) has degree 6 (d = 3), the computational results are in Table 3 . For n = 15, solving (3.4)-(3.5) takes about forty to ninety minutes; for n = 20, it takes about ten to twenty five hours; for n = 25, it takes about one hundred hours.
When f (x) has degree 8 (d = 4), the computational results are in Table 4 . For n = 10, solving (3.4)-(3.5) takes about one or two hours; for n = 12, it takes about thirteen hours; for n = 25, it takes about two hundred hours.
When f (x) has degree 10 (d = 5), the computational results are in Table 5 . For n = 6, solving (3.4)-(3.5) takes a couple of minutes; for n = 8, it takes about a couple of hours; for n = 9, it takes about ten to twenty hours; for n = 10, it takes about seventy hours.
For polynomials generated in this example, SOS relaxation (3.2) is very successful in solving (3.1) globally. For all the generated instances, the optimal Z * s have rank one, and highly accurate global optimal solutions with tiny errors are found. This is consistent with the computational results shown in [28] . The computational results demonstrate that Algorithm 2.4 is very efficient in solving SOS relaxations for large scale polynomial optimization. Significantly bigger problems would be solved very well. A quartic polynomial optimization with 100 variables would be solved on a regular computer. This is almost impossible by applying prior existing SOS solvers using interior point type methods. where f (x) is a form (homogeneous polynomial). Assume its degree deg(f ) = 2d is even, i.e., f (x) is an even form. The case that deg(f ) is odd can be transformed to minimizing an even form over the unit sphere S n−1 = {x ∈ R n : x 2 = 1}, as will be shown later. In ( 
Let [x d ] be the vector of monomials having degree d ordered lexicographically, i.e.,
being SOS is equivalent to the existence of X satisfying
Letting α = 2de 1 in the above, we get
Denote H n 2d = N 2d \{2de 1 }, and set r = (r α ) α∈H n 2d as
Define matrices C, A α and scalars b α as
. Define linear operators H, A : S |N d | → R |H n 2d | and a cone K as
Then SOS relaxation (4.2) is equivalent to
The dual of (4.7) is max b T y s.t. A * (y) + Z = C, Z ∈ K. Its proof is the same as for Theorem 3.1, and hence is omitted. A general error bound for (4.2) approximating (4.1) is given in [24] . Now we turn to finding (AA * ) −1 . Note the matrices H α defined in (4.4) are orthogonal to each other. Thus HH * is diagonal, and
Here 1 is the vector of all ones. Thus, we have for all α, β ∈ H n 2d
that is, AA * = HH * + rr T . By Sherman-Morrison formula, we have
Setting vectors
we get a neat formula (AA
Algorithm 2.4 can be applied to solve (4.7)-(4.8). We use (AA * ) −1 via the formula (4.9) as a preconditioner. Let (X * , y * , Z * ) be optimal for (4.7)-(4.8). Then −f hmg sdp + f 2de 1 is a lower bound for the minimum f hmg min . We would also get global minimizers from Z * when FEC holds. Note that (4.3) and (4.6) imply
So Z * (de i , de i ) (Z is indexed by integer vectors in N n ) can not vanish for every i, because otherwise we would get Z * = 0 contradicting (4.10). Up to a permutation of x, we can assume Z * (de 1 , de 1 ) = 0, and normalize Z * as Z * = Z * /Z * (de 1 , de 1 ). Then Z * would be thought of as a moment matrix of order d in n − 1 variables (see [3] ). If Z * satisfies FEC, using the method in [8] , we can get v (1) , . . . , v (r) ∈ R n−1 such that
for some scalars λ i > 0. Setting
for some scalars ν i > 0. Then the relations (4.3) and (4.10) imply ν 1 + · · · + ν r = 1. Since every 
Numerical experiments
Now we present some numerical examples of applying Algorithm 2.4 to solve the SDP (4.7)-(4.8) which is equivalent to SOS relaxation (4.2). As in Section 3.1, the computation is implemented in Matlab on the same machine. The parameters and stopping criteria in Algorithm 2.4 are also the same as there. The inverse (AA * ) −1 via the formula (4.9) is used as a preconditioner. If the optimal Z * satisfies FEC, we apply the preceding procedure to extract one or several global minimizers x * ; otherwise, we just choose x * to be the normalization of Z * (1 : n, 1). The relative error of x * is measured as
Since f hmg sos ≤ f hmg min ≤ f (x * ), err = 0 if and only if x * is a global minimizer of (4.1). Example 4.2. Minimize the following square free quartic form over S n−1 1≤i<j<k<ℓ≤n The error is around 3 · 10 −9 . So they are global minimizers up to a tiny numerical error. . . .
. . .
For n = 20, the size of the resulting SDP (4. Its relative error is around 8 · 10 −11 . So it is a global minimizer up to a tiny numerical error. Its relative error is around 6 · 10 −11 . So it is a global minimizer up to a tiny numerical error.
An important application of homogenous polynomial optimization (4.1) is estimating stability numbers of graphs, as shown below. [20] (also see De Klerk and Pasechnik [6] ) that α(G)
where ∆ n is the standard simplex in R n and A is the adjacency matrix associated with G. If replacing every x i ≥ 0 by x 2 i , we get to the nearest integer which will be used as an estimate for α(G).
We generate random graphs G, and solve the SDP (4.7)-(4.8) which is equivalent to its SOS relaxation by applying Algorithm 2.4. The generation of random graphs is in the similar way as in Bomze and De Klerk [2, Section 6]. For n = 20, 30, 40, 50, 60, we generate random graphs G = (V, E) with |V | = n. Select a random subset M ⊂ V with |M | = n/2. The edges e ij ({i, j} ⊂ M ) are generated with probability 1 2 . The computational results are in Table  6 . The first column is the number of vertices, the second column is the size of the resulting SDP (4.7)-(4.8), the third column is the number of generated instances, and the last column is the minimum, median and maximum time consumed by the computer.
As we can see from Table 6 , for n = 20, solving (4.7)-(4.8) takes a couple of minutes; for n = 30, it takes about four to ninety minutes; for n = 40, it takes about twenty minutes to five hours; for n = 50, it takes about twenty five hours; for n = 60, it takes about seventy five hours. In all the instances, we get correct stability numbers via solving the SOS relaxation of (4.11). Tables 2-5 . When f (x) has degree 4 (d = 2), the computational results are in Table 7 . For n = 30, solving (4.7)-(4.8) takes a couple of minutes; for n = 40, it takes about thirty to forty minutes; for n = 50, it takes a few hours; for n = 60, it takes about six to nineteen hours; for n = 70, it takes about fifteen to thirty four hours; for n = 80, it takes about one hundred hours. In all the instances, the optimal Z * has rank one and FEC holds. The obtained solutions have tiny relative errors.
When f (x) has degree 6 (d = 3), the computational results are in Table 8 . For n = 15, solving (4.7)-(4.8) takes around seventeen to twenty six minutes; for n = 20, it takes a couple of hours; for n = 25, it takes about fifty hours. The optimal Z * now does not always satisfy FEC. When n = 10 or 15, there are some instances that their errors are relatively bigger than others. When n = 20, there are a few instances that their relative errors are significantly much bigger. This is probably due to the inexactness of their SOS relaxations. For n = 25, we have generated only one instance since its computation takes more than two days, and luckily a solution of high accuracy was found. But we should not expect this generally. When f (x) has degree 8 (d = 4), the computational results are in Table 9 . For n = 8, solving (4.7)-(4.8) takes a few minutes; for n = 10, it takes about thirty to forty minutes; for n = 13, it takes about ten to eighteen hours; for n = 15, it takes about one hundred hours. The optimal Z * usually does not satisfy FEC, and the solutions obtained have very low accuracy. For a few instances, very accurate solutions are found. However, for most instances, the obtained solutions have big errors. This phenomena is probably due to the inexactness of their SOS relaxations.
When f (x) has degree 10 (d = 5), the computational results are in Table 10 . For n = 8, solving (4.7)-(4.8) takes about thirty to ninety minutes; for n = 10, it takes about twenty five to thirty hours; for n = 11, it takes about one hundred hours. Similar to the case of degree 8, the optimal Z * usually does not satisfy FEC. For most instances, the solutions obtained have big errors. This is probably because of the inexactness of their SOS relaxations.
From the above, for randomly generated forms, we know SOS relaxation (4.2) is very successful when deg(f ) = 4 and also works well when deg(f ) = 6. However, when deg(f ) = 8 
Minimizing odd forms over unit spheres
In some applications, we might need to optimize an odd form f (x) (deg(f ) is odd) over S n−1 . This problem is usually also very difficult. Nesterov [22] proved that it is already NP-hard when deg(f ) = 3. For odd forms, SOS relaxation (4.2) can not be applied directly. However, after a reformulation, this problem is equivalent to minimizing certain even forms. Let f (x) be an odd form of degree 2d − 1, and f hmg min be its minimum on S n−1 . Let f (x, t) = f (x)t be a new even form in (x, t). Consider homogeneous optimization f hmg min := min
It was shown in [24] that
Since the formf (x, t) = f (x)t is even, SOS relaxation (4.2) can be applied to get a lower bound f hmg sos for f hmg min . Then
is a lower bound for f hmg min . When a minimizer (x,t) is obtained for (4.12), the normalization ofx/t is then a minimizer of f (x) over S n−1 .
Example 4.7. Minimize the following cubic form over S n−1
We first transform it to (4.12), and then solve its SOS relaxation by Algorithm 2.4. For n = 49, the computation takes about four hours, and the lower bound found is −124.9645 (only four decimal digits are shown). The optimal Z * has rank one, and the extracted solution (only four decimal digits are shown) is −(0.0320, 0.0344, 0.0368, 0.0394, 0.0420, . . . , 0.2304, 0.2434, 0.2600, 0.2836, 0.3238).
Its relative error is about 10 −9 . So it is a global minimizer up to a tiny numerical error.
Constrained polynomial optimization
Consider general constrained polynomial optimization
where f (x) and g 1 (x), . . . , g ℓ (x) are all multivariate polynomials and have degrees no greater than 2d. Problem (5.1) is NP-hard, even when f (x) is quadratic and the feasible set is a simplex. Lasserre's relaxation is a typical approach for solving (5.1) approximately. We refer to [5, 13, 16, 17, 34] for the work in this area. The d-th Lasserre's relaxation (d is also called the relaxation order) for (5.1) is
and g 0 (x) = 1. Then γ is feasible for (5.2) if and only if there exists
α in the way that
. . , X (ℓ) ), and define
f α x α , then γ is feasible for (5.2) if and only if there exists X satisfying
The vector b has dimension m = N (2d) − 1. Then SOS relaxation (5.2) is equivalent to
The dual of (5.5) is
Here the adjoint A * (y) has the form
Theorem 5.1. For notations defined above, it holds f con sos = −f con sdp + f 0 ≤ f con min . If SOS relaxation (5.2) is exact, then f con min = −f con sdp + f 0 . The proof is the same as for Theorem 3.1, and hence is omitted. A general approximation bound analysis for Lasserre's relaxation is given in [25] .
Algorithm 2.4 can be applied to solve the conic SDP (5.5)-(5.6). Unlike in Sections 3 and 4, there is usually no explicit formula for (AA * ) −1 in Lasserre's relaxation, and it is typically quite difficult to compute (AA * ) −1 . So we just simply use diag(AA * ) −1 as a preconditioner. Suppose (X * , y * , Z * ) is optimal for (5.5)-(5.6). Then −f con sdp + f 0 is a lower bound for the minimum f con min . The information for minimizers could be obtained from
0. When Z * 0 has rank one, f con min = f con sos and a global minimizer for (5.1) can be extracted. Actually, if rank(
for some x * ∈ R n , and hence y * α = −(x * ) α for every α ∈ U n 2d . Furthermore, the structures of Z * i implies that
. Hence, every g i (x * ) ≥ 0 and x * is feasible for (5.1). Then, for every x ∈ R n feasible in (5.1), we have
because y * is optimal and for every x feasible in (5.1)
is feasible for (5.6) . So x * is a global minimizer of (5.1). When rank(Z * 0 ) > 1, if FEC holds, several global minimizers could be extracted, e.g., by the method in [8] . Typically, FEC fails if there are a lot of global minimizers or Lasserre's relaxation (5.2) is not exact. If this happens, it is not clear how to get minimizers.
Numerical experiments
Now we present some numerical examples of applying Algorithm 2.4 to solve the conic SDP (5.5)-(5.6) which is equivalent to Lasserre's relaxation (5.2). As in Section 3.1, the computations are implemented in Matlab on the same machine. The parameters and stopping criteria of Algorithm 2.4 are also the same as there. The diag(AA * ) −1 is used as a preconditioner.
If FEC holds, we use the method in [8] to get one or several global minimizers x * ; otherwise, just set x * = Z * (2 : n + 1, 1). In either case, the relative error of x * is measured as
Note we always have f con sos ≤ f con min . If the obtained x * is feasible for (5.1), then err = 0 if and only if x * is a global minimizer. It has unit norm, and hence is feasible. Its relative error is 7 · 10 −7 . So it is a global minimizer up to a tiny numerical error. Actually all its permutations are also solutions of the same accuracy, since the objective polynomial is symmetric in x. They are obviously feasible solutions. The relative error is around 6 · 10 −7 . So they are global minimizers up to a small numerical error.
Example 5.4. Minimize the polynomial
over the hypercube [−1, 1] n = {x ∈ R n : x 2 i ≤ 1}. The degree is 4. So we apply the 2 nd Lasserre's relaxation (5.2). The resulting cone K has n + 1 blocks. For n = 50, solving (5.5)-(5.6) takes about 18 hours. The computed lower bound f con sos = −3600 (rounded to integers). The optimal Z * has rank one, and the solution extracted is (rounded to integers) (−1, −1, 1, −1, −1, 1, 1, −1, −1, 1, 1, −1 − 1, −1, −1, 1, −1, 1, 1, −1, 1, 1, −1, −1,  1, −1, −1, −1, 1, −1, −1, −1, 1, 1, −1, −1, 1, 1, 1, −1, −1, 1, 1, 1, 1, −1, −1, 1, 1, 1) .
It is clearly a feasible solution. Its relative error is zero, so it is a global minimizer. It is feasible and has zero relative error. So it is a global minimizer. 
The constraint is the unit ball defined by the standard 4-norm. The degree is 6. We apply the 3 rd Lasserre's relaxation It has unit 4-norm, and hence is feasible. The relative error is around 4 · 10 −7 . So it is a global minimizer up to a small numerical error.
Example 5.7. Consider the polynomial optimization min x∈R n 1≤i<j<k≤n
where n is an even integer. The degree is 6, and the constraint is a bi-unit ball under the 4-norm. We apply the 3 rd Lasserre's relaxation It is a feasible solution, and the relative error is around 4 · 10 −9 . So it is a global minimizer up to a tiny numerical error. 
where n is even. Since the degree is 6, we apply the 3 rd Lasserre's relaxation ( The first and second subvector both have unit 4-norm, so it is a feasible solution. Its relative error is around 5 · 10 −8 . So it is a global minimizer up to a tiny numerical error.
Sparse SOS relaxation for constrained optimization
In many applications, polynomials in optimization are often sparse. It is important to exploit sparsity for computational efficiency. We refer to [10, 12, 11, 14, 26, 29, 38] . Suppose each polynomial g j only involves a subvector x I j = {x i : i ∈ I j } for an index set I j ⊆ {1, 2, . . . , n}. Consider the sparse polynomial optimization
The sparse generalized Lagrangian function (see Waki et al. [38] ) for the above is
where φ j (x I j ) are SOS polynomials in x I j . Let {C 1 , . . . , C r } be the set of maximal cliques of a chordal extension of correlative sparsity pattern (csp) matrix of L(x, φ) (see Waki et al. [38] ). A sparse Lasserre's relaxation of order d proposed in [38] for (5.7) is max γ
. . , r, j = 1, . . . , ℓ.
(5.8)
Like the general dense case, (5.8) can also be formulated in the form of conic semidefinite optimization (2.1). For convenience, we still use the same notations as before. Note γ is feasible for (5.8) if and only if there exists X (i) (i = 1, . . . , r + ℓ) satisfying If f (x) = f 0 + α∈W f α x α , the constraint of (5.8) is equivalent to The information about minimizers would be obtained from Z * . We refer to Laurent and Mourrain [18] . Here the index set J k = {j : max(1, 3k − 3) ≤ j ≤ min(n, 3k + 2)}, and n = 100 is the total number of variables. The degree is 6. We apply the sparse Lasserre's relaxation (5.8) of order 3. Since the csp matrix here is banded, its csp graph is chordal. So the set of maximal cliques is {J 1 , J 2 , . . . , J 33 } (note J 34 ⊂ J 33 ). We apply Algorithm 2.4 to solve the resulting conic SDP (5.11)-(5.12). It takes about 15 minutes, and the computed lower bound is −194.8056 (only four decimal digits are shown). To get a minimizer, we just simply set x * i = y * e i for i = 1, . . . , n, and get the solution (only four decimal digits are shown) − 0.7066 * 2, ( 0.6394 * 3, 0.6385 * 3 ) * 16, 0.7076 * 2 .
In the above, the product a * t means a is repeated for t times in a row. The above solution has relative error around 8 · 10 −9 , so it is a global minimizer up to a tiny numerical error.
Conclusions and some discussions
This paper proposes regularization type methods for solving SOS and Lasserre's relaxations in large scale polynomial optimization. After a description of these methods for general conic semidefinite optimization, we show how to apply them in solving unconstrained, homogeneous and constrained polynomial optimization. As demonstrated by extensive numerical experiments, significantly larger problems would be solved efficiently by them. For a quartic polynomial optimization problem with 100 variables, its SOS relaxation would be solved on a regular computer, which is almost impossible by applying prior existing SOS solvers. The proposed regularization methods for solving large scale polynomial optimization are still in their very early stages. Much work need to be done for improving their practical performance. From our experience, the following issues are important.
• The performance of Algorithm 2.4 depends very much on CG iterations for solving linear system (2.9). In the inner loop, if (2.9) is solved efficiently by CG, then Algorithm 2.4 usually converges fast; otherwise, a lot of time would be spent on solving (2.9), which finally makes Algorithm 2.4 run very slow. So the conditioning of (2.9) seriously affects the performance. Generally, the accuracy parameters in Algorithm 2.4 can not be set too small.
• For unconstrained and homogeneous polynomial optimization, there are explicit formulae for the inverse (AA * ) −1 which is used as a preconditioner for solving (2.9) by CG. For constrained polynomial optimization, there is no explicit formula for (AA * ) −1 , and we just use diag(AA * ) −1 as a preconditioner. Generally, is there a better preconditioner in polynomial optimization? This is not clear for us.
• It is critical to update σ k in Algorithm 2.4. From our numerical experience, it is better to choose relatively bigger ρ if (2.9) is solved accurately by CG; otherwise, we should choose relatively small ρ. Generally, what is the best strategy for updating σ k ?
• The regularization methods in Section 3 are designed for solving general big conic semidefinite optimization (2.1). A big advantage of them is the low memory requirement for storing matrices and vectors during the computation. Generally, the computer memory could be used to a big extent for storing problem data and the computation does not require much more extra memory. Therefore, if a big SDP fits the computer memory, we can always run the algorithm while possibly waiting for a long time.
