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a b s t r a c t
We investigate probability distributions in dynamic multi-mode electromagnetic cavities,
commonly referred to as mode-stirred reverberation chambers. We show that Bessel K
and Bessel I distributions play a prominent role when a large but finite number of excited
modes, loss of energy (through aperture leakage or dissipation), or nonstationary transient
fields are involved. With the aim at reducing the number of simultaneously excited cavity
modes as much as possible while maintaining a well-characterizable quasi-random field,
measurement results indicate that single-mode stirring is feasible at certain frequencies
well below the usual ‘lowest usable frequency’ of the cavity. Distributions for nonstationary
fields are shown to allow for improved estimation of the maximum-to-mean ratio of the
received power during stepwise rotation of the mode stirrer.
© 2013 The Author. Published by Elsevier B.V.
1. Introduction
Although the propagation and scattering of time-harmonic electromagnetic (EM) waves is one of the longest and most
intensively studied topics in classical physics, its research continues to reveal new insights and unusual results, particularly
regarding ultra-wideband (UWB) modulated signals in dynamic and/or multi-path (‘complex’) EM environments (EMEs).
Depending on the topology and detailed geometrical characteristics of EMEs and their size relative to the carrier
wavelength(s), the environment may be envisaged as a complexmedium and can bemodeled as a rough surface, composite
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material, structured surface, open or closed billiard cavity, quantum dot, etc. From a system’s point of view, the EME
represents a time-variant and possibly nonlinear filter between excitation and measured fields.
Static and dynamic EM enclosures with dimensions that are exceedingly large1 compared to the wavelength have
been studied extensively under different names or implementations: overmoded cavities, untuned resonators, integrating
spheres, reverberation rooms, multi-mode channels, fading environments, echo boxes, ‘breathing’ closed or open billiards,
mode-stirred chambers, ergodic cavities, complex resonators, diffusing-wave spectroscopes, microwave ovens, etc. While
these often show differences at a technical level, their central common feature is the fact that the interior field structure
is not a ‘regular’ simple spatially harmonic pattern, as found in a single-mode waveguide or resonant cavity with smooth
and perfectly conducting boundaries, but one that shows high irregularity (including inhomogeneity) in space and time.
Early measurements [3] already demonstrated the extreme sensitivity of the interior microwave field to small geometric
perturbations of a room.
On the other hand, the area of electromagnetic compatibility (EMC) concerns itself with EM interference and coexistence
between electr(on)ic systems in the space–time–frequency domain. This involves aspects of immunity to ambient EM fields
(i.e., the ability of a system to avoid malfunctioning caused by an external field) and emission of EM energy (radiation) by
intentional or unintentional natural and man-made EM sources. Shielding offers a practical solution to problems caused
by intolerably large emissions (e.g., unacceptably high power levels or field strengths generated by radio sources) or
low immunity (e.g., vulnerability of a relatively sensitive component or subsystem to ambient fields). EM cavities and
waveguides provide such a shielded environment and, hence, they form the basis of reference sites for performing traceable
and repeatable EMC and material measurements.
Dynamic multi-mode resonant cavities, known as mode-stirred reverberation chambers (MSRCs), allow for generating
higher field strengths and measuring total emitted power, compared to other EMC test facilities such as, e.g., anechoic
chambers. However, the interpretation of test results in MSRCs requires greater care than in plane-wave anechoic
environments, because of the fundamental non-plane-wave nature of the field: due to large and irregular variation of the
multi-modal field across the cavity volume, the phase planes perpendicular to the local wave vector are severely restricted
in area. This area is typically much smaller than the aperture of any measurement instrument or test object.
Historically,MSRCs have been investigated in EMC since themid-1970s [4], following earlier developments inmicrowave
spectroscopy [5] that in turnwere based on extensive studies of acoustic roomswith rotating vanes [2,6] and sound decay in
general room acoustics [7]. There is also a large body of literature on the dynamics of fields in the presence ofmoving bodies,
including dynamic cavities, that started around themid-1960s [8]. Nowadays, MSRCs are increasingly used in the aerospace
[9], automotive [10], and telecommunications [11] applications as a robust and cost-effective alternative EMC test method,
compared to open-area test sites and (semi-)anechoic chambers. Several generic [1,12,13] and product-specific international
standards exist that prescribe validation and test procedures for MSRCs. Fig. 1 shows an experimental set-up for testing of
electronic systems in vehicles and a typical reverberation chamber for research that meets the chamber validation test
specified in [1].
Despite this large uptake, more fundamental study is required for further improvement of field characterization, with
a view to achieve greater economy in cavity shape and size (including costs of real-estate, construction and materials),
faster stirring (reduced test time), greater stir efficiency, and increased accuracy of test methods. To this end, accurate
statistical and stochastic characterization of MSRCs at relatively low frequencies is of key importance. If sufficiently large
levels of perturbation of the field could be achieved closer to the lowest resonance frequency of a MSRC, based on few-
or even single-mode excitation per stir state, then the cavity size could be kept close to a minimum. This possibility will
be investigated in this paper. Other selected areas of ongoing research are the characterization of extreme field values
(for immunity (maximum value) or fading (minimum value)), wide-band excitation (including short-pulsed radar signals),
time-domain response, alternative stirring techniques, line-of-sight propagation effects, reliability, correlation, absorption,
dynamics and transients in MSRCs, etc. All these aspects are important with a view to reducing test times, improving the
accuracy of the estimated level of uncertainty, and widening the areas of applications.
Unlike complex cavities for scalar waves (acoustic, optical, quantum resonators), the vector nature of EM waves
introduces three-dimensional (3D) partial polarization of the random field [14,15]. EM boundaries [16] and large aspect
ratios of a cavity [14] introduce statistical anisotropy, i.e., a scenario in which the angular direction and magnitude of the
local Poynting vector are not spherically uniformly distributed, when considered across the ensemble of all stir states of
the cavity. On the other hand, the much larger velocity of propagation for EM compared to acoustic waves makes dynamic
effects of propagation of transient fields less common.
2. Probability distributions of field and energy
Generally, probability density functions (PDFs) are tools for quantifying the distribution of probability for values of the
local random field across their range. While marginal PDFs describe local space–time properties, these can be combined
with an appropriately chosen family of copulas [17] to yield joint PDFs at two ormore space–time locations that characterize
space–time properties and, hence, the wave structure. With regard to immunity and shielding testing, distributions of the
1 Typically by a factor of ten or more [1], but specifically dependent on the nature of any wave diffusers used inside the cavity [2].
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Fig. 1. (a) Reverberation chamber for automotive electr(on)ic testing (courtesy General Motors Inc.). (b) Typical R& D reverberation chamber for EMC.
sample maximum and minimum values are of particular interest. Also, risk and reliability assessment metrics (e.g., mean
time to failure, first-passage time) [18] require knowledge of the PDF. By extension, PDFs of the field allow for calculating
PDFs of field-related instrumentation and EME parameters, e.g., antenna impedance [19] and cavity Q [20].
2.1. Ensemble distributions
In the absence of any deterministic field contribution, the ensemble distribution of a statistically isotropic, homogeneous,
and unpolarized analytic 3D vectorial EM free field E with time dependence exp(jωt) obeys a zero-mean circular Gaussian
ensemble distribution with standard deviation σE , on account of the central limit theorem. Each Cartesian field component
Eα of E associated with a spatial direction 1α is then also circular Gaussian, with standard deviation σEα = σE/
√
3. The
corresponding narrowband2 field Eα = E ′α − jE ′′α exhibits independent and identically distributed real and imaginary parts
(two degrees of freedom), leading to a χ22 distribution for the intensity |Eα|2 = (E ′α)2 + (E ′′α)2. More generally, for an ideal
p-dimensional random field, its intensity I = ∥E∥2 (or, by extension, its energy density U , provided that the permeability
and permittivity are homogeneous and nondispersive) exhibits a χ22p PDF, according to the model in [21,22], where it is
tacitly assumed that, for all practical purposes, the cavity interior is connected to its exterior via apertures and connectors
to make it practical, thus ‘opening’ the cavity even when deemed lossless in itself [23]. Conceiving this configuration as a
complex medium [24], these PDFs can then be expressed in self-sufficient form (i.e., involving only parameters of U itself,
rather than those of the underlying Eα) as
fU(u) = p
p/2
Γ (p)σ pU
up−1 exp

−
√
p
σU
u

. (1)
Depending on the nature of the field or on the boundary conditions (BCs), p = 1 (e.g., for the boundary electric field normal
to a plane PEC surface), p = 2 (e.g., for the tangential magnetic field parallel to a plane PEC surface), or p = 3 (several
wavelengths away from the nearest EM boundary) at a single location of the receiver. Thus, the local electric (or magnetic)
2 Due to finite losses inside a realistic cavity, the linewidth is typically small and, in any case, always nonzero.
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vector field, characterized by an amplitude and phase for each of its three Cartesian components, exhibits six DoF with a
corresponding χ26 PDF for the electric or magnetic energy U and a χ6 PDF for the field amplitude ∥E∥ [21]. The PDFs (1)
form the basis for other PDFs of energy and amplitude of the total field for anisotropic random fields [14], for example near
conducting or dielectric boundaries.
In the near field of the source, a scenario of reverberation superimposed onto a nonnegligible contribution by the
deterministic direct illumination field occurs (nonscattered plus scattered waves, i.e., DC plus noise). The Cartesian field
energy then exhibits a Nakagami–Ricem ensemble distribution [25–28], as a special case of the noncentral χ22p distribution,
fU(u) = p
p/2
σ
p
U0
up−1 exp

−
√
p
σU0
u− u0
2
 ∞
k=0
1
Γ (p+ k)Γ (k+ 1)

u0
√
p
2σU0
u
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√
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u
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−
√
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σU0
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Ip−1

2
√
pu0
σU0
u

, (2)
with (dimensionless) noncentrality u0
1= 2pℓ=1 δ2ℓ , far-field standard deviation σU0 1= σU(u0 = 0), and with Ip−1(·)
representing a modified Bessel function of the first kind of order p − 1. Physically, (2) is the PDF of the energy U =2p
ℓ=1(Zℓ + δℓ)2 of the overall EM field, exhibiting p complex-valued components that consist of standardized in-phase
and quadrature randomly scattered (fully stirred, far) field components Zℓ superimposed onto corresponding standardized
line-of-sight (unstirred, near) field components δℓ.
2.2. Sampling distributions
In a complex cavity of volume V , the ensemble distributions are approached asymptotically in the limit λ/V 1/3 → 0 for
wavelengths λ 1= 2πc/ω. An ensemble distribution assumes that an infinite number of independent samples N (number
of degrees of freedom) can be generated. At nonzero wavelengths inside a finite-sized cavity, this is an idealization: the
ratio λ/V 1/3 → 0 is nonvanishing due to the finite spatio-temporal correlation length at these wavelengths, whence N
is necessarily finite. Therefore, for comparison between theory and measurement, the PDF of the interior field should be
modeled as sampling distributions associated with the ensemble PDFs that are valid for N → +∞ only. The infinite ‘pool’
from which any finite-sized physical cavity extracts its finite-sized samples of independent stir states is formed by the
infinite ensemble of statistically equivalent cavities, encompassing but extending beyond the cavity of interest.
Apart from its mathematical effect on the measured probability distribution and field uncertainty, the finiteness of N
also affects observed nonlocal physical properties of the field that constitute the overall wave structure, such as the degree
of statistical space–time homogeneity, for example. Indeed, by the central limit theorem, the width of confidence intervals
is asymptotically proportional to N−1/2. Hence, when collecting N samples out of an ideal homogeneous field at different
space–time points, and considering these samples as resampling sets, these will inevitably exhibit some level of grained
structure (space–time inhomogeneity) across the sampled space–time region. The observed fieldwill therefore exhibit some
nonzero level of statistical contrast across space–time that increases with decreasing N . Similar considerations apply to
sampling for all other ‘ideal’ statistical properties of the ensemble random field, i.e., its incoherence, uniform3Dpolarization,
isotropy, etc., in addition to homogeneity. Local averaging [29] offers a framework for systematically quantifying their
approaches to delta distributions as a function of increasing N . Moreover, resampling effects manifest themselves in the
nugget effect [30].
Generally, if the ensemble PDF of E is p-dimensional circular complex Gauss normal N(µE, σE) with σE = σE′ − jσE′′ =
σE′(′)(1− j), centered around a mean µE = µE′ − jµE′′ with sample valuesmE = mE′ − jmE′′ , then it follows that E has the
sampling PDF [31]
fE′(′)(e
′(′); pN) = CE′(′)
σE′(′)
 +∞
−∞
e′(′) −mE′(′)  pN2 −1
× exp

−pN

mE′(′) − µE′(′)
2
2 σ 2
E′(′)

K pN
2 −1

pN − 1 |e
′(′) −mE′(′) |
σE′(′)

dmE′(′) , (3)
with normalization constant CE′(′) . In the far field, i.e., at distances of several wavelengths from the EM source where direct
illumination is much weaker than statistically random scattering, one obtains an unbiased random field, i.e., µE → 0 and
hence mE → 0. In this case, it has been shown that E, ∥E∥, and U ∝ ∥E∥2 exhibit Bessel K sampling distributions. For
example, for U [31–33],
fU(u;N) = CU
σU

u
σU
 p(N+1)1
2 − 54

Kp(N−1)− 12

2

√
p

pN − 1
2

u
σU

, (4)
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with normalization constant CU . Physically, N corresponds to the number of partial fields that constitute the local field. It is
associated with different concepts depending on whether a modal, plane-wave, or other type of field expansion is used.
Eq. (4) belongs to McKay’s class of Bessel K distributions [34]. While such distributions have been proposed previously
based on ad hoc assumptions and used successfully in several applications for a long time (see [32] for a brief overview),
an underlying physical model [32,33] and the realization of their statistical significance as sampling distributions for Gauss
normal, χ , and χ2 ensemble distributions has not been forthcoming until recently [31]. This now places them on a firm
andmore general footing by explicitly showing their relationship to latent Gauss normal distributions, while still remaining
subordinate to the more general distribution (3).
Separately from the sample-statistical picture, the Bessel K distribution for U was derived previously [32] based on a
physical–statistical Bayesianmodelwhereby the conditional PDFof the boundary fieldwas assumed a priori, as an alternative
to assuming a negative binomial PDF for N . The two approaches can of course be unified, by noting that the statistics of the
interior field are governed by the EM BCs: each new stir state (configuration) leads to new sample values of the local interior
field. The Bayesian approach uses the samplemean and/or sample standard deviation of the fields scattered by the boundary
as prior information to fixate the field distribution itself.
2.3. Measurement results
Fig. 2(a) shows sample measured stir traces for the received power associated with a Cartesian component (P = Pα) and
with the total (vector) field (P = Pt) inside a room-sizedMSRC (volume V = 133m3) as a function of angular position. These
traceswere obtained by rotating the paddlewheel across 1000 equidistant discrete angular steps for a fixed antenna position
and orientation, taking one measurement at each angle. A dwell time of 10 s was observed between steps, in order to allow
for mechanical and EM transients to die away before recording the measured steady-state values. Power was transmitted
and measured using nominally identical biconical antennas. The magnitude of the total field was measured using a three-
axis field probe. All sensors were impedance matched to free space (η0 = 377 ). These sensors, connected via coaxial
cables through two small apertures in the walls, constitute EM ‘keyholes’ for radiation in and out of the cavity’s interior.
According to the validation procedure in [1], this MSRC has a lowest useable frequency of around 170 MHz.
Fig. 2(b) and (c) show associated measured CDFs at 990 MHz (λ/V 1/3 = 0.059) and at 52 MHz (λ/V 1/3 = 1.124),
respectively, for the energy associatedwith threemutually orthogonal Cartesian field components (U = Uα;α = x, y, z) and
the vector field itself (U = Ut). These CDFswere obtained by integration of themeasured data in Fig. 2(a) after normalization.
Fig. 2(b) shows excellent agreement at 990MHz between themeasured CDFs, ideal ensemble χ22p CDFs, and sampling Bessel
K CDFs for a value N = 112 estimated from the data using the moment method [32]. The frequency 52 MHz is close to
the fourth resonance of a corresponding ideal rectangular cavity with the same linear dimensions (f2,1,0 = 52.49 MHz).
This resonance was clearly discernable in a frequency sweep at a fixed stir state with receiver bandwidth of 500 kHz. Upon
rotating the paddle wheel, this produces a stirred single mode. Since the (2, 1, 0) mode does not exhibit spatial variation
in the z-direction, the associated energy fluctuations in this direction are those for a Gaussian white noise field: hence
the much closer agreement to a χ22 CDF for Uz compared to Ux and Uy. From the Ux data for a single stir trace, a point
estimation of N at 52 MHz based on the method of moments gave N = 1.97. This value can be adjusted downward to
the center of a 95% confidence interval 1.47 ± 0.56 obtained from 210 empirical CDFs for Ux and Uy, measured across
five sensor locations at 21 frequencies from 30 to 70 MHz in steps of 2 MHz. A reasonable agreement3 across most of
the energy range is observed in Fig. 2(c) and Fig. 3, although notable discrepancies with the theoretical Bessel K CDF
remain, particularly at relatively low energy values. These are not unexpected, when considering the variability inmeasured
empirical distributions measured at a single sensor location. As is well known, any single realization (here, sample of the
sampling CDF) obtained by simple random sampling acquires a sampling error, while the theoretical Bessel K sampling CDF
corresponds to an infinite number of realizations of this CDF for a fixed sample size of N independent samples (energy
values). This sampling error scales according to N −1/2, yielding smaller sample variations and discrepancies at higher
frequencies.
For the case where λ/V 1/3 ≪ 1, ample independent experimental confirmation of the PDF exists, also based on
impedance-matched antennameasurements, e.g., [4,21,36–38]. On account of ergodicitywith respect to first-order statistics
(to be verified on a case-by-case basis with the aid of the Cesàro integral for the covariance), the same ideal χ22p distribution
would be obtained when varying spatial position of the sensor at an arbitrary stir state.
The heavier tail of the Bessel K sampling PDFs offers low DoF caused by low numbers of modes or independent spectral
plane-wave components as one possible physical explanation for the appearance of outliers in empirical CDFs [21]. These
cannot be explained on the basis of ideal ensemble PDFs for pointmeasurements. However, heavier tailsmay also have other
origins. For example, local averaging [39] is another source of increased probability of extreme values, after standardization.
Moreover, compound exponential (CE) PDFs
fU(u) =
p
i=1
βi
αi
exp (−αiu) (5)
3 Proper comparison dictates a goodness-of-fit test of hypothesis for the PDF or CDF with an appropriately chosen significance level [28,35].
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Fig. 2. (a) Received power Pα and Pt inside anMSRC across 1000 equidistant stir angles at f = 990MHz for an arbitrary Cartesian field component and for
the total (vector) electric field, respectively. (b), (c) Theoretical ideal χ22p ensemble CDFs (dotted lines), theoretical Bessel K sampling CDFs (dashed lines),
and measured CDFs (solid lines) for energy U = Uα or U = Ut: (b) multi-mode operation at λ/V 1/3 = 0.06 (f = 990 MHz), (c) single-mode operation at
λ/V 1/3 = 1.12 (f = 52 MHz).
arose in [14] (see that paper for definitions ofαi andβi), on the basis of partial 3Dpolarization of randomEM free fields.While
CE PDFs also produce better agreement with experiment compared to χ26 PDFs at relative long wavelengths, their origin
lies instead in the statistical anisotropy in random fields (especially near deterministic [16,40–42] and stochastic [43–47]
EM boundaries), unlike Bessel K PDFs that do not discriminate between spatial directions (although a generalization to
statistically anisotropic fields exists [32, App. III]). For a comparison between CE and Bessel K distribution for experimental
data, see [14, Figs. 16 and 17]. Thus, CE and Bessel K PDFs tackle different aspects of imperfect EM reverberation.
By contrast, leakage (including absorption) leads to thinning of the tails of the PDF: in [48], ideal negative exponential
χ22 and Porter–Thomas χ
2
1 PDFs were mixed to model partially opened resonators to account for ohmic losses, aperture
leakage, sensor impedance mismatch, and other forms of energy loss. The linear mixture distribution provides a crossover
from regimes ofweak to strong couplingwith the cavity’s exterior. This distributionwas constructed by introducing a tuning
parameter δ 1= 2[σE′ασE′′α/(σ 2E′α +σ 2E′′α )]2 as a degree of cavity closure, to allow for graduation of distributions away from a χ21
PDF for a fully closed and lossless cavity (δ = 0) toward a χ22 PDF for a fully opened multiple-scattering system (δ = 1/2),
yielding [48, Eq. (13)]
fUα (uα; δ) =
1√
2δ
exp

−uα
2δ

I0
√
1− 2δ
2δ
uα

, (6)
which corresponds to a McKay Bessel I distribution of order zero [34].
Fig. 3 compares empirical complementary CDFs for Uα with the theoretical Bessel KN−(3/2) PDF (4) versus Bessel I PDF
(6) at 52 MHz. The results confirm that, for this configuration and frequency of operation, (4) with N = 1 . . . 1.5 provides a
better fit than (6) across the entire range of Ux,y/⟨Ux,y⟩, even compared to a hypothetical fully closed billiard (δ = 0), despite
the fact that the antenna loading and, hence, leakage from the chamber is considerable at this wavelength. (In general,
Qantenna = 16π2V/λ3 for a fully efficient and polarization-matched antenna [1].) Thus, the effect of the strongly limited
number of participating modes (N ∼ 1) overcompensates all EM loss effects on the PDF, as collected by leak channels [23]
on the PDF. In general, it is necessary to account for both the finiteness of the number of degrees of freedom and the
nonvanishing leakage, both producing opposing effects on the PDF.
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Fig. 3. Comparison of theoretical (Eq. (4) versus (6)) and measured complementary CDFs for energy of Cartesian field components for single-mode
operation at λ/V 1/3 = 1.12 (f = 52 MHz).
3. Cavity dynamics
3.1. Conditions for quasi-stationarity in mode-stirred operation
The hallmark of an MSRC, which distinguishes it from a mere generator of a sample set of discrete cavity states
when the mode stirrer is moved stepwise (‘‘mode-tuned’’ operation), is the effect of continuous rotational or translational
motion of the stirrer (‘‘mode-stirred’’ operation) or other mechanism of analog tuning on the cavity field, thus producing
a time-continuous stochastic process. Fundamental properties of MSRCs resemble those of time-varying closed or partially
opened 3D billiards [49,50]. At each stir state, the process elects a finite sample set of specific (complex) eigenmodes or
(in)homogeneous plane waves to participate in and contribute to the instantaneous field. Since the concept of eigenmodes
implies the configuration to be in a steady state (because of the time–frequency dichotomy), the modal picture has to be
abandoned in favor of a description based on an angular plane-wave spectrum for nonstationary plane waves (i.e., waves
with time-varying parameters) [40,51]. In terms of spectral changes, however, it is still useful to think of these waves as
forming standing waves and modes. For example, by measuring the rate of change of modal eigenfrequency per unit of
quasi-static rotation angle, one gets an indication of which eigenfrequencies are rapidly or slowly shifting [32, Section V]. Of
course, this sensitivity of eigenvalues in itself does not provide information on the pertinent rate of change of the eigenmode
(eigenfunction), i.e., the spatial wave structure.
In free space, nonrelativistic speeds v have a negligible effect on EM effects because of the smallness of the ratio v/c .
In a resonant cavity, however, the speed of motion must also be compared to the rate of change caused by any other
dispersive process involved. The two main time scales are the average energy decay or relaxation time of the (static)
resonator τ = Q/(2π f ) and the autocorrelation time of the stir process, τρ . This relaxation τ is usually several orders
of magnitude longer than the delay 1/f . Furthermore, when using additional instrumentation, the overall time constant
τRx of the receiver system (including sensor, analyzer, cables, etc.) must be small relative to τ in order to faithfully capture
the variations of amplitude and phase due to stirring. Finally, any additional test object inside the MSRC has its own time
constant that must be taken into account similar to τRx. As a sufficient condition, quasi-stationary operation of the MSRC
thus requires each excited cavity mode to vary quasi-statically, such that
f −1 ≪ τRx ≪ τ ≪ τρ . (7)
For more stringent waveform analysis, one requires τRx ≪ f −1 ≪ τ ≪ τρ .
By considering each mode as a second-order resonant filter for a (mechanically) static input signal transformed into a
stirred field and using an extension of the theory of frequency modulation, a conservative upper bound for the maximum
instantaneous rate of rotationΩ of a paddle wheel can be established. A detailed analysis shows that, for a stirrer producing
N uncorrelated field states inside a cavity of volume V and neglecting dispersive effects by instrumentation or test objects,
an upper bound for quasi-static stirring is given by [1,52]
Ω <
c3
8f 2
√
NV
. (8)
Similar considerations apply to so-called electronic stirring, in which no mechanical changes occur but where instead
field changes are effected by varying the electrical or field parameters, e.g., frequency stirring [53], source switching [54],
etc. This leads to an upper bound for the maximum quasi-static scan rate for a frequency sweep. The minimum time for a
linear scan across a frequency interval [f0, f1] in a cubic cavity of side length a, wall conductivity σw , and permeabilityµw is
found to be [55]
Tmin = a
2µ20σw
12µw
ln

f1
f0

. (9)
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3.2. Nonstationary operation
3.2.1. Fokker–Planck equation for evolution of a transient PDF
Nonstationary effects are especially prominent during transitions between rest states (discrete angular positions) in
a mode-tuning process, when instantaneous acceleration plays a central role. Here, the statistics of the instantaneous
modulation indexM(t) = I˙(t)/I(t)with reference to the field intensity I(t) = |E(t)|2 are a key metric, because its gradient
M˙(t) can be interpreted as ameasure for nonstationarity [56]. Nonstationary effects caused by transients during themotion
of the paddle wheel are difficult to avoid in practice. While procedures have been proposed to switch off the RF power
during such transitions in a controlled manner (source blanking [57]), this is not always feasible (for example in emissions
testing), and the switching process produces, in any case, other types of transient (nonuniform decay), as is well known from
acoustic reverberation [7]. ‘Slow’ continuous rotation at constant speeds avoids start/stop transients, but this alternative is
not applicable to testing of digital systems with relatively long duty cycle times, as the test field level cannot be guaranteed
during continuous rotation. Changes due to variable rotation speed in continuous-rotation mode have been investigated
in [58,59].
Theoretically, second-order statistics of transients of this nature can bemodeled approximately as underspread processes
in the time–frequency domain [60]. Physically, the instantaneous nonstationary field evolves through a sequence of
‘‘slipping’’ stir states [61,62], and it can be modeled physically as a random-walk process with continuously relaxing phases
and magnitudes (with average time constant τ ) as its steps, defined by the parameters of the time-varying plane-wave
components. The temporal evolution of the transition PDF (TPDF) fUα

uα, t|uα0 , t0

is governed by a Fokker–Planck PDE. For
a Cartesian analytic EM field Xα along 1α (α = x, y, z) with variance σ 2Xα per Cartesian component having associated energy
density Uα at time t , with initial value uα0 ≡ uα(t0) at t0, one obtains [61]
∂
∂t
fUα

uα, t|uα0 , t0
 = 2σ 2Xα
τ 2
∂2
∂u2α

uα fUα

uα, t|uα0 , t0

− 2
τ

σ 2Xα
τ
− uα0

exp

−2 (t − t0)
τ

∂
∂uα
fUα

uα, t|uα0 , t0

. (10)
After calculation, its solution can be expressed as a Bessel I distribution of linearly time-varying order ν(t):
fUα

uα, t|uα0 , t0
 = τ 2
2 (t − t0) σ 2Xα

uα
uα0
ν(t)
exp

−τ
2

uα + uα0

2 (t − t0) σ 2Xα

Iν(t)

τ 2
√
uα uα0
(t − t0) σ 2Xα

, (11)
where
ν(t) 1= −uα0τ
σ 2Xα
+ 2(t − t0)uα0
σ 2Xα
− 2(t − t0)
τ
. (12)
The TPDF (11) is strictly valid for (t − t0)/τ ≪ 1 only, although in the limit of perfect reverberation ((t − t0)/τ → +∞)
the negative exponential χ22 TPDF is retrieved, as expected whereas in the diffusion limit ((t− t0)/τ → 0), a normal TPDF is
obtained. (Note that for τ ≠ 0, this TPDF –while still involving power functions, negative exponential, and Bessel I functions
– is no longer of McKay type (in the variate
√
uα), because the exponential depends on uα instead of
√
uα .) Corresponding
results for the TPDF of the total energy densityUt and amplitude
√
Ut, togetherwith plots of diffusive fUα (uα, t) and fUt (ut, t),
can be found in [61].
3.2.2. Experimental results: transient maximum power and PDF evolution during stepping transitions
The time-varying distributions associated with different age during step transitions can be analyzed statistically based
on a large sample set of transitions. Details of the procedure are given in [58,63]. Fig. 4(a) shows typical measured CDFs of
the measured received power p(t) during step transitions. During the transition (0 < t < 5 s), the values of p(t)/⟨P(t)⟩
when the CDF FP(t)[p(t)] is close to 1 are seen to fluctuate above and below the corresponding steady-state values (i.e., when
t > 8 s). This suggests that the CDF changes between being long tailed (as in Fig. 2(c)) and short tailed. Correspondingly,
the number of dynamic degrees of freedom Nind(t) (which represents the number of statistically independent sample sets
of N(t) partial fields generated during the stirring process) fluctuates during the transition, below and above its steady-
state value Nind(t → +∞). In particular, the short-tailed distribution as a dynamic artefact cannot be explained by merely
associating the value of Nind(t) with that of N(t), because an ideal χ22 PDF already corresponds to the maximum value of
N per cavity state, i.e., N →∞. Using different instrumentation, similar short-tailed distributions have been measured, in
mode-tuned operation during the leading-edge phase in pulsed excitation [63, Fig. 4] and in mode-stirred operation [56,
Fig. 7a]. Thus, while random Nind and N may be expected to have strongly correlated fluctuations, their actual values at any
instant of time may be significantly different.
Fig. 4(b) compares measured values of the transient maximum-to-mean ratio of the received power during angular step
transitions. Also shown are predicted results for the expected value of this ratio, based either on an assumed ideal χ22 latent
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Fig. 4. (a) CDF of received power during stepping transients. (b) Measured versus estimated maximum-to-mean ration of received power at 1 GHz, based
on 100 angular steps (∆θ = 3.6°) with motor parameters A = 10 motor steps/s2 , B = 600 motor steps/s, V = 2000 motor steps/s, and M = 400 motor
steps/transition. (c) Effect ofmotor acceleration rate A on themeasuredmaximum-to-mean ratio, comparedwith its expected values during stir transitions
at 1 GHz, with B = 600 motor steps/s, V = 2000 motor steps/s, andM = 400 motor steps/transition.
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PDF orwith the aid of (11). The equivalent number of uncorrelated stir statesNind(t)was estimated from the autocorrelation
function of the data, representing the correlation coefficients as a function of age t during the transition. For idealχ22 PDFs but
empirically estimatedNind(t) and instantaneousmeanm(t), the result is shown as a blue dotted curve. It yields a reasonable
estimate for the steady-state mean value of the actual measured ratio (shown as a black solid curve), bearing in mind the
sample-statistical nature of this average. However, this estimate shows poor tracking during the state transitions, because
m(t) fluctuates relatively strongly (of the order of about 10%; see [58, Fig. 6]). Use of the empirical PDF of U(t) (red dashed
curve) leads to a more accurate estimate of the average maximum-to-mean ratio and its variation during the transition,
both qualitatively and quantitatively, although very sharp transitions can still not be tracked faithfully. This suggests that
themethod of estimatingNind(t)maynot be sufficiently accurate in this case. Finally, using the evolutionary TPDF (11) (green
dash–dotted curve) gives better qualitative and quantitative agreement than using the χ22 PDF, but it tracks the measured
ratio less well than the empirical PDF-based estimation, because the use of the cavity’s average decay constant τ produces
smoothing of transitions between instantaneous TPDFs. However, the marked improvement over raw χ22 -based estimation
during the transition is apparent.
To summarize, comparing the different estimation methods indicates that the precise characterization of the TPDF is
more important than an accurate estimation of the number of degrees of freedom, at least as far as estimating the dynamics
of the maximum-to-mean ratio is concerned.
Fig. 4(c) compares themaximum-to-average ratios for differentmotor accelerations during stir transitions. Interestingly,
smaller motor accelerations give rise to smaller measured transient maximum-to-average ratios. Also, excessively large or
small acceleration lead to less precise estimates.
When considering cavity dynamics in the undermoded regime, the earlier sampling PDFs (3) or (4) then replace the χ22
PDF, as a more accurate basis for estimating the maximum values and their PDF during transitions. This then leads to one
or more additional instantaneous parameters that need to be estimated together with Nind(t) simultaneously, i.e., N(t) in
the case of an underlying Bessel K sampling PDF. Measured results for the undermoded regime (see [58, Fig. 10]) indicate
even more strongly and rapidly fluctuating extreme values during step transitions than those in Fig. 4(b). This suggests
that interactions between N(t) and Nind(t) strongly affect the PDF of the maximum value during the transitions. The quasi-
jump-like changes at low frequencies have been likened to and explained as a ‘crackling’ effect caused by relatively low and
varying numbers of participating modes in the transient process [58].
Different application areas focus on different statistics of MSRCs. For example, while emissions and immunity/shielding
testing in EMC is primarily concernedwith the distribution of the sample average and samplemaximum value, respectively,
a key aspect in wireless communication is that of the fading of signals due to destructive interference in multi-path
propagation, leading to analysis of the sample minimum value. This has been studied in the context of generalized extreme
value (GEV) distributions [64,65].
3.2.3. Number of degrees of freedom: N versus Nind
While both N(t) and Nind(t) denote individual numbers of degrees of freedom for the random field, from a physical
point of view they represent different quantities, because they are related to static and dynamic properties of the cavity,
respectively. Specifically, N(t) represents the number of superimposing partial fields per stir state at t , whereas Nind(t) is
the number of independent sets of such partial fields across the stirring process, when grouped per stir state.
The questions whether and how N(t) and Nind(t) are related, qualitatively and quantitatively, requires further
investigation and may need to be answered on a case-by-case basis. In most practical scenarios, N(t) and Nind(t) tend
to be strongly positively regressing, because they are linked via frequency as a latent regressor. However, this may
be a manifestation of Yule’s so-called nonsense correlation [66, pp. 266–268], which can be understood as follows. At
wavelengths that are short compared to the size of the cavity, perturbations of eigenmodes are sensitive to changes in
stir state, yielding large values of Nind(t), whilst the relatively large mode density and modal overlap at such wavelengths
produces high values of N(t) irrespective of the change in stir state. However, at least theoretically, scenarios can be
envisaged in which N(t) and Nind(t) need not be correlated. For example, wideband excitation and reception inside a
cavity at relatively low frequencies may involve a relatively large set of N participating modes, each of which might be
almost insensitive to changes in the stir state at such frequencies, e.g., because these changes involve only electrically small
displacements in mechanical stirring. In the limit of complete insensitivity of this kind, this yields vanishing correlation
between N(t) and Nind(t) (i.e., an indeterminate slope of the line of regression of N on Nind). Similarly, but at the other
extreme, the results of Section 2.3 have shown that even a single mode may be sufficiently strongly perturbable to generate
a relatively large set of Nind(t) significantly different power values, each resulting from the superposition of N partial fields,
to produce an empirical CDF close to the sampling PDF for this N , even when N ∼ 1 (indeterminate slope of the regression
line of Nind on N). These arguments hold a fortiori when either N(t) or Nind(t) strongly fluctuates with stir state while the
other quantity remains constant during stirring, but not necessarily small in value.
4. Conclusions
Determination of the PDF is fundamental to any statistical characterization of local space–time properties, beyond the
limited determination ofmean value and standard deviation. This paper has shown the importance of the role of the number
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of degrees of freedom governing this PDF, particularly for low-dimensional and/or dynamical resonant systems operated
in the ‘mid-frequency’ range. Depending on the particular scenario, this number corresponds to the ‘static’ cardinality, N ,
of the set of contributing resonant partial fields (i.e., cavity modes or pairs of standing plane waves) or to the ‘dynamic’
number, Nind, of statistically independent sets of such fields generating a time series. All quasi-stationary stirring processes
investigated here can be characterized by one or other type of McKay’s Bessel function PDFs, while the nonstationary case
exhibits a Bessel function PDF different from McKay’s classes. Other nonstationary scenarios in dynamic resonant EMEs
remain to be investigated.
Measurement results for the strongly undermoded regime (i.e., λ/V 1/3 ∼ 1, where N ∼ 1) demonstrate that the
dynamics of few-mode or even single-mode stirring, despite being much less efficient than in the case when N ≫ 1, can
still be modelled accurately with the aid of the same Bessel K PDFs as for multi-mode fields, but inevitably with larger
uncertainties for the fields and for the parameters of the empirical sampling distributions. Moreover, analysis of transient
fields indicates a substantial dissociation between N and Nind. Thus, few-mode or single-mode stirring is feasible, at least
at certain frequencies well below the commonly defined lowest usable frequency [1]. However, at certain low frequencies,
the deviations of the empirical CDF from a Bessel K CDF can be considerable because of possible mode rigidity with respect
to stirring. Further investigation is required to establish more precise and generic conditions regarding the validity of this
modeling, particularly with regard to the role of spatial inhomogeneity in the characterization of the distribution.
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