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DECOMPOSIBILITY AND NORM CONVERGENCE
PROPERTIES IN FINITE VON NEUMANN ALGEBRAS
KEN DYKEMA∗, JOSEPH NOLES†, AND DMITRIY ZANIN§
Abstract. We study Schur-type upper triangular forms for elements, T , of
von Neumann algebras equipped with faithful, normal, tracial states. These
were introduced in a paper of Dykema, Sukochev and Zanin; they are based on
Haagerup–Schultz projections. We investigate when the s.o.t.-quasinilpotent
part of this decomposition of T is actually quasinilpotent. We prove impli-
cations involving decomposability and strong decomposability of T . We show
this is related to norm convergence properties of the sequence |Tn|1/n which,
by a result of Haagerup and Schultz, is known to converge in strong operator
topology. We introduce a Borel decomposability, which is a property appro-
priate for elements of finite von Neumann algebras, and show that the circular
operator is Borel decomposable. We also prove the existence of a thin-spectrum
s.o.t.-quasinilpotent operator in the hyperfinite II1-factor.
1. Introduction
The spectrum of an operator on Hilbert space provides important information
about it. Even better is when the operator can be decomposed into pieces using
parts of the spectrum. The Spectral Theorem for normal operators is a strong
example of this sort of result. For non-normal operators, the situation is more
complicated. In the finite dimensional case, we have the Jordan Canonical Form
of an operator and the related upper triangular form due to Issai Schur. In the
infinite dimensional case, there are various classes of operators that enjoy nice
decomposition properties involving spectrum. See the book [14] for an excellent
treatment. We will be interested in the decomposable operators, a notion introduced
by Foias¸ [8] (see §2.3 for a definition).
L. Brown [1] introduced his spectral distribution measure for an arbitrary opera-
tor T in a tracial von Neumann algebra, by which we mean a von Neumann algebra
M equipped with a normal, faithful, tracial state τ . This measure, now known as
the Brown measure of T ∈M, generalizes the spectral counting measure (weighted
according to algebraic multiplicity) for matrices and the usual distribution (i.e., τ
composed with spectral measure) for normal operators. One issue of interest is that
the support of νT is always a subset of the spectrum σ(T ), but need not be equal
to it.
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Haagerup and Schultz [11] proved existence of analogues of generalized eigenspaces
for operators T in tracial von Neumann algebras. Given a Borel subset B of
the complex numbers, they found a T -hyperinvariant projection P (T,B) satisfy-
ing τ(P (T,B)) = νT (B) and splitting the Brown measure according to B and its
complement. For a precise statement see Theorem 2.1.3
In [5] and [15], Sukochev and the authors constructed upper-triangular forms for
operators in tracial von Neumann algebras. These decompositions are of the form
T = N +Q, where N is normal, Q is s.o.t.-quasinilpotent, and T and N have the
same Brown measure. The constructions generalize the Schur upper triangular form
of an n×nmatrix. The normal partN is constructed as the conditional expectation
of T onto an abelian algebra generated by an increasing net of Haagerup-Schultz
projections of T . In this paper, we will be concerned only with the upper triangular
forms T = N + Q arising from continuous spectral orderings. See §2.2 for more
details.
Recall, for a bounded operatorA on a Hilbert space, the notation |A| = (A∗A)1/2
for the positive part of A. A bounded operator Q on Hilbert space is said to be
s.o.t.-quasinilpotent if |Qn|1/n converges in strong-operator-topology to 0 as n→∞.
A principal motivation for studying these operators is the characterization, proved
by Haagerup and Schultz [11], that, for elements of a tracial von Neumann algebra,
being s.o.t.-quasinilpotent is equivalent to having Brown measure concentrated at
0.
The principal results of this paper were motivated by the following question:
Question 1.1. Given an element T in a tracial von Neumann algebra and a Schur-
type upper-triangular form T = N +Q from [5], under what circumstances is the
s.o.t.-quasinilpotent operator Q actually quasinilpotent?
We give a partial answer to this question in terms of decomposability. First of all,
it should be noted that Haagerup and Schultz proved in [11] that their projection
P (T,B) has range space equal to the closure of the local spectral subspace of T for
B. We use this, together with a characterization of decomposability due to Lange
and Wang [13] to find a characterizations of decomposability for an element T ∈ M
in terms of spectra of compressions of T by certain projections involving Haagerup–
Schultz projections of T — see Proposition 3.1. An operator on Hilbert space is
said to be strongly decomposable if its restrictions to local spectral subspaces for
closed subsets of C are all decomposable. In Proposition 3.3, we characterize strong
decomposability in terms of spectra of compressions of T .
Our main result, Theorem 4.3, includes the implications, for an operator T ∈ M,
T is strongly decomposable
⇓
in every Schur-type upper triangular form T = N +Q
from a continuous spectral ordering, Q is quasinilpotent
⇓
T is decomposable.
We also relate Question 1.1 to certain norm convergence properties involving
positive parts of powers of T . In [11], Haagerup and Schultz show that whenever
T is an operator in a tracial von Neumann algebra, the sequence |T n|1/n has a
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strong operator limit as n→∞, and that the limit is determined by the Haagerup-
Schultz projections of T associated with disks centered at 0 (see Theorem 2.1.7
below). This result motivates our next definition, which generalizes the property
of being quasinilpotent.
Definition 1.2. An operator T in a C∗-algebra has the norm convergence property
if the sequence |T n|1/n convergent in norm. Assuming the C∗-algebra is unital,
we say that T has the shifted norm convergence property if T − λ1 has the norm
convergence property for every complex number λ.
A naive guess is that the answer to Question 1.1 is: Q is quasinilpotent if and
only if T has the norm convergence property. However, this is not correct, as we
show by explicit construction of a counter-example in Example 6.6. A less naive
guess is that Q is quasinilpotent if and only if T has the shifted norm convergence
property. This may be true and, in Theorem 4.6, we prove it is true when the
Brown measure of T has totally disconnected support. Furthermore, our main
result proves the implication, for general T ∈M:
T is decomposable.
⇓
T has the shifted norm convergence property.
We also, in Section 3, introduce a stronger version of decomposability called Borel
decomposability (see Definition 3.9) that is appropriate to elements of finite von
Neumann algebras and natural in connection with Brown measure and Haagerup–
Schultz projections. We show that the DT-operators of [3], including Voiculescu’s
circular operator, are all Borel decomposable.
We now turn to the topic of the spectrum of an s.o.t.-quasinilpotent operator. It
follows from Remark 4.4 of [1] that, for a general element of a tracial von Neumann
algebra, every connected component of the spectrum must meet the support of the
Brown measure; thus, the spectrum of an s.o.t.-quasinilpotent operator must be a
closed, connected set containing 0.
In the course of these investigations, we also gain knowledge about operators
that are s.o.t.-quasinilpotent but not quasinilpotent.
A natural example of an s.o.t.-quasinilpotent operator that is not quasinilpotent
is provided by the direct sum
Q = ⊕∞n=1Jn ∈
∞⊕
n=1
Mn(C), (1)
where Jn is the n × n Jordan block. Note that this can be realized inside the
hyperfinite II1-factor. Since Q has the same ∗-distribution as eiθQ for every real
θ (i.e., its ∗-distribution is invariant under rotation), and since the spectral radius
of Q is easily computed to be 1, we have that the spectrum of Q is the unit disk
centered at the origin.
Also the examples of s.o.t.-quasinilpotent operators found in [4] that are not
quasinilpotent clearly have ∗-distributions that are invariant under rotations and,
thus, have spectra that are disks centered at the origin. Prior to this writing,
every example of such an operator which has appeared in the literature or could be
constructed therefrom using holomorphic functional calculus, has had a spectrum
with non-empty interior. In Theorem 5.2, we construct an s.o.t.-quasinilpotent,
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non-quasinilpotent operator having thin spectrum (i.e., contained in an interval).
This example is, in turn, used in the aforementioned Example 6.6.
The contents of the rest of this paper are as follows. In Section 2, we provide
some necessary background. In Section 3, we characterize decomposability and
strong decomposability for elements of finite von Neumann algebras in terms of
spectra and Haagerup–Schultz projections. We also introduce the notion of Borel
decomposability and provide some examples. Section 4 states and proves our main
result and some related results, and asks some related questions. Section 5 contains
the construction of an s.o.t.-quasinilpotent operator with thin spectrum. Section 6
concerns norm convergence properties for s.o.t.-quasinilpotent operators. Section 7
focusses on elements having finitely supported Brown measure, culminating in The-
orem 7.3, giving several equivalent characterizations for such elements.
2. Preliminaries and notation
Throughout the paper, the following notation and language will be used: the
word trace will refer to a normal, faithful, tracial state. M will be a von Neumann
algebra of operators on a Hilbert space H and having a fixed trace τ . Unless
otherwise specified, T will be an element of M and then σ(T ) will denote the
spectrum of T . Finally, we use the standard notations: C is the complex plane, D
is the open unit disk in C centered at the origin, and T is the unit circle, namely,
the boundary of D.
2.1. Brown measure and Haagerup-Schultz projections. In [1], L. Brown
introduced a generalization of the spectral distribution measure for not necessarily
normal operators in tracial von Neumann algebras.
Theorem 2.1.1. Let T ∈ M. Then there exists a unique probability measure νT
such that for every λ ∈ C,∫
[0,∞)
log(x) dµ|T−λ|(x) =
∫
C
log |z − λ| dνT (z),
where for a positive operator S, µS denotes the spectral distribution measure τ ◦E,
where E is the spectral measure of S.
The measure νT in Theorem 2.1.1 is called the Brown measure of T . If T is
normal, then νT equals the spectral distribution of T .
The following is an easy consequence of an observation made by L. Brown [1].
Proposition 2.1.2. Let T ∈M. Then the support supp(νT ) of the Brown measure
of T meets every connected component of the spectrum σ(T ).
Proof. By Remark 4.4 of [1], we have νT (C) > 0 for every nonempty, (relatively)
clopen subset C of σ(T ). Let K be a connected component of σ(T ). By a stan-
dard argument, there is a sequence F1 ⊇ F2 ⊇ · · · of clopen subsets of σ(T )
whose intersection is K. Indeed, for all elements y ∈ σ(T ) \ K, there exists a
clopen neighborhood Uy of y in σ(T ) that is disjoint from K. Since the topological
space σ(T ) \K is Lindelo¨f, there is a sequence y(1), y(2), . . . in σ(T ) \K such that⋃∞
j=1 Uy(j) = σ(T ) \K. Let Fk = σ(T ) \
(⋃k
k=1 Uy(j)
)
.
Now, by Brown’s observation mentioned above, for each k there is xk ∈ Fk ∩
supp(νT ). By compactness of σ(T ), after replacing (Fk)
∞
k=1 by a subsequence, if
necessary, we may without loss of generality assume that the sequence (xk)
∞
k=1
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converges to some element x of σ(T ). Since each Fk is closed, x belongs to⋂∞
k=1 Fk = K, and since supp(νT ) is closed, x ∈ supp(νT ). 
The following is from the main result (Theorem 1.1) of [11]. It provides projec-
tions that split the operator T according to the Brown measure.
Theorem 2.1.3. For any Borel set B ⊆ C, there exists a unique projection p =
P (T,B) such that
(i) Tp = pTp,
(ii) τ(p) = νT (B),
(iii) when p 6= 0, considering Tp as an element of pMp, its Brown measure νTp
is concentrated in B,
(iv) when p 6= 1, considering (1− p)T as an element of (1− p)M(1− p), ν(1−p)T
is concentrated in C \B.
Moreover, P (T,B) is T -hyperinvariant and B1 ⊆ B2 implies P (T,B1) ≤ P (T,B2).
The projection P (T,B) is called the Haagerup-Schultz projection of T associated
with B.
The results about Brown measure and Haagerup-Schultz projections in the fol-
lowing lemma are are basic and easy to prove except, perhaps, for the last of them,
which is Corollary 7.27 of [11].
Lemma 2.1.4. Let T ∈M. Then for any λ ∈ C and any Borel set B ⊆ C, letting
B∗ denote the image of B under complex conjugation, we have
(i) ν(T−λ)(B) = νT (B + λ)
(ii) νT∗(B) = νT (B
∗)
(iii) P (T − λ,B) = P (T,B + λ)
(iv) P (T ∗, B) = 1− P (T,C \B∗).
The following natural lattice properties of Haagerup–Schultz projections were
proved in Theorem 3.3 of [2].
Theorem 2.1.5. Let B1, B2, . . . be Borel subsets of C. Then
∞∨
n=1
P (T,Bn) = P
(
T,
∞⋃
n=1
Bn
)
,
∞∧
n=1
P (T,Bn) = P
(
T,
∞⋂
n=1
Bn
)
.
Furthermore, the following results were proved as Theorem 3.4 and Corollary 3.5
of [2].
Theorem 2.1.6. Let T ∈M. Suppose Q is a T -invariant projection and let B be
a Borel subset of C. Then
P (Q)(TQ,B) = P (T,B) ∧Q,
P (1−Q)((1 −Q)T,B) = Q ∨ P (T,B)−Q =
(
Q ∨ P (T,B)
)
∧ (1−Q),
where P (Q)(·, ·) and P (1−Q)(·, ·) indicate the Haagerup–Schultz projection computed
in the compression of M by Q and 1−Q, respectively.
In Theorem 8.1 of [11], Haagerup and Schultz also prove the following theorem.
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Theorem 2.1.7. Let T ∈ M. Then the sequence |T n|1/n has a strong operator
limit A, and for every r ≥ 0, the spectral projection of A associated with the interval
[0, r] is P (T, rD).
If, for an element T ∈ B(H), the sequence |T n|1/n converges to 0 in the strong
operator topology as n→∞, then T is called s.o.t.-quasinilpotent. From the above
theorem, if follows that, when T ∈ M, the property of being s.o.t.-quasinilpotent
is independent of the representation of M on Hilbert space and, moreover, T is
s.o.t.-quasinilpotent if and only if the Brown measure of T is concentrated at 0.
In other words, s.o.t.-quasinilpotent operators are spectrally trivial with respect to
Brown measure.
2.2. Upper-triangular forms in tracial von Neumann algebras. The fol-
lowing classical theorem of Schur allows for the upper-triangular forms of square
matrices.
Theorem 2.2.1. Let A ∈ Mn(C) and let a1, a2, . . . , an be the eigenvalues of A,
listed according to algebraic multiplicity and in any order. Then there exists a
unitary matrix U ∈ Mn(C) such that U∗AU is an upper-triangular matrix and
[U∗AU ]ii = ai, for every i ∈ {1, . . . , n}.
We can then decompose the matrix A from Theorem 2.2.1 as A = N+Q, with N
normal, Q nilpotent, and the Brown measure of N identical to the Brown measure
of A, by letting Nˆ be the diagonal matrix with diagonal matching that of U∗AU ,
and setting N = UNˆU∗.
This decomposition was generalized to tracial von Neumann algebras for con-
tinuous spectral orderings in Theorem 6 of [5] and later, for more general spectral
orderings, in Theorem 3 of [15] to give the following theorem.
Theorem 2.2.2. Let T ∈ M. Let ψ : [0, 1] → C be a Borel measurable function
such that ψ([0, t]) is Borel for every t ∈ [0, 1], and the set {z ∈ C | ψ−1(z) has
a minimum} is a full measure Borel set with respect to νT . Then there exists a
spectral measure E satisfying
(i) E(ψ([0, t])) = P (T, ψ([0, t])), and hence T and N =
∫
C
z dE(z) have the
same Brown measure, and
(ii) Q = T −N is s.o.t.-quasinilpotent.
Many of the results below apply to decompositions of the form T = N+Q, where
N =
∫
C
zdE(z) for a spectral measure E as described in Theorem 2.2.2. The term
upper-triangular form will refer to an expression arising in this fashion. All of our
results also require that the function ψ used to generate the spectral measure E
be a continuous function; we call this a continuous spectral ordering. Note that for
a function ψ to fulfill the requirements for a continuous spectral ordering, it need
only be continuous and have range that includes the support of the Brown measure
νT . Thus, the name may be slightly misleading, because the range of ψ need not
include the whole spectrum of T .
Let us briefly review some facts about the proof of the version of Theorem 2.2.2
found in [5], in the case of a continuous spectral ordering ψ. Here ψ is any contin-
uous function from [0, 1] into the complex plane, whose image contains the support
of νT . Letting D be the commutative von Neumann algebra generated by the set
of projections {P (T, ψ([0, t])) | 0 ≤ t ≤ 1}, N is the conditional expectation onto
D.
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Upper-triangular matrices of operators are compatible with spectral theory and
Brown measure as described by the following two results. Though the first is well
known, we include a proof for convenience.
Lemma 2.2.3. Let T ∈ M, and let p be a T -invariant projection with p /∈ {0, 1}.
Then T is invertible if and only if Tp and (1 − p)T are invertible in the algebras
pMp and (1−p)M(1−p), respectively. It follows that σ(T ) = σ(Tp)∪σ((1−p)T ),
where the spectra of Tp and (1−p)T are for these operators considered as elements
of the algebras pMp and (1 − p)M(1− p), respectively.
Proof. If T is invertible, then
(pT−1p)(Tp) = p
and
((1 − p)T )((1− p)T−1(1− p)) = (1 − p).
Hence Tp has a left inverse, and since pMp is finite, it follows that Tp is invertible.
Additionally, (1 − p)T has a right inverse, and must be invertible.
If Tp and (1− p)T are both invertible, we may write T in the form of a matrix(
Tp pT (1− p)
0 (1− p)T
)
which has as an inverse(
(Tp)−1 −(Tp)−1pT (1− p)((1− p)T )−1
0 ((1 − p)T )−1
)
.
Note that, since p is T -invariant, it is also (T − λ)-invariant for every complex
number λ. Thus T − λ is invertible if and only if both (T − λ)p and (1− p)(T − λ)
are both invertible. Thus σ(T ) = σ(Tp) ∪ σ((1− p)T ). 
The following result is stated in Proposition 10 of [5], and is a consequence of
Theorem 2.24 of [10].
Theorem 2.2.4. Let T ∈M and let p be a T -invariant projection. Then
νT = τ(p)νTp + τ(1 − p)ν(1−p)T ,
where νS denotes the Brown measure of S, and Tp and (1− p)T are considered as
elements of pMp and (1− p)M(1− p), respectively.
We use Lemma 2.2.3 and Theorem 2.2.4 to give the following corollary.
Corollary 2.2.5. Let T ∈ M and let p ∈ M be a T -invariant projection. Then
the following two statements hold.
(i) T is quasinilpotent if and only if Tp and (1 − p)T are both quasinilpotent.
(ii) T is s.o.t.-quasinilpotent if and only if Tp and (1 − p)T are both s.o.t.-
quasinilpotent.
2.3. Decomposability and Haagerup–Schultz projections. An operator T
on a Hilbert space H is said to be decomposable if, for every pair (U, V ) of open sets
in the complex plane whose union is the whole complex plane, there are closed, T -
invariant subspaces H′ and H′′ such that the restrictions of T to these have spectra
contained in U and V , respectively and such that H′ +H′′ = H.
Given an operator T on a Hilbert space H, a spectral capacity for T is a mapping
E from the collection of closed subsets of C into the set of all closed T -invariant
subspaces of H such that
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(i) E(∅) = {0} and E(C) = H,
(ii) E(U1)+E(U2)+ ...+E(Un) = H for every finite open cover {U1, U2, ..., Un}
of C,
(iii) E (
⋂∞
k=1 Fk) =
∧∞
k=1 E(Fk) for every countable family (Fk)
∞
k=1 of closed
subsets of C,
(iv) letting PE(F ) denote the projection with range E(F ), for all closed F ⊆ C,
we have σ(TPE(F )) ⊆ F , where the spectrum is calculated as an operator
on E(F ).
Note that, by convention, the operator on the space {0} is taken to have empty
spectrum.
The following, which is Proposition 1.2.23 of [14], gives conditions equivalent to
decomposability for an operator.
Proposition 2.3.1. Let T be a bounded operator on a Hilbert space H. Then the
following are equivalent:
(i) T is decomposable,
(ii) T has a spectral capacity,
(iii) for every closed subset F of C, HT (F ) is closed and
σ((1 − PT (F ))T ) ⊆ σ(T ) \ F
where HT (F ) is the local spectral subspace of T corresponding to F , PT (F )
is the projection onto HT (F ), and the spectrum of (1−PT (F ))T is calculated
as an operator on (1− PT (F ))H.
See, for example, [14] for more on local spectral theory and decomposability.
Lange and Wang [13] gave an alternative characterization of decomposability
that we find useful. Their result (part of Theorem 2.3 of [13]) in the case of
an operator on a Hilbert space is found immediately below. Here and elsewhere,
by invariant subspace, we always mean closed invariant subspace. As before, the
operator on the space {0} is taken to have empty spectrum.
Theorem 2.3.2. Consider an operator T on a Hilbert space H. Then T is decom-
posable if and only if, for every pair of open discs G,H, with G ⊆ H, there exist
T−invariant subspaces Y, Z ⊆ H such that
(a) σ(TPY ) ⊆ C \ G and σ((1 − PY )T ) ⊆ H, where PY denotes the orthogonal
projection of H onto Y and where the spectra of TPY and (1 − PY )T are
computed as operators on Y and Y ⊥, respectively,
(b) σ(TPZ) ⊆ H and σ((1 − PZ)T ) ⊆ C \ G, where PZ denotes the orthogonal
projection of H onto Z and where the spectra of TPZ and (1 − PZ)T are
computed as operators on Z and Z⊥, respectively.
We will also need the next proposition, which follows from a result of Frunza˘ [9].
Proposition 2.3.3. If an operator T on a Hilbert space is decomposable, then its
adjoint T ∗ is decomposable.
Haagerup and Schultz proved a relation between the hyperinvariant subspaces
that they constructed and local spectral subspaces for decomposable operators in
finite von Neumann algebras. The following is Proposition 9.2 of [11]:
Proposition 2.3.4. Suppose T ∈ M is a decomposable operator. Then for every
Borel set X ⊆ C, the Haagerup-Schultz projection P (T,X) equals the projection
onto the closure of the local spectral subspace HT (X) of T for X.
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Note that (see Proposition 1.2.19 of [14]), if F is a closed subset of C and if T is
decomposable, then the local spectral subspace HT (F ) is closed.
3. Decomposability, Borel decomposability and Haagerup–Schultz
projections
Lange and Wang’s criterion (Theorem 2.3.2) for decomposability, together with
Proposition 2.3.4 of Haagerup and Schultz, yield the following characterization.
Proposition 3.1. Let T ∈ M. Then the following are equivalent:
(i) T is decomposable.
(ii) For all closed subsets F of C,
σ(TP (T, F )) ⊆ F, (2)
σ((1 − P (T,C \ F ))T ) ⊆ F, (3)
where the spectra are computed in the compressions of M by the projections
P (T, F ) and 1− P (T,C \ F ), respectively.
(iii) For all Borel subsets A of C,
σ(TP (T,A)) ⊆ A, (4)
σ((1− P (T,C \A))T ) ⊆ A, (5)
where the spectra are computed in the compressions of M by the projections
P (T,A) and 1− P (T,C \A), respectively.
(iv) For every open disk D in C,
σ(TP (T,D)) ⊆ D, (6)
σ(TP (T,C \D)) ⊆ C \D, (7)
σ((1 − P (T,D))T ) ⊆ C \D, (8)
σ((1− P (T,C \D))T ) ⊆ D, (9)
where the spectra are computed in the compressions of M by the projections
P (T,D), P (T,C \D), 1− P (T,D) and 1− P (T,C \D), respectively,
(v) For every open disk D in C such that νT (∂D) = 0, the inclusions (6)–(9)
hold.
Proof. We first show (i) =⇒ (ii). Suppose T is decomposable. By Proposition 2.3.4
and the properties of spectral subspaces, the inclusion (2) follows. But then, since
(see Proposition 2.3.3) T ∗ is also decomposable and by using Lemma 2.1.4(iv), we
have
σ((1 − P (T,C \ F ))T ) = σ(P (T ∗, F ∗)T ) = σ(T ∗P (T ∗, F ∗))∗ ⊆ (F ∗)∗ = F,
where we have used the notation X∗ for the complex conjugate of a subset of C.
This proves (3).
We now show (ii) =⇒ (iii). Since P (T,A) is a TP (T,A)-invariant subprojection
of P (T,A), by Lemma 2.2.3 we have σ(TP (T,A)) ⊆ σ(TP (T,A)), where the spectra
are computed in the compressions ofM by P (T,A) and P (T,A), respectively. Thus,
invoking (ii) yields (4). Moreover, 1−P (T,C\A) is a (1−P (T,C\A))T -coinvariant
subprojection of 1− P (T,C \A), so by Lemma 2.2.3 we have
σ
(
(1− P (T,C \A))T
)
⊆ σ
(
(1 − P (T,C \A))T
)
,
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where the spectra are computed in the compressions of M by 1− P (T,C \A) and
1− P (T,C \A), respectively. Thus, (5) follows from (ii).
The implications (iii) =⇒ (iv) and (iv) =⇒ (v) follow immediately.
We now show (v) =⇒ (i), by appealing to Theorem 2.3.2. Suppose G and
H are open disks in C with G ⊆ H . There exists an open disk D such that
G ⊆ D ⊆ D ⊆ H and νT (∂D) = 0. Let Y = P (T,C\D)H and Z = P (T,D). Then
eqn. (7) =⇒ σ(TPY ) ⊆ C \D ⊆ C \G,
eqn. (8) =⇒ σ((1 − PY )T ) ⊆ D ⊆ H,
eqn. (6) =⇒ σ(TPZ) ⊆ D ⊆ H,
eqn. (9) =⇒ σ((1 − PZ)T ) ⊆ C \D ⊆ C \G,
as required. 
Lemma 3.2. Suppose T ∈M is decomposable. Let A and B be Borel subsets of C
with A ⊆ B. Then
σ
(
(P (T,B)− P (T,A))T (P (T,B)− P (T,A))
)
⊆ B ∩C \A, (10)
where the spectrum is computed in the compression of M by P (T,B)− P (T,A).
Proof. Let q1 = P (T,B) and q2 = P (T,A). For a projection r ∈ M, let σ(r)(·)
denote the spectrum computed in rMr.
Since 1− q2 is T -coinvariant, we have
(q1 − q2)T (q1 − q2) = (q1 − q2)(q1Tq1),
and q1 − q2 is q1Tq1-coinvariant. Thus, by Lemma 2.2.3,
σ(q1−q2)((q1 − q2)T (q1 − q2)) ⊆ σ
(q1)(q1Tq1) ⊆ B,
where the last inclusion is from Proposition 3.1(iii).
Furthermore,
(q1 − q2)T (q1 − q2) = (1 − q2)T (1− q2)q1,
so q1 is (1− q2)T (1− q2)-invariant. Thus, by Lemma 2.2.3,
σ(q1−q2)((q1 − q2)T (q1 − q2)) ⊆ σ
(1−q2)((1 − q2)T (1− q2)) ⊆ C \A,
Taking the intersection yields (10). 
A bounded operator T on Hilbert space H is said to be strongly decomposable if,
for every closed subset F ⊆ C, the restriction of T to the local spectral subspace
HT (F ) is decomposable. (See [14] for more.) This entails, of course, that T is itself
decomposable. Thus, if T ∈ M, then by Haagerup and Schultz’s result, Proposi-
tion 2.3.4, T is strongly decomposable if and only if for every such F , the operator
TP (T, F ), considered as an element of P (T, F )MP (T, F ), is decomposable. We
get the following:
Proposition 3.3. Let T ∈ M. Then T is strongly decomposable if and only if,
whenever E and F are closed subsets of C, we have
σ
(
(P (T, F )− P (T, F \ E))T (P (T, F )− P (T, F \ E))
)
⊆ F ∩E, (11)
where the spectrum is computed in the compression ofM by the projection P (T, F )−
P (T, F \ E).
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Proof. T is strongly decomposable if and only if for all closed subsets K ⊆ C,
TP (T,K) is decomposable. Fix K and write S = TP (T,K) and Q = P (T,K).
Using Proposition 3.1(ii), S is decomposable if and only if, for all closed subsets
L ⊆ C, we have
σ(SP (Q)(S,L)) ⊆ L
σ((Q − P (Q)(S,C \ L))S) ⊆ L,
where P (Q)(S, ·) is the Haagerup–Schultz projection computed in QMQ and where
the spectra are computed in the compressions of M by the projections P (Q)(S,L)
and Q− P (Q)(S,C \ L), respectively. From Theorems 2.1.6 and 2.1.5, we have
P (Q)(S,L) = P (T,K ∩ L), P (Q)(S,C \ L) = P (T,K \ L).
Thus, we must show that (11) holds for all E and F if and only if
σ(TP (T, L ∩K)) ⊆ L, (12)
σ
(
(P (T,K)− P (T,K \ L))TP (T,K)
)
⊆ L (13)
hold for all K and L.
Assume that (11) holds for all E and F . Taking E = F , we get
σ(TP (T, F )) = σ(P (T, F )TP (T, F )) ⊆ F.
This implies (12) holds for all K and L. On the other hand, since 1− P (T,K \ L)
is T -coinvariant, we get
(P (T,K)− P (T,K \ L))TP (T,K)
= (P (T,K)− P (T,K \ L))T (P (T,K)− P (T,K \ L)), (14)
so applying (11) using F = K and E = L, we find that (13) holds for all K and L.
Assume that (12) and (13) hold for all K and L. Let E and F be closed subsets
of C. Then using (14), from (13) with K = F and L = E we get
σ
(
(P (T, F )− P (T, F \ E))T (P (T, F )− P (T, F \ E))
)
⊆ E.
On the other hand, from (12) with L = K = F , we get
σ(TP (T, F )) ⊆ F.
Since 1− P (T, F \ E) is T -coinvariant, using Lemma 2.2.3, we get
σ
(
(P (T, F )− P (T, F \E))T (P (T, F )− P (T, F \E))
)
⊆ σ(P (T, F )TP (T, F )) ⊆ F.
Combining, we have (11). 
Remark 3.4. If we assume only that T is decomposable, then from Lemma 3.2,
instead of the inclusion (11) we get
σ
(
(P (T, F )− P (T, F \ E))T (P (T, F )− P (T, F \ E))
)
⊆ F ∩ C \ (F \ E) = (F ∩ E) ∪ (F ∩ C \ F ) = (F ∩E) ∪ ∂F.
The remainder of this section is devoted to introducing the notion of Borel de-
composability and exhibiting some examples.
Definition 3.5. Let T ∈ M. We say that T has full spectral distribution if
supp(νT ) = σ(T ).
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The following shows that there is no ambiguity when considering full spectral
distribution of elements that can be taken in a corner pMp of a von Neumann
algebra.
Lemma 3.6. Suppose p is a nonzero projection in M and T = pTp ∈ M. If
we use σ(p)(T ) and ν
(p)
T to indicate the spectrum and, respectively, Brown measure
computed in pMp with respect to the trace τ(p)−1τ |pMp, while using σ(T ) and νT
to indicate the quantities computed in M and with respect to τ , then
supp(νT ) = σ(T ) ⇐⇒ supp(ν
(p)
T ) = σ
(p)(T ). (15)
Proof. We have
σ(T ) = σ(p)(T ) ∪ {0}, supp(νT ) = supp(ν
(p)
T ) ∪ {0}.
Thus, the implication ⇐= always holds in (15). Suppose, for contradiction, that
the implication =⇒ fails to hold. Then we must have supp(ν
(p)
T ) ( σ
(p)(T ) and
{0} = σ(p)(T )\supp(ν
(p)
T ). However, by Proposition 2.1.2, the point 0 cannot be an
isolated point of σ(p)(T ). Thus, there is a sequence in σ(p)(T ) \ {0} that converges
to 0. This same sequence lies in supp(ν
(p)
T ), so 0 ∈ supp(ν
(p)
T ), a contradiction. 
Proposition 3.7. If T ∈ M has totally disconnected spectrum, then T has full
spectral distribution.
Proof. If σ(T ) is totally disconnected, then every singleton subset of σ(T ) is a
connected component of σ(T ) so by Proposition 2.1.2, is a subset of supp(νT ). 
Other examples are the DT-operators, introduced in [3]. These include Voicu-
lescu’s circular operator and the circular free Poisson operators. The following is a
consequence of Theorem 5.2 and Corollary 5.5 of [3].
Proposition 3.8. If Z ∈M is a DT-operator, then Z has full spectral distribution.
Definition 3.9. Let T ∈ M. We will say that T is Borel decomposable if, for
all Borel subsets X and Y of C such that X ⊆ Y and νT (X) < νT (Y ), letting
p = P (T, Y )− P (T,X), the element pTp has full spectral distribution.
That the name “Borel decomposable” is appropriate can be seen from the char-
acterization found in Proposition 3.3 for strong decomposability, compared to the
result below. See also Lemma 3.2 for the case of decomposable operators.
Proposition 3.10. Let T ∈ M. Then T is Borel decomposable if and only if for
all Borel sets A,B ⊆ C with A ⊆ B, we have
σ
(
(P (T,B)− P (T,A))T (P (T,B)− P (T,A))
)
⊆ B \A, (16)
where the spectrum is computed in the compression of M by P (T,B)− P (T,A).
Proof. Suppose T is Borel decomposable. If νT (B) = νT (A), then (16) holds be-
cause the indicated spectrum is, by convention, empty. So assume νT (B) > νT (A).
By the essential property of the Haagerup–Schultz projections (Theorem 2.1.3) and
the fact (Theorem 2.1.6) that P (T,A) is also the Haagerup–Schultz projection of
the operator TP (T,B) for the set A computed in P (T,B)MP (T,B), we have that
the Brown measure of the operator
(P (T,B)− P (T,A))T (P (T,B)− P (T,A)) (17)
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computed in the compression of M by P (T,B)− P (T,A) equals the renormalized
restriction of νT to B \ A. Thus, the support of this Brown measure is contained
in B \A. Since T is assumed to be Borel decomposable, the spectrum of the
operator (17) is equal to the support of its Brown measure, and (16) holds.
On the other hand, suppose that the inclusion (16) holds for every A and B, and
let us show that T is Borel decomposable. Let X and Y be Borel sets such that
X ⊆ Y and νT (X) < νT (Y ). Let p = P (T, Y )− P (T,X). We must show that pTp
has full spectral distribution. The same reasoning as above shows that the Brown
measure of pTp is the renormalized restriction of νT to the set Y \X . Let
A = X ∩ supp(νT ), B = Y ∩ supp(νT ).
Then P (T,A) = P (T,X) and P (T,B) = P (T, Y ). So by (16), the spectrum of pTp
is contained in the set
B \A = (Y \X) ∩ supp(νT ).
Thus, the spectrum of pTp is contained in the support of its Brown measure. Since
the opposite inclusion holds for all operators, the two sets are equal. Thus, pTp
has full spectral distribution. 
Proposition 3.11. Suppose T ∈M has totally disconnected spectrum. Then T is
Borel decomposable.
Proof. Suppose X and Y are Borel subsets of C such that νT (X) < νT (Y ). Since
P (T,X) and P (T, Y ) are T -invariant projections, we may write T as an upper
triangular 3 × 3 matrix with respect to the projections P (T,X), p := P (T, Y ) −
P (T,X) and 1−P (T, Y ) and the operator pTp appears as a diagonal entry. Thus,
by Lemma 2.2.3, the spectrum of pTp is closed subset of σ(T ) and is, therefore,
totally disconnected. By Proposition 3.7, pTp has full spectral distribution. 
Proposition 3.12. If Z ∈ M is a DT-operator, then Z is Borel decomposable.
Proof. In the notation of [3], Z is a DT(νZ , c)-operator for some c > 0, where
νZ is the Brown measure of Z (see Corollary 5.5 of [3]). By Theorem 5.8 of [3],
Z is decomposable. Suppose X and Y are Borel sets with νZ(X) < νZ(Y ) and
let p = P (Z, Y ) − P (Z,X). We must show that pZp has full spectral distribu-
tion. We will see that pZp is itself a DT-operator with respect to the renormal-
ized trace τ(p)−1τ |pMp, which, by Proposition 3.8, suffices. Let Q = P (T, Y ).
Using Theorem 5.4 of [3] and Proposition 2.3.4, we have that QZQ = ZQ is a
DT-operator, with respect to the renormalized trace τ(Q)−1τ |QMQ. But, by The-
orem 2.1.6, P (Q)(ZQ,X) = P (T,X), so again applying Theorem 5.4 of [3] and
Proposition 2.3.4, we have that pZp = (Q − P (Q)(ZQ,X))Z(Q− P (Q)(ZQ,X)) is
a DT-operator, as required. 
4. Main theorem and related results
We now turn to notation and preliminary results for the proof of our main
theorem (Theorem 4.3). When ψ is a continuous spectral ordering for T ∈ M, we
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will use the notation for 0 ≤ a < b ≤ 1:
Rψ[a,b] = P (T, ψ([0, b]))− P (T, ψ([0, a))),
Rψ(a,b] = P (T, ψ([0, b]))− P (T, ψ([0, a])),
Rψ(a,b) = P (T, ψ([0, b)))− P (T, ψ([0, a])),
Rψ[a,b) = P (T, ψ([0, b)))− P (T, ψ([0, a))).
We may write simply R[a,b] instead of R
ψ
[a,b], etc., if the choice of ψ is clear from
context. Moreover, for any interval I in R, we will let RI = RI∩[0,1].
Lemma 4.1. Let T ∈ M. If T = N +Q is an upper-triangular form arising from
a continuous spectral ordering ψ and if Q is quasinilpotent, then T has full spectral
distribution.
Proof. In any upper triangular form we have σ(N) = supp(νT ) ⊆ σ(T ). Let b ∈
σ(T ). Let
a = inf{t ∈ [0, 1] | b ∈ σ(R[0,t]TR[0,t])},
where the spectrum is computed in R[0,t]MR[0,t]. Note that, since R[0,t] is a T -
invariant projection, by Lemma 2.2.3, the set σ(R[0,t]TR[0,t]) increases as t in-
creases. We claim that
∀ε > 0 b ∈ σ(R(a−ε,a+ε)TR(a−ε,a+ε)). (18)
Indeed, by choice of a and using Lemma 2.2.3, we have
b ∈ σ(R[0,a+ ε
2
]TR[0,a+ ε
2
]) ⊆ σ(R[0,a+ε)TR[0,a+ε)), b /∈ σ(R[0,a−ε]TR[0,a−ε])
Thus, by applying Lemma 2.2.3 again, the claim is proved. In particular, we have
R(a−ε,a+ε) 6= 0. Since R(a−ε,a+ε) is a subprojection of the spectral projection of N
for the set ψ((a − ε, a + ε) ∩ [0, 1]) and since ψ is continuous, we have that σ(N)
meets ⋂
ε>0
ψ((a− ε, a+ ε) ∩ [0, 1]) = {ψ(a)}.
Namely, we have ψ(a) ∈ σ(N) = supp(νT ).
We will show ψ(a) = b, which will complete the proof. Suppose, for contra-
diction, ψ(a) 6= b. Then, since Q is quasinilpotent, the operator ψ(a) − b + Q is
invertible. Let δ > 0. Let ε > 0 be such that
ψ([0, 1] ∩ (a− ε, a+ ε)) ⊆ ψ(a) +
δ
2
D. (19)
By (18), there exists a unit vector x ∈ R(a−ε,a+ε)H such that
‖R(a−ε,a+ε)TR(a−ε,a+ε)x− bx‖H <
δ
2
. (20)
Since R(a−ε,a+ε) is a subprojection of the spectral projection of N for the set
ψ([0, 1] ∩ (a− ε, a+ ε)), by using (19), we see
‖ψ(a)R(a−ε,a+ε) −R(a−ε,a+ε)N‖ <
δ
2
and, by writing T = N +Q, also
‖R(a−ε,a+ε)TR(a−ε,a+ε) − ψ(a)R(a−ε,a+ε) −R(a−ε,a+ε)QR(a−ε,a+ε)‖ <
δ
2
. (21)
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Combining (20) and (21), we get
‖(ψ(a)− b+R(a−ε,a+ε)QR(a−ε,a+ε))x‖H < δ. (22)
We may write Q as a 3× 3 upper triangular matrix with respect to the projections
R[0,a−ε], R(a−ε,a+ε) andR[a+ε,1] and likewise for (ψ(a)−b+Q)
−1. The middle diago-
nal entry of this matrix is the inverse of (ψ(a)−b)R(a−ε,a+ε)+R(a−ε,a+ε)QR(a−ε,a+ε)
on the Hilbert space R(a−ε,a+ε)H. However, by (22), this inverse has norm at least
δ−1. Thus, we get
‖(ψ(a)− b+Q)−1‖ ≥ δ−1.
Since δ is arbitrary, this yields a contradiction. 
Lemma 4.2. Let T ∈M. Suppose that, writing Ps for P (T, sD),
(i) for every s ≥ 0 such that Ps 6= 0, the spectrum of TPs is contained in sD,
(ii) for every s > 0 such that Ps 6= 1, the spectrum of (1−Ps)T , considered as an
element of (1 − Ps)M(1 − Ps), is contained in the complement of sD.
Then T has the norm convergence property.
Proof. Fix ε > 0 small and choose m ∈ N such that εm ∈ (1, 2). We let T = N +Q
be an upper triangular form of T with respect to some spectral ordering. We may
without loss of generality assume ‖N‖ ≤ 1. We have
‖T n(|N |+ ε)−n‖ ≤
m−1∑
k=0
∥∥∥T n(|N |+ ε)−nχ[ k
m
,k+1
m
)(|N |)
∥∥∥
≤
m−1∑
k=0
(
k
m
+ ε
)−n ∥∥∥T nχ[ k
m
, k+1
m
)(|N |)
∥∥∥
≤
m−1∑
k=0
(
k
m
+ ε
)−n ∥∥∥T nχ[0, k+1
m
](|N |)
∥∥∥
=
m−1∑
k=0
(
k
m
+ ε
)−n ∥∥∥(TP k+1
m
)n∥∥∥ .
By hypothesis (i) for large enough n, we have
∥∥T n(|N |+ ε)−n∥∥ ≤ m−1∑
k=0
(
k
m
+ ε
)−n
(1 + ε)n
(
k + 1
m
)n
≤ m(1 + ε)n ≤
2
ε
(1 + ε)n,
where we have used for the second inequality 1m < ε and for the last inequality
m < 2ε . This implies
(|N |+ ε)−n(T ∗)nT n(|N |+ ε)−n ≤
4
ε2
(1 + ε)2n,
|T n|2 ≤
4
ε2
(1 + ε)2n(|N |+ ε)2n.
Since the mapping t→ t
1
2n is operator monotone, it follows that
|T n|
1
n ≤ (1 + ε)
(
2
ε
) 1
n
(|N |+ ε). (23)
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Let δ > 0. By hypothesis (ii), (1− Pδ)T is invertible in (1− Pδ)M(1− Pδ). Let
Rδ denote its inverse. We have
‖(|N | − ε)n+R
n
δ ‖ ≤
m−1∑
k=0
∥∥∥χ( k
m
,k+1
m
](|N |)(|N | − ε)
n
+R
n
δ
∥∥∥ (24)
≤
m−1∑
k=0
(
k + 1
m
− ε
)n
+
∥∥∥χ( k
m
,∞)(|N |)R
n
δ
∥∥∥ (25)
≤
m−1∑
k=1
(
k
m
)n ∥∥∥(1− P k
m
)Rnδ
∥∥∥ (26)
=
m−1∑
k=1
(
k
m
)n ∥∥∥((1 − P k
m
)Rδ)
n
∥∥∥ , (27)
where for (24) we used χ{0}(|N |)(N−ε)+ = 0 and for (26) we used
1
m < ε. Assume
δ < 1m , which ensures Pδ ≤ P km
for all k ≥ 1. Since the projection (1 − Pδ)P k
m
is
(1− Pδ)T (1− Pδ)-invariant, by Lemma 5(i) of [6] we have,
(1− P k
m
)Rδ = (1− P k
m
)Rδ(1− P k
m
),
which we used to obtain the equality (27), and we also have
(1− P k
m
)Rδ =
(
(1− P k
m
)(1− Pδ)T (1− Pδ)(1 − P k
m
)
)−1
=
(
(1− P k
m
)T (1− P k
m
)
)−1
,
where the inverse is taken in (1 − P k
m
)M(1 − P k
m
). In particular, (1 − P k
m
)Rδ is
independent of δ, so long as δ < 1m . By hypothesis (ii), the spectrum of (1−P km )T
lies in the complement of kmD, so the spectrum of (1 − P km )Rδ lies
m
k D. Thus,
continuing from (24)–(27), for large enough n (independent of δ), we get
∥∥(|N | − ε)n+Rnδ ∥∥ ≤ m−1∑
k=1
(
k
m
)n
(1 + ε)n
(m
k
)n
= (m− 1)(1 + ε)n ≤
2
ε
(1 + ε)n.
Therefore, we have (for all sufficiently large n)
(R∗δ)
n(|N | − ε)2n+ R
n
δ ≤
4
ε2
(1 + ε)2n.
Multiplying on the right by R−nδ and on the left by its adjoint, we get
(1− Pδ)(|N | − ε)
2n
+ ≤
4
ε2
(1 + ε)2n((1 − Pδ)T
∗(1− Pδ))
n((1− Pδ)T (1− Pδ))
n
=
4
ε2
(1 + ε)2n(1− Pδ)(T
∗)n(1 − Pδ)T
n(1− Pδ)
≤
4
ε2
(1 + ε)2n(1− Pδ)(T
∗)nT n(1− Pδ).
Letting δ → 0, by strong operator convergence, we get
(|N | − ε)2n+ = (1− P0)(|N | − ε)
2n
+ ≤
4
ε2
(1 + ε)2n(1− P0)|T
n|2(1− P0).
Clearly,
(1− P0)|T
n|2(1− P0) = |T
n|2 + (−(T ∗)n(TP0)
n − (P0T
∗)nT n + (P0T
∗)n(TP0)
n).
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By hypothesis (i), TP0 is quasinilpotent. Hence, for sufficiently large n we have
‖ − (T ∗)n(TP0)
n − (P0T
∗)nT n + (P0T
∗)n(TP0)
n‖ ≤ ε2n.
Thus,
(|N | − ε)2n+ ≤
4
ε2
(1 + ε)2n(|T n|2 + ε2n) ≤
4
ε2
(1 + ε)2n(|T n|
1
n + ε)2n.
Since the mapping t→ t
1
2n is operator monotone, we get
(|N | − ε)+ ≤ (1 + ε)
(
2
ε
) 1
n
(|T n|
1
n + ε).
It follows that
|N | ≤ (1 + ε)
(
2
ε
) 1
n
(|T n|
1
n + 2ε). (28)
Combining (23) and (28), we have, for all n sufficiently large,
(ε
2
) 1
n
(1 + ε)−1|N | − 2ε ≤ |T n|
1
n ≤ (1 + ε)
(
2
ε
) 1
n
(|N |+ ε).
Since ε > 0 is arbitrarily small, T has the norm convergence property. 
Theorem 4.3. Let T ∈ M. Consider the following properties:
(a) T is Borel decomposable,
(b) T is strongly decomposable,
(c) for every continuous spectral ordering of T , in the corresponding upper trian-
gular form T = N +Q, the operator Q is quasinilpotent,
(d) T is decomposable,
(e) T has the shifted norm convergence property,
(f) T has full spectral distribution.
Then the implications (a) =⇒ (b) =⇒ (c) =⇒ (d) =⇒ (e) =⇒ (f) hold.
Proof. The implication (a) =⇒ (b) follows immediately, comparing Propositions 3.3
and 3.10.
We now show (b) =⇒ (c). Suppose T is strongly decomposable, ψ is a continuous
spectral ordering for T and T = N +Q is the corresponding upper triangular form
of T . Suppose, for contradiction, that Q is not quasinilpotent. We may without
loss of generality assume 1 ∈ σ(Q). Let
a = inf{t ∈ [0, 1] | 1 ∈ σ(R[0,t]QR[0,t])},
where the spectrum is computed in R[0,t]MR[0,t]. Note that, since (R[0,t])0≤t≤1 is an
increasing family ofQ-invariant projections, by Lemma 2.2.3, the set σ(R[0,t]QR[0,t])
increases as t increases. We claim that
∀ε > 0 1 ∈ σ(R[a−ε,a+ε]QR[a−ε,a+ε]). (29)
Indeed, by choice of a, we have
1 ∈ σ(R[0,a+ε]QR[0,a+ε]), 1 /∈ σ(R[0,a−ε]QR[0,a−ε]) ⊇ σ(R[0,a−ε)QR[0,a−ε)).
Thus, by applying Lemma 2.2.3 again, the claim is proved. In particular, we have
R[a−ε,a+ε] 6= 0.
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For notational convenience, given an interval I, we will understand ψ(I) to mean
ψ(I ∩ [0, 1]). Since R[a−ε,a+ε] is a subprojection of the spectral projection of N for
the set ψ([a− ε, a+ ε]) and since ψ is continuous, we have
lim
εց0
‖ψ(a)R[a−ε,a+ε] −R[a−ε,a+ε]N‖ = 0. (30)
Using (29) we have
ψ(a) + 1 ∈ σ(ψ(a)R[a−ε,a+ε] +R[a−ε,a+ε]QR[a−ε,a+ε]). (31)
Since ψ is continuous, we can choose ε0 > 0 such that
ψ([a− ε0, a+ ε0]) ⊆ ψ(a) +
1
2
D.
We have
ψ([0, a+ ε0]) \ ψ([a− ε0, a+ ε0]) ⊆ ψ([0, a− ε0)) ⊆ ψ([0, a+ ε0]).
Let
R˜ = P
(
T, ψ([0, a+ ε0])
)
− P
(
T, ψ([0, a+ ε0]) \ ψ([a− ε0, a+ ε0])
)
.
Then
R[a−ε0,a+ε0] = P
(
T, ψ([0, a+ ε0])
)
− P
(
T, ψ([0, a− ε0))
)
≤ R˜
and
R[a−ε0,a+ε0] =
(
1− P (T, ψ([0, a− ε0)))
)
R˜.
Note that the projections R˜ and 1 − P (T, ψ([0, a − ε0))) commute. Since 1 −
P (T, ψ([0, a− ε0))) is T -coinvariant, using Lemma 2.2.3, we have
σ(R[a−ε0,a+ε0]TR[a−ε0,a+ε0]) ⊆ σ(R˜T R˜).
Since ψ([0, a + ε0]) and ψ([a − ε0, a+ ε0]) are closed in C, by the hypothesis that
T is strongly decomposable and Proposition 3.3, we have
σ(R[a−ε0,a+ε0]TR[a−ε0,a+ε0]) ⊆ σ(R˜T R˜) ⊆ ψ([a− ε0, a+ ε0]) ⊆ ψ(a) +
1
2
D. (32)
For all ε < ε0, R[a−ε0,a+ε0]TR[a−ε0,a+ε0] is upper triangular with respect to the
projections R[a−ε0,a−ε), R[a−ε,a+ε] and R(a+ε,a+ε0] and the middle entry is
R[a−ε,a+ε]N +R[a−ε,a+ε]QR[a−ε,a+ε].
When we replace this middle entry with ψ(a)R[a−ε,a+ε] + R[a−ε,a+ε]QR[a−ε,a+ε],
using (31) and Lemma 2.2.3, we get
ψ(a) + 1 ∈ σ(ψ(a)R[a−ε,a+ε] −R[a−ε,a+ε]N +R[a−ε0,a+ε0]TR[a−ε0,a+ε0]).
Using (30) and the fact that the set of invertible elements is open, by letting ε→ 0
we conclude
ψ(a) + 1 ∈ σ(R[a−ε0,a+ε0]TR[a−ε0,a+ε0]).
Now using (32), we get
ψ(a) + 1 ∈ σ(R[a−ε0,a+ε0]TR[a−ε0,a+ε0] ⊆ ψ(a) +
1
2
D,
a contradiction.
We now prove (c) =⇒ (d). Assuming (c), we will show that T is decomposable
by verifying condition (v) of Proposition 3.1. Given an open disk D ⊆ C such that
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νT (∂D) = 0, we will verify that the inclusions (6)–(9) hold. Choose a continous
spectral ordering ψ for T such that
ψ([0, 1/2]) = D, ψ([1/2, 1]) ⊆ C \D
and let T = N+Q be the corresponding upper triangular form of T . By hypothesis,
Q is quasinilpotent. Recall how N is constructed in [5]: it is the image of T under
the conditional expectation onto the von Neumann algebra generated by the set
{P (T, ψ([0, r])) | 0 ≤ r ≤ 1} of commuting projections. Thus, P (T,D) = P (T,D)
is the spectral projection for N of D and of D. Since the projection P (T,D)
commutes with N and is invariant under T , it is also invariant under Q, and, thus,
by Corollary 2.2.5, both QP (T,D) and (1− P (T,D))Q are quasinilpotent.
We will now show that the inclusion (6) holds. Firstly, note that if P (T,D) = 0,
then there is nothing to prove, so we may assume P (T,D) 6= 0. We claim that
TP (T,D) = NP (T,D) +QP (T,D) (33)
is the upper triangular form of S := TP (T,D) corresponding to the continuous
spectral ordering arising from the restriction of the function ψ to [0, 1/2], where
S is treated as an element of the compressed algebra P (T,D)MP (T,D). Note
that νS is the renormalized restriction of νT to D. Using Theorem 2.1.6 and
the lattice properties of Theorem 2.1.5, we have P (S,X) = P (T,X ∩ D) for ev-
ery Borel set X ⊆ C, where P (S,X) is computed in the compression of M. In
particular, we have P (S, ψ([0, t])) = P (T, ψ([0, t])) for every t ∈ [0, 1/2] and we
see that NP (T,D) is the image of S under the trace preserving conditional ex-
pectation from P (T,D)MP (T,D) onto the von Neumann algebra generated by
{P (S, ψ([0, r]) | 0 ≤ r ≤ 1/2}, and the claim about (33) is proved. Thus, since
QP (T,D) is quasinilpotent, using Lemma 4.1, we conclude
σ(TP (T,D)) = σ(NP (T,D)) ⊆ D,
and (6) is proved.
We will now prove that (8) holds. If P (T,D) = 1, then there is nothing to prove,
so we may assume P (T,D) 6= 1. We claim that
(1− P (T,D))T = (1− P (T,D))N + (1 − P (T,D))Q (34)
is the upper triangular form of R := (1−P (T,D))T corresponding to the continuous
spectral ordering arising from the restriction of the function ψ to [1/2, 1], where R
is treated as an element of the compressed algebra (1 − P (T,D))M(1 − P (T,D)).
Note that νR is the renormalized restriction of νT to C \D. Using Theorem 2.1.6
and the lattice properties of Theorem 2.1.5, we have
P (R,X) = P (T,D) ∨ P (T,X)− P (T,D) = P (T,D ∪X)− P (T,D)
for every Borel set X ⊆ C, where P (R,X) is computed in the aforementioned
compression of M. In particular, we have P (R,ψ([1/2, t])) = P (T, ψ([0, t])) −
P (T,D) for every t ∈ [1/2, 1] and we see that (1−P (T,D))N is the image ofR under
the trace preserving conditional expectation from (1−P (T,D))M(1−P (T,D)) onto
the von Neumann algebra generated by
{P (R,ψ([1/2, t]))− P (T,D) | 1/2 ≤ t ≤ 1}.
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Thus, the claim about (34) is proved. Since (1−P (T,D))Q is quasinilpotent, using
Lemma 4.1, we conclude
σ((1 − P (T,D))T ) = σ((1 − P (T,D))N) ⊆ C \D,
and (8) is proved.
The inclusions (7) and (9) are proved exactly analogously to the above proofs
of (6) and (8), but starting with a continuous spectral ordering ψ for T , that satisfies
supp(νT ) ∩ (C \D) ⊆ ψ([0, 1/2]) ⊆ C \D, ψ([1/2, 1]) = D.
This completes the proof that T is decomposable.
We now prove (d) =⇒ (e). Suppose T ∈ M is decomposable. Since decompos-
ability does not change if we add a scalar multiple of the identity to an operator,
it will suffice to show that T has the norm convergence property. This follows
easily from Lemma 4.2. Indeed, condition (i) of that lemma is immediate from
decomposability of T , and condition (ii) follows by the following familiar argument.
The projection 1−P (T, sD) is a T -coinvariant subprojetion of 1−P (T, sD), so the
spectrum of (1 − P (T, sD))T is a subset of the spectrum of (1 − P (T, sD))T , and
the latter is contained in C \ sD, by decomposability of T , using condition (ii) of
Proposition 3.1.
We now prove (e) =⇒ (f). We suppose T ∈ M has the shifted norm convergence
property and must show supp(νT ) = σ(T ). Of course, the inclusion ⊆ holds gener-
ally. To show the reverse inclusion, suppose ζ ∈ C\supp(νT ). Then 0 /∈ supp(νT−ζ)
and, consequently, by Theorem 2.1.7, letting A be the strong operator limit as
n → ∞ of |(T − ζ)n|1/n, A is invertible. By hypothesis, this convergence to A
holds also in norm topology. Consequently, for sufficiently large n, |(T − ζ)n|1/n is
invertible and, thus, T − ζ is invertible. So ζ /∈ σ(νT ). 
The proof of the following (essentially, just constructing an example) is more
conveniently postponed until after Proposition 6.4, below. However, it is natural
to state it here.
Proposition 4.4. Consider the conditions listed in Theorem 4.3. The implication
(f) =⇒ (e) fails to hold.
The following questions are natural:
Questions 4.5. Let T ∈ M.
(i) Do any other implications among the conditions (a)–(e) of Theorem 4.3 hold?
In particular, are the properties of being Borel decomposable, strongly decom-
posable and decomposable distinct for elements of finite von Neumann alge-
bras? (The construction by Eschmeier [7] of a decomposable Hilbert space
operator that is not strongly decomposable is of interest.)
(ii) If T has the shifted norm convergence property, must also T ∗ have it? (See
Theorem 4.6.)
(iii) If there exists a continuous spectral ordering for T such that, in the corre-
sponding Schur-type upper triangular form T = N + Q, the operator Q is
quasinilpotent, must any of the conditions (a)–(f) of Theorem 4.3 hold? (See
Theorem 7.3.)
Theorem 4.6. Suppose T ∈ M and supp(νT ) is totally disconnected. Then all
the conditions (a)–(f) of Theorem 4.3 are equivalent to each other and are also
equivalent to each of the following conditions:
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(g) σ(T ) is totally disconnected,
(h) T ∗ has the shifted norm convergence property.
Proof. The implication (g) =⇒ (a) follows immediately from Proposition 3.11, while
the implication (f) =⇒ (g) is clear. Thus, by Theorem 4.3, conditions (a)–(g) are
equivalent when supp(νT ) is totally disconnected. It is clear, however, from the
properties of Brown measure and of spectrum in finite von Neumann algebras,
that for any element of S ∈ M, S has full spectral distribution if and only if S∗
has full spectral distribution. This implies that condition (h) is also equivalent to
(a)–(g). 
5. An s.o.t.-quasinilpotent operator with thin spectrum
Our main purpose in this section is to construct an s.o.t.-quasinilpotent operator
with spectrum that is equal to a nondegenerate interval in the real line.
Let f ∈ L∞(T) and let (ak)k∈Z be its Fourier coefficients:
f(eiθ) ∼
∑
k∈Z
ake
ikθ.
Let Mf denote the operator of multiplication by f on L
2(T). Consider the usual
orthonormal basis (vk)k∈Z for L
2(T) where vk(e
iθ) = eikθ. WritingMf with respect
to this orthonormal basis, we have the Laurent operator L(f) := (aℓ−k)k,ℓ∈Z. Let
P be the projection of L2(T) onto span {vk | k ≥ 0} and for n ≥ 0, let Pn be
the projection of L2(T) onto span {vk | 0 ≤ k ≤ n}. Then T (f) := PL(f)P is
the Toeplitz operator T (f) = (aℓ−k)k,ℓ≥0 and Tn(f) := PnL(f)Pn is the Toeplitz
matrix Tn(f) = (aℓ−k)0≤k,ℓ≤n.
The next result contains well known facts about norms of Toeplitz matrices; for
convenience we give a brief proof of them. For more refined results in the self-adjoint
case, see [12].
Proposition 5.1. (a) ‖L(f)‖ = ‖f‖∞.
(b) For every n ≥ 0, ‖Tn(f)‖ ≤ ‖Tn+1(f)‖ ≤ ‖T (f)‖.
(c) ‖L(f)‖ = ‖T (f)‖ = limn→∞ ‖Tn(f)‖.
Proof. Parts (a) and (b) are immediate from the definitions, as is the inequality
‖T (f)‖ ≤ ‖L(f)‖. Let ε > 0. There exist x, y ∈ span {vk | k ∈ Z} such that ‖x‖ =
‖y‖ = 1 and |〈L(f)x, y〉| ≥ ‖L(f)‖−ε. Since L(f) commutes with the bilateral shift
operator, we may without loss of generality assume x, y ∈ span {vk | 0 ≤ k ≤ n}
for some n ≥ 0. Thus,
‖Tn(f)‖ ≥ |〈L(f)x, y〉| ≥ ‖L(f)‖ − ε.
This implies (c). 
The mappings f 7→ L(f), f 7→ T (f) and f 7→ Tn(f) are, of course, linear and
∗-preserving, so we have
Tn(ℜf) = ℜTn(f), Tn(ℑf) = ℑTn(f).
Theorem 5.2. In the hyperfinite II1-factor, there exists an s.o.t.-quasinilpotent
operator whose spectrum is a nondegenerate interval in the real line.
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Proof. Let fn be a conformal mapping from the unit disk onto{
a+ ib
∣∣∣∣ − 1 < a < 1, − 1n < b < 1n
}
.
that satifies fn(0) = 0. Then, of course, for all n, we have ‖ℜfn‖∞ = 1 and
‖ℑfn‖∞ =
1
n , so limn→∞ ‖fn‖∞ = 1. Since fn is holomorphic and fn(0) = 0, its
Fourier coefficients ak vanish for k ≤ 0. Thus, the Toeplitz matrix Tk(fn) is strictly
upper triangular and, hence, nilpotent, for each k ≥ 1. Applying Proposition 5.1,
we get a sequence (k(n))∞n=1 of positive integers such that
lim
n→∞
‖Tk(n)(fn)‖ = 1 = lim
n→∞
‖ℜTk(n)(fn)‖.
By a standard construction, we can realize the von Neumann algebra direct sum
M =
∞⊕
n=1
Mk(n)(C)
as a von Neumann subalgebra of the hyperfinite II1-factor. Let
Q = ⊕∞n=1Tk(n)(fn) ∈ M.
Let An = ℜ(Tk(n)(fn)) and Bn = ℑ(Tk(n)(fn)).
Claim 5.2.1. Q is s.o.t.-quasinilpotent.
Since for each n, Tk(n)(fn) is nilpotent and since inM, the projection 0
⊕n⊕ 1⊕
1⊕ · · · converges in strong operator topology to 0 as n→∞, this is clear.
Claim 5.2.2. The spectral radius of Q is at least 1.
For each m ∈ N, we have ‖Qm‖ ≥ lim supn→∞ ‖T
m
k(n)‖ and for each n, we have
‖Tmk(n)‖ ≥ ‖A
m
n ‖ −
m∑
k=1
(
m
k
)
‖An‖
m−k‖Bn‖
k.
Since ‖Amn ‖ = ‖An‖
m and limn→∞ ‖An‖ = 1, while limn→∞ ‖Bn‖ = 0, we get
‖Qm‖ ≥ 1. This proves Claim 5.2.2.
Claim 5.2.3. The spectrum of Q lies in R.
Suppose λ ∈ C \ R. We have λ − Q =
⊕∞
n=1(λ − Tk(n)(fn)). Since for each n,
Tk(n)(fn) is nilpotent, each λ−Tk(n)(fn) is invertible. To show λ−Q is invertible,
it will suffice to show
sup
n≥1
‖(λ− Tk(n)(fn))
−1‖ <∞.
As soon as n > 2/|ℑλ|, we have ‖Bn‖ ≤ |ℑλ|/2 and, thus, ‖(ℑλ−Bn)
−1‖ ≤ 2/|ℑλ|.
We also have
(λ− Tk(n)(fn))
−1 =
(
(ℑλ−Bn)i+ (ℜλ− An)
)−1
= |ℑλ−Bn|
−1/2
(
± i+ |ℑλ−Bn|
−1/2(ℜλ−An)|ℑλ−Bn|
−1/2
)−1
|ℑλ−Bn|
−1/2,
where the sign in ±i is the sign of ℑλ. Since the operator
|ℑλ−Bn|
−1/2(ℜλ−An)|ℑλ−Bn|
−1/2
is self-adjoint, the operator
±i+ |ℑλ−Bn|
−1/2(ℜλ −An)|ℑλ−Bn|
−1/2
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is normal and has inverse of norm ≤ 1, so we get∥∥(λ− Tk(n)(fn))−1∥∥ ≤ 2|ℑλ| .
This shows that λ−Q is invertible, and Claim 5.2.3 is proved.
From Claims 5.2.1, 5.2.2 and 5.2.3 and the fact that the spectrum of an s.o.t.-
quasinilpotent operator must be connected and contain the point 0, it follows that
Q is an s.o.t.-quasinilpotent operator in the hyperfinite II1-factor whose spectrum
is an interval in R containing 0 and at least one of the points ±1. 
6. Norm convergence properties of s.o.t.-quasinilpotent operators
We begin by proving two lemmas for quasinilpotent operators.
Lemma 6.1. Suppose an element Q of a C∗-algebra is quasinilpotent. Then the
series
∑∞
k=1 ‖Q
k‖ converges and, hence, the series
∑∞
k=1Q
k converges in norm to
an operator that is quasinilpotent.
Proof. For any δ > 0, there exists N0 ∈ N such that for all k ≥ N0, we have
‖Qk‖ ≤ δk. Thus, we see that the series
∑∞
k=1 ‖Q
k‖ converges. From this, we get
that the series
∑∞
k=0Q
k converges in norm to a bounded operator R that commutes
with Q, and the series
∑∞
k=1Q
k converges in norm to the bounded operator RQ.
Now standard estimates show that RQ is quasinilpotent. 
Lemma 6.2. Suppose an element Q of a unital C∗-algebra is quasinilpotent. Then
1 +Q is invertible and (1 +Q)−1 = 1 + S, where S is quasinilpotent.
Proof. By Lemma 6.1, the series
∑∞
k=1(−1)
kQk converges to a quasinilpotent op-
erator S. We easily see that 1 + S = (1 +Q)−1. 
Lemma 6.3. Suppose an element Q of a unital C∗-algebra is quasinilpotent. Then
lim
n→∞
∥∥|(1 +Q)n|1/n − 1∥∥ = 0.
Thus, 1 +Q has the norm convergence property.
Proof. We must show that for all ε > 0 there exists N0 ∈ N such that, for all
n ≥ N0, we have
(1− ε)2n ≤ (1 +Q∗)n(1 +Q)n ≤ (1 + ε)2n.
Since 1 +Q is invertible, it will suffice to show that for all n ≥ N0 we have
‖(1 +Q)n‖ ≤ (1 + ε)n (35)
‖(1 +Q)−n‖ ≤ (1− ε)−n. (36)
To show (35), let N1 be such that ‖Q‖n ≤
(
ε
2
)n
for every n ≥ N1. Using the
binomial formula, for n ≥ N1 we have
‖(1 +Q)n‖ ≤
n∑
k=0
(
n
k
)
‖Qk‖ ≤
N1−1∑
k=0
(
n
k
)
‖Qk‖+
n∑
k=N1
(
n
k
)(ε
2
)k
≤
(
1 +
ε
2
)n
+
N1−1∑
k=0
nk‖Q‖k ≤
(
1 +
ε
2
)n
+N1(1 + n‖Q‖)
N1.
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Since
lim
n→∞
log
(
(1 + ε2 )
n +N1(1 + n‖Q‖
)N1
)
n
= log
(
1 +
ε
2
)
< log(1 + ε),
we get that (35) holds for n large enough.
By Lemma 6.2, (1 + Q)−1 = 1 + S for some quasinilpotent S. Hence applying
(35) in the case of this operator S implies that (36) holds for n large enough. 
Proposition 6.4. Suppose Q ∈ B(H) is s.o.t.-quasinilpotent. Then the following
are equivalent:
(a) Q is quasinilpotent,
(b) Q has the norm convergence property,
(c) Q has the shifted norm convergence property.
Proof. The equivalence of (a) and (b) is clear. The implication (c) =⇒ (b) is also
immediate, while the implication (a) =⇒ (c) follows from Lemma 6.3. Indeed,
assuming (a), for every nonzero λ ∈ C, λ−1Q is also quasinilpotent. So after
rescaling, from Lemma 6.3 we have that λ+Q has the norm convergence property.
Of course, Q itself has the norm convergence property, and (c) is proved. 
Proof of Proposition 4.4. The proof consists of constructing an example of T ∈ M
that has full spectral distribution but does not satisfy the shifted norm convergence
property. Let T ∈ M be a direct sum T = N⊕Q ∈M1⊕M2, where N is a normal
operator whose Brown measure (taken in M1) is supported on the closed unit disk
and has no atoms, and where Q is any s.o.t.-quasinilpotent operator that is not
quasinilpotent but whose spectrum is contained in the closed unit disk; for example,
take the operator described in the introduction around equation (1). Then both
the spectrum of T and the support of its Brown measure are the closed unit disk,
so T has full spectral distribution. However, T has the norm convergence property
if and only if both N and Q have it. But Q does not have the norm convergence
property, by Proposition 6.4. 
We will show, using the following proposition in Example 6.6 below, that the
equivalence of (b) and (c) in Proposition 6.4 does not extend even to operators
having Brown measure supported at exactly one (nonzero) point.
Proposition 6.5. Let Q ∈ B(H) be s.o.t.-quasinilpotent. Then 1+Q has the norm
convergence property if and only if σ(1 +Q) ⊆ T.
Proof. The proof is a straightforward application of the spectral radius formula.
Suppose first that σ(1 +Q) ⊆ T. Since the spectral radii of 1 +Q and (1 +Q)−1
are both 1, for any ε > 0, there exists N ∈ N such that for all n > N , ‖(1+Q)n‖ <
(1 + ε)n and ‖(1 +Q)−n‖ < (1 + ε)n. Thus we have
(1 +Q∗)n(1 +Q)n ≤ ‖(1 +Q)n‖2 ≤ (1 + ε)2n
and
(1 +Q∗)n(1 +Q)n ≥ (1 +Q∗)n
(1 +Q∗)−n(1 +Q)−n
‖(1 +Q∗)−n(1 +Q)−n‖
(1 +Q)n ≥ (1 + ε)−2n.
Hence,
(1 + ε)−1 ≤ |(1 +Q)n|1/n ≤ 1 + ε.
It follows that the sequence |(1 +Q)n|1/n converges in norm to 1.
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Now assume that 1+Q has the norm convergence property. Since |(1 +Q)n|1/n
must converge in norm to 1, it follows that for sufficiently large n, |(1 +Q)n|1/n is
invertible, so that also (1 +Q)n and 1+Q are invertible. We observe now that for
large n we have
(1 − ε)2n ≤ (1 +Q∗)n(1 +Q)n ≤ (1 + ε)2n
so that
(1 + ε)−2n ≤ (1 +Q)−n(1 +Q∗)−n ≤ (1− ε)−2n.
Hence, (1 +Q∗)−1 has the norm convergence property.
In addition, since |(1 +Q)n|1/n must converge in norm to 1, for large n we have
‖(1 +Q)n‖ < (1 + ε)n, so by the spectral radius formula, σ(1 +Q) ⊆ D. Applying
the same argument to (1 +Q∗)−1 we see that σ(1 +Q∗) ⊆ C \ D. Thus,
σ(1 +Q) ⊆ D
⋂
(C \ D) = T,
as desired. 
Here is the promised example, that serves both to show that Proposition 6.4
does not extend, and to show that the naive guess at an answer to Question 1.1 is
wrong.
Example 6.6. Let Q be the s.o.t.-quasinilpotent element of the hyperfinite II1–
factor that was constructed in Section 5, with σ(Q) a nondegenerate interval in the
real line. Using either the holomorphic functional calculus and the main result of [6],
or arguing more directly with power series, we have that the operator exp(iQ) is of
the form 1+S, where S is s.o.t.-quasinilpotent and exp(iQ) has spectrum contained
in T and consists of more than just the point {1}. Hence, by Proposition 6.5,
exp(iQ) has the norm convergence property. However, σ(exp(iQ) − 1) 6= {0}, so
S = exp(iQ) − 1 is not quasinilpotent and does not have the norm convergence
property. Therefore, exp(iQ) does not have the shifted norm convergence property.
7. Operators with finitely supported Brown measure
In this section, we focus on elements T ∈ M whose Brown measures have finite
support.
If the Brown measure of the operator T has more than one point in its support,
then it is possible to construct distinct upper-triangular forms of T . Theorem
2.1.7 tells us that the strong operator limit, A, of the sequence |T n|1/n has as
spectral projections P (T, rD) for r ∈ [0, ‖T ‖]. Thus, if the Brown measure of T has
support a1, . . . , am ordered so that |a1| ≤ |a2| ≤ · · · ≤ |am|, then the corresponding
upper-triangular form T = N +Q is upper-triangular with respect to the spectral
projections of A for disks centered at the origin. Theorem 2.1.7 thus implies that
A = |N |. We use this fact to show that if the upper-triangular part Q for such an
ordering is quasinilpotent, then T has the norm convergence property.
Lemma 7.1. Let Q ∈ M be quasinilpotent. Let (Pi)1≤i≤m be projections such
that
∑m
i=1 Pi = 1 and such that, for every 1 ≤ k ≤ m, the projection
∑k
i=1 Pi is
Q-invariant. Let a1, . . . , am be complex numbers with 0 ≤ |a1| ≤ |a2| ≤ · · · ≤ |am|.
Let T =
∑m
i=1 aiPi+Q. Then |T
n|1/n converges in norm as n→∞ to
∑m
i=1 |ai|Pi.
In particular, T has the norm convergence property.
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Proof. If am = 0, the result is clear, so assume am 6= 0. The proof proceeds by
induction. The case m = 1 follows from Lemma 6.3. For m > 1, suppose the result
holds for all 1 ≤ k < m.
Let
N =
m−1∑
i=1
aiPi, Q11 = Q
m−1∑
i=1
Pi, Q12 =
m−1∑
i=1
PiQPm, Q22 = PmQ.
Note that by Lemma 2.2.3, Q11 and Q22 are quasinilpotent.
We may now write T as the 2×2 matrix,
T =
(
N +Q11 Q12
0 am +Q22
)
.
We also write
A = N +Q11, C = am +Q22, Bn =
n−1∑
k=0
AkQ12C
−k−1,
Rn =
(
1 Bn
0 1
)
, G =
(
A 0
0 C
)
,
so that T n = RnG
n. Note thatRn is invertible inM and C is invertible in PmMPm,
with
C−1 = a−1m + S
for a quasinilpotent operator S (by Lemma 6.2), and
R−1n =
(
1 −Bn
0 1
)
.
Assume for the moment that N 6= 0. Fix ε ∈ (0, 1). By the inductive hypothesis,
there exists K0 ∈ N such that for any k ≥ K0, we have
‖|Ak|
1
k ‖ ≤ |am−1|(1 + ε), (37)
‖|Ck|
1
k ‖ ∈ (|am|(1− ε), |am|(1 + ε)),
‖|C−k|
1
k ‖ ∈ (|am|
−1(1− ε), |am|
−1(1 + ε)).
Hence for k > K0,
‖AkQ12C
−k−1‖ ≤ ‖Q12C
−1‖ · ‖Ak‖ · ‖C−k‖
≤ ‖Q12C
−1‖ · (|am−1|(1 + ε))
k · (|am|
−1(1 + ε))k ≤ ‖Q12C
−1‖ · (1 + 3ε)k.
For n > K0, we have
‖Bn‖ =
∥∥∥∥∥
K0∑
k=0
AkQ12C
−k−1 +
n−1∑
K0+1
AkQ12C
−k−1
∥∥∥∥∥
≤
∥∥∥∥∥
K0∑
k=0
AkQ12C
−k−1
∥∥∥∥∥+ n‖Q12C−1‖(1 + 3ε)n.
Thus, for sufficiently large n, we have ‖R−1n ‖ = ‖Rn‖ ≤ (1 + 4ε)
n. It follows that
|T n|2 = (Gn)∗(R∗nRn)G
n ≤ ‖Rn‖
2(Gn)∗Gn ≤ (1 + 4ε)2n(Gn)∗Gn,
|T n|2 = (Gn)∗(R∗nRn)G
n ≥ ‖R−1n ‖
−2(Gn)∗Gn ≥ (1 + 4ε)−2n(Gn)∗Gn.
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Since the function t 7→ t1/2n is operator monotone for positive operators, we get
(1 + 4ε)−1|Gn|
1
n ≤ |T n|
1
n ≤ (1 + 4ε)|Gn|
1
n
for all sufficiently large n. By the inductive assumption, we have
|N | − ε ≤ |Gn|
1
n ≤ |N |+ ε
for all sufficiently large n. A combination of these two formulae gives us
(1 + 4ε)−1(|N | − ε) ≤ |T n|
1
n ≤ (1 + 4ε)(|N |+ ε)
for all sufficiently large n. Since ε is arbitrary, it follows that |T n|
1
n converges in
norm to |N | as n→∞, as desired.
If N = 0, then the argument proceeds similarly, but where the estimate (37) is
replaced by ‖|Ak|1/k‖ ≤ |am|/2. 
We now show that for an operator with finitely supported Brown measure, the
spectral ordering used to construct an upper-triangular forms T = N +Q does not
affect whether s.o.t.-quasinilpotent part Q is quasinilpotent.
Lemma 7.2. Suppose T ∈M has finitely supported Brown measure. Suppose that
there exists an upper-triangular form T = N +Q such that Q is quasinilpotent. If
T = Nˆ + Qˆ is another upper-triangular form, then also Qˆ is quasinilpotent.
Proof. We have N =
∑n
k=1 akPk, for distinct complex numbers a1, . . . , an and for
projections P1, . . . , Pn whose sum is 1, where for m ≤ n,
∑m
k=1 Pk is the Haagerup-
Schultz projection of T associated with the set {a1, a2, . . . , am}. Lemma 2.2.3 and
Corollary 2.2.5 imply that σ(T ) = {a1, a2, . . . , an}.
Let {b1, b2, . . . , bn} be any reordering of {a1, a2, . . . , an}, and let T = Nˆ + Qˆ
be the corresponding upper triangular form of T . Then we have Nˆ =
∑n
k=1 bkRk
and with
∑m
k=1 Rk the Haagerup-Schultz projection of T associated with the set
{b1, b2, . . . , bm} for all m ≤ n. Then Lemma 2.2.3 implies that σ(RkTRk) contains
only finitely many points for each k. Combining this with Proposition 2.1.2, we see
that supp(νRkTRk) = σ(RkTRk) for each k. Since RkQˆRk is s.o.t.-quasinilpotent,
we have for every k,
σ(RkTRk) = supp(νRkTRk) = {bk}.
As RkTRk = bk + RkQˆRk, this implies that RkQˆRk is quasinilpotent. Since this
is true for all k, Corollary 2.2.5 implies that Qˆ is quasinilpotent, completing the
proof. 
Theorem 7.3. Suppose T ∈ M and supp(νT ) is finite. Then all the conditions
(a)–(h) of Theorems 4.3 and 4.6 are equivalent to each other and are also equivalent
to each of the following conditions:
(i) σ(T ) is finite,
(j) there exists a spectral ordering for T for which, in the corresponding upper tri-
angular form T = N+Q, the s.o.t.-quasinilpotent operator Q is quasinilpotent.
Proof. The equivalence of conditions (a)–(i) is clear from Theorems 4.3 and 4.6.
The equivalence of condition (j) with (c) follows from Lemma 7.2. 
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