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Recent technological advances have made the simultaneous recording of the activity of many 
neurons common. However, estimating the amount of information conveyed by the discharge 
of a neural population remains a significant challenge. Here we describe our recently published 
analysis method that assists in such estimates. We describe the key concepts and assumptions 
on which the method is based, illustrate its use with data from both simulated and real neurons 
recorded from the lateral geniculate nucleus of a monkey, and show how it can be used to 
calculate redundancy and synergy among neuronal groups.
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1 IntroductIon
The brain processes information by the coordi-
nated activity of many neurons, and it is there-
fore natural to ask: How much information does 
a given set of neurons transmit? In the past, sev-
eral methods that estimated information rates 
from the firing pattern (Optican and Richmond, 
1987; Richmond and Optican, 1987; Richmond 
et al., 1987; Bialek et al., 1991; Rieke et al., 1997; 
Strong et al., 1998; Brenner et al., 2000) or mem-
brane potential (Borst and Theunissen, 1999; 
DiCaprio, 2004) of single neurons have been 
used. The information contained in spike trains 
was estimated by calculating the entropy associ-
ated with the various temporal patterns of spike 
discharge, using Shannon’s formula (Shannon, 
1949; Shannon and Weaver, 1949; Victor, 2006). 
For a thorough review of existing approaches, see 
Quiroga and Panzeri (2009).
Such calculations become impractical when we 
are dealing with a substantial number of neurons, 
and since all brain functions involve many inter-
acting neurons, it is important to provide similar 
information estimates for a neuronal population. 
Simply adding up the information delivered by 
individual neurons in the population is not a 
valid procedure because of these interactions 
(see, for example, Zohary et al., 1994; Bair et al., 
2001; Latham and Nirenberg, 2005; Pillow et al., 
2008). Methods adequate for single neuron data, 
such as the Reconstruction Method (Bialek et al., 
1991) or the Direct Method (Strong et al., 1998), 
become impractical for a substantial population 
of neurons because of the “curse of dimensional-
ity”: the huge multi-dimensional space inhabited 
by many diverse spike trains can only be sampled 
rather sparsely by most real-life neurophysiologi-
cal experiments.
Calculating the information carried by a popu-
lation of many neurons thus has remained a sig-
nificant challenge (Brown et al., 2004; Quiroga and 
Panzeri, 2009), while the need for such estimates 
has become increasingly urgent: the technology 
of recording simultaneously from many neurons 
has become affordable and wide-spread, and data 
from such recordings are becoming common.
A quantitative measure of the information 
transmitted by a neural population should make it 
possible to investigate synergy (population codes; 
for example, Gat and Tishby, 1999; Brenner et al., 
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2000; Latham and Nirenberg, 2005) and redun-
dancy (less than additive combination of informa-
tion) among interacting neurons, and thus provide 
new insights into the computational principles 
employed by the brain. Here we describe a method 
that estimates the amount of information trans-
mitted by a population of spiking neurons, and 
demonstrate its use with both simulated data and 
data recorded from the lateral geniculate nucleus 
(LGN) of an anesthetized macaque monkey. To 
make the method accessible to a broader audience 
of interested neuroscientists, we minimize here the 
explicit use of mathematics. Interested readers can 
find details in the appendix of our original paper 
(Yu et al., 2010), where the details of the experi-
mental procedures used to obtain the laboratory 
recordings can also be found.
2 EstImatIon of thE ratE at whIch a 
nEural EnsEmblE dElIvErs InformatIon
2.1 InformatIon
In everyday usage, the word “information” 
refers to the amount of novelty transmitted in a 
  message – data that enable us to choose among 
alternatives. In its quantitative, technical mean-
ing, the information in a message refers to the 
reduction in uncertainty associated with a pre-
supposed probability distribution of possible 
events. In this sense, information is a function of 
both the contents of the message and of an a priori 
assumption concerning the relative likelihood of 
possible events. Consider, for example, a mes-
sage sent as ASCII characters, which is received 
as a string of 0’s and 1’s. This bitstream of 0’s 
and 1’s contains several levels of information that 
we might decompose. On a per-character basis, 
every group of eight bits corresponds to a single 
ASCII character. Given that each bit is either a 0 
or a 1, we have 28, or 256, total possible characters 
for every eight bits. Each additional bit of infor-
mation reduces the remaining uncertainty of the 
sequence by half. Conversely, we might say that 
each bit doubles the number of potential choices: 
the number of possible sequences is 2N, where N 
is the number of bits.
Does each bit carry the same amount of infor-
mation? Usually not. For example, all 36 alpha-
numeric characters in English begin with one 
of only five unique 4-bit sequences: 0011, 0100, 
0101, 0110, and 0111. Note that the first bit of 
every character is a 0. Since this 0 occurs with 
100% probability, it carries zero information 
with respect to the alphabet. In a similar vein, 
the character e occurs almost 172 times as often 
as the letter z (Lewand, 2000), and so it is waste-
ful to use the same number of bits for both: an 
efficient encoding scheme would require fewer 
bits for common characters than for rare ones. 
To encode otherwise introduces redundancy into 
the system – informally defined as the number of 
“wasted” bits used in transmitting the message. 
Because an e will appear in English with higher 
probability than a z, our uncertainty is reduced 
to a lesser extent when it occurs. Our total uncer-
tainty, therefore, is a function of the probability of 
occurrence of the characters. It is this uncertainty, 
dubbed entropy, that Claude Shannon quantified 
in his seminal paper A Mathematical Theory of 
Communication (1948).
In a similar manner, a neuron in the nervous 
system encodes information about a stimulus via 
a sequence of action potentials. How might we 
calculate the entropy from such a sequence? As 
just discussed, at the heart of Shannon’s entropy 
lies the probability distribution – a description 
of the likelihood of different messages. With this 
in mind, to calculate entropy we must do two 
things: (1) define what a neuronal “message” is, 
and (2) calculate the probability distribution of 
the various messages. Several methods have been 
proposed for accomplishing these tasks, yet deal-
ing with more than a few neurons recorded simul-
taneously has remained beyond reach.
2.2 fEaturEs of thE formulatIon
The methodology of information theory may be 
addressed not only to the example of messages in 
ASCII code, but also to situations that are more 
general in several different respects (Cover and 
Thomas, 2006). In a rather remarkable way, a use-
ful theory emerges which has several unexpected 
features.
Suppose we had a very large collection of 
signals of a specified duration, each occurring 
numerous times. From that ensemble we could 
derive a list of the probability of occurrence of 
each distinct signal. The first step of information 
theory is to observe that any such list of prob-
abilities gives rise to an essentially unique number 
– its entropy – which states, in bits, the potential 
capability of an average member of that ensemble 
to convey a message. Entropy is the central concept 
and central building-block of information theory 
and is constructed from the list of probabilities 
by the formula
  Hp p rr
r
=−∑ log2  (1)
where pr indicates the probability of a specific 
signal r.
Equation 1 has the following property: if we 
regard two separate signals as two consecutive 
“chapters” of a longer signal, then the entropy 
of a set of these longer signals is the sum of the 
Entropy
In information theory, entropy is a 
measure of the uncertainty associated 
with a random variable. It quantifies the 
disorder, or unpredictability, of a 
collection of signals. Entropy is the 
expected value of the information 
contained in a message, and is 
measured in bits. The concept was 
introduced in this context by  
C. Shannon’s 1948 paper “A 
Mathematical Theory of 
Communication.”
Synergy/Redundancy
If all the neurons in a population were 
independent, their group information 
would equal the sum over the 
information each of them carries. If their 
group information is less than that sum, 
we have redundancy: some of the 
information delivered by some neurons 
is also delivered by others. If their group 
information has more than that sum, we 
have synergy, providing information that 
depends on the coordinated firing of 
some neurons, and cannot be extracted 
by examining individual neurons.Crumiller et al.  Estimating information in neuronal populations
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of repeated presentations of a chosen stimulus 
(referred to as repeats), which are interleaved with 
presentations of non-repeating stimuli (referred 
to as uniques).
2.2.2 Continuous signals
So far we have dealt with signals composed of 
sequential, well-defined markers. Information 
theory generalizes to signals that are continu-
ous in time and to parallel multiples of such 
signals.
A natural way to approach such an extension 
is to study a sequence of approximations, in each 
of which a continuous signal in time is discretized 
into progressively shorter time-steps. At each suc-
cessive level of approximation, the situation may 
be represented (as discussed above) as a sequence 
of discrete symbols. In doing so, however, dif-
ficulties arise, some with a surprising resolution.
2.2.2.1 The timestep problem.  The probability 
of a continuous variable is characterized by its 
probability density function. When this density 
function is divided into very small intervals, 
the probability associated with each interval 
approaches zero; as these divisions are further 
refined, the total entropy and noise entropy 
diverge to infinity. However, these two entropies 
diverge together, and the offending divergence is 
thus canceled by taking the difference of the two 
entropies, and the resulting signal information 
(equation 2) approaches a well-defined limiting 
value. In this sense, the signal information is more 
fundamental than is either of the two entropies 
from which it is calculated.
2.2.2.2 The finite-sampling problem.  There is 
a second problem that arises from dividing time 
into brief intervals. As we saw in the early discus-
sion, the number of alternative code-word pos-
sibilities increases exponentially with the number 
of intervals. Straightforward evaluation of their 
probabilities for use in equation 1 demands many 
repeated presentations of each stimulus, and 
eventually becomes experimentally unfeasible. 
In consequence, the deep theoretical structure of 
this problem has received a great deal of attention, 
and insightful methods have been advanced for 
extrapolation from more modest and feasible data 
sets (for example, Panzeri et al., 2007). When one 
considers a response composed of several paral-
lel signals, the difficulty is severely compounded, 
since the number of possible messages increases 
greatly. These extrapolation procedures (which 
continue to be refined) have so far successfully 
addressed the challenge of eight simultaneously 
recorded neurons.
 entropies calculated for its two consecutive chap-
ters. The distribution p of all n signals is maxi-
mized when p is the uniform distribution (that is, 
all signals are equally likely, with probability 1/n). 
When this occurs, the formula reduces to log2 n.
Equation 1 is the only way to satisfy two 
requirements: (1) in the case of equal probabili-
ties, as above it reduces to a simple logarithm, and 
(2) as in the “chapter” example above, the sum of 
the entropies of two signals is equal to the entropy 
of the signals taken together.
2.2.1 Noise and signal entropies
Experimental data typically contain noise: the 
accuracy and precision of any measurement are 
limited by noise in both the production of the 
stimulus signal, the transduction of the signal 
through the inherently noisy nervous system, and 
the recording of the output signal through the 
measurement devices. In the complete absence of 
noise, any differential response of the nervous sys-
tem would indicate its ability to discriminate dif-
ferent stimuli. With noise, however, our system’s 
ability to discriminate between stimuli is greatly 
reduced: the signal is muddied, and the reduc-
tion in uncertainty accompanying any measured 
output signal – the information in the signal – is 
itself diminished. Variations in the measured out-
put signal still exist, but we can no longer reliably 
ascribe such variations to changes in the input. 
Some of the variability in the signal, therefore, 
contains not signal entropy (which would allow 
us to discriminate stimuli), but noise entropy – 
entropy that is due entirely to noise.
To properly calculate the actual signal infor-
mation of the system, we must remove from the 
entropy calculation the contribution of noise. By 
analogy with the calculation of the total entropy 
(denoted by HT), the noise entropy (HN) is calcu-
lated from observing the variability of responses 
to repeated presentations of a (typical) stimulus, 
with a formula similar to equation 1; The dis-
tribution of these responses provides the prob-
abilities that the entropy formula requires. The 
(noiseless) information available in our signal 
(often called Mutual Information) is thus
  IH H TN =− (2)
This equation describes the process of measuring 
and removing the amount of variability in the 
signal that is due to noise. Details of the deri-
vation of this equation can be found in Rieke 
et al. (1997, see Section 3.1.3) and in Cover and 
Thomas (2006, chap. 7). We note that the need to 
estimate the noise entropy together with the total 
entropy over a long experiment requires the use 
Mutual Information
Mutual information between stimulus 
and response quantifies (in bits) the 
reduction in stimulus uncertainty 
gained from analyzing the response. It is 
calculated by subtracting from the total 
entropy the noise entropy, which is 
estimated from the variability of 
responses to repeated presentations of a 
stimulus.Crumiller et al.  Estimating information in neuronal populations
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coefficients of this resulting smooth   function of 
time may be directly evaluated (Figure 1, top). 
This procedure may be applied to the laboratory 
data of the experiment discussed above, where 
spike trains driven by unique and repeat stimuli 
were interleaved. From the responses to each of 
the two kinds of stimuli we can estimate a mul-
tivariate probability distribution for the Fourier 
coefficients and, by Shannon’s observation above, 
evaluate the signal information. Several further 
features simplify this approach.
2.2.4 Features of the frequency representation
Our signal technically constitutes a time-station-
ary random process with finite memory, and from 
this it can be shown that Fourier components at 
different frequencies are uncorrelated. Thus, the 
multi-frequency probability distribution can be 
parceled into independent distributions at the 
separate frequencies.
We discussed above an ambiguous width in the 
representation of spikes as tall, narrow pedestals 
with unit area. In fact, one might have represented 
the spikes with tall, narrow positive functions of 
any shape. On closer inspection the Fourier coef-
ficients separate into two natural frequency sets. 
At low frequencies, the coefficients essentially 
depend only on the pattern of the spikes and not 
on their shapes. Once the period of the sine wave 
becomes briefer than most spike separation times, 
the Fourier coefficients become dependent only 
on the spike shape, and not on their firing pattern. 
In this regime the probability distribution is the 
same for the repeat stimuli and for the non-repeat 
set. Fourier coefficients at these higher frequen-
cies do not contribute to the signal information. 
The remaining influences of spike shape may be 
removed by taking the narrow unit-area spikes 
toward the limit of zero width, which assigns well-
defined limiting values to the Fourier coefficients, 
and leaves the features above intact.
This approach greatly simplifies the calcula-
tion of Fourier coefficients from laboratory data: 
each Fourier coefficient is simply the sum, over all 
spike times, of the values of the relevant sinusoid 
at those times.
A further great simplification takes place: that 
sum of values may be broken up across time as a 
sum of sub-sums that are, in the ensemble, sta-
tistically independent of one another, because the 
signal has finite memory. Here the central limit 
theorem applies, and we conclude that the coef-
ficient’s distribution is Gaussian, which we have 
verified for both simulated and laboratory data 
(See Yu et al., 2010, Figure 5). The entropy of a 
Gaussian depends only upon its variance (equa-
tion 3), and a modest sample from a distribution 
In the following section, we advance an 
  alternative approach that avoids the difficult 
step of dividing continuous time into brief dis-
crete segments. If the specific probability density 
function is known analytically, one may proceed 
as above to evaluate its entropy directly, follow-
ing equation 1. For example, the entropy of a 
Gaussian with variance s
2 is
  He G() () sp s
2
2
2 1
2
2 = logb its (3)
Our method exploits the a priori knowledge 
of the statistical distribution of the data to over-
come the finite-sampling problem, and thus has 
allowed us to compute the entropy of 1024 paral-
lel simulated signals on a desktop computer in a 
matter of minutes.
Shannon has observed (Shannon, 1948; 
Shannon and Weaver, 1949, chap. 3) that, in 
the continuous-time limit, the underlying ran-
dom variables of the signal information may 
be expressed in numerous ways. In fact, any 
smooth transformation of variables leads to a 
new expression for signal information. Shannon 
then made the remarkable observation (Shannon 
and Weaver, 1949, chap. 4) that such transforma-
tions leave the bit-value of the signal informa-
tion (but not the values of its two component 
entropies) unchanged. Following Shannon, the 
electronic communication community has used 
this observation to express the bit-rate of a time-
varying continuous signal in terms of required 
frequency bandwidth. We observe here that simi-
lar treatment is applicable to spike trains.
2.2.3 Frequency representation (Fourier Analysis) 
and spike trains
Under diverse circumstances, a signal defined at 
every moment of time and over a fixed span of time 
can be approximated indefinitely well by a constant 
plus a sum of weighted sines and cosines that oscil-
late with frequencies that are integer multiples of a 
single fundamental frequency. Such a representation 
as a weighted sum of sines and cosines is technically a 
Fourier series representation, and its list of weighting 
coefficients (technically Fourier coefficients) fully 
characterizes the signal (Bendat and Piersol, 2010).
The weighting coefficients of each sinusoid 
may be calculated for a large ensemble of signals, 
and may thus be characterized by a probability dis-
tribution. From this distribution one can calculate, 
using equation 1, the associated entropy. A signal 
representing a spike train may be expressed as a 
series of delta functions (smooth “spikes” of infini-
tesimal width, infinite height, and area 1), with 
each spike representing an action potential fired 
by the neuron at that moment in time. The Fourier 
Fourier Analysis
We are interested here in a neuron’s rate 
of transmitting information, rather 
than in the development of the 
neuronal signal over time. Since Fourier 
analysis decomposes a set of neuronal 
outputs into a sum of sine and cosine 
coefficients at various frequencies, it 
provides insight into the underlying 
processes that gave rise to the signal.Crumiller et al.  Estimating information in neuronal populations
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2.3 InformatIon In multIplE-nEuron spIkE 
traIns
In the previous section we described how the 
entropy of a single neuron may be calculated 
from the variances of its Fourier coefficients over 
a range of frequencies. In the more general situa-
tion, in which several neurons are recorded simul-
taneously, a common input may lead to features 
in common in those neurons’ outputs. This would 
imply that the response of a given neuron was, 
in part, predictable from the responses of oth-
ers, and consequently the amount of  information 
known to be Gaussian is sufficient to reasonably 
determine its variance (Figure 1, middle left). 
Since any empirical sample is finite, the variance 
estimation is still slightly biased, but the bias is 
small compared to the bias encountered in more 
direct approaches that attempt to fully character-
ize a distribution of unknown form from a limited 
sample. Thus we may evaluate the signal informa-
tion by summing the Gaussian entropies of equa-
tion 3 over the range of frequencies for which the 
entropies for responses to the two different types 
of stimuli (unique and repeated) are unequal.
Figure 1 | The three steps that are required for calculating the information carried by a neural population: Fourier 
representation of each spike train; variance estimation, and entropy-information calculation.Crumiller et al.  Estimating information in neuronal populations
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property that by rotation one can always find a 
new set of coordinates, in which the distribution 
becomes the product of univariate Gaussians, 
and one can then proceed as before. Technically, a 
multivariate Gaussian is characterized by a covari-
ance matrix whose principal component vectors 
define the special choice of the new coordinates. 
For the case of two cells this is shown by the red 
axes in the right frame of Figure 2. Performing 
this at many frequencies (Figure 1, middle right) 
on both Repeat and Unique trial sets allows the 
direct calculation of the signal entropy (Figure 1, 
bottom).
2.4 EstImatIng rEdundancy and synErgy
We have seen above how the simple summation 
of information from individual cells can easily 
overestimate the actual amount of information 
conveyed by the group. This overestimation arises 
from the fact that the information content of the 
cells’ outputs overlaps, and is thus redundant. 
In some systems, the converse may be true: the 
communal output of cells might exceed the sum 
total information of the individuals, and we have 
synergy. The circumstances in a complex system 
from which redundancy or synergy may arise have 
been the subject of much interest and theoreti-
cal discussion (Gawne and Richmond, 1993; Gat 
and Tishby, 1999; Panzeri et al., 1999; Brenner 
et al., 2000; Panzeri and Schultz, 2001; Petersen 
et al., 2001; Bezzi et al., 2002; Pola et al., 2003; 
Schneidman et al., 2003; Latham and Nirenberg, 
2005; Montani et al., 2007).To quantify redun-
dancy (we refer here to redundancy, but the 
discussion applies to synergy as well), we must 
quantify the amount of entropy overlap in a 
group and compare this amount to the total 
 delivered by the group would be less than the sum 
of what was calculated for the individual neurons. 
The way this situation can be addressed quan-
titatively may be illustrated by the case of two 
neurons, as presented in Figure 2.
We choose a Fourier coefficient at one par-
ticular frequency, and for each of a sequence of 
trials we plot its value for cell A horizontally and 
its value for cell B vertically. In the left frame we 
consider the case where the cells are firing inde-
pendently. The points are thus drawn from a two-
dimensional distribution that is the product of the 
horizontal distribution and the vertical distribu-
tion that are both Gaussian. The two-dimensional 
distribution is thus the product of two univariate 
Gaussians. We have chosen for the vertical cell B a 
Gaussian with a smaller variance than that of cell 
A. The entropy of the distribution is the sum of 
the two entropies, each obtained from its variance 
as in equation 3.
The right frame of Figure 2 shows what hap-
pens when the firings of the two cells are cor-
related, as in response to some common input. 
It is evident in the figure that a positive Fourier 
coefficient for one cell predisposes the Fourier 
coefficient of the other cell to be positive, and 
similarly for negatives.
But here, again, there is a simple calculation 
for the distribution’s entropy. The single-cell 
argument above, that the central limit theorem 
applied and that therefore the distribution must 
be Gaussian, generalizes to the present case. By 
the same argument the multivariate distribution 
of the Fourier coefficients across cells is governed 
by the multivariate central limit theorem, and so 
must be a multivariate Gaussian distribution. A 
multivariate Gaussian distribution has the special 
Cell A
C
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l
l
 
B
Cell C
C
e
l
l
 
D
Figure 2 | Left: the two cells (A and B) fire independently; a two-dimensional distribution is the product of two 
one-dimensional distributions. Right: the two cells (C and D) are correlated in this bi-variate Gaussian distribution; when 
new coordinates (red axes) are chosen, the distribution becomes a product of two one-dimensional Gaussian distributions.Crumiller et al.  Estimating information in neuronal populations
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result, the model Poisson neurons and the real 
laboratory neurons were driven by experiments 
with equal number of trials and, therefore, the 
number of samples from the two sets was iden-
tical. The mean rates of these 8 neurons were 
set at the mean rates of 8 the actual neurons we 
recorded in our monkey LGN. The lower lines 
show the cumulative information, with advancing 
frequency, of those individual simulated neurons. 
The upper line in red shows the sum of those 
eight cumulative information plots. The dashed 
blue line below it shows the cumulative informa-
tion calculated for the merged group of 8. The 
difference between the two curves is a measure 
of the redundancy of the information that those 
neurons carry individually.
The right frame of Figure 3 shows the cor-
responding calculation for real neurons recorded 
in our laboratory from the monkey LGN. We see 
several new features. The individual neurons, not 
surprisingly, show a low-frequency cutoff, and as 
expected, the details of that cutoff are somewhat 
different for different neurons. When we compare 
the cumulative information of the merged group 
to the summed information of the individuals, we 
see that redundancy at lower frequencies crosses 
over to synergy at higher frequencies. This recur-
ring observation, which is absent in the simulated 
neurons, merits further study.
2.4.1.2 Merging information from smaller 
groups of neurons.  In Figure 4 we examine the 
effect of merging groups of neurons into a single, 
larger group. For both the simulated neurons and 
  information being transmitted. Using our 2-cell 
example, we represent each neuron’s information 
output by the two circles in the bottom right of 
each panel (Figure 2). In this way we can visual-
ize the amount of information redundantly con-
veyed by both neurons: it is the overlapping area. 
Quantifying these two values with the Fourier 
method is straightforward – the overlap is equal 
to the difference between the sum total and the 
group entropy. Calculation of redundancy with 
any number of cells proceeds exactly in the same 
manner. When each cell conveys unique informa-
tion there is no overlap between the information 
from the various cells, and redundancy is zero.
In the case of synergy, the information con-
veyed by the group is greater than the sum total of 
information; cells work synergistically to convey 
more information than the algebraic sum of the 
contributions of each one alone. Here the notion 
of overlap does not apply. However, one may 
regard the extra information as “negative over-
lap,” still defined by the difference between sum 
total entropy and group entropy, and proceed in 
the same manner as above.
2.4.1 Examples
2.4.1.1 Information from individual neu-
rons.  Figure 3 shows, in its left frame, simu-
lated results from eight model neurons. These 
were of the currently much-used Poisson type: 
each produced an inhomogeneous Poisson point 
process at a time-dependent rate that was directly 
proportional to the fluctuating luminance levels 
used as a visual stimulus in the laboratory; as a 
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Figure 3 | Cumulative information rates as a function of frequency for single cells and for a neural population. 
Colored lines near the bottom indicate the cumulative information for each of the eight simulated cells (A) and eight LGN 
cells (B). In simulated cells, the sum total information of all individual cells exceeds the information conveyed by the group 
together, indicating redundancy. In the monkey LGN cells, the sum total exceeds the group information until 
approximately half the stimulus frequency, after which synergy dominates.Crumiller et al.  Estimating information in neuronal populations
Frontiers in Neuroscience  www.frontiersin.org  July 2011  | Volume 5  |  Article 90  |  8
as a point in a space of 2 × 8 × 160 = 2,560   
dimensions: sine and cosine Fourier coefficients 
at evenly spaced frequencies from 1/8 to 160 Hz. 
The challenge becomes tractable when we note 
that the central limit theorem tells us a great deal 
about how these points must be distributed in that 
large space, and, in particular, that correlations 
across dimensions are confined to two-dimen-
sional sub-spaces defined by a sine–cosine pair 
at each frequency. The needed computations may 
be performed one pair at a time, and the central 
limit theorem further tells us that the final result 
may be derived from a simple analytic expression.
However, the laboratory data consist of 
only finite samples, while the theory addresses 
an ensemble of indefinite size. For example, 
the third panel in Figure 1 illustrates how an 
atypical sample may lead to a challenge in data 
analysis. In that figure we see that total entropy 
and noise entropy converge at high frequencies, 
which furnishes a cutoff for the sum in equa-
tion 26 of Yu et al. (2010). This convergence is 
predicted by the theory. But in the laboratory, 
the noise entropy is estimated from responses 
to repetitions of one sampled “repeat” stimulus, 
and if that sample is atypical, the computed noise 
entropy may converge to a slightly different value 
than the corresponding total entropy. Knowing 
the origin of the problem, one can apply a small 
common sense adjustment to remove it. But cur-
rently there is no overall theory to point the way 
that such small-sample adjustments should be 
made. We look forward to future developments 
the LGN neurons we divided the neurons into 
two groups: we ranked the neurons in order of 
increasing mean firing rate, and placed the even 
and odd numbered neurons in separate groups. 
From Figure 3 for simulated neurons we recall 
that this merger removed redundant informa-
tion, so the information of the two groups should 
already be reduced from the total single neuron 
information, which is confirmed in the left frame. 
Similarly for the laboratory data (right frame) 
the gap is reduced from what the previous figure 
showed. Again, for the two groups of LGN cells we 
see that as frequency increases there is a transition 
from redundancy to synergy.
3 dIscussIon
We have described a new method (Yu et al., 2010) 
for the estimation of the amount of information 
delivered by the discharges of a neuronal popula-
tion. The method fills a gap in the armamentar-
ium of the neuroscientist who is interested in the 
information processing aspects of the brain, and is 
timely in view of the abundance of multi-neuron 
recordings appearing in the literature. We now 
mention a few caveats, and comment on other 
recent approaches.
3.1 cavEats and challEngEs
3.1.1 Differences between responses to unique and 
repeat stimuli
The methodology presented here confronts 
the “curse of dimensionality” head-on. In our 
application, every 8-s spike train is represented 
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Figure 4 | redundancy and Synergy among groups of neurons in a population. Information rates from simulated 
Poisson spike trains (A), created to match the firing rates of monkey LGN neurons (B). In both panels the eight cells were 
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3.1.6 Available software
The software used in the analysis discussed in this 
review is freely available at http://camelot.mssm.
edu/~kaplane/Fourier_information.zip
3.2 othEr approachEs
To calculate Shannon information, one needs to 
know the distribution of the underlying variables. 
This can be rather challenging with experimental 
data, which are finite and usually provide only 
biased estimates of the underlying distribution 
(Panzeri et al., 2007). On the other hand, if one 
has a credible model of the process that is being 
investigated, the model’s parameters can be opti-
mized to bring the model’s output close to the 
experimental data. The model now can provide 
robust and accurate estimates of the distribution, 
and that distribution can be sampled to yield 
entropy estimates, using equation 1.
Model-based approaches to spike encod-
ing seek to define an optimal set of parameters 
for a given model from which the observed 
spike trains are most likely to have been gener-
ated. Such models are useful in that providing a 
stimulus-response paradigm allows for testable 
criteria concerning the nature of the encoding 
process, including statistical measures of accuracy 
and confidence, and also lends itself well to the 
application of Shannon Information. Paninski 
et al. (2007) suggested three criteria for the 
development of such models: the model must be 
powerful enough to properly describe the data, 
it must be both computationally tractable and 
simple enough to understand, and finally it must 
fit well with current physiological and anatomi-
cal knowledge of the system being studied. The 
maximum entropy principle, put forth by Jaynes 
(1957), states that given a set of constraints, the 
current state of knowledge is best described by the 
probability distribution with the greatest entropy.
The application of the maximum entropy 
principle to model-based approaches represent-
ing neural systems has garnered much attention 
among neuroscientists seeking to describe spike 
encoding. Some recent models (Schneidman 
et al., 2006; Shlens et al., 2006; Nirenberg and 
Victor, 2007) have explored the ability to account 
for the firing patterns of groups of neurons using 
only parameters that describe single neurons 
and the interactions between pairs of neurons, 
since the nature and consequences of the inter-
actions among neurons in the population are at 
the heart of the issue of population codes and 
synergy. Whether applications of this type of 
model will be valid for much larger populations 
of cells, as found in the nervous system, remains a 
subject of future exploration (Roudi et al., 2009). 
that would help bring this approach to a more 
mature usefulness.
3.1.2 Do we need repeated stimuli?
Our method requires repeated presentations of a 
stimulus in order to calculate the noise entropy. 
This requirement is shared by other methods, 
such as the Direct Method of Strong et al. (1998). 
It would be beneficial to have a method that did 
not require repeated presentations of a stimulus, 
and which offered some other way of estimat-
ing the noise entropy. This might require differ-
ent approaches to the estimation of complexity, 
entropy, and information. Steps in that direc-
tions have begun to appear in the past few years 
with the emergence of methods that sidestep the 
requirement for repeated stimuli. For example, 
entropy can be estimated with the Lempel and Ziv 
(1976) complexity measure, as was done recently 
by Szczepanski et al. (2003), Amigó et al. (2004), 
and Szczepanski et al. (2011). The complexity and 
entropy of spike trains can also be estimated by 
deducing the (hidden) computational structure 
of a system that could generate the observed spike 
train (Shalizi et al., 2002; Haslinger et al., 2010).
3.1.3 Non-sensory systems
Most of the information-theory applications to 
neuroscience have been to data from sensory neu-
rons, where a well-defined stimulus is used, often 
repeatedly. However, studies of other parts of the 
brain, such as the hippocampus, the pre-frontal 
cortex, or the nucleus accumbens, which often 
involve recordings without any specific experi-
menter-controlled stimulus, could also benefit 
from estimates of how much information is car-
ried by the recorded neurons. The methods used 
by (Amigó et al., 2004) are a step in this direction, 
but additional methods to provide such estimates 
would be highly desirable.
3.1.4 Robustness against errors in spike sorting
In our experience, the method is reasonably 
robust against errors in spike sorting, such as 
missed spikes, mis-assigned spikes, etc. However, 
its robustness has limits: if many spikes are erro-
neously assigned to more than one neuron, 
this is bound to affect the redundancy/synergy 
calculation.
3.1.5 Computational efficiency
The information calculations illustrated here may 
be performed on a desktop computer in a few 
seconds. Computing time scales roughly with the 
number of spikes fired by the neuronal popula-
tion, and our approach can easily handle hun-
dreds of neurons.Crumiller et al.  Estimating information in neuronal populations
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