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INTRODUCTION 
In this paper we establish several decidability results concerning classes of 
unquantified set-theoretic formulae in the language consisting of = (equal- 
ity), E (membership), E (inclusion), U (binary union), n (binary intersec- 
tion, \ (set difference), { } (singleton operator), pow (power set), and Un 
(general set-union). More precisely we show that the class of all unquan- 
tified formulas containing no occurrence of the symbol Un and at most one 
occurrence of pow is decidable. 
We also show that decidability persists if no occurrence of Un and { } is 
allowed and at most two terms l,, t, appear as arguments of the power set 
operator. 
Furthermore decidability of the class of all formulas containing no 
occurrence of the symbol pow and at most one occurrence of Un is 
established. 
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Finally we show that the class of formulas containing no occurrence of 
{ } but in which the operators pow and Un appear only in the context 
x c pow(x), Un(x) c x (asserting that x is a transitive set) or in the context 
x $Z pow(x), Un(x) p x (asserting that x is not transitive) is decidable. 
The paper is organized as follows. We begin with the language of 
multilevel syllogistic considered in [l]; this language, which we will desig- 
nate as MLS, is simply the unquantified theory of sets with = , E , c , U, 
n , \ as basic operators and relators. 
We extend the considerations of [l] to the case in which the singleton 
operator is also allowed (this extension of MLS will be designated by 
MLSS). The class of all unquantified formulas in this language is shown to 
be decidable (Theorem 1.2) (this decidability result was established using 
another approach in [l]). 
Then we prove two combinatorial emmas, using which we can show the 
decidability of MLSS extended by one clause of the form x = pow(y). 
In Section 4 a few more auxiliary combinatorial lemmas are proved, 
allowing a second main result concerning sets of formulae involving two 
occurrences of the power set operator to be proved in Section 5. 
In Sections 6 and 7 the decidability of MLSS extended with one occur- 
rence of the set union operator is established. 
Finally the proof of the decidability of the theory MLS extended with the 
predicate trans(x) asserting that x is transitive concludes the paper. 
We believe that the technique described in this paper will aid in solving 
the general case in which no restriction is placed on the number of power set 
and set union clauses. 
1. PRELIMINARIES 
We assume any standard axiomatization of set theory in which the 
following assertion must be true: 
There is no injinite descending chain of membership relations among sets: 
. . . E x2 E x1 E x0. 
(For example, ZF with the axioms of choice and regularity has this 
property. See [8].) 
The following are immediate consequences of the above property: 
(a) There exists no $nite cycle of membership relations 
Xc)EXIE 0-e EX,Xo, n 2 0, 
(b) Any nonempty transitive set has 0 among its elements. 
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Here a set n is called transitive if any element of an element of x belongs 
to x. 
Equivalently, if a set y is a nonempty subset of its power set then 0 E y. 
DEFINITION 1.1. (a) The Van Neuman hierarchy of sets is defined as 
follows: 
v, = 0 
V a+1 = pow v, for every nonlimit ordinal cu; 
v, = u v, 
Pea 
for every limit ordinal (Y. 
(b) The rank of a set s is easily defined in terms of this hierarchy, 
namely as the minimum ordinal (Y such that s E V,,,. 
(c) Let s and t be two sets; then we say that s is a descendant of t (or t is 
an ancestor of s) if there exist n 2 1 and sets sO, si, . . . ,s, such that sO is s, s, 
is t and si E si+i for every i = 0, 1,. . . , n - 1. The symbol Is1 will indicate 
the curdinulity of the set s. 
The symbols of the language of multilevel syllogistic, which we call MLS, 
are: 
(1) the parentheses ) and (; 
(2) a denumerable sequence of variables x1, x2,. . . ; 
(3) the constunt 0 ; 
(4) the binary operators U, rl, \; 
(5) the binary relators = , c , E ; 
(6) the usual logical connectives 7, &, V, --) , e . 
In what follows, * will be used to indicate any of the binary operators. 
The set T of terms is the smallest superset of { 0, xi, x2,. . . } such that if t, 
and t, are in T then (t, * t2) is also in T. If we also allow the singleton 
operator {t }, the resulting language is called MLSS (multilevel syllogistic 
with singletons). 
The atomic formulae of MLS and MLSS are all the expressions of the 
form 
(4 = t2L (4 c t*L 01 E t2), 
where t, and t, are terms. 
Negated and unnegated atomic formula are called liter&. The set of 
formulae is the smallest set containing all the atomic formula and closed 
with respect to the logical connectives. As usual t, Z t, and t1 G t, ab- 
breviate (tl = t2) and 7 (t, E t2), respectively. The following is an example 
150 BREBAN AND FERRO 
of a formula: 
An interpretation M is an assignment of a set to each variable. Once these 
sets are assigned, constant and operator signs of our language will be 
interpreted in the usual set-theoretic sense, namely 0, U, ~‘i, \, s , E , 
designate the empty set, union, intersection, set difference, inclusion, and 
membership relation, respectively. 
Thus every interpretation assigns a unique set value to each term and a 
unique truth value to each formula. M is said to be a model for each formula 
which is true in M. If every (some) interpretation is a model for the formula 
p, then p is said to be valid (satis$able). 
Ifp-, q is valid then q is said to be a (logical) consequence of p. it4 is 
called a singleton model if every set variable is interpreted as a subset of 
{0}=1. 
Assume that we want to check a formulap of MLS for validity. It can be 
easily shown by reducing -, p to disjunctive normal form (see [l]) that this is 
equivalent to checking satisfiability of a conjunction S of literals having one 
of the following forms: 
(=) x=y*z,where * iseither u or\or n; 
(2) x#y; 
(El x Ey; 
(@) x @Y. 
The results of [l] can be rephrased as follows: 
Let S, be the set of all literals in S having form ( = ). 
DEFINITION 1.2. (a) A singleton model (Y of S,, is called a place of S; we 
write x(a) for the value of x in the model (Y. Note that x(a) = 1 or 
x(a) = 0. 
(b) Two variables of S which have the same value at every place of S, 
are said to be equivalent. 
(c) A set Cp of places of S is said to be full if no two inequivalent 
variables have the same value at every place of a. 
(d) A place a! is said to be a place at x if it is a singleton model of the 
union of S, and of the set of all the literals of the formy # 0 (resp. z = 0) 
for which x E y (resp. x CC z) occurs in S. 
LEMMA 1.1. The equality of equivalent variables is entailed by the state- 
ments of SO. 
Suppose that a conjunction of literals of the forms listed above is given, 
and let V be the set of variables appearing in these literals. We can divide V 
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into classes of equivalent variables, pick a representative lement in each 
class, and replace every occurrence of a variable in S by its representative. 
After this operation, no pair of equivalent and nonidentical variables 
appears in S. A criterion for satisfiability of a set of formulae of MLS can 
then be stated as follows: 
LEMMA 1.2. S is satisfiable if and only if, after identification of equivalent 
variables, it contains no statement of the form x Z x, and if in addition the 
following noncircularity condition is satisfied: 
(l.A) There exists an ordering x1, x2,. . . , x,, of the variables occurring in S 
and a set of places aI, a2,. , . ,a,,, where aj is at xj, such that xI( aj) = 1 
implies i > j. 
Assume that our satisfiability conditions hold. Then models, which we 
call generalized standard models, of the set S can be built as follows: 
Step 1. If necessary add places K,, . . . , (rO, to the initial set (~i,. . , (Y, of 
places. For each of the places aj (j = -m, . . . ,n) choose a set a,,. Put 
44,x = u ua,. (1 -B) 
x(a,)=l 
Step 2. Proceeding inductively from lower to higher variables xi in the 
ordering x1 ). . . ,xn, put: 
Mxi=MOxiU{Mxj:x,(aj)=l,lIj<i}. (1 .c) 
Then (cf. [l]) we have the following: 
THEOREM 1.1. Suppose that (l.A) is satisjed and that a-,,,, . . . , a, are as 
in Step I. If the places a _ ,,,, . . . , a,, and the sets Us, are chosen in such a way as 
to satisfy the following conditions, then A4 will be a model of S: 
(b.i) U~, f~ uar = 0 ifj # k. 
(b.ii) No set of the form Mx, can be a member of any Us,, for any 
i = 1,2,..., n, andanyj = -m ,..., n. 
(b.iii) No two sets Mx and My can be equal unless x and y are equivalent. 
(Note that in Theorem 1.1 the set (r- m,. . . ,(Y” of places need not be full.) 
The following definition is useful. 
DEFINITION 1.3. Suppose that (or,. . . ,a, is as in (l.A). 
(a) We say that the variable xj directb precedes xk if xk(olj) = 1. We 
say that xj precedes xk if there exists a finite sequence of variables of S 
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such that xi, is xj, x,,~ is xk, and xi, directly precedes x,,+, for every 
1= O,l,..., n - 1. 
Note that the relation “x precedes y” is a partial ordering, and that if xj 
precedes xk thenj < k but not vice versa. 
(b) The height of a variable x is the maximum fength of any sequence of 
variables 
Xio’. . . ,x; ,) (n 2 1) 
such that xi,, is x, and xi, directly precedes xi,+, for every I = O,l,. . . ,n - 1. 
Thus the height of any minimal element in the relation “x precedes y,” is 
zero, etc. Note that if xi( o(i) = 1, then the height of xj is less than that of xi. 
Throughout what follows, we continue to assume that the fundamental 
condition (l.A) is satisfied, and continue to use the notations xJ and aj 
introduced by (l.A) and Step 1. 
LEMMA 1.3. Condition (b.iii) is implied by (b.i) and (b.ii) whenever 
a-m,..., a,, is a full set of places and ga, z 0 for all j = - m, . . . ,O. 
Proof. We proceed by induction on h = max(height(x), height(y)). As- 
sume that h = 0 and that x, y are not equivalent. Since a-,,,, . . . , a,, is full 
then there must be a place aj such that x(aj) = 1 and y(a,) = 0 or vice 
versa. Since height(x) = 0 then -m 5 j I 0 and by hypothesis ea1 # 0. By 
(b.i) and (b.ii) we get U~, I’? My = 0. Thus we have 0 # aa, c Mx, a, n 
My = 0 yielding Mx # My. 
I 
Next, assume that (b.iii) holds for every pair of variables x, y with 
max(height(x), height(y)) < k. Let x, y be a pair of nonequivalent variables 
with max(height(x), height(y)) = k. Since a-,, . . . ,a,, is full then there is a 
place aj such that x(a,) = 1, y(aj) = 0 (or vice versa). If -m <j I 0 then 
we proceed as in case h = 0 showing that Mx # My. On the other hand if 
1 I j 5 n then Mx, E Mx. Assume that Mxj E My. By (b.ii) we have 
Mxj e M, y. Thus Mx, = Mx, for some 1 < k 5 n with y(ak) = 1. Since 
y(aj) # y(a,), 5,. and xk cannot be equivalent. Moreover, by the final 
remark of Defimtion 1.3, max(height(xj), height(x,)) -C k. 
It follows by the induction hypothesis that Mxj # Mx,, contradicting 
Mxj = Mx,. So Mx, e My. This together with Mx, E Mx gives Mx f My, 
completing the proof of the lemma. 
Remark 1.1. Assume that condition (l.A) is satisfied, and that the set 
a-m,..., a,, of places is full. An obvious choice for the sets U~, which satisfies 
conditions (b.i)-(b.iii) is as follows. 
Let I-,,..., I, be distinct “individuals,” i.e., objects having no elements. 
Put 
‘a, = { lj} 7 forj = -m,...,O, and U~, = 0 forj = l,...,n. 
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More generally (b.i)-(b.iii) will be satisfied if we take li to be distinct from 
any set of the form Mxj, j = 1,2,. . . , n; this can be done without use of 
individuals, leading to models which are all standard, well-founded sets. 
For example, let r = max(n, m) + 1. Put 
li = {r, m + i}, i = -m,...,O, 
so that all the li are distinct pairs. Since the rank of any integer k (when 
regarded as a set in the standard set-theoretic encoding) is k, it follows that 
the rank of li is r + 1, and hence the rank of any non-null set of the form 
M,x is r + 2. Hence the rank of any set Mx is either at least r + 2 (if M,x 
is nonnull, or M,x, is nonnull for any xj preceding x), or (in the contrary 
case) is less than n. Thus Mx E M,y is impossible, since all the elements of 
M,y have rank exactly r + 1. (This kind of argument justifies the use of 
“individuals” in our arguments, a convenience which will be continued in 
what follows.) 
The following lemma states a property of generalized standard models 
that we will use repeatedly. As usual, we suppose that (l.A) is satisfied. 
LEMMA 1.4. Suppose that 1 I i I n and that the sets a, are deJned for 
j # i. Then, even if a,, is undejned, Mx, can still be de$ned by formula (l.C) 
for every variable xii such that xi does not precede xk. 
Prooj Let x be a minimal element (with respect to the relation y 
precedes z) such that Mx is undefined but x, does not precede x. Since 
x(q) = 0, M,x is defined and there must be.an x, immediately preceding x 
such that Mx, is undefined. By the minimality of x this is a contradiction, 
proving our lemma. 
We now go on to modify the above arguments in order to handle 
sentences involving the singleton operator. Assume that S is a conjunction of 
literals of the forms ( =)-( $5) described above, together with literals of the 
type: 
({ }) u, = {vi}, i = 1,2 ,..., k. 
We can eliminate occurrences of literals of the form ({ }) as follows: 
Step i. To S, add the statements 
vi E ui, i=1,2 k. ,-**, (1.D) 
Step ii. For each variable x in S, add the sentences 
0 =xnu,v 0 =u~\x (1-E) 
x 4 u, v x = v,, i=1,2 k. ,**., (1.F) 
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Step iii. Drop all the literals of type (( }). This produces a new 
conjunction S’ of statements, all of which clearly belong to MLS. 
We claim that S has a model iff S’ has a model. 
To prove this, note first that the satisfiability of S implies that of S’ since 
(l.D), (l.E), and (l.F) are consequences of the literals of type ({ }) in S. 
Conversely, let S’ be satisfiable. Then some disjunct q in the DNF of S’ 
has a model (which is also a model of S’). Hence, q has a generalized 
standard model (of the kind described above), i.e., there exists a full set of 
placesa-, ,..., aa,at ,..., a, satisfying the noncircularity condition (LA). It 
will be convenient in what follows to let 3 denote the place at the variable x. 
Assuming as above that q has a model, the set aem,. . . ,a,, of places can 
be chosen in such a way that 
LEMMA 1.5. For each i = 1 , . . . , k, the place iri at vi is the only place a in 
the sequence a-,, . . . ,a, such that 
u;(a) = 1. 
Proof. If ui(aj) = 1 for somej = 1,2,...,n, whereol,is the place at xj, 
then, by (l.F) above, xj is identical to ui and ai is a,. Moreover, if ui(aj) = 1 
for somej = -m,..., 0, then necessarily aj = Oi. Indeed, for every variable 
x in S’, either the disjunct 0 = x n ui will be true, in which case x(aj) = 0 
and x(fii) = 0, or 0 = ui \ x will be true, in which case x(aj) = 1 and 
x( Oi) = 1. Thus in every case 
x(aj) = 1 iff x(3,) = 1. 
It follows that we can drop a, from the sequence a-,,,, . . . ,a,, without the 
remaining set of places ceasing to be full. 
Suppose next that we construct a set of places in the manner described by 
Lemma 1.5, we choose the sets U~, in the manner described in Remark 1.1. 
Then formula (l.C) defines a model M of S’ and hence of all the statements 
of S of the forms ( = )-( g ). On the other hand, since a[, = 0 for all 
i= 1,2 , . . . , k, and ui( a) = 0 if a # Bi, we have Mu; = { Mui’}. This shows 
that M is indeed a model of S. 
The following theorem summarizes the result proved in this section. 
THEOREM 1.2. Let S be a set of statements of the forms ( = )-({ }) 
described above, and let S’ be the set of statements which is obtained from S by 
dropping all the literals of type ({ }) and, by adding the following set of 
statements 
(l.D) ui E ui; 
(l.E) 0 = x n u, V 0 = ui\x, for each variable x in S; 
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(l.F) x 4 ui v x = ui, for each variable x in S; 
for each ui = { vi } in S. Then S has a model if and only if S’ has a model. In 
this case a model for S can be constructed as follows. Let (I be a satisJiable 
disjunct in the DNF of S’. Then there exists a full set Q: _ ‘), . . . , oO, a,. . . . , a,( of 
places of q, such that 
(1.G) aI,. . . , a,, satisfy the noncircularity condition (l.A), and such that 
(1.H) for each ui = {vi} in S, the on& place ok (k = -m,...,n) for 
which ui( a,) = 1 is the place i$ at vi. If sets a,,, j = - m, . . . , n are chosen in 
such a way as to satisfy conditions (c.i)-(c.iv), then formula (l.C) will define a 
model of S: 
(c.i) a,, n aal = 0 if j # k. 
i= 1,2 
(c.ii) No set of the form Mxi can be a member of any a,,, for any 
,..., n and any j = -m,. . ..n. 
(c.iii) Us, # 0 for eueryj = -m ,..., 0. 
(c.iv) For each literal ui = { ui } in S 
ufi = 0, 
where Oi is the place at v,. 
2. Two COMBINATORIAL LEMMAS 
We remind the reader (cf. Definition 1.1(c)) that a set x is said to be a 
descendant of a set y if there exists a finite sequence of sets xj satisfying 
x = x0 E x1 E x* E . . * E x,, = y. 
LEMMA 2.1. Let q be a set, p be the power set of q and V any set with 
$jq> 1 VI. Then there exists a set p* E p \ V such that p* is not a descendant 
Proof Since 141 > 1 VI, there must exist a proper subset q’ of q such 
that: 
14’1 = IV* (2.4 
Foreveryx E q’,y E q\q’,rank(x) I rank(y). (2.B) 
Let s c q’. We claim that if r = q \ s then r # 0 and r cannot be a 
descendant of q. That r # 0 is obvious. Moreover, if for some n r 1 we 
have 
r = r, E rl E ..* E r,,-1 E r, = q (2.C) 
then mm1 E q and rank(r) I rank(r,-i). It is also plain from (2.C) that 
156 BRFiBAN AND FERRO 
~5 T, and therefore rnel E s, which gives m-t E q’. Moreover, for any 
:z q\q’ c r, rank(y) < rank(r) _< rank(r,-,). This contradicts (2.B), 
concluding the proof of our claim. To complete the proof of the lemma it 
suffices to note that ] {q \ s: s C q’} 1 = 2’“’ > 1 VI. 
The following combinatorial Iemma will also be useful. 
LEMR(A 2.2. Let q be a set, p its power set, and let V be any set such that 
q\pcVbutqnp~V.Thenthereexistsasetq*E(qnp)\Vsuchthat, 
fur every descendant s of q *, 
sn p 5 pow(v). 
Moreover, q* G V. 
Proof. Let q+ be any set of minimal rank in (q n p) \ V, and let s be any 
descendant of q*. If s1 E s f~ p, then st s q. Moreover s1 \ V c q \ V = 
(q n p)\ V. Therefore any element of st \ V would be an element of 
(q n p)\ V of smaller rank than q*. By the minimal&y of q* it follows that 
st \ V = 0 so that s1 G V, and hence s1 E pow(V). Thus s n p G pow(V), 
proving the first assertion of the lemma. To prove the second assertion, note 
thatsinceq*Ep,wehaveq*cqandthus(q*np)\Vc(qnp)\V.As 
above, q* n p c V, moreover since q? c q then q* \p G q \p c V so that 
q* G V completing the proof of the lemma. 
3. DECLDABILITY OF MLSS EXTENDED WITH ONE OCCURRENCE 
OF THE POWER SET OPERATOR 
We shall now show that the class of all unquantified formulae of the 
language MLSS extended by the power set operator remains decidable if we 
impose the severe restriction that at most one clause of the form p = pow(q) 
occurs. This is equivalent to showing that the satisfiability of a conjunction 
S of literals of the forms 
(=)~=yu2,x=yn~,x=y\z 
t+;) X#Y 
(E,g)xEy,x@Y 
({ }) ui = {vi}, i = 1,2 ,..., k, 
together with one literal of the form 
(pow) P = pow(q) 
is mechanically decidable. 
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Let SO be S \ { p = pow(q)}. S is satisfiable iff one of the following two 
statements is satisfiable. 
S& 141 I k (3-A) 
S& 141 F- k. (3-B) 
(Note again that k is the number of clauses of the form { } that occur in S.) 
The satisfiability of (3.A) is equivalent to the satisfiability of the following 
statement: 
(S&q= 0&p= {o}) 
where r, are new variables. 
Since this statement contains no occurrences of the power set operator, 
Theorem 1.2 shows that the satisfiability of (3.A) is decidable. Thus only 
(3.B) needs to be considered. Next, we note that (3.B) is satisfiable if and 
only if one of the following sets of statements i  satisfiable: 
S&Id ’ k&q\p CL (~1, uw..,+} (3.C) 
S&l4 ‘k&q\pc {q,up..,~}. (3-D) 
In what follows, we will consider (3.C) and (3.D) separately and show 
that the satisfiability of each of them is mechanically decidable. We begin 
by observing that the satisfiability of (3.C) is equivalent to that of 
S& 14) > k&q* E q&q* @p&,&q* # u,, (3.E) 
where q* is a new variable. 
Next, for each variable x occurring in (3.E), we add the sentences 
x’=x\q&[(x’= 0&xEp)V(x’4p&x4p)], (3.F) 
and let C, be the resulting formula. 
LEMMA 3.1. In every model M of the statements (3.F), we have 
My c Mq iff MY E W 
for euery variable y in C,. 
Prooj: Let M be a model of (3.F). Then, since M0 = 0, we have 
0 E Mp. Moreover, for every variable x appearing in (3.E) Mx E Mp - 
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Mx’ = 0 ++ Mx E Mq. Again by (3.F), 
Mx’ E Mp f) Mx’ = 0 ++ Mx’ z Mq 
for each x appearing in (3.E). This completes the proof of the lemma. 
Note that this lemma implies that 0 E Mp and Mq E Mp in every model 
of (3.F). 
DEFINITION 3.2. Let P(x, x1,. . . ,xn, y) be an abbreviation for 
V (j, ... ,j,)G(O,l,...,n) 
XEXj,E -** EXj,EY. 
j,#j, for lsi<mst 
Note that p simply asserts that x is a descendant ofy via sets belonging to the 
collection x1, x2,. . . ,xn. 
Add the following statements to C, 
P* EP&~ =p*,q+p* #vi$lP(p*,x1,...,xN,q), (3.G) 
where xi, xi,. . . , xv are the variables appearing in C, and p* is a new 
variable. This produces a new set C, of clauses. By Lemma 2.1 this step 
preserves atisfiability. 
Finally, drop the statements p = pow(q) and 141 > k, and let S, be the 
resulting formula. Plainly, S, is a formula of the language MLSS. It is clear 
that if (3.C) has a model then S, is satisfiable. The following key result 
asserts the converse of this statement. 
THEOREM 3.1. If S, has a model then (3.C) is satisfiable. 
Proof If S, is satisfiable, then some disjunct R of the DNF of S, is 
satisfiable. Let R’ be the set of statements obtained from the disjunct R by 
addition of the statements appearing in Theorem 1.2 and deletion of the set 
of statements of R involving singleton operators (again, as in Theorem 1.2). 
By Theorem 1.2, the normalized form of some disjunct Q of the DNF of R’ 
admits a full set of places a- m,. . . , aO, a,, . . . ,a, satisfying conditions (1.G) 
and (1.H). 
For each variable x appearing in S,, let i indicate the place at x in the 
sequence al,. . , a,,. We want to choose sets U~, (j = -m,...,n) in such a 
way as to satisfy conditions (c.i)-(c.iv) and such that the corresponding 
formula (l.C) defines a model of C, (and hence of (3.C)). 
During the normalization that produces R’ from R, the variable x of S, 
will have been replaced by some representative 1 chosen from the class of 
variables equivalent to x. Since the classes of q*, p* are distinct by (3.E) 
and (3.G), we can assume without loss of generality that q* and p* are the 
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representatives of their own classes. Moreover, again by (3.E) and (3.G) 
q*, p* are distinct from the representatives of the classes of ur, uz,. . . ,uk. 
To define the necessary sets a,, we start by putting: 
a, = 0 foreachi = 1,2 ,..., k. 
(This ensures that condition (c.iv) is satisfied.) 
After this we put 
(3-H) 
q* = {l,,l, )...) 1” )... }, (3-I) 
where all the Ij are distinct individuals. Next, for every place (Y # 
,. 
Ul,..., O,, (i*, /P. We put: 
u = wa>> ifP@) = 1 
a 
i {ia> ifp(a) = 0, 
(3.5) 
where i, is a unique individual not belonging to Us., I, E u@., and where 
I,, i, depend only on the place a. To complete our definition of the sets a,, 
it only remains to define uPa. To do this, we note that by Lemma 1.4 Mx is 
defined by the formula (1.C) for every variable x such that p* does not 
precede x (cf. Definition 1.3(a)). By condition (3.G) it follows in particular 
that Mq is defined. We can, therefore put 
a** - pow( Mq) \ ( Mx: p* does not precede x } 
\ u aa* 
p(a)=1 
lX#,P 
(3.K) 
We claim that this is a choice of U~, (j = -M,. . . ,n) which satisfies 
conditions (c.i)-(c.iv). To establish this crucial claim, note first of all that 
conditions (c.iii) and (c.iv) are plainly satisfied. To see that condition (c.i) is 
also satisfied, it is sufficient to show that 4. is disjoint from any ua of the 
form {{I,}}, the remaining cases of condition (c.i) being trivial. But this 
follows since by (3.K) up. is disjoint from every a, such that (Y # fi* and 
p(a) = 1, which implies that u$* is disjoint from any a, of the form {{I,}}, 
concluding the proof of (c.i). 
As to (cii), note that if Mx E {{l,}} then Mx = {l,}. This is impossible 
since no My can have the form 1, and no a, can have the form (l,}. Hence, 
Mx @ { { 1, } }. Similarly, Mx e Us. and Mx 4 {i,}. Finally, if Mx E I+., 
then, by (3.K), p* must precede x. But this would imply 
and hence 
Mp* E Mx, E * *. E Mx, E Mx E Mq 
Mp* E Mx, E . . * E Mx, E Mq, 
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for some n 2 0 and some variables x0,. . . ,x”, contradicting (3.G). There- 
fore Mx 4 up*, concluding the proof of condition (c.ii). 
It now follows that A4 is a model of S,. Moreover, by (3.E), q(Q*) = 1, so 
that uO* c Mq, which implies that Mq is infinite so that 141 > k is satisfied. 
Hence, to show that M is a model of (3.C), it suffices to prove that 
p = pow(q) is correctly modeled. But by (3.K) and since p(b*) = 1, we 
have 
Mp 2 P(vziua 2 pow(Mq)\{Mx:p* doesnotprecedex}. (3.L) 
On the other hand, for every (Y with p( CX) = 1, we have pow(Mq) 2 a,. To 
see this, note that I, E a$* c Mq, so that {I,} 2 Mq and {{I,}} c 
pow( Mq). Moreover, by (3.K), u)* c pow(Mq). Hence, for every (Y with 
p(a) = 1, a, c pow(Mq), which gives 
Mp = u uJ{Mxj:p(l.YJ = l&l Ij I n} 
P(a)=1 
~pOW(~q)U{Mxj:p(oi,)=l&l(jln} (3.M). 
Together (3.L) and (3.M) imply that Mp and pow(A4q) differ only for 
elements of type Mx for some variable x. This fact and Lemma 3.1 give 
Mp = pow( Mq), concluding the proof of Theorem 3.1. 
We have now shown that the satisfiability of the set of statements (3.C) is 
decidable. In order to complete the proof of our main result, we need to 
show that the same assertion holds for the set of statements (3.D). 
To this end we introduce variables ai (i = 0, 1, . . . , 2k - 1) representing all 
the subsets of { ul,. . . , uk}, replace q\p G { ul, u2,. . . ,uk} in (3.D) by the 
disjunction 
2k-1 
,1JI (4\p = ai) (3-N) 
and add statements 
k 
ao= O&&ai=ui&a,+l=a,Ua, 
i=l 
&a k+2 = a, U a,& .. *&a2k-1 = a2k-2 U a, (3.0) 
to (3.D). (The statements (3.0) simply identify ao, al,. . . ,a2kP1 with partic- 
ular subsets of { ui, u2,. . . , uk }.) In similar fashion, we can introduce vari- 
ables do, d,, . . . ,d22kcl representing all the subsets of {a,, a,,. . . ,a2kp1} 
(that is subsets of pow{ vi,. . . ,uk}), and add formulae (3.0’) similar to the 
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formulae (3.0) which identify each of the variables dj with a particular 
subset of {a,, . . . , u+i}. These steps plainly preserve satisfiability. Let D, 
be the formula which results from these additions. Next, for every variable x 
in D, add the sentences (3.F) above to D, and let D2 be the resulting 
formula. After this, add the following sentences: 
k 
q*Eq&q*Ep&;~lq*fo;8zq*\q= a& 
2*k-1 
g~(4 (x,xl,...,xN,q*) v V x np = d,) 
j=O 
for every variable x in D2, and where x1,. . . ,xili are the variables of D,. 
This step is satisfiability preserving by Lemma 2.2. By Lemma 2.1 
satisfiability is also retained if we add the statements 
k 
p* ,sP& IZI =p*\q8$$p* + u;&~P(p*,x1,...,xN,q*,q) (3.Q) 
to D,. (In (3.P) and (3.4) q* and p* are understood to designate “new” 
variables.) Suppose that we make this addition, drop the statements 141 > k 
and p = pow(q), and let S, be the resulting formula, which clearly belongs 
to the language MLSS. It is obvious that if (3.D) has a model then S, has a 
model. The following theorem asserts the converse of this statement. 
THEOREM 3.2. If S, is satisjiable then (3.D) is also satisjiable. 
ProojI The proof of this theorem is very similar to the proof of Theorem 
3.1, differing only in the way we choose sets U~, for the places 
a -MT..., q, al,. . ., (Y,. As in the proof of Theorem 3.1, we put 
U,{ = 0 (3-R) 
for each variable z, # q* appearing in the literal y, = {z;} in S,. In 
particular we put 
UC, = 0 foreveryi = 1,2,...,k 
UC, = 0 foreveryj = O,l,..., 2k - 1 such that hj is distinct from q*. 
(3.S) 
(Note that since u4. will not be 0, not all formal singletons will be modeled 
by singleton sets. However, we are interested in finding models of (3.D) and 
hence only formal singletons of the form {vi} must be correct& modeled.) 
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Next, for every place a # Oi, d, (i = l,..., k;j = 0 ,..., 2k - 1) such that 
p(a) = 0, we put 
t-7 a = {ia>, (3.9 
where i, is a unique individual depending only on a. As soon as this has 
been done it follows as in the proof of Lemma 1.4 that MX can be defined 
by the formula (l.C) for every variable x such that the following two 
conditions are satisfied: 
(3.U) For every place a either x(a) = 0, or a is the place at ui for some 
i=l ,***, k, or a is the place at some uj distinct from q*,j = 0, 1,. . . ,2k - 1, 
orp(a) = 0. 
(3.V) Condition (3.U) also holds for every variable y which precedes x. 
In particular, it follows from condition (3.P) that since q* is one of the ai, 
Mq* is defined. After this, define J,, recursively by the following rule: 
J,, = Mq* 
J n+l = { Jn}, n 2 0, (3.W 
and put 
u4* = {J,, Jo ,..., J, ,... >. 
Next, for every place a # Oi, &j (i = 1,. . . , k; j = 0,. . . ,2k - l), a # j*, 
such that p(a) = 1, put 
(3.y) 
where r, is a prime number > 1 uniquely associated with a. Once this has 
been done it follows by Lemma 1.4 that MX is defined by (l.C) for every 
variable x such that p* does not precede x. In particular (3.4) tells us that 
Mq is defined. We can therefore put 
I+ = pow( Mq) \ { Mx : p* does not precede x > 
\ u ua- (3.9 
p(a)-1 
LXzp* 
This defines Mx for every variable x. 
We must now verify that conditions (c.i), (c.ii) of Theorem 1.2 are 
satisfied. Condition (c.i) is plainly satisfied, since no individual is a set, no 
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singleton can have two elements, and since by definition 4. is disjoint from 
any other a, withp(a) = 1. 
Next, let F be the set of all variables x satisfying conditions (3-U) and 
(3.V) above, and make the following: 
DEFINITION 3.1. A set is hereditarily jnite if 
(a) s is finite; 
(b) every element of s is either an individual or is hereditarily jnite. 
Then the following statement is obvious from the manner in which the 
sets a, were defined in the preceding paragraphs. 
LEMMA 3.2. A variable x is in F if and only if Mx is hereditarily jnite. 
We will also make use of the following: 
LEMMA 3.3. For every place a with a, # 0, y(a) = 0 implies a, g My. 
Proof If a, = {i,} and y(a) = 0, then, by (c.i), a, c My implies that 
ia = Mz for some z, which is impossible since a set and an individual 
cannot be equal. Moreover, if a, is infinite and y(a) = 0, then a, c My 
implies a, c { Mz: y(2) = l} which is impossible since the second set is 
finite. 
We also need the following: 
LEMMA 3.4. For every pair of distinct (nonequivalent) variables x, y E F, 
Mx # My. 
Proof We proceed by induction on h = max(height(x), height( y )). Since 
x, y are not equivalent there must be a place a such that x(a) and y(a) are 
different. Suppose, to be definite, that 
x(a) = 1, y(a) = 0. 
If h = 0 then a cannot be a place at any variable and hence a, # 0. It 
follows from Lemma 3.3 that a, p My whereas a, G Mx giving Mx # My. 
Next assume that the present lemma is true for every pair x, y with 
max(height(x), height(y)) < t and let max(height(x), height(y)) = t. If a, # 
0 then as before Mx # My. On the other hand if a is E for some variable i 
in F with u, = 0 then x(i) = 1 implies that Mz E Mx. Next let y( p) = 1. 
Since y E F, it follows from the way that the sets us have been defined that 
us is either 0 or has the form {i,}. Hence Mz 4 ua for y(B) = 1, and 
thus if Mz E My then Mz = Mw for some w in F with y(G) = 1. Since 
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y(i) = 0 and y( +) = 1 then t, w are distinct variables in F and 
max(height( z), height(w)) < t, which contradicts our induction hypothesis. 
This shows that Mz +Z My, so that Mx # My, completing the proof of the 
present lemma. 
LEMMA 3.5. For every variable x, Mx + { Mq*}. 
Proof: By (3.P), q* is in F. Thus if Mx = { Mq*}, then by Lemma 3.2, x 
is also in F, and the only places (Y for which ~(a) can be 1 are places i with 
z E F and u, = 0. (Indeed, every nonnull u, which is not a singleton {i,} 
whose sole member is an individual is an infinite set). We would then have 
Mz = Mq* for some z E F. Since in this case z is distinct from q* (because 
a, = 0 whereas ea. is infinite), we have a contradiction with Lemma 3.4, 
since q* E F by (3.P). 
LEMMA 3.6. Mx # J, for every n 2 1. 
Proof. We proceed by induction on n. By Lemma 3.5 Mx # J1. Next 
assume that Mx z J,. If Mx = J,,+ t = { J,, } then since no u, has the form 
{J, } it would follow My = J,, for some y such that x(j) = 1. But this 
contradicts our induction hypothesis. 
Lemma 3.6 implies that Mx E u$* for every x. On the other hand if 
Mx = { Jr:, J,.:+ L } for some (Y, then since no a, has either of the forms { Jr: }, 
{ Jrs+ l> or { J,:, Jr:+, } it would follow My = Jr: for some variable y, 
contradicting Lemma 3.6. This shows that Mx cannot belong to any a, of 
the form { { Jp,, J,:}, {J& JPi},. . .}. To complete the proof of (cii) it 
remains only to verify that Mx 4 uj* For each variable x. For this we 
proceed by contradiction. Assume that there are sets My in 4, and let Mx 
be of minimal rank such that Mx E I+. Then we can prove the following 
auxiliary result :
LEMMA 3.7. For every pair of distinct (nonequivalent) variables y, t such 
that rank( My), rank( Mz) < rank( Mx) we must have My f Mz. 
Proof. As in the proof of Lemma 3.4 we proceed by induction on 
h = max(height( y), height( 2)). Since y, z are not equivalent here must be a 
place (Y such that y(a) + z(a). Suppose, to be definite, that 
y(a) = 1, z(a) = 0. 
The case h = 0 is treated in the same way as in Lemma 3.4. 
Next assume that the present lemma is true for h < t and let y, z such 
that max(height(y), height(z)) = t. If a, # 0 then by Lemma 3.3 a, $Z Mz 
whereas a, c My giving My f Mz. On the other hand if u, = 0 then LY = fi 
with y( !i) = 1, z(n) = 0. Then MU E My and so rank( Mu) -C rank( Mx). 
Assume that Mu E z. Then by the minimality of Mx, Mu $2 IJ~*. Since we 
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have already proved that Mu e u8 if /3 # j* we can conclude that MU = Mw 
for some w with z(G) = 1. Since z(c) = 0, w, u are distinct contradicting 
the induction hypothesis. This shows that MU 4 Mz so that Mj # Mz 
completing the proof of Lemma 3.7. 
We can now conclude the proof of (c.ii). 
Suppose that Mx E u,*. Then by (3.2) p* precedes x and Mx G Mq. It 
follows that there exists a variable z such that either p* precedes z or p* is 
identical to z, and such that Mz E Mx and Mz E Mq. Since by (3.Q), 
q( j*) = 0 and since we have proved that Mz e up if j3 # i)*, it follows from 
ML E Mq that Mz = Mw with q(+) = 1. Then, since Mw = Mz E Mx it 
follows by Lemma 3.7 that w and z must be identical and hence q(i) = 1. 
Thus z precedes q and p* precedes q which is impossible by (3.4). This 
completes our verification of (c.ii). 
Condition (c.iii) of Theorem 1.2 is plainly satisfied. Moreover since we 
havechosenu,,= 0,i=l,2 ,..., k, then condition (civ) holds for all the 
literals ui = {u, } and hence these literals are also correctly modeled. 
The following lemma summarizes what has been proved thus far. 
LEMMA 3.8. All statements in (3.D), except possibly 14) P- k, p = pow(q) 
are correctly modeled by M. 
To complete the proof that M is model of (3.D), we first observe that 
since q(q*) = 1, then a$* c Mq. Since uq* is infinite it is clear that lMq[ > k. 
To finish the proof of Theorem 3.2 it only remains to show that Mp = 
pow(Mq). 
For this we proceed much as in the proof of Theorem 3.1. By (3.2) we 
have 
Mp 7 pow( Mq) \ { Mx: p* does not precede x } . wfv 
For every place (Y with p(a) = 1, a, E pow( Mq). Indeed, since J, E Mq 
for every n 2 0 we have J, E pow(Mq) for every n 2 1 in view of the 
manner in which J, is defined, from which u4* G pow(Mq) is clear. Simi- 
larly, {{J,;, Jy,z),..., } c pow(Mq). Finally, uj* c pow(Mq) by (3.2). This 
shows that 
MP = ‘uI~a{Mx: A = l> 
c pow(Mq) u{Mx:p(B) = l}. (3.AB) 
Together, statements (3.AA) and (3.AB) imply that Mp and pow(Mq) differ 
only by elements of type Mx for some variable x. This fact, together with 
Lemma 3.1, gives Mp = pow(Mq), concluding our proof of Theorem 3.2 
and of the decidability of MLSS extended by a single powerset clause. 
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4. AUXILIARY LEMMAS AND CONSTRUCTIONS 
4.1. Three Set-Theoretic Lemmas 
In what follows a cycle for a function f is a sequence of distinct elements 
of the domain off, sl, s2,. . , sk (k 2 1) such that f (Sk) = s1 and such that 
f tsi) = Si+l foreveryi = l,...,k - 1. 
Let ql, q2 be two sets such that 
41 e v% q2 t=z P>, 41 f q2. 
For each i = 1,2, let pi be the powerset of qi. 
LEMMA 4.1.1. Suppose that q1 f7 q2 = 0. Then there exist two elements 
a, E ql, a2 E q2, such that a, # 0, a, # 0, and such that the single valued 
mapping f (on a subset of {1,2}) deJined by 
f(i) =j iffa, Ep, 
has at most one cycle. Moreover, if such a cycle exists, the union U of the sets 
qi with i in the cycle must include the set { 0, { 0 }}. 
Proof. By assumption qi 9 { 0 } for i = 1,2. Take ai to be any set of 
minimal rank > 1 in q, for i = 1,2. We claim that if a, E F~, then either 
a, = ( 0 } or rank(a,) > rank(aj). To see this, note that if a, E p, and 
a, # { 0 }, then a, c qj and rank(a,) > 1. Hence, there exists a b, E a, E qj 
with rank( b,) 2 1. By the minimality of rank(q,) it follows that rank( bi) 2 
rank(aj), and hence rank(ai) > rank(aj), proving our claim. 
It follows readily that every cycle of the map f must contain a (necessarily 
unique) item i for which ai = { 0 } E qi and then if f (i) = j we have ai c qj 
and 0 E qj. Since q1 n q2 = 0, it follows immediately that f can have at 
most one cycle. 
In Section 5 we will need to use a syntactic form of this result, which we 
now proceed to formulate. Here and below we let SO be an arbitrary 
statement in the language MLS, and let S,, be the statement 
SO&PI = Pow(q,)~P2=Pow(q2) 
&41+ q2&41 e vwq2 e w 
COROLLARY 4.1.1. Suppose that the statement 
S p+n: SpdQl f-l q2 = 0 
has a model. Then, if a,, a2, Q,, P, , P, are new variables, there exists a 
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single valued map f deJined on a subset of {1,2} and admitting at most one 
cycle such that the following statement has a model: 
S p+n&Pn=PlnPZ = {~}&e”=41uq,&P”=PluP, 
& aI # 0 &a, f 0 &a, E q1&a2 E q2 
& & 
iE Domain(/) 
where y is de$ned as follows 
(a) Iff(i) = 1, then y is 0 E qi& { 0} E qi. 
(b) Iff(1) = 2 andf(2) = 1, then y is 0 E Q&(0} E Q,. 
(c) If f admits no cycle, then y is the tautologous statement a, = a,. 
LEMMA 4.1.2. Suppose that q1 c q2. Put PI = pow(q,), P2 = pow(q,) \ 
pow(q,). Then there exist two elements a, E ql, a2 E q2 \ q1 such that the 
single valued mapping f (on a subset of { 1,2}) defined by 
f(i) =.i iff a, E P, 
has at most one cycle, which can be either f(1) = 1 or f (1) = 2 and f(2) = 1. 
In the Jirst case 0 E ql, where in the second case 0 E q2 \ ql. 
Proof Put Qi = ql, Q2 = q2 \ ql, and let ai be an element of minimal 
rank in Qj for i = 1,2. We claim that if ai E Pj then either ai = 0 or 
rank(a,) > rank(a,). To see this, note that if a, E Pj and a, # 0 then it is 
easily seen that a, n Qj # 0 and thus there exists an element b E a, f~ Q,. 
By the minimality of a, it follows that rank(b) 2 rank(aj) and hence 
rank(a,) > rank(a,), as asserted. It follows that every cycle of the map f 
must contain a (necessarily unique) item i for which ai = 0 and f(i) = 1 
since a, = 0 E PI. Therefore, since Q, f~ Q2 = 0, it follows that f can 
have at most one cycle which can be either f(1) = 1 with 0 = a, E q1 or 
f(1) = 2 and f(2) = 1 with 0 = a2 E q2 \ ql. 
A “syntactic” form of Lemma 4.1.2 can be formulated as follows. 
COROLLARY 4.1.2. Let Sr+ be as above and suppose that the statement 
S p+c:Spf&41~q2 
has a model. Then if a,, a2, PI, PI, Q,, P, are new variables, there exists a 
single valued map f dejined on a subset of (1,2) and admitting at most one of 
the two cycles f(1) = 1 or f(1) = 2 and f(2) = 1, such that the following 
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statement has a model: 
S p+&‘l =pl&P2 =P~\PZ ~PZ&Q,= 41 ” qz 
&P,=P~ “p2&a, E 4+a2 E q2\q1 
& & & 
i E Domain(f) 
ai E q(i)& 
I E Domain(f) 
a, p P&Y, 
where y is defined as follows: 
(a) Iff(1) = 1, then y is 0 E ql. 
(b) Iff(1) = 2 and f(2) = 1, then y is 0 E q2 \ ql. 
(c) If f admits no cycle, then y is the tautologous statement a, = a,. 
LEMMA 4.1.3. Suppose that Q, = q1 \ q2, Q, = q2\ ql, Q, = q1 n q2 
are nonempty. Put PI = pow(qJ \pow(q,), P2 = pow(q,) \pow(q,) and 
P, = pow(q,) n pow(q,). Then there exist three elements aI E q1 \ q2, a2 E 
q2 \ q1 and a ,, E q1 n q2 such that the single valued mapping f (on a subset of 
{1,2, n }) defined by 
f(i) =.i iff ai E Pj 
has at most one cycle. Moreover, if such a cycle exists it must contain n , and 
0 EQiiff(i)= n. 
Proof Completely analogous to that of Lemma 4.1.2. 
We formulate the “syntactic” form of Lemma 4.1.3 as follows. 
COROLLARY 4.1.3. Let Sp+ be as above and suppose that the statement 
s *zit:&&l1\q2+ 0&qz\q1# 0&&lnq2+0 
has a model. Then if a,, a2, a.,Q,,Q,,Q,, Pl, P2, P,, Q,, P, are new 
variables, there exists a single valued map f deJned on a subset of { 1,2, n } 
and admitting at most one cycle which must contain n, such that the following 
statement has a model: 
S p+f&P~=P1\P2~P2=P2\P1&P~=P1nP2 
&Q, = ql\qz$Qz = qz\ql&Qn= 41 n 42 
&Q.=ql"q,&P,=p,"pz 
kizl% nai E Qi' & 
3 2 i E Domain( f) 
ai E ‘f(i) 
& & 
i 65 Domain( f ) 
ai 4 P” &Y, 
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where y is defined as follows: 
(a) If f admits a cycle and f (i) = n then y is 0 E Qi. 
(b) Zf f admits no cycle, then y is the tautologous statement a, = a,. 
4.2. An Auxiliary Combinatorial Construction 
Let s be any set such that s n { 0, { 0 I} # 0. In Section 5 we will need 
to deal with the following set C of conditions: 
(4.2.A) xi, x2,. . . , x, is a disjoint collection of countably infinite sets, 
and s _C xi. 
(4.2.B) For each i = 1,. . . , n, x, \s is disjoint from the powerset of all 
but one set xj in xi, x2,. . . , x,,, and either x, \ s c pow(xj) or (xi \ s) f? 
pow(x,) = 0. 
Fori, jin (l,..., n} write f(i) = j if xi \s C_ pow(x,), so that by (4.2.B) f
is a single valued map defined on some of the indices i. Plainly no two 
cycles of f (in the sense defined in the preceding section) can intersect. 
Moreover, any cycle i,, . . . , i, must include the integer 1, since if not it 
follows from s _C xi and (4.2.A) that x;, G pow(xj,+,) for all j, so that 
xi, ” * . * u Xii E pow( x,,) u . * . u pow( Xi,) 
c_ POW(Xi, u . . * u Xi,,). 
But then x = xi, U * . . U xiA is transitive. Since every infinite transitive set 
must contain both 0 and { 0 } as elements, x n s # 0, contradicting 
(4.2.A). 
It follows that under conditions (4.2.A) and (4.2.B) there can be at most one 
cycle off and that x1 must appear in that cycle. We shall now show that the 
converse of this statement is also true. 
LEMMA 4.2.1. Suppose that we are given a single valued map f defined on a 
subset of { 1,. . . , n }, that f admits at most one cycle, and that i = 1 occurs in 
this cycle (if f admits any cycle). Let s n { 0, { 0 } } # 0. Then we can de$ne 
disjoint countably infinite sets x1,. . . , x, such that x1 2 s and xi \ s _C pow(x,) 
wheneuerj = f(i), but (xi \ s) n pow(x,) = 0 wheneuerj # f(i). 
Proof To do this, put 
so = s, sm = {sm-i}, form 2 1, 
and renumber the indices 2 . . . n so that the cycle i, . . . i, is k, (k - 
I), . . ., 1 and such that, for every (i, j) Z (1, k), f(i) = j implies i > j. 
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Define the sets xi, x2, . . . ,x, in the following way: 
Step 1. If the mapf has no cycle put k = 0 and go to Step 2. Otherwise, 
Put 
Xl = (Sk-17 SZk-1,. . f ,S(,+l)k-1,. . * > 
x2 = {S~,Sk,...,~,k,...} 
(4.2.C) 
xk-1 = {Sk-3,S2k-3,...,S(m+l)k-~,...} 
xk = {Sk-2, S2k-2,.‘.,S(m+l)k-2,.‘.}. 
(Note that s,, = s.) 
Step 2. For every integer i > k such that f(i) is undefined put 
Xi = {I;, Ii,...}, (4.2.D) 
a countably infinite set of individuals, where no two of the !i are identical, 
and where for each i, j there are no sets t,, . . . , t, such that l/’ E t, E . * * E 
t, = s. 
Step 3. Going upward in the ordering of the indices i, assume that we 
have defined x1 as { yi, y,,. . . ,y,,. . .}, and let i,, i,,. . . ,i, be the i such that 
f(i) = j. Put 
Xi,= {{J&l, Y2r}3 {Y3r-19 Y3rl~‘*‘~~Y(~+l)~-l~ Y(m+l)r).**l 
(4.2.E). 
Step 4. Take the union of the current value of xi with s as the final value 
of xi. 
Now all the sets x1, x2,. . . ,x, are defined. 
Note that, since by Step 3, xi > s = s,, so that s0 E pow(x,), it follows 
from (4.2.C) and (4.2.E) that f(i) = j implies x, \ s c pow(x,). Note also 
that s r\ xj = 0 forj # 1. To see this it suffices to observe that any element 
of x, withj # 1 is either a set of rank > rank(s) or an individual EL, or a set 
a such that 1; E . * . E a for some individual Ii. Next we want to show that 
the sets x1, x2,. . . ,xn, defined in Steps l-4 are pairwise disjoint. Plainly, 
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any set xi defined in Steps l-2 is disjoint from any other xj. To show that 
disjointness holds for every pair of distinct xi, xj, put f(‘)(r) = r and 
f’“‘)(r) = f(p)(r)) f or every t 2 0, and let h(r) be the smallest integer t 
such that JCr+‘) (Y) is undefined or f(‘)(r) I k. To show that xi, xi are 
disjoint we proceed by induction on max(h(i), h(j)) = U. If u = 0, then by 
what has already been proved xi fl xj = 0. If u > 0 and h(i) > 0, h(j) > 
0, then let f(i) = i, and f(j) = io. If i, = j, then by Step 3, xi n x, = 0. 
If i, # j, then it follows by the induction hypothesis that xi, fl xI, = 0, 
which yields pow(x,,) n pow(x,,) = { 0 }. Since, by Steps 1-4, the only x, 
which can contain 0 as an element is xi and since x, \ s c pow(x,,) and 
X, \ s c pow(x,,), then it follows that (x, \ s) f? (x, \ s) = 0. But since s 
intersects only xi we have xi n xj = 0. Therefore x1,. . . , x, are pairwise 
disjoint. 
Finally we must show that if f(i) # j then (xi \ s) n pow(x,) = 0. We 
do this as follows. If f(i) = i, is defined then xi \ s G pow(x,J, therefore if 
f(i) # j, then j # i,, tj n xi, = 0, pow(x,) n pow(x,,) = { 0 }, and 
(xi \s) n pow(x,) = 0 (since 0 4 xi \s). On the other hand if f(i) is not 
defined then xi \ s is a set of individuals and plainly xi \ s n pow( xj) = 0 
for every j = 1,2,..., n. Hence in every case if f(i) #j then (x;\s) n 
pow(x,) = 0, concluding the proof of the lemma. 
5. DECIDABILITY OF MLS EXTENDED BY Two POWERSET CLAUSES 
In this section we establish our next main result; namely, we show that 
the class of all unquantified formulae belonging to the language of MLS 
extended with the powerset operator is decidable, provided that we impose 
the strong restriction that at most two terms t,, t2 appear as arguments of 
the powerset operator. 
As before, this problem reduces to that of checking a conjunction S of 
literals of the form (=)-( 4) described in Section 1, together with two 
literals 
Pl = pow(q,) 
P2 = pow(q,) 
for satisfiability. Let Sp be the statement S &pl = pow(q,)&p, = pow(q,). 
Note that Sp is satisfiable if and only if either S, & q1 = q2 or S, & q1 # q2 
is satisfiable. The satisfiability of S, & q1 = q2 is equivalent to that of 
S& q1 = q2 &p, = p2 &pl = pow(q,), and can obviously be tested using 
the method described in Section 3. 
Hence, if Sp & q1 = q2 is satisfiable then we are done. Otherwise, if 
Sp & q1 = q2 is unsatisfiable then S’ has a model if and only if Sp & q1 # q2 
has a model. Moreover, S, & q1 # q2 is satisfiable if and only if either 
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$&q, # q2$(41 G (01 ” q2 G {Izo) or spw + q2&41 sz {@l&q2 
g { 0 } is satisfiable. 
The satisfiability of SP & q1 # q2 & ( q1 G { 0 } V q2 C { 0 }) can be 
checked by the decision procedure described in Section 3. Hence, if this set 
of statements is satisfiable then we are done. Otherwise, if SP & q1 it q2 & 
(41 c (01 ” q2 G (01) is unsatisfiable then SP & q1 # q2 has a model if 
and only if the set Spz of statements S,&q, # q2&q1 $L { 0}&q2 g { 0} 
has a model. 
We now concentrate on this, the only significant case. Within this case we 
can distinguish various subcases, which correspond to the three lemmas of 
Section 4.1, namely, if SP+ has a model then one of the disjuncts of 
$&[q1 n q2 = 0 ” 41 c q2 v q2 5 41 
must have a model. Since the two middle cases are symmetric to each other, 
then there are really only three cases to test for satisfiability, namely: 
Case 1. SP+ & q1 n q2 = 0 has a model. 
Case 2. SP+ & q1 G q2 has a model. 
Case3. SP,&ql\q2 # 0 &q2\q1 f 0 &ql n q2 # 0 hasamodel. 
Case 1. By Corollary 4.1.1, a case 1 model exists if and only if there 
exists a single valued map f defined on a subset of {1,2} and admitting at 
most one cycle, such that the following set H of statements (in which 
a,, ~2, P,, Qu, P, are new variables) has a model: 
sp+Qln’2= Qr&pn=PlnP,= w 
&Q,=qluq,&P,=p,uz+ 
&a,# 0&a,# 0&aa,Eq,&a2EQ2 
& & & 
I E Domain( f) ‘j E P/(O’iEDOmain(f) 
a; 4 P” &Y, 
(5-A) 
where y is defined as follows: 
(a) If f(i) = i, then y is 0 E qi & { 0 } E qi. 
(b) Iff(l)= 2andf(2)= 1, thenyis 0 E Q,&(0) E Q,. 
(c) If f admits no cycle, then y is the tautological statement a, = a,. 
Build a set S, of sentences as follows. To H, add the sentence 
0 EPl&O EP2. (5.B) 
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For every variable x in H, introduce new variables Xi, X,, X, and add the 
clauses 
x, = x\ql&X* = x\q*&Xn= x, C-l x2. (5.c) 
For every variable x which either appears in H or is Xi, X,, X, , let x’ 
designate Xi if x appears in H, Xi if x is Xi, and X, if x is X, or X,; 
symmetrically let x” designate X, if x appears in H, X, if x is X,, and X, if 
x is Xi or X,. For every variable x which either appears in H or is 
Xi, X,, X, , add the sentences 
[(x’= 0&xEpJV(X’~pP1&X~ppl)]8z 
[(x” = 0 &x Ep*) V(x” Gp,&x Ep,). (5.D) 
Then we can state the following significant 
LEMMA 5.1. In ever), model A4 of the statements (5.D), and for every 
variable x in SHp, 
Mx E M-p, ++ Mx _c Mq; 
for each i = 1,2. 
Proof: This lemma follows immediately from the following chain of 
equivalences: 
MxEM-pl-Mx’= 0 ++Mx\Mq,= 0 -MxcMql 
Mx E Mp, cf Mx” = 0 * Mx \ Mq, = 0 - Mx G Mq,. 
Note that H has a model if and only if SHP has a model. Therefore a case 
1 model exists if and only if SH,, has a model. To show that the satisfiability 
Of sHp is decidable we proceed as follows. We drop p1 = pow(q,) and 
p2 = pow(42 1 from S,,, thereby obtaining a formula SH of MLSS. Then we 
reach our goal by demonstrating the following main 
THEOREM 5.1. SHI, has a model if and only if S, has a model, 
Prooj: Since SHP _ 2 S, our theorem is trivial in one direction. Con- 
versely, assume that S, has a model. Then, so does some one of the 
disjuncts g in its disjunctive normal form. It follows by Theorem 1.2 that if 
we drop all the singleton literals U, = { v, } in g, replacing each one of them 
by the set of statements 
v; E u,, (5-E) 
and 
0 =xnu;v 0 =u;\x, 
x e 2.4, v x = vi3 (5.F) 
174 BREBAN AND FERRO 
where x varies over all the variables appearing in g, we obtain a formula g’ 
with the following property: There exists a disjunct g” in the disjunctive 
normal form of g’ and a full set of places aem,. . . ,aO, ai,. . . ,an, of g”, 
where x1,x2,..., x, are the variables in g” and for i = 1,2,. . . ,rz, a, is a 
place at xi, such that ai, a2,. . . , a, satisfy the noncircularity condition (l.A), 
and such that, for each literal ui = {u,} appearing in g, the only place ak 
(k = -m,..., n) for which ui(ak) = 1 is the place fii at u,. (We will continue 
to use the convenient notation 2 to denote the place at x in the sequence 
a-m’...rao, q7...,an, where x is any variable in g”. In the case presently 
under consideration, the only clause containing a singleton will have been 
P, = { 0 }, and so we would drop P, = { 0 } from g, replace ( 0 } by P, 
everywhere in g, and add the statement 
0 EP, (5.G) 
and 
0 =X n P,v 0 = P,\x, 
xEP,Vx= 0, w-u 
for each variable x in g. As stated, the only place ak (k = -m, . . . , n) for 
which Pn(ak) = 1 is the place 0 at 0. Moreover, the only place ak for 
which pl(ak) = pz(ak) = 1 is 0, since P,= p1 n p2 appears in S,,. 
Next, consider the places Li,, Li,. The sentences a, +AO, a2 # 0 appear 
in SF,, so that neither ci, nor b2 is the element 0 of the sequence 
a -rn,“‘, a,,. Let pi and Z2 be copies of c?,, B2, respectively, and expand the 
sequence a-,, . . . ,.an to g,, gi,, a-,, . . . , a,, (in this order). This is still a full 
sequence of places having all the properties of ammr.. . ,an. Its first two 
places Ei, iji, satisfy the following conditions: 
(5.1) pi, ‘Ye # 0, &, Q2 (since Ci, and S2 are newly created); 
(54 ql(q = 1, qz($) = 0; 
(5.K) ql(iQ) = 0, q2&) = 1; 
(5.L) If f(1) = 1 then p,@‘,) = 1; if f(1) = 2 then p2($) = 1; if f(l) is 
undefined then pl( $) = pz( 6,) = 0. 
(5.M) If f(2) = 1 then pl(g2) = 1; if f(2) = 2 thenp,( $) = 1; if f(2) is 
undefined then pl(G2) = p2($) = 0. 
(5.N) qi(kn) = 1 for some i in the cycle off if f has a cycle. (Note that 
the statement P, = ( 0 } is in S,.) 
From now on we will use { b } to designate the place at P, . 
Next, putting s = { { 0 }} in Lemma 4.2.1, we can conclude that there 
exist sets &, p2 such that: 
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(5.0) pi, & are countably infinite. 
(5.P) pi n & = 0. 
(5-Q) Pi\{{@}} c Pow(Pj) iffG)=A and (P;\{{0)))OPow(Pj) 
= 0 iff(i)#j. 
(5.R) If f admits a cycle and i is the number in this cycle for which 
qi({ 0 }) = 1 then { { 0 }} c &. Otherwise, if there is no cycle, then /3, n 
{{ 0}} = 0 for every i = 1,2. 
Moreover, these sets pi, & can be constructed as in the proof of Lemma 
4.2.1, and hence: 
(5.S) If f(i) is undefined then each element of pi is an individual. 
(5.T) If i is’ in the cycle of f and f(i) = j, then each element of 
&\ {{la}} has the form IzIk+i (where 0, = 0, 0, = { 0,,-,} for m 2 1) 
with 0, in pi, k 2 1. 
(5.U) If i is not in the cycle off and f(i) = j, then each element of p, 
has the form {I,, Ik+i}, where {Ii, l,,. . . } is an enumeration of /3, \ { { 0 }}. 
Next, put 
%* = PAW% 
%* = P*\Wl~* (5.v) 
Let {11,12,...},{m,,m,,...} b e enumerations of the elements of uzl, ua2, 
respec$vely. Note that by Lemma 5.1 we have pi(&) = pi(b) = 1, p2(&) 
= p2( 0) = 1. For any place a # Ei, ‘Yz, &, Q2 such that pi(a) = 1, p*(a) = 
0, put 
‘a = {tri, li+l, li+Z>>, (5.W) 
where 1. 1. ,, [+i, li+* E a,,, and where i and (Y are associated in l-l fashion. 
For any place a f Ei, ‘Y2, &, Q2 such that pi(a) = 0, p*(a) = 1 put 
aa = {{mi3mi+13mi+2>)y (5.X) 
where m,, mi+l, mi+2 E uii2 and where i and a! are associated in l-l 
fashion. 
There is only one place, ar namely 0 such that pi( CX) = p2( cr) = 1. We 
Put 
ui = 0. (5-y) 
Finally for every place (Y # C,, ‘Y2 such that pi(a) = p,(a) = 0 we put 
a, = {i,}, where i, is an individual i, P a,, U uaz, and where i, and (Y are 
associated in l-l fashion. 
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This defines a, for each 01 # Qi, &. Therefore by Lemma 1.4 Mx is 
defined by formula (1.C) of Section 1, for any variable x such that neither q1 
nor q2 precedes X. (The reader is reminded that x precedes y if there is a 
finite sequence of variables xi = x, x2,. . . ,x, = y, n 2 2, such that x,+r(R;) 
= 1 for every i = 1,2,..., n - 1.) Without loss of generality we can assume 
that q2 does not precede q1 (otherwise, we interchange the role of q1 and q2). 
Hence Mq, is defined, and we can put 
a?, = pow( Mq,) \{ Mx: neither q1 nor q2 precedes x } 
(54 
Once this is done, again by Lemma 1.4, Mx is defined by (l.C) for each x 
such that q2 does not precede x. In particular Mq, is defined. Moreover, we 
have the following important 
LEMMA 5.2. For all the places cy for which a, has (so far) been defined and 
for all those x for which Mx has (so far) been defined by (l.C), conditions 
(c.i)-(c.iv) of Theorem 1.2 are satisjied. (Hence all clauses of S, which only 
involve these variables are correctly modeled.) 
Proof Let0,= O,andOk={O,-,}forkkl. 
Conditions (c.iii) and (c.iv) are trivial, since ug = 0 but all the other a, 
are nonempty. 
Next we prove (c.ii). Plainly Mx e oh and Mx G {i,}, since oh = 0 and 
no individual is a set. Assume that Mx E uE1. By the construction of the sets 
/3i, & in Lemma 4.2.1, it follows that Mx must be either an individual, or a 
set {I,, 1,} with I,, I, individuals in a+, or a set of the form 0, for some 
k 2 2, or a set of the form { 0,, 0,+,} with k 2 2 and 0,, IzIk+i E ua2. 
Plainly Mx cannot be an individual. Mx cannot be { 1,, 12} with I,, I, 
individuals in U~,, since no My is I, or I, and no a, has the form {I, }, { I, } 
or {I,, 12}. Next, we show that no Mx can have the form 0, for any k L 2. 
If Mx = 0,, k 2 2, then x must be distinct from 0 (since otherwise Mx 
would be 0) and from the variable { 0 } (since M{ 0 } = { 0 }), and it 
follows that there is a place (IL Z 0 such that x(a) = 1. This implies that 
0 # a, c Mx, which yields a, = 0,. But this is impossible since no a, has 
the form IZIm with m 2 2. (To see this, we argue as follows: By (5.Z) and in 
view of the fact that ql(Ei,) = 1 so that a,( c Mql, Mq, is countably infinite, 
and hence uG, is uncountably infinite. Thus it follows that all the a, defined 
so far are either empty, or infinite, or a singleton {m}, where m is a set with 
three elements.) Finally, Mx # { la,, 0,+ 1}, k 2 2, since no My can have 
the form 0,, k 2 2, and no ua can have the form { 0, } or { IzIk+ i } or 
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{ 0,, (ak+ 1}. This completes the proof of 44x G a,,, for every x. In the same 
way it can be shown that Mx 4 IJ,~. 
Next we show that Mx P {{1;, li+i, 11+2}} with 1, E uzl, j = i, i + 1, 
i + 2. We proceed as follows. Mx # { 1,) I;+ i, l;, 2 }, since no My can be an 
element of uE,, and no a, can have the form {Ii} or { Zj, I,}, or {I,, Ij, Ik} 
with l,, l,, I, E Us,. This follows from the above observation concerning the 
sets U~, since every element a%, has at most two elements. It can be shown 
similarly that Mx P {{m;, m,,,, VZ~+~}}, where m, E us*, j = i, i + 1, 
i + 2. Finally we show that Mx E u4, since q2 does not precede x. Indeed, 
by definition, if Mx E u4, then by definition of 4, q1 precedes x and hence, 
Mq, E -*. E Mx G Mq,, which is impossible. This completes the proof of 
property (c.ii). 
To show that condition (c.i) is also satisfied we first note that us1, us2 
are disjoint (since & f~ & = 0) and therefore any two sets L = 
{{I,, Z,+i, li+*}} and M = {{mj, mj+l, mj+*}} are also disjoint. Moreover, 
any set L or M has only one member, which is a set having three elements, 
whereas each member of a,] u uaz has at most two elements. This almost 
completes the proof of property (c.i), but must still show that u4, is disjoint 
from all other u,. By the definition of a$,, u4, f~ IJ~ = 0 whenever (Y f &, 
pi(a) = 1. Next, assume that pl(a) = 0. Then either each element of au is 
an individual or each element of u, is a nonempty subset of &. If each 
element of au is an individual, then plainly a, n u4, = 0. If each element of 
a, is a nonempty subset of &, then we proceed as follows. Assume that 
there is an element y E u, n u4,. Then, 0 # y _c & n Mq,. Take 6 E y. 
Since 6 E Mq, then either S E q, for some n, or 6 = Mx for some x. In the 
latter case, since 6 E &, & \ { { 0 } } = uE2 and since we already know by 
(c.ii) that no 44x belongs to any aa, it follows that Mx,= { 0}. However, if 
Mx = {S}, then x(0) = 1 and x(a) = 0 for (Y z 0 since a, # 0 and 
0 4 ua for every (r # 0. Hence Mx = { 0 } implies that x is { 0 }. (Here 
we continue to use { 0 } to designate both a set and the variable representing 
{ 0 }, i.e., the variable P,.) This shows that the only variable x such that 
Mx = { 0 } is the variable { 0 } (’ i.e., P,). Therefore if 6 = { 0 } E Mql, 
then, by condition (c.ii), it follows that ql({ 0}) = 1. On the other hand 
since { 0 } = 6 E &, it follows by conditions (5.R) and (5.P) above that 
qz({ 2)) = 1, hi h w c contradicts ql({ 0 }) = 1 since q1 n q2 = 0 appears in 
the statement S, we are considering. 
Next consider the case in which 6 does not have the form 44~ for any x. 
SO that 6 # {la}. Then 6 ~&\{{0}} = a,*. Since 6 EMql then it 
follows by condition (cii), that 6 E uaz n uq for some place n such that 
ql(v) = 1. Plainly n Z &, ‘Yz since ql(&) = 0 and ql((Y2) = 0. But since we 
have already shown that uEz is disjoint from any uq with n # c&, we get a 
contradiction. We conclude that a, n u4, = 0, concluding the proof of 
condition (c.i). This completes the proof of the lemma. 
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As an immediate consequence of this lemma it follows that Mq, f~ Mq, 
= 0. Next we claim that we cannot have 
Mq,EslE -** ESnEMql, (5 AA) 
wherenkOands;isasetforeachi=l,...,n. 
We proceed by induction on n. If n = 0 then we would have Mq2 E Mq, 
which, by the above lemma, implies that ql(&) = 1 and that q2 precedes ql; 
but this is a contradiction. Next assume that the claim is true for every 
n I k and let n = k + 1. Suppose that 
Mq, E si E . * . E sk E sktl E M%. (5.AB) 
If one of the si is an element of u$,, then by (5.Z) it is a subset of Mql, so 
that we have 
Mq, E $1 E * * . E sj G Mq, (5.AC) 
and therefore 
Mq, E s1 E *-a E si-1 E Mql, (5.AD) 
where i - 1 5 k. By our induction hypothesis this is impossible. Therefore 
no si can be an element of u4,. But since the only a, for which the infinite set 
Mq, can satisfy Mq, E . - . E u, is Us,, it follows that all si must have the 
form Mxi for some xi. Therefore we would have 
which again by the preceding lemma implies that q2 precedes ql. Since this 
is impossible it follows as asserted that 
is impossible. 
Having proved all these intermediate assertions, we go on to complete the 
construction of our model as follows: We put 
aa, = pow( Mq,) \{ Mx: q2 does not precede x } 
‘,,($I ua* 
a*Q2 
(5.AE) 
Once this has been done Mx is defined by (l.C) of Section 1 for every 
variable x in S,. We proceed to verify that M is a model for S, by verifying 
conditions (c.i)-(c.iv) of Theorem 1.2. Most of this proof is contained in 
Lemma 5.2 and we have only to fill a few remaining gaps. Conditions (c.iii) 
DECISION PROCEDURES 179 
and (c.iv) are part of Lemma 5.2. As for (c.ii), if we repeat the argument 
used in establishing (c.ii) of Lemma 5.2, the only new thing that will remain 
to be shown is that Mx & Us, and Mx $C uez for every variable x. To see this 
we simplify the definition of u4,, rewriting it as: 
ail, = pow( Mq,) \ { Mx: q2 does not precede x } 
\ u Da. (~.AF) 
MC\; 1 
We can do this since if q1 precedes x then 
Mq, E a*- E Mx, 
which implies Mx g Mq,. 
Now assume that Mx E 4,. Then q2 precedes x, so that Mq, E . . . E 
Mx c Mq,. But this implies Mq, E . . . E Mq,, which by (5.AA) is impos- 
sible. Therefore Mx P Us, for every x. Finally, if Mx E u4, then, by (5.AE), 
q2 precedes x and A4q2 E . . . E Mx c Mq,, which is again impossible, 
showing that Mx 4 u4, and completing the verification of (c.ii). 
To show (c.i) we can proceed as follows. Repeating the argument used in 
proving (c.i) in Lemma 5.2 it only remains to prove that u4, is disjoint from 
all a, with (r # &. To show that u4, r7 a, = 0 for every (Y # q2, qi we can 
repeat the line or argument used in Lemma 5.2 in showing that Us, n a, = 0 
for every (Y # qi. 
Finally, since Mq, n Mq, = 0 then pow(Mq,) fl pow(Mq,) = { 0 }. 
But, by (c.ii) 0 e Us, u u4, so that uGl n uG1 = 0. This completes the proof 
of condition (c.i). 
Having now proved (c.i)-(c.iv) in all required cases, we can assert that M 
is a model of S,. We will now show that M is indeed a model of S,, thus 
verifying Theorem 5.1 and establishing decidability in case 1. 
To this end, note that by (5.AF) and (5.AE) we have 
Mp, 2 pow( Mq,) \ { 44x: q2 does not precede x } (5.AG) 
and 
Mp, 2 pow( Mq, ) \ { Mx: q2 does not precede x } . (~.AH) 
Moreover, from (5.R) and (5.Q) it follows that 
Mp, = u a, u { Mx:p,(.?) = 1} c pow(Mq,) u { Mx:p,($) = l} 
.&(a)=1 
(5.AI) 
and 
MP, = p*(y=l% u { Mx: P2W = 1> c PowWq*) u {Mx: P&J = I>. 
(~.AI) 
180 BREBAN AND FERRO 
Specifically, to see that (5.AI) holds we must show that if pi(a) = 1 then 
a, c pow(Mq,). But since ql(lil) = 1 and U~, = & \ { { 0 }} then by prop- 
erty (5.R) & c Mq, and hence pow(&) z pow(Mq,). Now, if pi($) = 1 
then by (5.L) f(1) = 1 and by property (5.Q) aal = & \ {{ 0 }} c pow(&) 
c pow(Mq,). Moreover, if p1(E2) = 1 then by (5.M) f(2) = 1 and by 
property (5.Q) a,, = & \ {{ 0 }} 5 pow(&) s pow(Mq,). Furthermore, 
since li, li+i, li+2 -belong to Mql, then {{Zi, li+i, 11+*}} c pow(Mq,). 
Plainly, by (5.AF), Us, s pow(Mq,). (Note that by Lemma 5.1 and since 
Mq, \ Mq, and Mq, \ Mq, are nonempty it follows that pi( q2) = p2( qi) = 
0). This completes the proof of condition (5.AI). Condition (5.AJ) is proved 
in the same way. 
Note that (5.AG), (5.AH), (5.AI) and (5.AJ) together imply that Mp, and 
pow(Mq,) (resp. Mp, and pow(Mq,)) differ only by elements of the form 
Mx for some x. Thus, by Lemma 5.1 of this section, it follows at once that 
and 
MP, = powt Mq, 1. 
This shows that M is a model of SHp and completes the proof of decidability 
in case 1. 
CASE 2. By Corollary 4.1.2, a case 2 model exists if and only if there 
exists a single-valued map f defined on a subset of { 1,2} and admitting at 
most one of the two cycles f(1) = 1 or f(1) = 2 and f(2) = 1, such that the 
following set H of statements (in which a,, u2, P1, P2, Q,, P, are new 
variables) has a model: 
S,,&q, G q*&P1 =p1&P, =Pl\P2&Pl CP2 
&Q,= q1 u q2&P,=pl up,&a, E a&a2 E q2\41 
& & ai E ‘f(i)&. & ai @ P, &Y3 (5.AK) 
i E Domain(f) 1 E Domain( f ) 
where y is defined as follows: 
(a) If f(1) = 1, then y is 0 E ql. 
(b) If f(1) = 2 and f(2) = 1, then y is 0 E q2 \ ql. 
(c) If f admits no cycle, then y is the tautologous statement a, = a;. 
We build a set SHI, of sentences as follows. To H, add the sentence 
0 EP1&O EP2. (5 .AL) 
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For every variable x in H, introduce new variables X,, X, and add the 
clauses 
Xl = x\ql&X* = x\q,. (LAM) 
For every variable x which either appears in H or is X,, X, let x” denote X, 
and let x’ designate X1 if x appears in H, Xl if x is X,, and X, if x is X,. For 
each variable x which either appears in H or is X1, X,, add the sentences 
[(x’= 0bxEp1)V(X’PP*&XPP*)] 
&[(x” = 0 &Lx EP2) V(x” 4p,&x (irpz)]. 
@AN) 
Once this has been done we can repeat the argument of Lemma 5.1 of case 
1, so that in this case also we have for every variable x in SHp Mx E Mp, ++ 
Mx c Mq, for each i = 1,2 and note that H has a model if and only if S,,, 
has a model. Therefore a case 2 model exists if and only if S,, has a model. 
To show that the satisfiability of SHp is decidable we proceed as follows. We 
drop p1 = pow(q,) and p2 = pow(q,) from S,,, thereby obtaining a for- 
mula S, of MLS. Then we reach our goal by demonstrating the following 
main 
THEOREM 5.2. S,, has a model if and on!~ ifs, has a model. 
Proof Since S,, _ H 3 S our theorem is trivial in one direction. Con- 
versely, assume that S, has a model. Then, so does some of the disjuncts g 
in its disjunctive normal form. Hence there is a full set of places 
a -MT*.., qj,(yl,..., cr, of g satisfying the noncircularity condition (l.A). In 
order to simplify our notation let Q, designate q1 and let Q2 designate 
q2 \ ql. Let ‘Yi and ‘Y2 be copies of ci, and B,, respectively, and expand this 
sequence to gi,, 6,, (Y-~, . . . , QL, (in this order). This is still a full set of places 
having all properties of K,,,, . . . ,a,. The places ‘pi, ‘Ye satisfy the following 
conditions: 
(5.AO) Ecr,, ‘Y2 f &, q2 (since E1, Zz are newly created). 
(5.AP) Q,(E,) = 1, Q2(E1) = 0. 
WQ) Ql(%) = 0, Qz(%) = 1. 
(5.AR) Iff(1) = 1 thenpi = p2($) = 1; iff(1) = 2 thenp,(Z,) = 
1 and p,(cU,) = 0, if f(1) is undefined then p,(gu,) = pz(Lyl) = 0. 
(5,AS) If f(2) = 1 then pl(Zi2) = p,(Z,) = 1; if f(2) = 2 then p2(a2) 
= 1 andpi = 0, iff(2) is undefined thenpi = pz(Z2) = 0. 
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Next we put s = ( 0 } in Lemma 4.2.1, and can then conclude that there 
exist sets pi, &, such that since 
(5.AT) pi, & are countably infinite, 
(5.AU) PI r‘l P2 = 0, 
(5.AV) /3, c pow@) if f(i) = j, and (pi \ { 0 }) n pow(pj) = 0 if 
f(i) +j, 
(5.AW) If f admits a cycle and i is the integer in this cycle for which 
Q, ( 0) = 1 then { 0 } c /3,. Otherwise, if there is no cycle, then { 0 } n pi = 
0 for every i = 1,2. 
Moreover, these sets can be constructed as in the proof of Lemma 4.2.1, 
and hence: fl pi = 0 for every i = 1,2. 
(5.AY) If i is in the cycle of f and f(i) = j, then each element of 
pi\ { la} has the form IZlk+i (where 0, = 0, 0, = {0,-i} for m 2 1) 
with 0, in /3,, k > 0. 
(5.AZ) If i is not in the cycle of f and f(i) = j, then each element of 
fi, \ { 0 } has the form {I,, lk+i}, where {I,, I,, . . . ,} is an enumeration of 
Pj\tO>. 
Next, put 
UZl = PI \{ 0 > 
%* = P*\{0)* (5.BA) 
Let {11,12,...,},{m,,m2,... } be two enumerations of the elements of 
U,~, a,*, respectively. For any place (Y = (II,, c2, $i, Q2 such that pi(a) = 
/72(a) = 1, put: 
ua = {tl,, li+l, li+2)), (5.BB) 
where li, li+l’ ,+2 1. E aa,, and where i and (Y are associated in l-l fashion. 
For any place (Y # 6i,(r2,Q1,g2 such that pi(a) = 0, p2(~) = 1, put 
‘a= {{mt~mi+l~m~+2~ll~ (5.BC) 
where mi, mi+l, mr+2 E us2, and where i and (Y are associated in l-l 
fashion. 
Of course there are no places such that pi(a) = 1, p2(a) = 0. 
Finally, for every place (Y # Ei, ‘Y2 such that pl(cu) = p2(~) = 0, put 
0, = {i,), (5.BD) 
where i, is an individual E a,] U uEz and where i, and (Y are associated in 
l-l fashion. 
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This defines u, for every a # &, &. Therefore by Lemma 1.4, Mx is 
defined by (l.C) of Section 1 for every variable x such that neither q1 nor q2 
precedes x. Since q1 G q2 appears in H, it is plain that q2 does not precede ql. 
Hence, we can proceed as in case 1 by putting 
uG, = pow( Mq, ) \{ Mx: neither q1 nor q2 precedes x } 
‘p,(ilj=lua* 
(5.BE) 
a+& 
Once this is done, Mx is defined by (l.C) for each x such that q2 does not 
precede x. Moreover, we have the following 
LEMMA 5.3. For all the places a for which u, has been defined and for all 
those x for which Mx has (so far) been defined by (LC), conditions (b.i) and 
(b.ii) of Theorem 1.1 are satisjed. (It follows by Theorem 1.1 and by Lemma 
1.3 that all clauses of S, which only involve those variables x are correctly 
modeled.) 
Proof: Completely analogous to (as a matter of fact even simpler than) 
the proof of (c.i) and (cii) in Lemma 5.2 of case 1. 
Indeed to verify condition (b.ii) we proceed as follows. 
First we show that Mx G uz,. Assume that Mx E uz,. By the construction 
of the sets pi, & in Lemma 4.2.1 it follows that Mx must be either an 
individual or a set {I,, I, } with I,, 1, individuals in Us,, or a set of the form 
0,withk~l,orasetoftheform{0,,0,+,}withk~land0,,0,+,~ 
ua2. Plainly Mx cannot be an individual. Mx cannot be {I,, 12} since no My 
is I, or 1, and no a, has the form {I, }, { 1, } or {I,, I, }. Next we show that 
no Mx can have the form 0, for any k 2 1. If Mx = 0,, k 2 1 then x 
must be distinct from 0 (since otherwise Mx would be empty), and it 
follows that there is a place (Y such that x(a) = 1. This implies that 
0 # u, G A4x = 0,, which yields a, = 0,. But this is impossible since no 
u, has the form 0, with m 2 1. (To see this, we argue as follows; by (5.BE) 
and in view of the fact that ql((u,) = 1 so that ufil c Mql, MqI is infinite, 
and hence uG, is uncountably infinite. Thus it follows that all the u, defined 
so far are either infinite or a singleton {m}, where m is a set with three 
elements.) Finally Mx # { 0,, Ok+l }, k 2 1 since no My can have the form 
0,, k 2 1 and no a, can have the form { 0,} or { 0,+,} or { 0,, Ok+l}. 
This completes the proof of Mx P 4, for every x. 
In the same way it can be shown that Mx e a,*. 
Finally Mx @ {{I. 1 ,3 [+I, [,+21) with lj E S19 ftfx tZ {{mi9 mi+l, m,+dl 
with mj E uaz, and Mx @ 4, are shown exactly as in Lemma 5.2 of case 1. 
This completes the proof of (b.ii). 
The proof of condition (b.i) follows closely that of Lemma 5.2 of case 1. 
The only detail that needs to be repeated is that of showing that uG; is 
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disjoint from all other u,. By (5.BE), 4, fl a, = 0 whenever (Y # &, 
pi(a) = 1. Next assume that pi(a) = 0. Then either each element of ua is an 
individual or each element of a, is a nonempty subset of &. If each element 
of u, is an individual, then plainly uG, n ua = 0. 
If each element of a, is a nonempty subset of &, then we proceed as 
follows. Assume that there is‘an element y E a, n Us,. Then, 0 z y E & G 
Mq,. Take 6 E y. Then since 6 E Mq, either 6 E Us with ql(q) = 1 or 
6 = Mx for some x with ql( a) = 1. In the latter case, since & \ { 0 } = oa2 
and since we already know by (b.ii) that no Mx belongs to uaz it follows that 
6 = Mx = 0 and x is 0. This yields ql( 0) = 1. On the other hand since 
0 = S E &, it follows by condition (5.AW) above that Q2(0) = 1, which 
contradicts ql( 0) = 1 (we remember that Q2 designates q2 \ ql). 
Next consider the case in which 6 does not have the form MX for any x. 
So that 6 # 0. Then 6 E fiz \ { 0 } = uaz. In this case 6 E uV for some place 
TJ such that ql(q) = 1. Plainly 77 # &, Ecr, since ql(&) = 0 and ql((Y2) = 0. 
But since we have already shown (as in Lemma 5.2) that a,* is disjoint from 
any ua with n + $i, then we get the contradiction 6 E uV O us2. It follows 
that U, n a@, = 0, concluding the verification of (b.i). This completes the 
proof of the lemma. 
Consequently we have Mq, c Mq2, and hence we cannot have Mq, E 
. . . E Mq,. To complete the construction of our model, we define uGz (but 
in a manner slightly different from that used in case 1). More precisely, we 
put: 
U~, = pow( Mq, ) \ pow( Mq,) \ { Mx: q2 does not precede x } 
(5.BF) 
(Note that this set is infinite since all the sets {m;, m,+2, mi+4}, where 
mj E uaz, are elements of Us,.) Once we have defined uG2 by (5.BF), Mx is 
defined by (l.C) for all variables x. Next, we verify that M is a model of S, 
by showing that conditions (b-i) and (b.ii) are satisfied. To do this we first 
simplify the expression of Us, as in formula (5.AF) of case 1 and then 
proceed as in case 1. 
More precisely most of the proof of condition (b.ii) is contained in 
Lemma 5.3. The only new things that will remain to be shown is that 
Mx 4 uG, and Mx 4 Us,. This can be done exactly as in case 1. This 
completes the proof of condition (b.ii). 
To show (b.i) we can proceed as follows. Repeating the argument used in 
proving (b.i) in Lemma 5.3 it only remains to prove that ail, is disjoint from 
all ua with (Y # &. To show that IJ~, n u, = 0 for every cx # &, Qi we can 
repeat the line of argument used in Lemma 5.3 in showing that uG, n a, = 0 
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for every (Y Z qi. More precisely by (5.BF) a@* f? a, = 0 whenever cr f 
q2, qi, ~~((11) = 1. Next assume that (Y # qi, q2 and p,(a) = 0. Then either 
each element of a, is an individual or each element of a, is a nonempty 
subset of pi. 
If each element of a, is an individual then plainly u4, n au = 0. If each 
element of u, is a nonempty subset of pi then we proceed as follows. 
Assume that there is an element y E a, n Us,. Then by (5.BF) 0 Z y c & 
c Ml23 Y g Ma* Take 6 E y, 6 @ Mq,. Then since 6 E Mq, either 6 E uV 
with q2(q) = 1 and ql(o) = 0 or 6 = Mx for some x with q2(..2) = 1 and 
ql(.t) = 0. In the latter case since & \ { 0} = U,~, 6 E & and since we 
already know by (b.ii) that no MX belongs to CJ,~ it follows that 6 = Mx = 0 
and x is 0. This yields q2( 0) = 1 and ql( 0) = 0. On the other hand since 
0 = 8 E & it follows by condition (5.AW) above that ql( 2) = 1, con- 
tradicting ql( b) = 0. 
Next consider the case 6 E uV with q2(q) = 1 and ql(q) = 0 so that 6 
cannot have the form Mx for any x and 6 # 0. Then 6 E pi \ { 0 } = uiil. 
Plainly TJ # q2, Zi, since q2(&) = 0 and ql(E1) = 1 whereas q2(q) = 1 and 
ql(q) = 0. But since we have already shown that onI is disjoint from any Us 
with 17 # q2, ‘pi then we get the contradiction S E a7 n uii,. We conclude 
that a, n a$, = 0 for every (Y # qi, &. Finally since by (5.BE) and (5.BF) 
u4, c pow(Mq,) and uQ2 n pow(Mq,) = 0 then uci, n a$1 = 0 completing 
the proof of (b.i). 
After M has been shown to be a model of S,, in order to conclude the 
proof of Theorem 5.2 and establish the decidability in case 2, it remains to 
show that Mp, = pow(Mq,) and Mp, = pow(Mq,). To see this we proceed 
as follows: by (5.AF) we can derive 
Mp, 2 pow( Mq,) \ { Mx: q2 does not precede x } . (5.BG) 
As in case 1 we can prove that (5.AI) is also satisfied, and therefore by 
Lemma 5.1 of this section, it follows that Mp, = pow(Mq,). 
To see that the same holds for the pair q2, p2 we argue as follows. We 
show that 
Mp, 2 pow( Mq,) \{ Mx: q2 does not precede x } . (5.BH) 
Indeed if s E pow(Mq,) then, since Mpl = pow(Mq,) and Mp, c Mp, it 
follows that s E Mp,. This, together with (5.BF), gives (5.BH). Now, (5.AJ) 
is verified as in case 1 with the following additional argument. Since 
Mq, r Mq, and pow( Mq,) _C pow( Mq,), then, by the definition of IJ~,, IJ~, 
c pow(Mq,). This concludes the proof of (5.AJ) which, together with 
(5.BH) and Lemma 5.1, yields 
MP, = pow(Mq,), 
completing the proof of decidability in case 2. 
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To finish the proof of our main decidability result we have only to 
consider case 3. 
Case 3. By Corollary 4.1.3, a case 3 model exists if and only if there 
exists a single-valued map f defined on a subset of (1,2, n } and admitting 
at most one cycle which must contain n, such that the following set H of 
statements (in which a,, a2, a ,, , Q,, Q2, Q,, P,, P2, P,, Q,, P, are new 
variables) has a model: 
s&kQ,=q,\q,# 0&Qz=qz\ql# @&Qn=qlnqz+ 0 
&P, =p1\p2&P2 =P2\P1&Pn =Pl nP2 
&Q,=q1”q~&Pu=~1”~2 
kisl% nai E Qi& & ai E ‘j(i) 
3 + i E Domain( f) 
& dz 
i66Domain(f) 
ai e P”&Y, 
where y is defined as follows: 
(a) If f admits a cycle and f(i) = n then y is 0 E Q;. 
(5.BI) 
(b) If f admits no cycle, then y is the tautologous statement a, = a,. 
Build a set S,, of sentences as follows. To H, add the sentence 
& 0 EP,. 
i=1,2, n 
For every variable x in H, introduce new variables X1, X2, X, and add the 
clauses 
xl = x\q182x2 = x\q2&x,= xl n x2. (5.BK) 
For every variable x which either appears in H or is X,, X2, X,, let x’ 
designate X, if x appears in H, X, if x is X1, and X, if x is X2 or X, ; 
symmetrically let x” designate X2 if x appears in H, X2 if x is X2, and X, if 
x is X, or X,. For every variable x which either appears in H or is 
X,, X2, X, , add the sentences 
[(x’ = 0 &x “PI) V(x’ cEp,&x 4p,)] 
&[(x’I = 0 &x EP~) v(x” ep,&x @p2)]. (5.BL) 
Thus, as in the preceding cases, a statement analogous to Lemma 5.1 holds, 
that is, we can show that for every variable x in S,, 
Mx E Mp; @ Mx G Mqi 
for each i = 1.2. 
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Note that H has a model if and only if SHI, has a model. Therefore a case 
3 model exists if and only if S,, has a model. To show that the satisfiability 
of S, is decidable we proceed as follows. We drop pi = pow(q,) and 
p2 = pow(q,) from SHpy thereby obtaining a formula S,, of MLS. Then we 
reach our goal by demonstrating the following main 
THEOREM 5.3. SHp has a model if and only if S,, has a model. 
Proof Since S,, _ > S, our theorem is trivial in one direction. Con- 
versely, assume that S,, has a model. Then so does some one of the disjuncts 
g in its disjunctive normal form. Hence there is a full set of places 
lx --n,,“‘, qj,(Yl,..., (Y, of g satisfying the noncircularity condition (l.A). 
Let ‘Yi, Z,, E, be copies of 8i, ci,, and ci n z respectively, and expand this 
sequence to 6i, s2, ‘Yn, (Y-~,. . . , a, (in this order). This is still a full set of 
places having all properties of (Y _ m,. . . , (Y,. The places ‘YI, Ly2, Cu n satisfy the 
following conditions: 
(5.BM) a, # &, Q2, Qn for every i = 1,2, (since Gi are newly created); 
(5.BN) Q,(LY,) = 1 if and only if i =j; i, j E {1,2, fl}; 
(5.BO) If f(i) =j then P,(Z$) = 1, if f(i) is undefined then Pl(E,) = 
P2(iq) = P, (5;) = 0. 
Next we put s = { 0 } in Lemma 4.2.1, and we conclude that there exist 
sets pi, p2, p, , such that 
(5.BP) pi is countably infinite for each i = 1,2, n. 
(5.BQ) /?, n /3, = 0 for i #j, i, j E {1,2, CT}. 
(5.BR) ,8, E pow(j3,) if f(i) = j, and (/3, \ {la}) n pow(/+) = 0 if 
f(i) # j. 
(5.BS) If f admits a cycle and i is the element in this cycle for which 
Q,( 0) = 1, then { 0 } c pi. Otherwise, if there is no cycle then { 0 } n j3, = 
0 for every i = 1,2, n, 
Furthermore, these sets pi, b2, /3,, can be constructed as in the proof of 
Lemma 4.2.1 namely: 
(5.BT) If f(i) is undefined then each element of /3, is an individual. 
(5.BU) If i is in the cycle of f and f(i) =j, then each element of 
&\ {0} has the form Rlk+i (where 0, = 0. 0, = {ia,,-,} for m 2 1) 
with 0, in p,, k 2 0. 
(5.BV) If i is not in the cycle off and f(i) = j, then each element of 
$ ; 100 i has the form { I,, I,, I }, where ( I,, I,, . . . , } is an enumeration of 
I 
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Next, put 
‘5, = Pi\{‘> for each i = 1,2, n . (5 .BW) 
Let (I;, I;,...,} b e an enumeration of the elements of U~, for i = 1,2, I?. 
For any place (Y Z iji,, Gi,, ~,,n,&,$2,Qn,suchthatforsomei~ {1,2,n}, 
P,(a) = 1, and P,(a) = 0 forj # i,j E {1,2, n}, put 
0, = {{IL, 1;+1, r;-+,}}, l;, &+I, /:+2 E ua, (5.BX) 
and where k and (Y are associated in l-l fashion. 
For any place 1y # Gr, El, Ei,, &, I&, Q, such that 
P,(fx) = 0 foreveryi = 1,2, n, 
Put 
0, = {ia>, (5.BY) 
where i, is an individual g Ui=1,2. nua,, and where i, and (Y are associated 
in l-l fashion. 
This defines a, for every (Y # &, &, Q o. Therefore by Lemma 1.4 Mx is 
defined by (1.C) of Section 1 for every variable x such that neither q1 nor q2 
nor Q, precedes. x.
By much the same arguments used in case 2, neither q1 nor q2 precedes 
Q o (since Q o is qr n q2). Consequently MQ o is defined by formula (l.C) 
of Section 1. Since Q, (E o ) = 1, MQ o includes a, n and is infinite. There- 
fore we can put 
%, = pow@Q.)\( M x : neither ql, nor q2, nor Q o precedes x } 
\ u 0,. (5.BZ) 
P, (a)-1 
a+Cin 
After this by Lemma 1.4 Mx is defined by (l.C) for every x such that neither 
4r nor q2 precedes x. Note that a~, is (uncountably) infinite. 
We can assume, without loss of generality, that q2 does not precede q1 
(otherwise we interchange the role of q1 and q2). Hence Mq, is defined by 
(l.C), and we can put: 
us, = pow( Mq, ) \ pow( MQ .) \ { Mx : neither q1 nor q2 precedes x } 
‘,,(y=* ua. 
(5.CA) 
a 
a+& 
Once this is done again by Lemma 1.4 Mx is defined by (l.C) for every x 
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such that q2 does not precede X. In particular Mq, is defined. (Note that 
since Qr(zi) = 1, MQi includes U,~ and is therefore infinite; moreover, MQi 
is a subset of Mq, and is disjoint from MQ n. Thus u@, is (uncountably) 
infinite.) 
Moreover, we have the following: 
LEMMA 5.4. For all the places a for which a, has been defined and for all 
those x for which Mx has (so fgr) been defined by (l.C), conditions (b.i) and 
(b.ii) of Theorem 1.1 are satisjed. (It follows by Theorem 1.1 and by Lemma 
1.3 that all clauses of S, which only involve those variables are correctly 
modeled ) . 
Proof To show that condition (b.ii) is satisfied, we first prove that 
Mx P a,, for every x and every i = 1,2, C’ . To see this we observe that by 
the construction of the sets pi, &, p, in Lemma 4.2.1 it follows that any 
element of the set a%, must be either an individual, or a set of the form 0, 
(where0,= O,O,={O,~l}form~l)withk~l,oraset{l,,l,}with 
l,, l2 E uz, for some j f i. 
As in Lemma 5.2 of case 1 we can show that Mx cannot be either an 
individual or a set of the form 0,. 
Let Mx be of minimal rank such that Mx E a,. Next we show that Mx 
cannot have the form {I,, 12} with I,, 1, E a,,. 
Specifically, suppose that A4x = {I,, 12} with I,, 1, E a,,. Note that since 
I,, 1, belong to uz, then I,, 1, cannot have the form My by the minimality of 
Mx. It follows that M,x = Mx = {II, 12}. By (5.BT)-(5.BV), 1, and 1, are 
sets having at most two elements. Since every set a, is either infinite or has 
the form {s} with s either an individual or a set of three elements it follows 
that no a, can have the form { 11}, { 12}, or {I,, 12} with I,, 1, E a,,. Hence 
Mx = M,,x # {I,, 12} and Mx e us, for every i = 1,2, n, and for every 
variable x, as asserted. 
Moreover, we can prove Mx 4 { { 1’ 1’ I, k+l, 1i+2}} by arguing much as in 
Lemma 5.2 of case 1; we must also show that Mx 4 uoil for every x such 
that q2 does not precede x. To show this, proceed by contradiction, and 
assume Mx E a~, . Then by (5.BZ) Mx c MQ, and either ql, or Q, 
precedes x. If Q n precedes x then we would have MQ ,, E . . . E Mx G MQ 
which is impossible. If q1 precedes x, then Mq, E . . . E Mx. But, since for 
every place a, Q, (CY) = 1 implies q,(a) = 1, it follows that MQn c Mq,. 
Hence we would have Mq, E . . . E Mx G MQ, c Mq, which is impossi- 
ble concluding the proof of Mx P 00,. Mx P u4, for every x such that q2 
does not precede x can be proved as in Lemma 5.2 of case 1, completing the 
proof of condition (b.ii). 
Next we prove (b.i). The only nontrivial part of the proof consists of 
showing that ati” and 4, (which are trivially disjoint) are disjoint from any 
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other a,. We begin to show that IJO, is disjoint from any a, with P, (a) = 0. 
(Note that if P, (a) = 1, then by (5.BZ), a,, n UQ~.= % .) Since P, (a) = 0 
it follows that either each element of a, is an individual, or each element of 
a, is a nonempty subset of & or &. If each element of a, is an individual, 
then plainly ub,n a, = %. Otherwise, each element of u, is a nonempty 
subset of & (or &). Assume that there is a y in ~0, n a,. Then by (5.BZ) 
% f y c & n MQ,. Take 6 E y. If 6 = %, since % E MQ,, % # Mz 
for every z distinct from %, and % 4 ua for every ar (by property (b.ii)), 
then necessarily Q n (%a) = 1. On the other hand, by condition (5.BS) above, 
since % = 6 E pi, then Q,( 0) = 1, which contradicts Q, (0) = 1. If 
S # % then 6 E a,, n MQ n since uz, = & \ { % }. It follows by condition 
(b.ii) ihat 6 E u,, n U~, for some place n such that Q n (n) = 1. Plainly since 
Qn(Qn)= Q,(&)= Q,,(Ei)=Othenn # Q”,&,c,.Butsincewehave 
already noted that U,~ is disjoint from any uV with n # Q ,,, &, we get a 
contradiction with 6 E a,, n a,,. Hence, we can conclude that 00, is disjoint 
from any other a,. Finally we show that Us, is disjoint from any other a,. 
This is trivial in the case in which pi(a) = 1, by (5.CA). If pi(a) = 0 then 
either each element of a, is an individual or each element of a, is a 
nonempty subset of &. If each element of a, is an individual, plainly 
0, r-3 +, = %. If each element of a, is a nonempty subset of & then we 
proceed as follows. Assume that there is an element y E a, n uG,. Then 
0 # y G &, y c Mq, but by (5.CA) y g MQ.. Take 6 E y \ MQ,. If 
% 7 S then % E Mg, \ MQ o and hence, reasoning as before (by (b.ii)), 
ql(%) = 1 and Q, (%) = 0. Thi s yields Q,( %a> = 1. On, the other hand, by 
condition (5.BS) above, since % = 6 E &, then Q2( 0) = 1, which con- 
tradicts Q,( 2) = 1. Furthermore, if 6 # 0 since ua2 = & \ { % } then 
S E a,* n Mq,. By condition (b.ii), it follows that 6 E aa2 n a,, for some 
place q such that ql(q) = 1. Plainly, 17 # &. But since we have already 
shown that ua2 is disjoint from any uV with n # &, we get the contradiction 
6 E uc2 n q,. Hence a, n 4, = %, concluding the proof of condition (b.i) 
and completing the verification of Lemma 5.4. 
As a consequence of this lemma it follows that MQ,., = Mq, n Mq,. 
From this it follows that it cannot be 
Mq2 E ... E MQ,. 
Analogously we cannot have Mq, E s1 E * . . E s, E Mq,. To show this 
proceed by induction By Lemma 5.4, Mq, E Mq, since q2 does not precede 
ql. Next, assume that it cannot be Mq, E s1 E . * * E s, E Mq, for n I k. 
Suppose that Mq, E s1 E . * * E sk+ i E Mq,. Note that the only a, for 
which the infinite set Mq, can be such that Mq, E . * . E a,, are either ~0, 
or Us,. But if some of the si is an element of ~0, U a$, then by (5.BZ) and 
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(5.CA) we would have 
Mq, E s1 E * * * E SipI E Mq,, i-l<k, 
which contradicts our induction hypothesis. Consequently, every si must 
have the form Mx, for some variable xi. This yields 
Mq, E Mx, E . . . E MXk.1 E Mq,, 
which, by Lemma 5.4, is impossible since q2 does not precede ql. Hence we 
can conclude that: 
(5.CB) neither Mq, E . . * E Mq, nor Mq2 E * - . E MQn can be true. 
Next, we put 
uG, = pow( Mq, ) \ pow( Mq,) \ { Mx: q2 does not precede x } 
\P2(~=lua~ 
(5.CC) 
a+@2 
After this Mx is defined by (l.C) of Section 1 for every variable x in S,. 
We proceed to verify that M is a model of S, by showing that conditions 
(b.i) and (b.ii) are satisfied. Most of this proof is contained in the proof of 
Lemma 5.4 and we have only to fill a few remaining gaps. As for (b.ii), if we 
make use of what has been proved in establishing (b.ii) of Lemma 5.4, it 
only remains to show that Mx e uon, Mx 4 4, and Mx 6!! uQ2. To see this, 
we simplify the definition of IJO, and a@, (cf. (5.BZ) and (5.CA)) rewriting 
them as: 
U- Qn = Ijow( MQ o) \ { Mx: q2 does not precede x } 
\ u % (5.CD) 
P,(a)=1 
a+Qn 
U- 
41 
= pow( Mq,) \ pow( MQ ,) \ { Mx: q2 does not precede x } 
\ u u*. 
P1,‘$\-= 1 
(5.CE) 
We can do this since if Q o precedes x then MQ o E * . - E Mx, and hence 
MxsZMQ,. Analogously, if q1 precedes x then Mx g MQ, and Mx g 
Ma. 
Now it is plain to show that Mx 6?2 IJO, U a@, U 4,. Indeed, if Mx E IJO, 
u uG, u uq2 then necessarily q2 precedes x and hence Mq2 E * . . E Mx G 
Mq, u Mq,, which is impossible. This completes the proof of property 
(b-ii). To verify condition (b.i) we can proceed as follows. 
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Drawing on what was established in proving (b.i) of Lemma 5.4 we have 
only to show that uo2 is disjoint from all the other u,. But to do this we can 
repeat the line of argument used in Lemma 5.4 for proving that aG, was 
disjoint from all the other ua. Therefore, condition (b.i) is also satisfied and 
M is a model of S,. 
Finally, to show that M is indeed a model of SHP we proceed as follows. 
We note that by (5.CD) we can derive 
MP, 3 pow( MQ ,-,) \ { Mx: q2 does not precede x } 
Moreover, again by (5.CD), we have 
(5.CF) 
MPfl = p u&a u {Mx: p&l = 1) 
c p;w(MQ,) U { Mx: P,(i) = l}. (5.CG) 
Indeed, since Q, (Z,,) = 1 and U,~ = /3,\{ %} then by property (5.BS) 
p, c MQ, and hence pow(/3,) c pow(MQ,). Now, if cr # Qn and 
P, (a) = 1 then by (5.BO) and (5.BR), and by the way sets a, of type 
{{h 4+1, c+,>> are defined it follows, u, c pow( fi n ) E pow( MQo ). 
Moreover, by (5.CD), aon 5 pow(MQ, ). This shows that (5.CG) holds. On 
the other hand, by Lemma 5.1 
Mx E Mp, 4-b Mx E Mq, 
Mx E Mp, tf Mx c Mq, 
for every variable x. Hence, since MP, = Mp, n Mp2, 
(5.CH) 
These observations together with (5.CF) and (5.CG) imply that MP, = 
pow(MQ o ). Furthermore, since pow(MQ, ) = MP, c Mpl, then by 
(5.CE), we have 
Mpl 1 pow( Mq,) \{ Mx:‘ q2 does not precede x } . 
Moreover, reasoning as in the proof of (5.CG) above, we get 
(5.CJ) 
Mp, G pow(Mq,) U{Mx:p,(%) = l}. (5.CK) 
Indeed, since /3i G MQl, p ,-, c MQ o, and Mq, = MQi U MQ ,,, then 
how c pow(MQ,), ~ow(P, ) E pow(yQ. ) and pow(&) U ~ow(& ) 
c pow( Mq,). Now if pi(a) = 1 and LY # Q,, &, then either PI(a) = 1 or 
P, (a) = 1. Hence by (5.BO), (5.BR) and by the way sets ua of type 
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UC, &,I, $+2H are defined it follows 
0, c Pow(&) u Pow&) c Pow(Mq,). 
This completes the proof of (5.CK), which, together with (5.CJ) and Lemma 
5.1, gives that 
MP, = pow(Mq,). (5.CL) 
Finally, to show that Mp, = pow(Mq,) we proceed as follows. We note that 
since MQ,, = Mql n Mq, then Mp, 1 MP, = pow(MQ ,, ) = pow( Mq,) 
n pow(Mq,). Hence, by (5.CC), we have 
Mp, 2 pow( Mq2) \ { Mx: q2 does not precede x } . (5.CM) 
Moreover, again by (5.CC), we obtain 
M-p, _c pow(AQ,) \{ Ah: P2W = 11. (5.CN) 
To see this we apply the same arguments used in proving (5.CK). Therefore, 
by (5.CM), (5.CN), and Lemma 5.1, we get 
44~2 = pow( Mq, ) + 
This completes the proof that M is a model of SHp, concluding the proof of 
decidability in case 3. 
Since all possible cases have been considered, we have proved our main 
result, which we summarize in the following. 
THEOREM 5.4. The satisfability of an unquanti$ed formula belonging to 
the language of MLS extended with the powerset operator is decidable, 
provided that we impose the strong restriction that at most two terms t,, t, 
appear in this formula as arguments of the powerset operator. 
6. DECIDABILITY OF MLS EXTENDED WITH ONE OCCURRENCE 
OF THE SET UNION OPERATOR 
Next we consider a formula JI of MLS, and to it conjoin a single clause of 
the form u = Un(p), where Un designates the union-set operator. (That is, 
Un( p) designates the union of all the members of the set p.) We shall show 
that the satisfiability of such a conjunction is still decidable. 
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As in the preceding sections this is equivalent o deciding the satisfiability 
of a conjunction S of clauses of the form 
(=)x=yUz,x=y\z 
(+I X#Y 
(E)XEY 
(4) x @Y 
(Un) u = Un(p) 
(where only one clause of the last form is present). For the moment, think of 
the variables x appearing in these clauses as designating the set x Mx into 
which a model M of the clauses would map them. Then if u = 0 we have 
either p = 0 or p = { 0 }. The satisfiability of these cases can be decided by 
dropping the single clause of the form (Un) from S and adding either the 
clauses u = 0, p = 0 or the clauses u = 0, p = { 0 }. It is therefore clear 
that the satisfiability of these cases can be decided by the algorithm for 
deciding the satisfiability of sentences in the language of MLSS that we have 
described in Section 1. Hence we can as well suppose that u # 0. Two 
cases raise here, namely u = Un( p) c p and u g p. If Un( p) c p, then the 
foundation axiom of set theory implies that 0 E u. In the second case, 
there exists z E u such that z 4 p. Hence we only need to consider the 
following two cases: 
Case (a). The set S of clauses contains the clauses 0 E u and u n p = 
0. 
Case (b). The set S of clauses contains a clause z E u and z $E p. 
DEFINITION 6.1. Given a set { zi,. . . ,z,,} of variables, and two addi- 
tional variables x and y, let P’(x, zl, . . . ,zn, y) designate the disjunction 
where i i.. .i, ranges over all orderings of all nonnull subsets of the set 
(1 0.0 n}. 
LEMMA 6.1. Given any finite family zI, . . . ,z, of sets, and any set p such 
that Un(p) # 0, there exists a nonnull set t E p such that 
P’(t, Zl,. . . ,zn, Un( p)) is false. 
Proof. Suppose the contrary. Since Un( p) # 0, there exists at least one 
nonnull t, E p, and then there must exist z,~,. . . , ,I z. such that 
t, E zil E zi2 E . . - E zi, E Un( p). 
Hence there exists a t, E p such that 
t, E zi, E zi2 E . . . E z,k E t, E p. 
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Plainly t, is nonnull, so that we can repeat this argument to obtain 
zil+l . . . zi, and t, such that 
t, E z;, E zi2 E *. . E zi, E t, E z,k+l E * . . E z;, E t, E p. 
Repeating this argument often enough, and noting that the set of variables 
with which we deal is finite, we will plainly arrive at a statement which 
contradicts the regularity axiom of set theory. This completes the proof of 
Lemma 6.1. 
Let x1 . . * x, designate all variables occurring in S. It is clear from 
Lemma 6.1 that we can add statements t E p, t # 0 and 
P’(t, Xl, x2,. . . ,xn, u) to S without modifying its satisfiability, provided 
that t is a new variable. We suppose this to have been done. Then in any 
model of S either t E u or t P u will be true. Hence we need only to show 
decidability in each of the following cases. 
Case (I). S contains the clauses 0 E u, u \p = 0, t E u. 
Case (II). S contains the clauses 0 E u, u \p = 0, t G u. 
Case (III). S contains the clauses z E u, z 4 p, t E u. 
Case (IV). S contains the clauses z E u, z P p, t G u. 
In each of these cases, we can also suppose that S contains one full 
conjunct of the disjunctive normal form of the statement 
-l p+(Lq,...,x,,u), (6-4) 
where x r, . . . ,x, is the list of all variables occurring in S. We can also 
suppose that S contains one full conjunct of the disjunctive normal form of 
the statement 
Ck(xi~p”x&4= 0). 
i=l 
THEOREM 6.1. Let S- designate the result of dropping the clause u = 
Un( p) from S. Then S has a model if and only if S_ has a model. 
(Note that, since S- is equivalent o a sentence of the language MLS, this 
theorem obviously implies that satisfiability of S is decidable.) 
Proofi It is plain that S- is satisfiable if S is satisfiable, so we have only 
to prove the converse. Suppose conversely that S- is satisfiable. Then by 
Lemma 1.2 we can order the variables x r,. . . ,x, occurring in S- and find a 
full set of places a-,,. . . ,(Y~, ar,. . . ,(Y~, such that aj = $j is a place at xj, 
and such that ~~(-12,) = 1 implies i > j for i, j = 1 . . . n. 
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We now proceed to construct a particular generalized standard model of 
S- , and to show that this is also a model of S. This is done as follows. 
In cases (I) and (II) (i.e., when we must model Un(p) E p), let A = Z, 
be the set of all positive integers, and in cases (III) and (IV) (i.e., when we 
have z E Un( p) \p) let A be an infinite set of individuals. Let (Y designate 
0 in cases (I) and (II), and 2 in cases (III) and (IV). (Note that u(E) = 1 in 
all cases; moreover, since t # 0 and since t E p and z 4 p then i and Cy are 
always two distinct places of the sequence (xpm,. . , (Y,,. Finally, we have 
p(f) = 1.) Put a, = A. With every place (Y in the set a-,,,,. . . ,(Y, such that 
p( (II) = 1, (Y # i, ~1 # Cu, associate a unique element j, E A, and put u, = 
{{j@}}. With e very place (Y such that p(a) = 0, (Y # E, associate a unique 
individual i, G A, and put a, = { i, }. 
This defines a set a, for every place (Y other than i. It follows by Lemma 
1.4 that formula (l.C) of Section 1 defines Mx for every variable x such that 
t does not precede x (cf. Definition 1.3(a)). 
It follows from (6.A) that t does not precede any variable preceding u. 
Hence Mx is defined for all variables x which precede u. 
In order to define ai we proceed as follows. Let a and b be any two 
elements of A = on, let R = {a, b }, and let 
Q = 
i 
U ua, u { Mx,: ~(2~) = 1,l I i I n} \R. 
u(a,)=l 
a,+; 
i 
w3) 
We can make this definition since Mx is defined for all x preceding u. 
Note that since u(c) = 1, we have A \ R c Q, so that the set Q is infinite. 
Moreover (since neither a nor b is the null set), R is not an integer. 
In cases (II) and (IV) put 
q= {R,Q>, (6.C) 
and in cases (I) and (III) put 
oi= {R,Q,{R},{Q>,(<R}},{{Q>>,...,> 
= {R’“): n 2 0} u {Q@): n 2 O}, (60 
where we have used the notation s (“) defined for any set s by the conditions 
p) = S, s(“+l) = { scn)}. This defines a, for all places a. 
We now proceed to show that the model M defined by formula (l.C) of 
Section 1 is a model of S- . Since all a, defined above are nonnull sets, it is 
sufficient by Lemma 1.3 to verify conditions (b.i) and (b.ii) of Section 1, 
namely: 
(b.i) aa, n oak = IZI if j # k. 
(b.ii) No set of the form Mx is a member of any a,,. 
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To prove (b.i) is easy: We simply reason as follows. Since an individual is 
not a set, since { j} is not a positive integer if j is a positive integer, and 
since a, consists either of individuals or of positive integers we have 
rJo n up = 0 ifa # p, (~,/3 # i. 
Moreover, no element in q is an integer or an individual, or has the form 
{ j}, where j is an integer, which proves that q n U~ = 0 if cx # i, thus 
establishing (b.i). 
To prove (b.ii) we first note that MX ~5 a, if ~(a) = 0, (Y # Cw (since MX is 
not an individual). If MX E {{ j,}}, then x f 0, since M0 = 0. Thus we 
must have Mx = M,x = {j,} = up, but since no up is of this form, it 
follows that Mx E a, if (Y # &, i. 
Next suppose that Mx E a,. If a, consists of individuals a contradiction 
follows immediately. Hence we can suppose A4x E a, = Z, . In this case a 
contradiction can be obtained as follows. Since Mx E a,, Mx = j = 
(0, 1,. . . , j - l} for some positive integerj. Since no integer belongs to any 
a, with a! # 5, we must have x(a) = 0 for all such (Y. On the other hand if 
x((u) = 1 then the finite Mx would contain the infinite set a, which is 
impossible. It follows that x( CX) = 0 for all (Y, and hence Mx = 0, which 
again is impossible since Mx is a positive integer. This shows that Mx P a, 
for all x. 
Finally we must consider the possibility that Mx E q. In this case we 
consider three subcases eparately: 
(a) If Mx = R, then M,x = R, since as shown above no set My can 
belong to uE, and R c aa, However, by (b.i) up n R = 0 if p # 5. This last 
remark shows that M,x 2 R implies M,x 2 uz, but in this case we see that 
Us is infinite and R is finite so that A4x # R. 
(b) If Mx = Q then either x(E) = 1 or x(i) = 1, since these are the 
only places (Y for which a, is infinite. 
However, if x(E) = 1 then a, G Q contradicting the fact that a, b E CT, 
while (by (6.B)) a, b E Q. On the other hand, if x(i) = 1 then by (6.C) and 
(6.D) we would have Q E q 5 MX = Q, which is impossible. 
(c) Both Mx = R(‘) and 44x = Qck’ with k 2 0 are impossible. 
We show this by induction on k. Indeed for k = 0 this reduces to one of 
case (a) or (b). Assume inductively that My # Rck’, Qck) for every y. If 
~~ = R(k+l) = {R(k)} or &fx = Q(k+l) = { Qck’}, then since by induction 
hypothesis no My can have the form Rck’ or Qck) it would follow that for 
some j3, up = Rck+‘) or up = Q(‘+‘), which is impossible since no us has that 
form. 
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This completes the proof of (b.ii), and we can conclude that M is a model 
of s-. 
In order to show that M is a model of S we have to prove that 
Mu = Un(Mp). This can be done as follows. By formula (l.C) of Section 1 
we have 
Mu= u u~,U{Mxi:u(~i)=l&lli~n}. 
u(a,)=l 
From this together with the definition of q (cf. (6.C) and (6.D)) we can show 
that Un(Mp) 2 Mu. Indeed in cases (II) and (IV) we have u(i) = 0 while 
by (6.B) we have 
MucQUR. 
Since Q, R E q G Mp it follows that Mu z Q U R 5 Un(Mp). 
In cases (I) and (III) we have u(i) = 1. Moreover q = 
~R~Q$WQl~4 so that ui G Un(q). But since p(i) = 1, so that 
q E Mp, it follows that q 2 Un(q) s Un(Mp) and again we find by (6.B) 
that 
Mu cl Q U R U q G Un( Mp). 
Thus we have Mu G Un(Mp) in all cases (I)-(IV). 
To complete our proof we have to establish that every element T E Mp is 
a subset of Mu. Since by (1-C) 
Mp= U q,,U{Mxi:p(Ri)=l&l~i~n} 
p(q)=1 
we have only the following cases to consider. 
(a) T = Mx, and p(ij) = 1, 1 <j I n. In this case, T G Mu follows 
from the presence in S- of one full conjunct of the disjunctive normal form 
of the statement 
i(xitzp”xi\u= 0). 
i=l 
(b) T E a,, p(a) = 1 and (Y # t^, E Since u(E) = 1 is always true 
T G Mu follows in this case from the fact T = { j,} c a, c Mu. 
(c) T E a,, p(E) = 1. Since p(Z) = 1, we must be dealing here with 
case (I) or case (II), so that a, = 2,. In this case T is an integer, and hence 
TGMU. 
(d) T E q. Here we note that both R and Q are subsets of a, 2 Mu, so 
that T c Mu follows if T = R or T = Q. In cases (I) and (III) it is possible 
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that T = Rck’ or T = Qck’ with k 2 1, but then since both Rck-‘), Qck-” 
belong to ui and since in these cases we have u(i) = 1 so that ui c Mu, we 
continue to have T c Mu. 
This finishes the proof that every set T E Mp is a subset of Mu, i.e., that 
Un( Mp) G Mu. Since Un( Mp) > Mu was proved above this completes the 
proof of Theorem 6.1. 
7. DECIDABILITY OF MLSS EXTENDED WITH ONE OCCURRENCE 
OF THE SET UNION OPERATOR 
In this section we shall show that any formula of MLSS remains decid- 
able even if it is extended by one clause of the form u = Un(p). This is 
equivalent to showing that we can decide the satisfiability of any conjunc- 
tion S of literals of the form 
(=)x=yUz,x=y\z,x=ynz 
(+I X#Y 
(E,E)xEy,x4y 
({ }) w, = {vi}, i = 1,2 ,,.., k, 
together with one literal of the form (Un), u = Un( p). 
To establish this result, note first that S is satisfiable iff one of the 
following two statements i  satisfiable: 
S& IuI I k (7.4 
S& IuI > k. t7.B) 
(We emphasize that k is the number of clauses of the form ({ }) that occur 
in S.) 
Let SO be S \ {u = Un( p)}. Then the satisfiability of (7.A) is equivalent 
to the satisfiability of the following statement: 
(S&u= 0&p= S)V(S,&u= 0&p= {0})VS&u 
=i~l{zilsi 
t 
a~pow$! _.. i))‘= ” ( ” ‘zm’) ’ 
Un(a)=(l:...:k) 
jcn ms/ 1 
where zi are new variables. 
Since this statement contains no occurrences of the union operator, 
Theorem 1.2 shows that we can decide the satisfiability of (7.A). 
Thus it only remains to show that the satisfiability of (7.B), S & lul > k is 
decidable. To prepare for this, we shall first prove some auxiliary lemmas. 
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LEMMA 7.1. Without loss of generality we can assume that 8$&ui G p 
belongs to S. 
Proof. We can clearly assume that either ui E p or ui 4 p belongs to S 
for every i = l,...,k. 
If, for some i, ui E p is present in S, we introduce a new variable p1 and 
add the following clauses to S,,: p1 = p \ wi, u1 = Un(pi), u = u1 U ui, 
p = p1 u w,, vi P pl, and call the resulting set of clauses S. 
Now we shall prove that S has a model iff S has a model. Indeed, let M 
be a model of S. We define Mp, = Mp \ Mw,, Mu, = Un(Mp,). Mu, $5 Mp, 
and Mp = Mp, u Mw, follow from the fact that Mp, = Mp \ Mw, and 
Mui E Mp. Since Mp = Mp, U Mw, we conclude that 
Mu = Un(Mp) = Un(Mp, U Mw,) 
= Un( Mp,) U Un( Mw,) = Mu, U Mu,. 
This shows that S has a model if S has a model. Conversely, let M be a 
model of S. Then Un( Mp) = Un( Mp, U Mw,) = Un( Mp,) U Un( Mw,) = 
Mu, U Mui = Mu, which proves that M is a model of S as well. We can 
repeat the preceding construction for every u,such that USE p belongs to S, 
and eventually end up with a set of clauses S such that S has a model iff S 
has a model, and such that S contains the conjunction &z~=~u~ 4 p, where p 
is the variable occurring in the only clause involving the union operator: 
U = Un( p). This concludes the proof of Lemma 7.1. 
In what follows we shall therefore assume that &Ik,iui P p belongs to S. 
To check whether (7.B) is satisfiable is equivalent o checking that one of 
the following statements i  satisfiable: 
S& IuI > k&u up (7 .C) 
Sk lul ’ k&u Pp&u\p e {q,uw..,uk} (7-D) 
S& IuI > k&u $lp&u\p G {ul,u2 ,..., CQ}. (75) 
Note that ui, u2,. . . , uk are the same k variables that occur in the k clauses 
in S involving the singleton operator, i.e., in the clauses We = { ui}, i = 
1,2 ,..., k. 
Since the algorithm for checking (7.C) and (7.D) for satisfiability resem- 
bles the algorithm presented in Section 6, we will consider cases (7.C) and 
(7.D) together, arguing in the following way: 
Let x r,. . . ,x, designate all variables occurring in S and let P+ be the 
predicate defined in Section 6. Then we can derive Lemma 6.1 as before and 
this shows that without modifying the satisfiability of (7.C) and (7.D) we 
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can extend them by adding statements 
and 
t EP, t+ 0 (7.F) 
7 P+(wl,...,x”,u), (7.G) 
where t is a new variable. 
Again as in Section 6, we split our two cases (7.C) and (7.D) into four, by 
adding either t E u or c $Z u to the set of statements we are considering: 
Scontainstheclauses 0 E u,u\p = O,t E u (7.Cl) 
ScontainstheclausesO ~u,u\p= 0,t4u (7.C2) 
S contains the clauses z E u, z P p, t E u (7.Dl) 
Scontainstheclausesz E u,z 4p,t4 u. (7.D2) 
In cases (7.Dl) and (7.D2) we also add a sequence &$=iz # u, to the set of 
statements considered. This addition does not modify the satisfiability of 
(7.D) since the sentence u \p $E { ut, u2,. . . ,uk} appears in each of the cases 
(7.D). Note also that in cases (7.Cl) and (7.C2) 
k k 
& 0 # ui is a consequence of u G p and iEt ui 4 p. 
i=l 
In each of these four cases we can also suppose that S contains one full 
conjunct of the disjunctive normal form of the statements 
--l ~+(~,xl,...,x,,~), 
where x i, . . . ,x, is the set of all variables occurring in S. Moreover, we can 
also suppose that S contains one full conjunct of the disjunctive normal 
forms of each of the following statements. 
ii(xi6Gp”xi\u= 0) 
i=l 
k 
& u, E w, 
i=l 
j~li&l(winxj= 0 v winxj= Wi) 
- 
,&li~l(xjEw~vxj=u,)* - 
(74 
(7.5) 
(7-K) 
(7.L) 
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None of these additions will modify the satisfiability of (7.C) or (7.D) since 
(7.1) is implied by u = Un( p) and (7.J)-(7.L) are implied by 8$&y = {u,}. 
THEOREM 7.1. In cases (7.C) and (7.D) let S- designate the result of 
dropping clauses IuI > k, u = Un( p) and w, = { u;}. Then S has a model zy 
S- has a model. 
Proof. Since, as already noted, none of the sentences added to S, and 
present in S- but not in S, affects the satisfiability of S, it is plain that S- is 
satisfiable if S is satisfiable. Thus we have only to prove that S is satisfiable 
if S- is satisfiable. Our proof of this assertion will follow the proof of 
Theorem 6.1 closely, but with some modifications which reflect the presence 
of clauses wi = (vi} in S. 
Suppose S- is satisfiable. Then by Lemma 1.2 we can order the variables 
Xl,..*, x,occurringinS- andfindafullsetofplacesa-, ,..., aa,ar ,..., an, 
such that aj = zj is a place at xi and such that xi( ij) = 1 implies i > j for 
i, j = 1 , . . . ,n. Moreover, since S- contains one full disjunct each of the 
statements (7.5) (7.K) and (7.L), we can suppose (cf. Theorem 1.2 and its 
proof) that for each clause wi = { oi} in S, the only place ak (k = -m,. . . ,n) 
for which wi(ak) = 1 is the place 0; at ui. To define the sets uu needed to 
build up a standard model of S- (cf. Theorem 1.2), we start by putting 
q, = 0 foreachi= 1,2 ,..., k. (7.M) 
This ensures that condition (c.iv) of Theorem 1.2 is satisfied. Define the set 
A by putting A = Z,, if we are considering case (7.Cl) or case (7.C2), and 
by letting A be an infinite set of individuals if we consider (7.Dl) or (7.D2). 
(Here as before, ZA+ designates the set of all positive integers.) As in Section 
6, let 5 designate 0 in cases (7.Cl) and (7.C2), and let E designate i in cases 
(7.Dl) and (7.D2). (Note that since t # 0 and t E p but z 4 p then i and E 
belong to nonequivalent variables and jherefore ?i = ai and i = a, with 
i # i. Note however that the two places 0 and i may be identical. Nothing 
in the preceding discussion requires all the places aj to be distinct.) Put 
a,=A. (73) 
With every place a in the set a -,,,, . . . , a, such that p(a) = 0, a # Z, a # 0, 
for i = 1 , . . . , k associate a unique individual i, G A, and put a, = { i, }. 
With every place a such that p(a) = 1 and a # i, a # ti, a # 8, for 
i=l , . . . , k associate a unique element & E A, and put a, = { { j, }}. 
This defines a set a, for every place a other than i. It follows by Lemma 
1.4 that formula (l.C) of Section 1 defines Mx for every variable x such that 
f does not precede x (cf. Definition 1.3(a)). 
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It follows from the presence in S_ of a full conjunct of the statement 
(7.H) that t does not precede any variable preceding u. Hence Mx is defined 
for all such variables. We can therefore define ai as follows. Let a and b be 
any two elements of A = us, let R = {a, b}, and let 
Q= 
i 
u 
u(a,)=l, 
ua, u (Mx,: u(.t,) = 1,l I i I n} \R. 
CT,#i 
I 
(7.0) 
(This definition of Q is legal, since 44x is defined for all x preceding u.) Note 
that R is a pair, but not the pair { 0, { 0 }}; hence R is not an integer; 
moreover, Q is infinite. 
In cases (7.C2) and (7.D2) put 
q= {R,Q>, 
and in cases (7.Cl) and (7.Dl) put 
ai= (R,Q,{R),(Q},{{R}},{{Q}>,...> 
= {R(“): n~O}~{Q(~h~0}, 
VP) 
(7.4) 
where we continue to use the notation S’“’ introduced in the preceding 
section and defined for any set S by the conditions S(O) = S, SC”+‘) = { 9”‘). 
This defines a, for all the places (Y in the sequence. 
We now proceed to show that the mapping x + Mx defined by formula 
(l.C) of Section 1 is a model of S- . Note that a!,, = 0 for i = 1,. . . , i. Thus 
we must only verify the first three conditions of Theorem 1.2, namely 
(c.i) U~, n uar = 0 ifj z k. 
(c.ii) No set of the form Mx, is a member of any Us,, for any 
i= 1,2 ,..., n and anyj = -m ,..., n. 
(c.iii) U~, # 0 for everyj = -m ,..., 0. 
Condition (ciii) is plain since the only empty a, are a[,, with i = 1,. . . , k. 
To prove (c.i) one can reason as follows: 
Since an individual is not a set, since { j} is not a positive integer ifj is a 
positive integer, and since a, consists either of individuals or positive 
integers, we have 
U, n up = 0 ifa#p, cw,p#i. 
No element in ai is an integer or an individual, or is of the form { j }, where j
is an integer or an individual, which proves that 
qnu,=Izr ifcr f 1. 
This completes the proof of condition (c.i). 
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To prove (c.ii) we argue as follows. Let x be a variable such that Mx is a 
set of minimal rank for which M, E a, for some a. We first note that 
Mx @ a, if p( a) = 0 (since Mx is not an individual). Next if Mx E { { j, } }, 
then Mx = { j,}. Since& E a, = A it follows by the minimality of x that& 
cannot have the form My for some y. Thus we must have Mx = M,x = 
{ j, } = up, but since no ua is of this form, we have proven that Mx 4 { { j, } }. 
Next suppose that Mx E uz. If (as in cases (7.Dl) and (7.D2)) a, consists 
of individuals a contradiction follows immediately. In the cases (7.Cl) and 
(7.C2) Mx E a, = 2, and a contradiction can be obtained as follows. Since 
Mx E u,, Mx =j = {O,l)...) j - l} for some positive integer j. Since (by 
(c.i)) no integer belongs to a a, with a # E, and since all ua with a # 0, for 
some i = 1 , . . . ,k are nonempty, it follows that’ x(a) = 0 for all a f i3, 
a # Bi for i = l,..., k. On the other hand if x(E) = 1 then Mx would 
contain the infinite set uE, which is impossible. This shows that if x(a) = 1, 
then a = Bi for some i. On the other hand, suppose that x(6;) = 1. Then 
since Mx is a positive integer 0 E Mx, and since all a,, = 0 it follows that 
for some v,, Mvj = 0, contradicting the fact that statements u G p, 0 E u, 
and 8rIk,ivi P p are present in S in cases (7.Cl) and (7.C2). 
This shows that Mx P a, for all a # i. It remains to show that Mx E q is 
impossible. For this, we consider three subcases eparately: 
(a) If Mx = R, then Max = R, since by the minimality of x no set My 
in Mx can belong to a,, and R G us. However, up n R = 0 if p # 5, so 
M,,x 2 R implies Max 2 on and Mx # R. 
(b) Mx = Q implies that either x(5) = 1 or x(i) = 1, since these are 
the only places a for which Us can be infinite. However, if x((w) = 1 then 
a, G Q, contradicting the fact that a and b are in a, but (by (7.0)) a, b $5 Q. 
On the other hand, if x(i) = 1 then Q E q c Mx = Q, which is impossible. 
(c) The final possibility is that Mx = Rck’ = { Rck-“} or Mx = Qck) 
= { Q’k-“} with k 2 1, where q = {R, Q, R(l), Q(l),. . . ,R(“), Q”‘)}. In 
both cases Mx c q. Since by the minimality of x no set My in Mx can 
belong to ui then Mx = M,x. However, up n ui = 0 if p # i, so M,x n ui 
# 0 implies q G M,x which is impossible since Mx is finite, 
This completes the proof of (c.ii). 
Thus, M is a model ofS_ . In order to show that M is a model of S we 
have to prove that Mq = { Mvi} for i = 1,. . . ,k, Mu = Un( Mp) and 
1 MuI > k. Since Mu is infinite 1 MuI > k follows immediately. Since S 
contains one full conjunct of the DNF of statements (7.J), (7.K) and (7.L) 
and since conditions (c.i)-(c.iv) are satisfied then it follows by Theorem 1.2 
that Mw, = {Mu, }. In order to complete the proof that M is a model of S 
we have to show that Mu = Un(Mp). This can be done as follows. By 
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Mu = u 
u(a,)=l 
ua, u { Mx,: u(q) = 1,l I i i n}. 
This together with the definition of ai establishes the fact that Un( Mp) 2 
Mu. Indeed, in cases (7.C2) and (7.D2) we have u(i) = 0, and thus by the 
definition of Q (cf. (7.0)) we also have 
Since Q, R E ai c Mp then Mu E Q U R G Un(Mp). In cases (7.Cl), 
(7.Dl) u(i) = 1, ui = {R, Q, {R}, {Q},. . .}, and q c Un(q). But since (by 
(7.F)) ui c Mp then ai c Un(u?) c Un(Mp) and again by (7.0) Mu c Q u 
R U ui c Un( Mp). Thus, in all cases Mu G Un( Mp). 
To complete our proof we have to establish the converse, namely we must 
show that Un(Mp) G Mu or equivalently that every set T E Mp is a subset 
of Mu. Since by (l.C) 
M-p= u ua,U{Mx,:p(Z;)=l,lliez} 
p(a,)=l 
we have the following cases to consider. 
(a) T = Mxj and p(x,) = 1 for some 1 ~j I n. In this case T c Mu 
follows from the presence in S- of one full disjunct of the disjunctive 
normal form of the statement (7.1). 
(b) T E u,, p(a) = 1 and (Y # i, E. In this case, a, = {{ j,}} with 
j, E A = us, so that T & Mu follows from the fact that u(c) = 1 so that 
T G a, c Mu. 
(c) T E a,, p(E) = 1. In this case T G Mu follows from the fact that 
we have a, = Z, and 0 E Mu (so that Z = Z, u { 0 } c Mu) since p( 5) 
= 1 implies that c is not i, so that we must be considering cases (7.Cl) or 
(7.C2). 
(d) T E ai. In this case T c Mu follows from the fact that both R and 
Q are subsets of Mu and in cases (7.Cl) and (7.Dl) if T = Rtk+‘) = { Rck)}, 
we stil~~~e=T{~~~, then since by (7.4) both Rtk’, Qck’ belong to ui G Mu T=Q 
- . 
This completes the proof that every set T E Mp is a subset of Mu. Since 
Un( Mp) 1 Mu was proved above, this completes the proof of Theorem 7.1, 
and since S- is in MLS it follows that the satisfiability of S in cases (7.C) 
and (7.D) is decidable. 
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The remainder of this section is devoted to considering the one remaining 
case (7.E); namely 
Arguing as before (cf. Lemma 7.1) it follows that we can assume that the 
conjunction &,b=iui P p belongs to S. We begin by establishing certain 
properties satisfied by all models M of S satisfying (7.E). 
To this end let r be a minimal element (with respect o the “ E ” relation) 
of the set Mu I? Mp. (Note that 1 ul > lu \p 1 by assumption, so that 
u n p # 0 ; the existence of such an element follows from the axiom of 
regularity.) The next two lemmas refer to this r. 
LEMMA 7.2. Let s be any set that precedes r (with respect to the “ E ” 
relation) and suppose that s E Mp. Then s E pow({ Mu,, Mu,, . . . ,Mu, }). 
Moreouerr E pow({Mu,,...,Mu,}) andr CT Mp = 0. 
Proof Indeed, since s E Mp it follows that s G Mu. On the other hand, 
since s precedes r, and since r is a minimal element of Mu n Mp, every 
element of s belongs to Mu, but none belongs to Mp. Hence s c Mu \ Mp 
G {Mu,, Mv2,..., Mu, }. Repeating the same argument with s replaced by r 
wehaver c Mu\Mp c {Mu,, Mu,, . . . , Mu, }. This completes the proof of 
the lemma. 
COROLLARY 7.1. Ifs precedes r (with respect to the “ E ” relation), then 
s n Mp c ~ow({Mu,,...,Mu,}). 
Proof Each t E s precedes r, and hence by the above lemma t E 
pow({Mq,...,Mu,}). 
Our next lemma is an extension of Lemma 6.1: 
LEMMA 7.3. Given any finite family zl,. . . ,z, of sets, and any model M of 
S satisfying (7.E), there exists a set t E Mp such that r precedes t (with respect 
to the “ E ” relation), and such that P’( t, zl,. . . ,z,, Un( p)) is false. 
Proof Since r E Mu = Un(Mp) there exists a set t, such that r E t, E 
Mp. By the proof of Lemma 6.1 there exists a set t such that 
P’(t, 21,. . . ,z”, Un( p)) is false, and such that either t, = t or t, E . . . E t. 
Since r E t,, we conclude that r E . * - E t. 
Our next step is to introduce variables w, (i = 0, 1, . . . ,2” - 1) represent- 
ing all the subsets of { ui,. . . ,uk }, to replace q \p G { ul,. . . ,uk } in (7.E) by 
the disjunction 
2k-1 
,yl (4\P = 4 (W 
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and to add statements 
w, = 0 &wk+l = Wl u w*&wk+* = Wl u WJ& *** 
& W*A-l = W2AL2 u Wl (7.S) 
to the statements (7.E). (These statements imply identify { w,,. . . , w2kel} 
with particular subsets of { ui, u2, . . . , uk }. Note that the same method has 
already been applied by formula (3.0) of Section 3.) In a similar fashion (cf. 
the argument following (3.0)) we introduce variables d,, d,, . . . ,d22kP1, 
representing all the subsets of ( wo, wl,. . . , w2kPl} (that is all the subsets of 
poN{q,.**, uk}), and add formulae (7.S’) similar to the formulae (7.9, 
which identify each of the variables d,. with a subset of {w,,, . . . , w+~}. 
These steps plainly preserve satisfiabihty. Let E, be the formula which 
results from these additions. Next we add sentences: 
k 
rEu&&rEp&&r#ui&&r\u= 0&rnp= 0 
i=l 
(cf. Definitions 3.2 and 6.1 to distinguish between P and P’); for every 
variable x in E,, and where x1, . . . , x, are the variables of E,, plus two 
more variables r and t. This step is satisfiability preserving. Indeed, r \ u = 
0 since r E p, r n p = 0 by Lemma 7.2, r = w, for some i again in virtue 
of Lemma 7.2, and by Corollary 7.1 it follows that for each x, either x does 
not precede r or x fl p is a subset of pow({ ui, . . . , uk}). By Lemma 7.3 
satisfiability is also preserved if we add the statements 
tEp&,P(t,x ,,..., xN,r)&tEr&7P+(t,x1 ,..., x,,u)&tfr 
(7-u) 
to E,. Let E2 be the resulting formula. The satisfiability of E2 will be 
preserved if we add formulae 
,~l(xi~Pvx,\u= la), (7-V) 
and for every sentence y = {x } in E, we add 
XEY tw 
ii (ynx,= 0 vynx,=y) 
j=l 
(7.x) 
ii (x,ByVx,=x) 
j=l 
(7.Y) 
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Neither of these additions will modify the satisfiability of E,. Indeed, (7.V) 
is implied by u = Un(p) and (7.W)-(7.Y) is implied by y = {x} (cf. 
Theorem 1.2). 
Finally, drop the statements 1~1 > k, u = Un( p) and all statements of 
the form y = {x}. Let S, be the resulting formula, which clearly belongs to 
MLS. It is obvious that if (7.E) has a model then S, has a model. 
THEOREM 7.2. Formula (7.E) is satisjiable if S, is satisfiable. 
Proof The proof is very similar to that of Theorem 7.1, and differs only 
in the way we choose sets u:, for the places (Y-~,. . . ,(x0,. . . ,(Y~. As in the 
proof of Theorem 7.1 we satisfy condition (c.iv) of Theorem 1.2 by putting 
ui, =0 
for each variable ui (i = 1,. . . , k). Also we put 
(74 
a, = 0 I foreveryj=0,1,...,2k- 1 (7.W 
such that G, is distinct from i and i. (Note that since a, will not be 0, not 
all formal singletons will be modeled by singleton sets. However, we are 
interested in finding models of (7.E) and hence only formal singletons of the 
form {vi} must be correctly modeled. (The same argument has also been 
applied in Section 3; cf. formula (3.S).) 
Next, for every place (Y # Di, %, (i = 1,. . . , k; j = 0,. . . , 2k - 1) such that 
p(a) = 0, we put 
fJ, = {Q, (7.AB) 
where i, is a unique individual depending only on CX. As soon as this has 
been done, Mr is defined by (l.C) of Section 1. Indeed, Mr can be 
undefined only if for some (Y in (Y-,, . . . , lyg,. . . , (r, y(a) = 1 for some 
variable y which either precedes r or is equal to r and ua is not defined. 
Note that this implies p(a) = 1. Thus since r n p = 0 is in (7.S) then such 
variable y cannot be r. Moreover if y precedes r and y(a) = 1 then plainly 
(Y # i, i since by (7.U) t does not precede r. Consequently to show that Mr 
is defined we have to prove that for every variable y preceding r and for 
every (Y in (Y-~, . . . , (Ye,. . , an such that y(a) = 1, (Y # i, t^, ua has been 
defined. To see this we argue as follows. By formula (7.S) since y precedes r
then y n p = dj is satisfied for some j E (0,. . . , 22A - l}. Thus since 
y(a) = p(a) = 1 th en d,(a) = 1 so that (Y is ;ii for some i E (0,. . . , 2k - l} 
(cf. (l.H) of Theorem 1.2). Therefore since (Y # i, i then by (7.AA) a, = uiv, 
= 0 is defined. This proves our claim showing that Mr is defined by 
formula (l.C). 
After this, define J, recursively by the following rule: 
Jo = Mr; Jn+l = {Jo, J,,...,J,,}, n 2 0, (7.AC) 
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and put 
q= {&.I2 )...) J” )... }. (7.AD) 
In other words, a, can be obtained from 2, (the set of all positive integers) 
by simukaneously replacing all occurrences of 0 in 2, by Mr. Next, for 
every place cr # O,, Gj (i = 1,. . . ,k; j = 1,. . . , 2k - l), (Y f i, i such that 
p(a) = 1, put a, = {{J,}}, where J, is a unique J,, i # 0 associated with cr. 
Once this has been done then by Lemma 1.4 Mx is defined by (l.C) for 
every variable x such that t does not precede x. As before we split case (7.E) 
into two subcases. 
(7.E) &t E u (7.El) 
(7.E) 8zt 65 U, (7.E2) 
and define R = {a, b}, where a and b are any two elements of u,. After this 
is done we can define 
Q= U u~,~{Mx,:~(q)=l,l~i~n} \R. 
i u(a,)=l 
CX,#i 
I 
(7.AE) 
Note that set Q is infinite, and that R is not equal to any 4, i = 1,2,. . . . In 
the case (7.E2) put 
q = {R, Q}, (7.AF) 
and in the case (7.El) put 
ui = {R~Q~{R~~ {Qh {{WY {{~b..) 
= {R(“): n 2 0} U {Q”‘: n 2 O}, (7.AG) 
where we continue to use the notation introduced in the preceding section 
and defined for any set S by the conditions S(O) = S, Scn+‘) = {SC”) }. This 
defines Mx for every variable x. We proceed to prove conditions (c.i) and 
(c.ii) of Theorem 1.2 for the mapping x + Mx. 
The proof of (c.i) can be obtained from the proof of (c.i) in Theorem 7.1 
by replacing the phrase “is (is not) an integer” by “is one of the 4’s (is not 
one of the J’s).” 
To prove (c.ii) suppose that Mx is a minimal element with respect to the 
E relation on sets, and such that either Mx = My for somey not equivalent 
toxorMxEu~forsomeainthesequencea_,,...,a,,...,~,.Inparticu- 
lar, this assumption of minimality implies that for a set Mz E Mx, Mz +Z a, 
for all ix in (Y-,, . . . ,(Y~, and if Mz = My for some variable y, then z and y 
are equivalent. 
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We consider two basic cases: 
(1) Mx = My. Since x and y are not equivalent and a-,,,, . . . , (Y, is a full 
set of places, there exists a place 01 in the sequence (Y-~, . . . ,(Y~, . . . ,(Y~ such 
that 
x(a)=0 and Y(4 = 1 
or 
x(a) = 1 and y(a) = 0. 
If a, # 0, MX = My and (c.i) imply that for some variable z, Mz E a, and 
Mz E Mx. This last conclusion contradicts the minimality of Mx. 
On the other hand, u, = 0 implies that 111 is one of (Ye,. . ,a,,, i.e., a: is i 
for some variable z, since by construction a, is not null for (Y in a-,,,, . . . , (Ye. 
But then either Mx E us for some /3 or Mz = Mz, for z1 not equivalent o z. 
In either case we conclude that a contradiction with the minimality of Mx 
has been obtained. This completes consideration of subcase Mx = My. 
Now let us consider the subcase 
(2) Mx E a,, and Mx # My for all y’s not equivalent o x. First we note 
that Mx 4 a, if p(a) = 0 (since Mx is not an individual and u,‘s only 
member is an individual). If Mx E { { J, } }, then Mx = { J, } and x Z 0, 
since MO = 0. Moreover by the minimality of Mx no Mz can be J, since 
J, E ai.. Thus we must have 
Mx = M,x = {Ja} = us. 
Since no us is of this form, Mx could not be a member of u, = { { J, } }. 
Next, suppose that Mx E a, = { J1, J2, J3,. . . }. In this subcase Mx = 4 
= {Jo = Mr, J1,..., + i } for some positive integer j. 
Since by (c.i) no JI belongs to a a, with (Y # i, we must conclude that for 
some z, Mz = Jo = Mr, and x(i) = 1. On the other hand x(i) = 1 would 
imply that Mx is infinite, which is not the case. Hence x(i) = 0, z and r are 
not equivalent, but nevertheless Mz = Mr, and Mz E Mx. This contradicts 
the minimality of Mx. 
The last possibility to consider is the subcase Mx E q. Let us refute this 
possibility by considering the following three subcases eparately: 
(a) Mx = R. In this case us = {a} or us = {b} or ua = {a, 6) for 
some p # i since by the minimality of x, no My in Mx can belong to 
R G a,. All three choices of us contradict the fact that by (c.i) ua n a, = 0. 
(b) Mx = Q. In this case either x(i) = 1 or x(i) = 1, since those are 
the only places cw for which a, can be infinite. (Note indeed that by (7.T) 
u(i) = 1; so by (7.AE) a, \ R G Q.) Moreover, if x(i) = 1 then a, G Q, 
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contradicting the fact that a and b are in a, but a, b 6 Q. On the other 
hand, x(i) = 1 and (7.AF) would imply 
Q~qciVx=Q, which is impossible. 
(c) The final case is Mx = Rcm+i) or Mx = Q(“‘+‘) with q = {A(“): 
n : n 2 O}. By minimality of Mx, no 44~ can have the form 
$;~,“Q{9’ ) m since both are in a;. But this would imply that for some p, 
up = R(m+l) or 4 = ,(‘“+I), which would contradict the fact that aa n ui = 
0 by (c.i). This shows that for every variable x and for every place (Y in 
a- m,“‘, (Y,,, Mx P a, that is condition (c.ii) is satisfied. Since q,, = 0 for 
all i = 1,2,..., k, and since S, contains one full conjunct of the DNF for 
statements (7.W), (7.X) and (7.Y) it follows by Theorem 1.2, that Y is a 
model of S, & &,b= lwi = { u, } . 
In order to complete the proof that m is a model of (7.E) we have to show 
that Mu = Un(Mp). 
First we will show that Un(Mp) 2 Mu. By formula (l.C) of Section 1 
Mu= U ua,U{Mx,:u(a,)=l,l~i~N}, 
u(a,)=l 
This, together with the definition (7.AF) of q establishes the fact that 
Un(Mp) 2 Mu immediately. Indeed, in case (7.E2) u(i) = 0, and by the 
definition (7.AE) of Q we have Mu c Q U R. Since Q, R E ui c Mp then 
Mu c Q U R G Un(Mp). In case (7.El), u(f) = 1 and 
q= {R,Q,{R},{Q},...} and q c Un(q). 
But since q G Mp then q G Un(q) c Un(Mp). Moreover since Q, R E q 
C Mp then Q U R C Un(Mp). Then, again by (7.AE) Mu G Q U R U ui c 
Un(Mp). This completes the proof of Un(Mp) 2 Mu. 
To complete the proof of Mu = Un(Mp) we have to prove that Mu 2 
Un(Mp), i.e., that every set T E Mp is a subset of Mu. Since 
Mp= U u~,U{Mx,:p(,iZ,)=l,l<ilnj 
Ha,)=1 
we have the following cases to consider: 
(a) T = Mx, and ~(2,) = 1, 1 rj I n. In this case T c Mu follows 
from the presence in S, of one full conjunct of the DNF of the statement 
(7.V). 
(b) T~u,,p(~)=1anda#~,isou,={{J,}}.Inthiscase,T~Mu 
follows from the fact that u(i) = 1, so that T G a, c Mu. 
(c) T E c+,p(i) = 1. In this case T c Mu follows from the fact that by 
(7.AD) and (7.T) a, = { Jl, J2,. . . }cMu, J,=MrEMu, and T=4= 
{Jo, Jl,..., J,-,} c of ” {Jo}. 
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(d) T E ai. In this case T G Mu follows from the fact that by (7.AE) 
both R and Q are subsets of Mu, and in case (7.El) when u(i) = 1, if 
T=R(“+‘) or T= Q (m+1) then since both R(“) and Q’“’ belong to 
ui G Mu we still have T c Mu. 
This completes the proof of Theorem 7.2, and by considering all cases we 
proved that formulas in MLSS extended by a single occurrence of the union 
set operator are decidable. 
8. DECIDABILITY OF MLS EXTENDED WITH THE PREDICATE “TRANS” 
In this final section we establish decidability of the theory MLS extended 
with a unary predicate TRANS(x) asserting that x is a transitive set. Note 
that 
TRANS( x) * x c pow( .x) ++ Un( x) G x. 
Thus we consider a class of sentences involving the operators “pow” and 
“Un” and require that such operators appear only in the context x c pow(x) 
or Un(x) c x. On the other hand we do not put any restriction on the 
number of occurrences of these operators. 
As in the preceding sections we have to show how to test satisfiability of a 
conjunction S of clauses of the form (=) - ( @) together with a finite set of 
clauses of the form 
(TRANS) TRANS( x) 
and a finite set of clauses of the form 
(7 TFUNS) ,TRANS(x). 
Replace each clause TRANS(x) by the clauses 
2, E X&Z xx E Z,Y & Z,Y,Y @ xv (84 
where z,, z,, are new variable. 
We obtain a conjunction S’ of clauses of type (=)-(e) together with a 
finite set of atoms of type (TRANS). It is plain that S is satisfiable if and 
only if S’ is satisfiable. So our problem reduces to that of testing a 
conjunction Q, of clauses of type (=)-( @) together with a finite set of 
clauses 
TRANS(y,),TRANS(y,),...,TRANS(y,) 
for satisfiability. We proceed as follows. 
(8.B) 
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For each variable x in Q, and each i = 1,2,. . . , k add the formula 
y,=raVraEy I (8.C) 
xBy;Vx\y,= 0. (8.D) 
Note that such formulae must hold in every model of TRANS( y,). 
Drop the literals of type (TRANS) in Q,. We obtain a formula Q of 
MLS. The following theorem implies decidability of the theory we are 
dealing with. 
THEOREM 8.1. Q, has a model ifs Q has a model. 
Proof Every model of Q, is a model of Q since (8.C) and (8.D) must 
hold in every model of TRANS( y,). 
Conversely, assume that Q has a model. Then some disjunct D in the 
DNF of Q has a model. Then by Lemma 1.2 we can order the variables 
x1,x2,..., x,, occurring in the normalized form of D and find a full set of 
places (r- mr...,q,~l,..., (Y,, such that aj is a place at xJ and x~(cx,) = 1 
implies i > j for i, j = 1,2,. . . ,n. 
Let 0 be the place at 0 in the sequence of places K,,,, . . . , (Y,,. Consider 
the sets 
s, = {i + m, m + n + l} c3.E) 
for every i = -m,. . . , n, and note that 
rank(s,) = m + n + 2 (8.F) 
for every i = -m,...,n. 
For each place (Y, in the sequence a-,, . . . ,(Y,~ such that (Y~ # 0 put: 
%, = I{ $1 > > . (8.G) 
Complete the definition of a, by putting 
ab = ( E-closure of { sP no*-4JhP> (8.H) 
(we remember that E-closure of A = {x: x E A V x E E A V . . . }). 
Next we verify conditions (b.i) and (b.ii) of Theorem 1.1. 
Condition (b.i) asserting that a, fl us = 0 whenever (Y # p is trivial 
since {s, } has rank greater than any element of a~. 
So we have only to verify condition (b.ii) asserting that Mx e a, for 
every x and every (Y. To do this we make use of the following lemma. 
LEMMA 8.1. For each variable x, rank(Mx) is either zero or greater than 
m+n+2. 
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Proof This lemma is an immediate consequence of the fact that every a, 
has rank 2 m + n + 3. 
So if ~(a) = 0 for each cr then Mx = 0 and plainly Mx G a, for every a. 
On the other hand if x(ai) = 1 for some i since 0(cr,) = 0 then n L 2. 
Moreover by Lemma 8.1 rank(Mx) 2 m + n + 3 whereas every element of 
ah has rank I m + n + 2. So Mx $5 ab. Furthermore, if Mx = { sj } and 
since by Lemma 8.1 no My can be equal to sj; then for some (Ye, 
Mx = ual = { sj }, which is impossible since oh has at least two elements 
(namely sl, s2) since n 2 2, whereas any a,, of type { { s, } } has one element 
of rank m + n + 3. This shows that Mx e {{s,}} completing the proof of 
(b.ii). 
Since a, # 0 for every (Y then by Lemma 1.3 M is a model of Q. 
Consequently M is also a model of all the statements in the language MLS 
belonging to Qr. Moreover fpr every i = 1,2,. . . , k by (8.C) either My, = 0 
and Myi is transitive or y, ( 0 ) = 1. In this second case we have 0 E My, 
and ub G My,. Now, by condition (8.D) it follows that if MX E My, then 
Mx s: My,. On the other hand if t E a, with y,(a) = 1 then either t = {s,} 
G ub G My, or t E ah, t G 02 u { 0 } E My,. Thus in any case for every 
t E My, we have t c My,. This shows that My[ is a transitive set for every 
i= 1,2 , . . . , k and M is a model of QT. 
Thus we have completed the proof of Theorem 8.1, which establishes 
decidability of the theory of MLS extended with the predicate TRANS(x). 
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