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Abstract
A space–time discontinuous Galerkin (DG) ﬁnite element method is presented for the shallow water equations over varying
bottom topography. The method results in nonlinear equations per element, which are solved locally by establishing the element
communication with a numerical HLLC ﬂux. To deal with spurious oscillations around discontinuities, we employ a dissipation
operator only around discontinuities using Krivodonova’s discontinuity detector. The numerical scheme is veriﬁed by comparing
numerical and exact solutions, and validated against a laboratory experiment involving ﬂow through a contraction. We conclude that
the method is second order accurate in both space and time for linear polynomials.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
The shallow water equations including topographic effects are a leading order model to study coastal hydrodynamics
on several scales including intermediate scale rotational waves (100 km range), and coastal currents and breaking waves
on beaches (kilometer to meter range). The shallow water model, in the absence of discontinuities, conserves potential
vorticity, enstrophy and energy, and captures many interesting natural wave phenomena in shallow water like ﬂooding
and drying at beaches, hurricane-induced waves approaching coastal zones and tsunamis.
In this paper, we present a space–time discontinuous Galerkin ﬁnite element method for the (depth-averaged) shallow
water equations. This numerical method has been developed by Van der Vegt and Van der ven [10] to accurately model
inviscid compressible ﬂows in a time dependent ﬂow domain. We choose this method, since it is well suited for dealing
with deforming meshes, which is required in the modeling of ﬂooding and drying in coastal and river hydrodynamics.
The method is implicit and conservative, even for the mesh deformation without any interpolation of data and a time
step restriction.
The space–time DG method discretizes and solves the shallow water equations locally per space–time ﬁnite element
by establishing the element communication through a numerical HLLC ﬂux in the spatial direction and an upwind
∗ Corresponding author.
E-mail addresses: v.r.ambati@math.utwente.nl (V.R. Ambati), o.bokhove@math.utwente.nl (O. Bokhove).
0377-0427/$ - see front matter © 2006 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2006.01.047
V.R. Ambati, O. Bokhove / Journal of Computational and Applied Mathematics 204 (2007) 452–462 453
ﬂux in the time direction. The numerical discretization results in a set of coupled nonlinear equations which can be
solved efﬁciently and locally by adding a pseudo-time derivative and integrating them using a Runge–Kutta scheme
until the solution reaches steady state in pseudo-time. To improve the convergence acceleration, a multi-grid technique
for the pseudo-time integration scheme is proposed in [10]. However, we leave the multi-grid technique for future
implementation.
The nonlinear shallow water equations can develop discontinuities in the form of bores or hydraulic jumps in ﬁnite
time. To limit spurious oscillations around discontinuities, we employ a dissipation operator [4], but only around
discontinuities using the discontinuity detection scheme of Krivodonova et al. [5]. New in the present paper is the
application of the space–time DG method to shallow water ﬂows combined with the localized application of an
improved numerical dissipation around bores or jumps. Furthermore, we verify the method for linear polynomials
to show that it is second order accurate in space and time, and validate the method qualitatively with an interesting
laboratory experiment.
2. Shallow water equations
Shallow water equations (see [7]) over a varying bottom topography can be concisely given as
∇ ·Fi (U) = Si in a domain  ⊂ R2, (1)
where ∇ = (t , x, y)T is the differential operator, U = (h, hu, hv)T the state vector, h(x) the water depth, u(x) =
(u(x), v(x))T the velocity ﬁeld,
F(U) =
⎛
⎜⎝
F0(U)
F1(U)
F2(U)
⎞
⎟⎠=
⎛
⎜⎝
h hu hv
hu hu2 + gh2/2 huv
hv huv hv2 + gh2/2
⎞
⎟⎠
the ﬂux vector,
S = (S0, S1, S2)T = (0,−CDu|u| − ghxhb,−CDv|u| − ghyhb)T (2)
the source vector, CD Chezy’s friction coefﬁcient, |u|=
√
u2 + v2, g the gravitational acceleration, hb(x, y) the bottom
topography, x = (t, x, y) and i = 0, 1, 2. Finally, we complete system (1) with inﬂow, outﬂow, or solid wall boundary
conditions and initial conditions U(0, x, y). The nonlinear shallow water equations (1) are hyperbolic and hence their
solutions may develop discontinuities such as bores or hydraulic jumps. These discontinuities are weak solutions of
the shallow water equations, and satisfy Rankine–Hugoniot relations (see [9]) and energy dissipating conditions for
uniqueness (see [6]).
3. Space–time discontinuous Galerkin method
3.1. Geometry of space–time elements and tessellation
The space–time ﬂow domain E is deﬁned as the open set of space–time points in the time interval (t0, T )
E := {(t, x¯)|x¯ ∈ , t0 < t <T } ⊂ R3, (3)
with ⊂ R2 the spatial domain, x¯=(x, y) the spatial coordinates, t0 the initial time andT the ﬁnal time. To tessellate the
space–time domain, the time interval (t0, T ) will be divided into ﬁnite time intervals In =[tn, tn+1] with n=0, . . . , NT
and NT the number of space–time slabs. Now at each time level tn, we divide the spatial ﬂow domain using the open
space element Knk with closure K¯
n
k to form a tessellation of Ne spatial elements. The tessellation of the spatial domain
is
T¯h :=
{
Knk
∣∣∣∣∣
Ne⋃
k=1
K¯nk = ¯h and Knk ∩ Knk′ = ∅ if k 	= k′, 1k, k′Ne
}
, (4)
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such that the computational space domain h →  as h → 0, in which h is the smallest radius of the largest circle
completely containing elements Knk ∈ T¯h. Thus, the space–time tessellation consists of space–time elements Knk
which are obtained by connecting the corresponding spatial elements Knk and K
n−1
k of the computational space domain
h at tn and tn−1, respectively. In the present work, the spatial ﬂow domain is ﬁxed in time and hence the corresponding
spatial elements Knk and K
n−1
k are identical. Hereafter, we thus drop the superscripts of the spatial elements.
Each spatial element Kk is mapped to a reference element Kˆ and its mapping FK : Kk → Kˆ is deﬁned as
FK : Kˆ → Kk : ¯ → x¯ :=
∑
j
x¯jj(¯), (5)
with ¯ = (1, 2) the reference coordinates, x¯j the local nodal coordinates and j(¯) the standard shape functions.
Subsequently, the space–time elementKnk is mapped to a reference element Kˆ and its mapping is deﬁned as
GnK : Kˆ→Knk :  → x := ( 12 ((tn + tn−1) + 0(tn − tn−1)), FK(¯)), (6)
with = (0, ¯) the reference coordinates.
In the space–time tessellation, each space–time element is either connected to another space–time element or to the
boundary through a face Sm. The faces that connect two space–time elements, say Kl and Kr , are called interior
faces and int is the union of all interior faces. Similarly, the faces that connect space–time elements, sayKl , to the
boundary are called boundary faces and bou is the union of all boundary faces. The union of interior and boundary
faces is =int ∪bou. Since the spatial ﬂow domain is ﬁxed in time, all these faces are either parallel or perpendicular
to the time axis.
3.2. Function spaces and traces
To deﬁne the discontinuous Galerkin weak formulation, we introduce the broken spaceVdh deﬁned as
Vdh := {Vh|Vh|K ∈ (P 1(K))d}, (7)
with P 1 the space of linear polynomials, d = dim(Vh) and Vh the polynomial approximation per space–time element
deﬁned as
Vh :=
M−1∑
m=0
Vˆmm(x), (8)
with Vˆm the expansion coefﬁcients, m(x) the polynomial basis functions and M the number of basis functions. To
deﬁne the basis functions m(x), we ﬁrst deﬁne a set of polynomial basis functions ˆm() on the reference element
Kˆ. For linear polynomials, we choose ˆm as (1, 0, 1, 2, 12) for m = 0, . . . , 4. Using the mapping GnK, we can
transform the basis functions ˆm() onto each ﬁnite elementKnk as m :Knk → R. To split the functions deﬁned on
the space–time elementKnk into element means and a ﬂuctuating part at t
−
n := lim↑0 (tn + ), we introduce the basis
functions deﬁned as
m(t, x¯) :Knk → R :=
⎧⎨
⎩
1, m = 0,
m(t, x¯) −
1
|Kk|
∫
Kk
m(t
−
n , x¯) dK otherwise,
(9)
with |Kk| =
∫
Kk
dK the area of the element Kk. Since Vh ∈Vdh, i.e., the functions are approximated per space–time
elementKnk, the traces of the functions at each face taken from the left and right elements are not equal and hence the
traces are discontinuous. The trace of the function Vh on the element boundary Knk taken from inside the space–time
elementKnk is deﬁned as
Vh(x)|Knk = V− := lim↑0 Vh(x + nK), (10)
with nK the outward unit normal vector at the boundary Knk.
V.R. Ambati, O. Bokhove / Journal of Computational and Applied Mathematics 204 (2007) 452–462 455
3.3. Discontinuous Galerkin weak formulation
The discontinuous Galerkin weak formulation is obtained by multiplying the shallow water equations (1) with test
function Wh ∈Vdh, integrating by parts over each space–time elementKnk, using Gauss’ theorem in space and time,
and introducing the shorthand notationF−i =Fi (U−).
Find a Uh ∈Vdh such that for all Wh ∈Vdh∫
Knk
nK · (W−i F−i ) d(K) −
∫
Knk
∇Whi ·Fi (Uh) dK−
∫
Knk
WhiSi dK= 0 (11)
is satisﬁed.
Summing the weak formulation (11) over all space–time elementsKnk in the space–time slab In and rearranging the
summation of element boundary integrals into a summation of interior face and boundary face integrals, we get
∑
S
{∫
Sm∈int
(W li (n
l
K ·Fli ) + Wri (nrK ·Fri )) dS+
∫
Sm∈bou
Wli (n
l
K ·Fli ) dS
}
−
∑
K
{∫
Knk
∇Whi ·Fi (Uh) dK+
∫
Knk
WhiSi dK
}
= 0, (12)
where nKK is the outward unit normal vector at the face Sm w.r.t the elementK
K
, K = l or r; andFK , UK and WK
are the limiting trace values at the face Sm taken from the elementKK , K = l or r . The ﬂux term in the interior face
integrals (12) can be rewritten as follows:
Wli (n
l
K ·Fli ) + Wri (nrK ·Fri ) = (	Fli + 
Fri ) · (nlKWli + nrKWri )
+ (nlK ·Fli + nrK ·Fri )(
Wli + 	Wri ), (13)
with 	, 
0 and 	+ 
= 1. If we enforce the continuity of the ﬂux nlK ·Fli = −nrK ·Fri and introduce a consistent
and conservative numerical ﬂux as F˜i (Ul ,Ur ,nK) ≈ (	Fli + 
Fri ) then the ﬂux term (13) reduces to
Wli (n
l
K ·Fli ) + Wri (nrK ·Fri ) ≈ (nlK · F˜i (Ul ,Ur ,nK))(W li − Wri ). (14)
We also apply the boundary conditions through the numerical ﬂux asFli ≈ F˜i (Ul , Ub, nlK) with Ub the boundary
data. After introducing the numerical ﬂux into the weak formulation (12), we obtain:
Find a Uh ∈Vdh such that for all Wh ∈Vdh
∑
S
{∫
Sm
(nlK · F˜i (Ul ,Ur ,nK))(W li − Wri ) dS
}
−
∑
K
{∫
Knk
∇Whi ·Fi (Uh) dK+
∫
Knk
Whi Si dK
}
= 0 (15)
is satisﬁed.
In (15), we have combined the interior and boundary face integrals by keeping in mind that Ur = Ub and Wri = 0
whenSm ∈ bou. For the numerical ﬂux F˜i (Ul ,Ur ,nK) through the faces, we will take the HLLC ﬂux (see [3]) in
the spatial direction and the upwind ﬂux (see [10]) in the time direction.
3.4. Local application of numerical dissipation around bores or jumps
Spurious oscillations appear around discontinuities or sharp gradients of the solutions of weak formulation (15).
To suppress spurious oscillations, Van der Vegt and Van der Ven [10] introduced the following numerical dissipation
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operator into the weak formulation per space time elementKnk:
Dnk(Wh,Uh;U∗h) :=
∫
Knk
(∇Uhi )TDnk(Uh,U∗h)(∇Whi ) dK, (16)
where Dnk(Uh,U
∗
h) is the diagonal dissipation matrix which contrasts with [10] but is similar to [4], Uh the solution
inKnk and U
∗
h the solution in the immediate neighboring elements ofK
n
k. The dissipation operator (16) acts in every
space–time elementKnk but is only required around discontinuities or sharp gradients.
Krivodonova et al. [5] proposed a discontinuity detection scheme such that the numerical dissipation operator (16)
is applied only in the non-smooth regions. The discontinuity detector for the shallow water equations can be deﬁned as
Ink(hh, h
∗
h) :=
∑
Sm⊂Knk
∫
Sm
|h+ − h−| dS
h(p+1)/2K |Knk| max ‖hh‖
, (17)
where hh is the approximated water depth, hK the cell measure deﬁned as the radius of the largest circumscribed circle
in the elementKnk, |Knk| the surface area of the element and max ‖ · ‖ the maximum norm based on the local Gauss’
integration points in the elementKnk. Now the space–time elements in non-smooth and smooth regions are detected
by Ink > 1 and I
n
k < 1, respectively.
The weak formulation (15) is combined with the dissipation operator (16) using the discontinuity detector (17) as
follows:
Find a Uh ∈Vdh such that for all Wh ∈Vdh
∑
S
{∫
Sm
(nlK · F˜i (Ul ,Ur ,nK))(W li − Wri ) dS
}
−
∑
K
{∫
Knk
∇Whi ·Fi (Uh) dK
+
∫
Knk
Whi Si dK−(Ink − 1)Dnk(Wh,Uh;U∗h)
}
= 0 (18)
is satisﬁed with (Ink − 1) the Heaviside function.
3.5. Deﬁnition of the numerical dissipation
The evaluation of the numerical dissipation operator Dnk(Wh,Uh;U∗h) is more straightforward in the reference
coordinate directions than in the physical space coordinates, so we transform (16) onto the reference element as
Dnk(Wh,Uh;U∗h) :=
∫
Kˆ
(∇ˆUhi )T(J−1Dnk(Uh,U∗h)(J T)−1)(∇ˆWhi ) |J | dKˆ, (19)
with J the Jacobian matrix deﬁned as Jkl := xk/l , |J | the determinant of Jacobian matrix and ∇ˆ = (0 , 1 , 2)T
the differential operator with the relation ∇ˆ = J T∇. Now, we introduce the dissipation matrix D˜nk(Uh,U∗h) on the
reference element as
D˜
n
k(Uh,U∗h) := J−1Dnk(Uh,U∗h)(J T)−1. (20)
To evaluate (19), instead of computing D˜nk(Uh,U∗h) at each Gauss’ point we compute it only at the midpoint of
the reference element  = (0, 0, 0). Also, the Jacobian matrix is diagonalized as J = diag{c0, c1, c2}/2 with ck =
2
∑3
l=0xk/l at  = (0, 0, 0) to reduce the computational effort. The factor 2 introduced in the diagonalization of
the Jacobian J makes the parameter ck into the size of the elementKnk in the physical coordinate direction xk . Since
Dnk(Uh,U
∗
h) is a diagonal matrix, the dissipation matrix (20) is simpliﬁed to
D˜
n
k;kl(Uh,U∗h)|=(0,0,0) :=
4
c2k
Dnk,kk(Uh,U
∗
h) for k = l, and 0 for k 	= l. (21)
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Jaffre et al. [4] proposed a diagonal dissipation matrix Dnk(Uh,U∗h) for hyperbolic conservation laws, which we adopt
for shallow water equations as
Dnk;kk|(=0,0,0) :=
{
max(C2c
2−
K R
n
k(Uh,U
∗
h), C1c
1.5
K ) if k = 1, 2,
0 if k = 0, (22)
with
Rnk(Uh,U
∗
h) := max
i
(
max
x∈Knk
‖∇ ·Fi (Uh)‖
)
+
∑
Sm⊂Knk
C0 max
i
(
max
x∈Sm
‖nlK · (Fli −Fri )‖/cK
)
, (23)
cK = min(c1, c2) the scaling factor, maxx∈Knk‖ · ‖ is based on the midpoint of the reference element, maxx∈Sm‖ · ‖
is based on the midpoint of the face of the reference element, and Ci for i = 0, 1, 2 and  are positive constants. The
positive constants are taken from [10] as C0 = 1.2 if the normal of the faceSm is parallel to the time direction or else
C0 = 1.0; and C1 = 0.1, C2 = 1.0 and = 0.1.
3.6. Discretized weak formulation: nonlinear equations
The weak formulation (18) is discretized by substituting the polynomial approximation of the state vector Uh (8) and
using the arbitrariness of the test function Wh as (j , 0, 0), (0,j , 0) and (0, 0,j ), j = 0, . . . , 4. Firstly, we obtain
the discretized equation for the means with j = 0 as
∑
Sm⊂Knk
{∫
Sm
nkK · F˜i (Ul ,Ur ,nK) dS
}
−
∫
Knk
Si dK= 0. (24)
Secondly, we obtain the discretized equations for the slopes with j = 1, . . . , 4 as
∑
Sm⊂Knk
{∫
Sm
(nkK · F˜i (Ul ,Ur ,nK)j dS)
}
−
∫
Knk
∇j ·Fi (Uh) dK
+(Ink − 1)
4∑
m=0
Uˆnim
∫
Knk
(∇m)Dnk(Uh,U∗h)(∇j )T dK−
∫
Knk
Sij dK= 0, (25)
where i = 0, 1, 2 is the index for the shallow water equations, m the index for the expansion coefﬁcients, m the index
for the faces and k = l or r the index for the elements. The various terms in the nonlinear equations (24) and (25) are
represented as follows:
E
n;K
k;ij (Uˆ
n) =
∫
Knk
∇j ·Fi (Uh) dK,
F
k;S
m;ij (Uˆ
n, Uˆn−1) =
∫
Sm⊂Knk
nkK · F˜i (Ul ,Ur ,nK)j dS, k = l or r ,
D
n;K
k;ij (Uˆ
n, Uˆn−1) =
M−1∑
m=0
UˆnimD¯
n;K
k;jm(Uˆ
n, Uˆn−1),
with
D¯
n;K
k;jm(Uˆ
n, Uˆn−1) =
∫
Knk
(∇m)TDnk(Uh,U∗h)(∇j ) dK
and
G
n;K
k;ij (Uˆ
n) =
∫
Knk
j Si dK. (26)
458 V.R. Ambati, O. Bokhove / Journal of Computational and Applied Mathematics 204 (2007) 452–462
We thus obtain the nonlinear set of equations (24)–(25) for each space–time element which are represented as
L
n;K
k;ij (Uˆ
n; Uˆn−1) =
∑
Sm⊂Knk
F
k;S
m;ij − En;Kk;ij +(Ink − 1)Dn;Kk;ij − Gn;Kk;ij = 0, (27)
where n represents the space–time level and k represents the index of the space–time elementKnk. Given the coefﬁcients
Uˆn−1 at the previous time level tn−1 we have to ﬁnd the coefﬁcients Uˆn at the present time level tn satisfying (27).
3.7. Pseudo-time integration: nonlinear solver
To solve the system of nonlinear equations (27) obtained from space–time discontinuous Galerkin discretization, we
augment these equations with a pseudo-time derivative as
|Knk |
Uˆij

= 1
t
L
n;K
k;ij (Uˆ; Uˆn−1), (28)
with t = (tn − tn−1) the time step and |Knk | = |Knk|/t . Now we integrate (28) until the solution reaches steady state
in pseudo-time, i.e.,
L
n;K
k;ij (Uˆ
n; Uˆn−1) ≈ 0. (29)
The pseudo-time integration scheme is obtained from a second order accurate ﬁve stage Runge–Kutta scheme by
treating Vˆ in Ln;Kk (Vˆ; Uˆn−1) semi-implicitly as(
I + 	s|Knk |
(|Knk |I +(Ink − 1)D¯n;Kk (Vˆs−1, Uˆn−1))
)
Vˆs
= Vˆ0 + 	s|Knk |
((|Knk |I +(Ink − 1)D¯n;Kk (Vˆs−1, Uˆn−1))Vˆs−1 − Ln;Kk (Vˆs−1; Uˆn−1)), (30)
where s = 1, . . . , 5 are the Runge–Kutta stages, 	s = (0.0791451, 0.163551, 0.283663, 0.5, 1.0) the Runge–Kutta
coefﬁcients,  = /t and  the pseudo-time step. The pseudo-time step  is determined locally per space–time
element by a CFL condition given as
|Knk =
CFL|Knk |
Snk;max
, (31)
with Snk;max the maximum wave speed in the space–time elementK
n
k and CFL=0.8 the CFL number for pseudo-time
step.
In our numerical computations, we observed that in the presence of discontinuities some regions may oscillate
between the smooth and non-smooth state resulting in a non-converging scheme. Indeed, the residue max ‖Ln;Kk ‖
oscillates between two values. This is mainly due to the reason that the pseudo-time integration (30) integrates the
nonlinear system Ln;Kk ≈ (A¯nk+D¯nk)Vˆ=0 whenInk > 1, and Ln;Kk ≈ A¯nkVˆ=0 otherwise, in each space–time element
Knk. To avoid this, we use a switch I
′n
k in every space–time element such that I
′n
k = −1 when Ink < 1, and I′nk = 1
when Ink > 1 until 5 pseudo-time steps, and thereafter we only switch to I
′n
k = 1 wherever Ink > 1 until the solution
reaches steady state in pseudo-time. Finally, in the numerical scheme we replace (Ink − 1) with (I′nk ) to achieve
convergence.
4. Veriﬁcation
4.1. Burgers’ solution
The one dimensional shallow water equations with hb = 0 take the form of Burgers’ equation t q + qxq = 0, when
one of its Riemann invariants is taken constant such that u + 2√gh = c with q(x, t) = c − 3√gh. An implicit exact
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Fig. 1. (a) Comparison of exact and numerical solutions of water depth h(x, t) computed on a spatial mesh of 160 elements for Burgers’ solution.
(b) Plot of the discontinuity detector on a spatial mesh of 160 elements showing clearly the smooth and discontinuous regions.
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Fig. 2. Log–log plot of L2 error versus mesh size. The L2 error is computed on spatial meshes of size 10, 20, 40, 80 and 160 elements with the time
steps t = 0.05, 0.025, 0.0125 and 0.0625 at time t = 0.2.
solution can be constructed as
h(x, t) = (q(x, t) − c)2/(9g) and u(x, t) = (c − 2q(x, t))/3, (32)
with q(x, t) = q0(x′), x = x′ + q0(x′)t and q(x, 0) = q0(x) the initial condition. Now for any given initial condition
q0(x) with dq0/dx < 0 somewhere, wave breaking occurs at time tb = −1/min(dq0/dx).
In our numerical simulation, we choose g = 1, c = 3, q0(x) = sin(x) with x ∈ [0, 2] and use periodic boundary
conditions along x. The space–time proﬁle of water depth h(x, t) for the exact and numerical solutions are shown in
Fig. 1(a) until wave breaking occurs. It should be observed from the numerical solution that the smooth initial condition
develops into a discontinuity in a ﬁnite time t < tb=1/. This helps us to test Krivodonova’s discontinuity detector, which
shows no sign of discontinuity in the beginning, gradually detects the regions with sharp gradients and ﬁnally detects
discontinuities as shown in Fig. 1(b). Before breaking, we compute the errors ‖Error‖L2(h) := (
∫
h
(U−Uh)2 d)1/2
for depth h and momentum hu on various meshes and plot them on a log–log scale as shown in Fig. 2. The slope of the
curve shows that the method is second order accurate in space.
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Fig. 3. (a) Comparison of exact and numerical solutions of water depth h(x, t) computed on a spatial mesh of 80 elements for the Riemann problem.
(b) Plot of discontinuity detector on a spatial mesh of 80 elements showing the smooth and discontinuous regions. Observe that the discontinuity
detector is greater than 1 only near the shock wave.
4.2. Riemann problem
Consider the Riemann problem of the one dimensional shallow water equations with hb = 0, the initial condition
(h(x, 0), u(x, 0)) = (hL, uL) if x <x0 and (hR, uR) otherwise, (33)
and extrapolating boundary conditions. For the exact solution of the Riemann problem, we refer to [9]. We choose the
initial condition (hL, uL)= (0.09, 0.0) and (hR, uR)= (0.02, 0.0) with the discontinuity at x=1.0 in the domain [0, 2]
and g = 1, such that it gives rise to a left rarefaction and right shock wave. The numerical and exact space–time proﬁle
of the water depth h(x, t) is shown in Fig. 3(a) from t =0.0 to 2.0. The space–time proﬁle of the discontinuity detector,
Fig. 3(b), clearly illustrates that the dissipation is applied only around the shock wave and the spurious oscillations are
limited.
5. Experimental validation
5.1. Flow through a contraction
Shallow water ﬂows through a contraction can under certain ﬂow rates and Froude numbers develop steady oblique
hydraulic jumps. Akers [1] conducted laboratory experiments under different ﬂow rates and Froude numbers, and
compared them with steady state solutions. His experimental setup consisted of a narrow ﬂume of length L= 110 cm.
The width of the ﬂume starts decreasing linearly at L0 ≈ 79.5 cm from b0 =20 cm at the beginning of the contraction or
inlet to bc = 12 or 14 cm at the end of the ﬂume or outlet. The steady state shown in Fig. 4(a) is reached experimentally
with a constant inﬂow of water with depth h0 and velocity u0 such that the Froude number F0 = u0/
√
gh0 = 3.65 at
the inlet and bc = 14 cm. From the shock relations [8] for the shallow water system (1) and (2), neglecting friction, the
jump ratio and angle of the hydraulic jump can be calculated as steady state solutions following [8]. We ﬁnd [2] that
h1
h0∗
= tan s
tan(s − c) and sin s =
√
1
2F 20∗
h1
h0∗
(
1 + h1
h0∗
)
, (34)
where F0∗ is the uniform upstream Froude number, h0∗ and h1 are the upstream and downstream depths of the oblique
jump and c and s are the angle of the contraction and the jump measured relative to the horizontal wall of the ﬂume.
The two relations in (34) can be combined such that given the uniform upstream conditions u0∗, h0∗, F0∗ and the
angle c of the contraction, we can entirely determine the conditions u1, v1, h1, s downstream of the oblique jumps.
In experiments, due to friction, the Froude number will decrease in the downstream direction, so we use the Froude
number and water depth just before the jump as F0∗ and h0∗ in (34) to obtain an approximate solution. For increasing
Froude numbers, the shocks cross within the contraction, the shallow water analogy of a Mach stem appears, and for
even higher Froude numbers an upstream moving bore forms.
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Fig. 4. (a) Experimental: Steady oblique hydraulic jumps formed in the contraction with bc = 14 cm and the Froude number at the inlet F0 = 3.65.
Measured jump angle s =23.61◦. (b) Numerical: Steady oblique jumps formed in the contraction with friction coefﬁcient CD =0.00012; observed
are the jump ratio h1/h0 =1.471±0.003 and the jump angle s =23.27◦ ±0.34◦. Theoretical calculations show a jump ratio h1/h0 =1.49±0.003
and a jump angle s = 23.65◦ ± 0.09◦. The computational domain is non-dimensionalized with the ﬂume width b0 = 20 cm and tessellated with
40 × 40 elements in the inlet section, 40 × 40 elements in the contraction section and 40 × 20 elements in the outlet section. We provide an outlet
section of length 20 cm with a linearly increasing width from bc to b0 to achieve the critical condition at the exit of the contraction.
For theoretical and numerical calculations, the shallow water equations are non-dimensionalized as follows:
h′ = h
b0
, (u′, v′) = (u, v)
u0
, (x′, y′) = (x, y)
b0
, t ′ = t
T
and C′D =
CDb0
h0
, (35)
with T = b0/u0. After using (35) and dropping the primes, the shallow water equations effectively become (1) with
g = 1/F 20 . We used a zero velocity and constant depth H as the initial conditions and inﬂow, outﬂow and solid wall
boundary conditions. The simulation was run to steady state. To mimic the experimental initial condition H = 0, we
take H>h0 due to which negative depths can occur numerically. The negative depths are corrected by setting the
slopes of the approximated depth to zero. After some time, the effect of this correction vanishes and we achieve the
steady oblique hydraulic jumps in our simulations as shown in Fig. 4(b) with the jump angle similar to the experimental
results. Since for the experiment in Fig. 4(a) the jump ratio is not given, we use the experimental result in which the
jump ratio h1/h0 = 1.76 and the jump angle s = 25.2◦ are measured by Akers [1] with the width of the contraction
bc =12 cm and the Froude number at the inlet F0 =3.65. For this experimental case, we obtain h1/h0 =1.623±0.003
and s = 25.50 ± 0.40◦, numerically with an optimized choice of CD = 0.00012; and h1/h0 = 1.624 ± 0.004 and
s = 25.41◦ ± 0.13◦ using the analytical solution (34) with the Froude numbers in the contraction.
6. Conclusions
Shallow water equations including topographic terms are discretized, veriﬁed and validated against a laboratory
experiment with a space–time discontinuous Galerkin method. To avoid numerical oscillations around discontinuities,
we applied numerical dissipation only near discontinuities which are effectively detected by Krivodonova et al.’s [5]
discontinuity detector. Our numerical results are second order accurate for smooth solutions and show limited spurious
oscillations in the presence of bores or jumps. We successfully validated the numerical shallow water code against
laboratory data [1] of oblique hydraulic jumps or “shocks” for hydraulic shallow ﬂow through a contraction.
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