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SCATTERING AND ASYMPTOTIC ORDER FOR THE WAVE
EQUATIONS WITH THE SCALE-INVARIANT DAMPING AND
MASS
TAKAHISA INUI AND HARUYA MIZUTANI
Abstract. We consider the linear wave equation with the time-dependent
scale-invariant damping and mass. We also treat the corresponding equation
with the energy critical nonlinearity. Our aim is to show that the solution
scatters to a modified linear wave solution and to obtain its asymptotic order.
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1. Introduction
1.1. Motivation. We consider two equations in the present paper. One is the
linear wave equation with the scale-invariant damping and mass.∂
2
t ul −∆ul +
µ1
1 + t
∂tul +
µ2
(1 + t)2
ul = 0, (t, x) ∈ (0,∞)× Rd,
(ul(0), ∂tul(0)) = (ul,0, ul,1), x ∈ Rd,
(DW)
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where µ1, µ2 ∈ R, d ∈ N, and (ul,0, ul,1) ∈ H1(Rd) × L2(Rd). The other is the
corresponding wave equation with the energy critical nonlinearity.∂
2
t u−∆u+
µ1
1 + t
∂tu+
µ2
(1 + t)2
u = λ|u| 4d−2u, (t, x) ∈ (0, T )× Rd,
(u(0), ∂tu(0)) = (u0, u1), x ∈ Rd,
(NLDW)
where µ1 ∈ [0,∞), µ2 ∈ R, d ≥ 3, λ = ±1, and (u0, u1) ∈ H1(Rd)× L2(Rd).
First, we consider the linear equation. Before considering our linear equation,
we recall the classification by Wirth [29, 30, 31] of the following wave equation with
time-dependent damping.
∂2twl −∆wl +
b0
(1 + t)β
∂twl = 0, (t, x) ∈ (0, T )× Rd,(1.1)
where b0 > 0 and β ∈ R. When β < −1, the equation is called overdamping. In
this case, the solution does not decay to zero when t→∞. When −1 ≤ β < 1, the
damping term is called effective. In this case for any b0, the solution behaves like
one of the heat equation obtained formally by taking ∂2twl ≡ 0. When β > 1, it is
known that, for any b0, the solution scatters to a solution of the free wave equation.
Then, we say that we have scattering. When β = 1, then the equation is invariant
under the scaling
wσl (t, x) := wl(σ(1 + t)− 1, σx).
Namely, wσl is a solution provided that wl is a solution. Thus, this case is called
scale-invariant.
β ∈ (−∞,−1) overdamping
β ∈ [−1, 1) effective
β = 1 scale-invariant
β ∈ (1,∞) scattering
In the scale-invariant case, Wirth [29] showed that the solution satisfies the
following Lp-Lq estimates.
‖wl(t)‖Lq .
{
(1 + t)max{−
d−1
2 (
1
p−
1
q )−
b0
2 ,−d(
1
p−
1
q )+1−b0}, if b0 ∈ (0, 1),
(1 + t)max{−
d−1
2 (
1
p−
1
q )−
b0
2 ,−d(
1
p−
1
q )}, if b0 ∈ (1,∞),
where 1 < p ≤ 2, 1/p + 1/q = 1, the implicit constant depends on ‖wl,0‖Hsp +
‖wl,1‖Hs−1p , and s = d(1/p− 1/q). This shows that, if b0 is sufficiently large, then
the solution behaves like that of the corresponding heat equation
b0
1 + t
∂th−∆h = 0,
whose decay order is given by −n(1/p−1/q), and that, if b0 is sufficiently small, then
the solution behaves like that of the wave equation. Therefore, the scale-invariant
case is critical in the sense of the global behavior of the solutions and the constant
b0 plays an important role to determine the global behavior of the solutions unlike
the effective and scattering case.
It is known by Wirth [30, 32] that, if b0 ∈ (0, 1) ∪ (1, 2), then the solution wl
satisfies that there exists a function −→w+ ∈ H˙1(Rd)× L2(Rd) such that
lim
t→∞
(1 + t)
b0
2 ‖−→wl(t)− (1 + t)−
b0
2 W(t)−→w+‖H˙1×L2 = 0,(1.2)
SCATTERING FOR NLW WITH SCALE-INVARIANT DAMPING 3
whereW(t) is a solution map of the free wave equation and −→wl(t) = (wl(t), ∂twl(t)).
Note that −→w+ 6≡ 0 for non-trivial initial data (see [32, Theorem 3.1]). This means
that the solution−→wl behaves like the modified linear wave solution (1+t)−
b0
2 W(t)−→w+
at infinite time and its asymptotic order is (1 + t)−
b0
2 . This result can be also
interpreted as follows. By the Liouville transform ϕl := (1+ t)
b0
2 wl, ϕl satisfies the
linear Klein-Gordon equation with time-dependent mass∂2t ϕl −∆ϕl +
b0(2− b0)
4(1 + t)2
ϕl = 0, (t, x) ∈ (0,∞)× Rd,
(ϕl(0), ∂tϕl(0)) = (ϕl,0, ϕl,1) := (wl(0),
b0
2 wl(0) + ∂twl(0)), x ∈ Rd.
Therefore, (1.2) means that ϕl behaves like the solution to the free wave equa-
tion. In this viewpoint, the asymptotic order is not clear since we already use the
transformation ϕl = (1 + t)
b0
2 wl. However, in the special case of b0 = 2, ϕl is
nothing but the solution of the free wave equation. Therefore, for any α > 0, we
have limt→∞(1 + t)
α‖−→ϕl(t) −W(t)(ϕl,0, ϕl,1)‖H˙1×L2 = 0. Therefore, turning back
to (1.1) by retransform, we get the asymptotic order (1 + t)−α−
b0
2 for wl. This ob-
servation makes us expect to get the asymptotic order for (DW) with more general
µ1 and µ2. In the present paper, we discuss the asymptotic order for (DW).
Next, we are also interested in the nonlinear problem. Recently, the nonlinear
wave equation with the scale-invariant damping
∂2tw −∆w +
b0
(1 + t)β
∂tw = λ|w|p, (t, x) ∈ (0, T )× Rd,
where b0 > 0, β ∈ R, and p > 1, has been well studied from the viewpoint of a
critical exponent p∗. The critical exponent p∗ is the boundary between small data
global existence and small data blow-up. In the overdamping case, p∗ = ∞, that
is, the small data global existence holds for all p > 1. See [11]. In the effective
case, p∗ is the Fujita exponent pF = 1 + 2/d, which is the critical exponent for
the heat equation with the power type nonlinearity. See [22, 21, 4, 10, 6, 20, 27, 8]
and references therein. In the scale-invariant case, the critical exponent is still
not clear in general. However, the Fujita exponent pF is no longer critical. See
[26, 2, 3, 5, 19, 23, 9, 24, 25, 17] and references therein for the concrete information.
In the scattering case, the critical exponent is the Strauss exponent, which is the
critical exponent for the free wave equation. See [18, 16] and references therein.
Turn back to our nonlinear equation. The power 1 + 4/(d − 2) of our energy
critical nonlinearity seems to be much larger than its critical exponent. Thus, our
first aim is to show small data global existence. And the second aim is to obtain
the asymptotic behavior of the nonlinear solution.
The first author [12] considered the following type equation.
∂2tw −∆w +
2
1 + t
∂tw = λ|w| 4d−2w, (t, x) ∈ (0, T )× Rd.(1.3)
In the similar way to the linear problem, one can transform this equation by the
Liouville transform ϕ = (1 + t)
µ1
2 w into the nonlinear wave equation
∂2t ϕ−∆ϕ =
λ
(1 + t)
4
d−2
|ϕ| 4d−2ϕ, (t, x) ∈ (0, T )× Rd.(1.4)
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It was proved by [12] that if d ≥ 3, ϕ is a global solution of (1.4), and ϕ sat-
isfies ‖ϕ‖
L
2(d+1)/(d−2)
t,x ([0,∞))
< ∞, then there exists −→ϕ+ ∈ H˙1(Rd) × L2(Rd) such
that limt→∞(1 + t)
4/(d−2)‖−→ϕ (t) −W(t)−→ϕ+‖H˙1×L2 = 0, where −→ϕ = (ϕ, ∂tϕ). This
result means that the solution to (1.4) scatters to a solution of the free wave solu-
tion and its asymptotic order is (1 + t)−4/(d−2). The order comes from the decay
(1+t)−4/(d−2) in front of the nonlinearity of (1.4). Turning back to (1.3) by retrans-
form w = (1 + t)−
µ1
2 ϕ, we can obtain the small data global existence, scattering
results, and asymptotic order for (1.3). Our aim in the present paper is to get the
asymptotic behavior and its asymptotic order for (NLDW) with the more general
µ1 and µ2.
1.2. Main results.
1.2.1. Linear problem. By the Liouville transfrom vl := (1 + t)
µ1
2 ul, we transform
(DW) into the following Klein-Gordon equation with scale-invariant mass.∂
2
t vl −∆vl +
µ
(1 + t)2
vl = 0, (t, x) ∈ (0,∞)× Rd,
(vl(0), ∂tvl(0)) = (vl,0, vl,1), x ∈ Rd,
(KG)
where we set (vl,0, vl,1) := (ul,0, µ1ul,0/2 + ul,1) and
µ :=
µ1(2− µ1)
4
+ µ2.
We set −→vl (t) = (vl(t), ∂tvl(t)). Let ν := 12
√
1− 4µ when µ ≤ 1/4 and ν :=
i
2
√
4µ− 1 when µ > 1/4. In what follows, W(t) denotes the solution map of
the free wave equation (see Section 2.1 below).
Then, we get the following scattering and the asymptotic order.
Theorem 1.1. Let d ∈ N and µ ≥ 0. Then, there exists −→v+ ∈ H˙1(Rd) × L2(Rd)
such that
‖−→vl (t)−W(t)−→v+‖H˙1×L2 . µ(‖vl,0‖L2 + ‖vl,1‖L2)
{
(1 + t)−
1
2+Re ν , µ 6= 1/4,
(1 + t)−
1
2 (1 + log(1 + t)), µ = 1/4,
where the implicit constant does not depend on time and the initial data (vl,0, vl,1).
Remark 1.1.
(1) We note that Re ν < 1/2 when µ > 0 and thus the right hand side decays.
If µ = 0, then the right hand side is identically zero.
(2) If µ2 = 0, i.e. no mass term, then the assumption µ ≥ 0 implies µ1 ∈ [0, 2].
The case of µ1 > 2 and µ2 = 0 is not treated in the paper.
(3) It is known that −→v+ is not identically zero when 0 ≤ µ < 1/4. Indeed, it
is trivial when µ = 0. When µ ∈ (0, 1/4), setting ul = (1 + t)−
µ1
2 vl =
(1 + t)−
µ1
2 +
1
2+νwl, we get
∂2twl −∆wl +
1 + 2ν
1 + t
∂twl = 0, (t, x) ∈ (0, T )× Rd,
where we note that ν ∈ (0, 1/2) when µ ∈ (0, 1/4). By the result of
Wirth [32], we have ‖−→wl(t)‖H˙1×L2 ≈ (1 + t)−1/2−ν . This implies that
‖−→vl (t)‖H˙1×L2 ≈ 1. Therefore, −→v+ 6= 0 in Theorem 1.1 when µ ∈ (0, 1/4).
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By retransforming ul = (1 + t)
−µ1/2vl, we have the following result for (DW).
This is an improvement of (1.2) above obtained by [30, 32] from the viewpoint of
asymptotic order.
Corollary 1.2. Let d ∈ N and µ ≥ 0 and ul be the solution of (DW). Then, there
exists −→v+ ∈ H˙1(Rd)× L2(Rd) such that∥∥∥ul(t)− (1 + t)−µ12 (W(t)−→v+)1∥∥∥
H˙1
. µ(‖ul,0‖L2 + ‖ul,1‖L2)
{
(1 + t)−
1
2+Re ν−
µ1
2 , µ 6= 1/4,
(1 + t)−
1
2−
µ1
2 (1 + log(1 + t)), µ = 1/4,
and∥∥∥∂tul(t)− (1 + t)−µ12 (W(t)−→v+)2∥∥∥
L2
. (µ+ |µ1|)(‖ul,0‖L2 + ‖ul,1‖L2)
{
(1 + t)−
1
2+Re ν−
µ1
2 , µ 6= 1/4,
(1 + t)−
1
2−
µ1
2 (1 + log(1 + t)), µ = 1/4,
where (W(t)−→v+)j denotes the j-th component of W(t)−→v+.
Remark 1.2. In the sequel paper [13], we will consider the case with rapidly
decaying initial data for which the asymptotic order can be improved.
1.2.2. Nonlinear problem. We consider the nonlinear equation (NLDW). By the
Liouville transform v = (1+t)
µ1
2 u, v satisfies the following energy critical nonlinear
Klein-Gordon equation with scale-invariant mass.
∂
2
t v −∆v +
µ
(1 + t)2
v =
λ
(1 + t)
µ1
2 (p1−1)
|v|p1−1v, (t, x) ∈ (0, T )× Rd,
(v(0), ∂tv(0)) = (v0, v1), x ∈ Rd,
(NLKG)
where we set p1 := 1 + 4/(d− 2) and (v0, v1) := (u0, µ1u0/2 + u1). Here, µ is same
as in (KG).
Then, we obtain the following local well-posedness.
Theorem 1.3. We assume µ1 ≥ 0 and µ ≥ 0. Let 3 ≤ d ≤ 6, T ∈ (0,∞], and
(v0, v1) ∈ H1(Rd) × L2(Rd). Then, there exists δ > 0 such that if ‖E0(t, 0)v0 +
E1(t, 0)v1‖Lp1([0,T ):L2p1x ) ≤ δ, then there exists a unique solution to (NLKG) on
[0, T ) in the sense of Definition B.1 below.
By this local well-posedness, we can show the small data global existence.
Corollary 1.4. We assume µ1 ≥ 0 and µ ≥ 0. Let 3 ≤ d ≤ 6. If ‖v0‖H1 +
‖v1‖L2 is sufficiently small, then there exists a unique global solution and it satisfies
‖v‖
Lp1([0,∞):L
2p1
x )
. ‖v0‖H1 + ‖v1‖L2 .
Moreover, we obtain the scattering result and the asymptotic order as follows.
Theorem 1.5. Let µ1 > 0, µ ≥ 0 and 3 ≤ d ≤ 5. If v is a global solution to
(NLKG) in the sense of Definition B.1 and v satisfies ‖v‖
Lp1([0,∞):L
2p1
x )
<∞, then
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there exists −→v+ ∈ H˙1 × L2 such that
‖−→v (t)−W(t)−→v+‖H˙1×L2
.
{
µ(1 + t)max{−
1
2+Re ν,−
2µ1
d−2} + (1 + t)−
2µ1
d−2 ot(1), µ 6= 1/4,
µ(1 + t)max{−
1
2 ,−
2µ1
d−2}(1 + log(1 + t)) + (1 + t)−
2µ1
d−2 ot(1), µ = 1/4,
where ot(1) = ‖v‖Lp1([t,∞):L2p1x ), which goes to 0 as t→∞, and
−→v (t) = (v(t), ∂tv(t)).
Remark 1.3.
(1) Theorem 1.5 means that the solution to (NLKG) with the finite space-time
norm behaves like the free wave equation at infinite time. We also obtain
the asymptotic order max{− 12 + Re ν,− 2µ1d−2}. As seen in the linear case,
the order − 12 + Re ν comes from the linear part. On the other hand, the
order − 2µ1d−2 comes from the decay in front of the nonlinearity in (NLKG).
(2) Theorem 1.5 covers the first author’s result [12], in which he considered the
case µ = 0. If µ > 0, then we could not get decay term ot(1), that is, it is not
clear whether limt→∞(1+ t)
−max{− 12+Re ν,−
2µ1
d−2} ‖−→v (t)−W(t)−→v+‖H˙1×L2 =
0 or not.
(3) In Theorem 1.3, we assume d ≤ 6 to use the Strichartz estimate in Propo-
sition 2.3. On the other hand, we exclude d = 6 in Theorem 1.5 since we
use the smoothness of the nonlinearity to obtain scattering. See Appendix
B.
(4) Our proof is also applicable to the nonlinearity λ|v|1+4/(d−2).
By retransforming u = (1 + t)−µ1/2v, we have the following result for (NLDW).
Corollary 1.6. Let µ1 > 0, µ ≥ 0 and 3 ≤ d ≤ 5. If u is a global solution
to (NLDW) and u satisfies ‖(1 + t)µ1/2u‖
Lp1([0,∞):L
2p1
x )
< ∞, then there exists
−→v+ ∈ H˙1 × L2 such that∥∥∥u(t)− (1 + t)−µ12 (W(t)−→v+)1∥∥∥
H˙1
.
{
µ(1 + t)max{−
1
2+Re ν,−
2µ1
d−2}−
µ1
2 + (1 + t)−
2µ1
d−2−
µ1
2 ot(1), µ 6= 1/4,
µ(1 + t)max{−
1
2 ,−
2µ1
d−2}−
µ1
2 (1 + log(1 + t)) + (1 + t)−
2µ1
d−2−
µ1
2 ot(1), µ = 1/4,
and∥∥∥∂tu(t)− (1 + t)−µ12 (W(t)−→v+)2∥∥∥
L2
.
{
(µ+ µ1)(1 + t)
max{− 12+Re ν,−
2µ1
d−2}−
µ1
2 + (1 + t)−
2µ1
d−2−
µ1
2 ot(1), µ 6= 1/4,
(µ+ µ1)(1 + t)
max{− 12 ,−
2µ1
d−2}−
µ1
2 (1 + log(1 + t)) + (1 + t)−
2µ1
d−2−
µ1
2 ot(1), µ = 1/4,
where ot(1) = ‖(1 + t)µ1/2u‖Lp1([t,∞):L2p1x ), which goes to 0 as t→∞
1.3. Idea of the proofs. Our proof for the linear equation (KG) is based on the
two expressions of the equation (KG). One is to use the linear propagator E . The
other is to regard it as the wave equation with the inhomogeneous term µ(1+t)−2vl.
It is known that the L2-norm of the free wave equation may grow like 1 + t. Then,
the L2-norm of the inhomogeneous term µ(1+ t)−2vl is not integrable for t. This is
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the main difficulty. To overcome this difficulty, we use the expression by the solution
map E . By using this formulation, Bo¨hme and Reissig [1] showed vl satisfies
‖vl(t)‖L2 .
{
(1 + t)
1
2+Re ν , µ 6= 14 ,
(1 + t)
1
2 (1 + log(1 + t)), µ = 14 .
The order 12 +Re ν is less than 1. Therefore, in fact, µ(1 + t)
−2vl is integrable for
t. This is the key point in the present paper.
Next we show the idea of the nonlinear problem. In the previous paper [12] by
the first author, who considered the case µ = 0, the linear part is the free wave
equation and thus the space-time estimates for the free wave equation, which is
called the Strichartz estimates, are applicable. However, the Strichartz estimates
for the free wave equation are not sufficient to show the small data global existence
for (NLKG). Instead, we will prove the Strichartz estimate for the propagator E
of (KG) by using the L2 estimate for vl mentioned above and apply it to show the
small data global existence. After that, we discuss the scattering and the asymptotic
order by using the Strichartz estimates for the free wave equation.
2. Preliminaries
2.1. Expression of the linear equation. We consider the linear Klein-Gordon
equation with time-dependent mass with the initial data given at t = t0 ≥ 0.∂
2
t vl −∆vl +
µ
(1 + t)2
vl = 0, (t, x) ∈ (t0,∞)× Rd,
(vl(t0), ∂tvl(t0)) = (vl,0, vl,1), x ∈ Rd.
(2.1)
For the expression of the solution, we do not need to assume µ ≥ 0. By the Fourier
transform, we have
d2
dt2
v̂l + |ξ|2v̂l + µ
(1 + t)2
v̂l = 0,(2.2)
where f̂ denotes the spatial Fourier transform of f . Setting τ := (1 + t)|ξ| and
v̂l(t) = τ
1/2Vl(τ), we obtain the Bessel differential equation
d2Vl
dτ2
+
1
τ
dVl
dτ
+
(
1− ν
2
τ2
)
Vl = 0,
where we recall ν := 12
√
1− 4µ when µ ≤ 1/4 and ν := i2
√
4µ− 1 when µ > 1/4.
Then the fundamental solutions are given by the Bessel function (of the first kind)
Jν(τ) and the Neumann function (the Bessel function of the second type) Yν(τ),
where the Bessel function Jν and Yν are defined by
Jν(τ) :=
∞∑
k=0
(−1)k
k!Γ(ν + k + 1)
(τ
2
)ν+2k
,
Yν(τ) :=
Jν(τ) cos(νpi) − J−ν(τ)
sin(νpi)
for ν ∈ C \ Z.
For a non-negative integer n, Yn is defined by limν→n Yν and for negative integer
−n, Y−n := (−1)nYn. Therefore, the fundamental solutions of (2.2) are given by
e+(t, ξ) := ((1 + t)|ξ|) 12Jν((1 + t)|ξ|) and e−(t, ξ) := ((1 + t)|ξ|) 12 Yν((1 + t)|ξ|)
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With the initial data (v̂l(t0), ∂tv̂l(t0)) = (v̂l,0, v̂l,1), v̂l is given by
v̂l(t, ξ) = E0(t, t0, ξ)v̂l,0(ξ) + E1(t, t0, ξ)v̂l,1(ξ)
where
E0(t, t0, ξ) :=
e+(t, ξ) ˙e−(t0, ξ)− ˙e+(t0, ξ)e−(t, ξ)
e+(t0, ξ) ˙e−(t0, ξ)− ˙e+(t0, ξ)e−(t0, ξ) ,
E1(t, t0, ξ) :=
e+(t0, ξ)e−(t, ξ)− e+(t, ξ)e−(t0, ξ)
e+(t0, ξ) ˙e−(t0, ξ)− ˙e+(t0, ξ)e−(t0, ξ)
and ˙e+ and ˙e− denote the time derivative of e+ and e−, respectively. We also have
dv̂l
dt
(t, ξ) = E˙0(t, t0, ξ)v̂l,0(ξ) + E˙1(t, t0, ξ)v̂l,1(ξ)
where E˙0 and E˙1 denote the time derivative of E0 and E1, respectively. Therefore,
the solution vl of (2.1) is given by
vl(t) = E0(t, t0)vl,0 + E1(t, t0)vl,1.(2.3)
where Ei(t, t0) = F−1Ei(t, t0, ξ)F for i = 0, 1 and F ,F−1 are the spatial Fourier
transform and its inverse, respectively. By the vector expression, we have(
vl
v˙l
)
= E(t, t0)
(
vl,0
vl,1
)
where
E(t, t0) =
(E0(t, t0) E1(t, t0)
E˙0(t, t0) E˙1(t, t0)
)
.
Remark 2.1. Our expression is based on the Bessel functions. On the other hand,
Bo¨hme and Reissig [1] give the expression of the solution to (2.1) by the hyper-
geometric functions of confluent type. Of course, these expressions are essentially
same.
We have another expression of the solutions. Regard the time dependent mass
as an inhomogeneous term, namely,
∂2t vl −∆vl = −
µ
(1 + t)2
vl.
Then, we have the following expression.
vl(t) =W0(t− t0)vl(t0) +W1(t− t0)∂tvl(t0) +
∫ t
t0
W1(t− s) −µ
(1 + s)2
vl(s)ds,
(2.4)
where W0 := cos(t|∇|) and W1 := |∇|−1 sin(t|∇|) are the propagators of the free
wave equation. By the vector expression, we have(
vl
v˙l
)
=W(t− t0)
(
vl,0
vl,1
)
+
∫ t
t0
W(t− s)F (s, u(s))ds
where
W(t) :=
(W0(t) W1(t)
W˙0(t) W˙1(t)
)
, F (t, u) :=
(
0
− µ(1+t)2u
)
.
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2.2. The Strichartz estimates. We recall the energy estimates for the solution
to (2.1) by Bo¨hme and Reissig [1].
Lemma 2.1 ([1, Theorem 4]). Let µ > 0. Then, the solution vl of (2.1) satisfies
the following estimates.
‖vl(t)‖H˙1 . ‖vl,0‖H1 + ‖vl,1‖L2,
‖∂tvl(t)‖L2 . ‖vl,0‖H1 + ‖vl,1‖L2,
where the implicit constants do not depend on t0 and t. Moreover, we have the
following estimate.
‖vl(t)‖L2 .
{
(1 + t)
1
2+Re ν(1 + t0)
1
2−Re ν(‖vl,0‖L2 + ‖vl,1‖L2) when µ 6= 14 ,
(1 + t)
1
2 (1 + t0)
1
2
(
1 + log 1+t1+t0
)
(‖vl,0‖L2 + ‖vl,1‖L2) when µ = 14 ,
where the implicit constants are independent of t0 and t.
Remark 2.2. Lemma 2.1 will be used only when µ > 0. If µ = 0, then we do not
use this since the mass term, i.e. the L2-norm of the solution, does not appear.
We also recall the Strichartz estimates for the free wave equation. We say that
(q, r) is a wave admissible pair if (q, r) satisifes 2 ≤ q, r ≤ ∞ and
1
q
≤ d− 1
2
(
1
2
− 1
r
)
and (q, r, d) 6= (2,∞, 3)
We set γ := d(1/2−1/r)−1/q to denote the derivative loss of the wave propagator.
Lemma 2.2 ([7, 14]). Let (q, r) be a wave admissible pair. Then, we have
‖W0(t)φ‖Lq(I:Lr) . ‖φ‖H˙γ ,
‖W1(t)φ‖Lq(I:Lr) . ‖φ‖H˙γ−1 ,∥∥∥∥∫ t
t0
W1(t− s)F (s)ds
∥∥∥∥
Lq(I:Lr)
. ‖F‖L1t (I:L2) ,
where I is an interval containing t0 and the implicit constants are independent of
I.
Combining these estimates, we get the Strichartz estimates for the propagator
E .
Proposition 2.3. Let µ ≥ 0 and (q, r) be a wave admissible pair such that γ = 1.
We have the following estimates.
‖E0(t, t0)φ‖Lqt (I:Lrx) . ‖φ‖H˙1 + µ ‖φ‖L2 ,
‖E1(t, t0)φ‖Lqt (I:Lrx) . (1 + µ) ‖φ‖L2 ,
where I = [t0, T ) for any T > t0 and the implicit constants do not depend on T
and t0.
Proof. When µ = 0, E0 = W0 and E1 = W1 and thus the statement holds by
Lemma 2.2. We consider µ > 0. Let vl be a solution of the linear equation (2.1).
By (2.4) and the Strichartz estimates for the wave equation, Lemma 2.2, it holds
that
‖vl‖LqtLrx(I) . ‖vl,0‖H˙1 + ‖vl,1‖L2 + µ
∥∥(1 + t)−2vl∥∥L1tL2x(I) ,
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where the implicit constant does not depend on T and t0. When µ 6= 1/4, by
Lemma 2.1, we have∥∥(1 + t)−2vl∥∥L1tL2x(I) . ∥∥∥(1 + t)− 32+Re ν∥∥∥L1t (I) (1 + t0) 12−Re ν(‖vl,0‖L2 + ‖vl,1‖L2)
. (1 + t0)
− 12+Re ν(1 + t0)
1
2−Re ν(‖vl,0‖L2 + ‖vl,1‖L2)
. ‖vl,0‖L2 + ‖vl,1‖L2
On the other hand, if µ = 1/4, then it holds from Lemma 2.1 that∥∥(1 + t)−2vl∥∥L1tL2x(I) .
∥∥∥∥(1 + t)− 32 (1 + log 1 + t1 + t0
)∥∥∥∥
L1t (I)
(1 + t0)
1
2 (‖vl,0‖L2 + ‖vl,1‖L2)
. (1 + t0)
− 12 (1 + t0)
1
2 (‖vl,0‖L2 + ‖vl,1‖L2)
. ‖vl,0‖L2 + ‖vl,1‖L2
Therefore, in any case, we obtain
‖vl‖LqtLrx(I) . ‖vl,0‖H˙1 + ‖vl,1‖L2 + µ(‖vl,0‖L2 + ‖vl,1‖L2)
for a wave admissible pair (q, r) satisfying γ = 1. This implies the statements. 
3. Scattering for the linear equation
We give the proofs of Theorem 1.1 and Corollary 1.2. First, we show the existence
of the limit of −→vl (t) in H˙1(Rd)× L2(Rd).
Lemma 3.1. Let µ ≥ 0. Then, there exists −→v+ ∈ H˙1(Rd)× L2(Rd) such that
‖−→vl (t)−W(t)−→v+‖H˙1×L2 → 0
as t→∞.
Proof. If µ = 0, the statement is trivial. We only consider the case µ 6= 1/4 and
µ > 0. In the case of µ = 1/4, the statement also holds by a small modification.
For 0 ≤ τ ≤ t, by Lemma 2.1, we get
‖W(−t)−→vl (t)−W(−τ)−→vl (τ)‖H˙1×L2
.
∥∥∥∥∫ t
τ
W1(−s) µ
(1 + s)2
vl(s)ds
∥∥∥∥
H˙1
+
∥∥∥∥∫ t
τ
W0(−s) µ
(1 + s)2
vl(s)ds
∥∥∥∥
L2
. µ
∫ t
τ
(1 + s)−2 ‖vl(s)‖L2 ds
. µ
∫ t
τ
(1 + s)−2+
1
2+Re νds(‖vl,0‖L2 + ‖vl,1‖L2)
→ 0
as τ → ∞ since Re ν < 1/2 when µ > 0.By the completeness of H˙1 × L2, we get
the limit −→v+. 
Next, we show the asymptotic order.
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Proof of Theorem 1.1. When µ = 0, this is trivial. First, we consider the case of
µ 6= 1/4. It holds from Lemma 2.1 that
‖−→vl (t)−W(t)−→v+‖H˙1×L2
. µ
∫ ∞
t
(1 + s)−2 ‖vl(s)‖L2 ds
. µ(1 + t)−
1
2+Re ν(‖vl,0‖L2 + ‖vl,1‖L2).
Next, in the case of µ = 1/4, by the similar argument, we have
‖−→vl (t)−W(t)−→v+‖H˙1×L2
. µ
∫ ∞
t
(1 + s)−2 ‖vl(s)‖L2 ds
. µ
∫ ∞
t
(1 + s)−2+
1
2 (1 + log(1 + s))ds(‖vl,0‖L2 + ‖vl,1‖L2)
. µ(1 + t)−
1
2 (1 + log(1 + t))(‖vl,0‖L2 + ‖vl,1‖L2).
This completes the proof. 
At last, we go back to (DW).
Proof of Corollary 1.2. By retransforming ul = (1 + t)
−µ1/2vl, it is easy to show
that ∥∥∥ul(t)− (1 + t)− µ12 (W(t)−→v+)1∥∥∥
H˙1
. µ(‖ul,0‖L2 + ‖ul,1‖L2)
{
(1 + t)−
1
2+Re ν−
µ1
2 , µ 6= 1/4,
(1 + t)−
1
2−
µ1
2 log(1 + t), µ = 1/4.
We treat the time derivative of ul. Since ∂tvl =
µ1
2 (1 + t)
µ1
2 −1ul + (1 + t)
µ1
2 ∂tul,
we have ∥∥∥(1 + t)µ12 ∂tul(t)− (W(t)−→v +)2∥∥∥
L2
. ‖∂tvl(t)− (W(t)−→v +)2‖L2 +
|µ1|
2
(1 + t)
µ1
2 −1 ‖ul(t)‖L2 .
The first term is estimated by Theorem 1.1. For the second term, by Lemma 2.1
and ul = (1 + t)
−µ1/2vl, we get
(1 + t)
µ1
2 −1 ‖ul(t)‖L2 = (1 + t)−1 ‖vl(t)‖L2
. (‖ul,0‖L2 + ‖ul,1‖L2)
{
(1 + t)−
1
2+Re ν , µ 6= 1/4,
(1 + t)−
1
2 log(1 + t), µ = 1/4.
Therefore, we get∥∥∥(1 + t)µ12 ∂tul(t)− (W(t)−→v +)2∥∥∥
L2
. (µ+ |µ1|)(‖ul,0‖L2 + ‖ul,1‖L2)
{
(1 + t)−
1
2+Re ν , µ 6= 1/4,
(1 + t)−
1
2 log(1 + t), µ = 1/4.
This implies the desired statement. 
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4. Small data scattering for the nonlinear equation
We give the proofs of Theorem 1.3, Theorem 1.5, and Corollary 1.6.
First, we show the local well-posedness and the small data global existence for
(NLKG).
Proof of Theorem 1.3. Now, (p1, 2p1) is a wave admissible pair satisfying γ = 1
since 3 ≤ d ≤ 6. We set
Φ[v](t) := E0(t, 0)v0 + E1(t, 0)v1 +
∫ t
0
E1(t, s) λ
(1 + s)
2µ1
d−2
|v(s)| 4d−2 v(s)ds,
and
X(a, T ) := {v : [0, T )× Rd → R : ‖v‖X ≤ a},
‖v‖X := ‖v‖Lp1t L2p1x (0,T ).
We show that Φ is a contraction mapping on X(a, T ) for some a > 0.
By the Strichartz estimates for E , i.e. Proposition 2.3, and µ1 ≥ 0, we get
‖Φ[v]‖X . δ +
∫ T
0
∥∥∥∥∥χ[0,t](s)E1(t, s) λ(1 + s) 2µ1d−2 |v(s)| 4d−2 v(s)
∥∥∥∥∥
X
ds
. δ +
∫ T
0
1
(1 + s)
2µ1
d−2
∥∥∥|v(s)| 4d−2 v(s)∥∥∥
L2x
ds
. δ +
∥∥∥|v| 4d−2 v∥∥∥
L1tL
2
x(0,T )
. δ + ‖v‖p1X
≤ Cδ + Cap1 .
If we take δ and a satisfying Cap1−1 < 1/2 and Cδ < a/2, then ‖Φ[v]‖X ≤ a and
thus Φ is a mapping on X(a, T ). Take v and v˜ from X(a, T ). Then,
‖Φ[v]− Φ[v˜]‖X .
∫ T
0
∥∥∥∥∥χ[0,t](s)E1(t, s) λ(1 + s) 2µ1d−2 (|v(s)| 4d−2 v(s)− |v˜(s)| 4d−2 v˜(s))
∥∥∥∥∥
X
ds
.
∫ T
0
1
(1 + s)
2µ1
d−2
∥∥∥(|v(s)| 4d−2 v(s)− |v˜(s)| 4d−2 v˜(s))∥∥∥
L2x
ds
.
∥∥∥|v(s)| 4d−2 v(s) − |v˜(s)| 4d−2 v˜(s)∥∥∥
L1tL
2
x(0,T )
. (‖v‖p1−1X + ‖v˜‖p1−1X ) ‖v − v˜‖X
≤ Cap1−1 ‖v − v˜‖X .
If Cap1−1 < 1/2, then Φ is a contraction mapping on X(a, T ) and thus there exists
a unique v ∈ X(a, T ) such that v = Φ[v]. Moreover, v(t) belongs to H1 for each
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t ∈ [0, T ). Indeed, by Lemma 2.1 and µ1 ≥ 0, we have
‖v(t)‖H˙1 . ‖v0‖H1 + ‖v1‖L2 +
∫ T
0
∥∥∥∥∥χ[0,t](s)E1(t, s) λ(1 + s) 2µ1d−2 |v(s)| 4d−2 v(s)
∥∥∥∥∥
H˙1
ds
. ‖v0‖H1 + ‖v1‖L2 +
∫ T
0
λ
(1 + s)
2µ1
d−2
∥∥∥|v(s)| 4d−2 v(s)∥∥∥
L2
ds
. ‖v0‖H1 + ‖v1‖L2 + ‖v‖p1X .
For the L2-norm, we have the following. If µ 6= 1/4, then it holds that
‖v(t)‖L2 . (1 + t)
1
2+Re ν(‖v0‖H1 + ‖v1‖L2)
+
∫ T
0
∥∥∥∥∥χ[0,t](s)E1(t, s) λ(1 + s) 2µ1d−2 |v(s)| 4d−2 v(s)
∥∥∥∥∥
L2
ds
. (1 + t)
1
2+Re ν(‖v0‖H1 + ‖v1‖L2)
+ (1 + t)
1
2+Re ν
∫ T
0
χ[0,t](s)
(1 + s)
1
2−Re ν
(1 + s)
2µ1
d−2
∥∥∥|v(s)| 4d−2 v(s)∥∥∥
L2
ds
. (1 + t)
1
2+Re ν(‖v0‖H1 + ‖v1‖L2) + (1 + t)max{
1
2+Re ν,1−
2µ1
d−2} ‖v‖p1X
. (1 + t)max{
1
2+Re ν,1−
2µ1
d−2}(‖v0‖H1 + ‖v1‖L2 + ‖v‖p1X ).
In the similar way, if µ = 1/4, then we have
‖v(t)‖L2 . (1 + t)
1
2 (1 + log(1 + t))(‖v0‖H1 + ‖v1‖L2)
+ (1 + t)
1
2
∫ T
0
χ[0,t](s)
(1 + s)
1
2
(1 + s)
2µ1
d−2
(
1 + log
1 + t
1 + s
)∥∥∥|v(s)| 4d−2 v(s)∥∥∥
L2
ds
. (1 + t)
1
2 (1 + log(1 + t))(‖v0‖H1 + ‖v1‖L2)
+ (1 + t)max{
1
2 ,1−
2µ1
d−2}(1 + log(1 + t)) ‖v‖p1X
. (1 + t)max{
1
2 ,1−
2µ1
d−2}(1 + log(1 + t))(‖v0‖H1 + ‖v1‖L2 + ‖v‖p1X ).
In any case, v(t) ∈ H1 and we also obtain ∂tv(t) ∈ L2 in the same way, . 
Remark 4.1. When µ1 < 0, the local well-posedness also holds and, however, the
global existence is not clear.
Proof of Corollary 1.4. By the Strichartz estimates, Proposition 2.3, we have
‖E0(t, 0)v0 + E1(t, 0)v1‖Lp1([0,∞):L2p1x ) ≤ C(‖v0‖H1 + ‖v1‖L2)
and thus, if ‖v0‖H1 + ‖v1‖L2 < δ/C, then we can take T = ∞ in Theorem 1.3.
Therefore, we get the small data global existence. 
Corollary 4.1. Let v be a global solution to (NLKG) satisfying ‖v‖
L
p1
t L
2p1
x (0,∞)
<
∞. Then it is valid that
‖v(t)‖L2 .
{
(1 + t)max{
1
2+Re ν,1−
2µ1
d−2} if µ 6= 1/4,
(1 + t)max{
1
2 ,1−
2µ1
d−2}(1 + log(1 + t)) if µ = 1/4,
for all t ∈ [0,∞), where the implicit constant depends on ‖v0‖H1 , ‖v1‖L2 , and
‖v‖
L
p1
t L
2p1
x
and is independent of time.
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Proof. As the last in the proof of Theorem 1.3, we get the desired estimate. 
Next, we prove the scattering and its asymptotic order for (NLKG).
Proof of Theorem 1.5. If v is the global solution to (NLKG) satisfying ‖v‖
L
p1
t L
2p1
x (0,∞)
<
∞, then v also satisfies the following integral equation, where we use d ≤ 5 (see
Appendix B for the details).
v(t) =W0(t)v0 +W1(t)v1
+
∫ t
0
W1(t− s)
(
−µ
(1 + s)2
v(s) +
λ
(1 + s)
2µ1
d−2
|v(s)| 4d−2 v(s)
)
ds.
Let −→v = (v, ∂tv). Then, we have
W(−t)−→v (t) = −→v (0) +
∫ t
0
W(−s)−→N (s, v(s))ds,
where
−→
N (s, v) :=
(
0
−µ
(1+s)2 v(s) +
λ
(1+s)
2µ1
d−2
|v(s)| 4d−2 v(s)
)
.
For 0 ≤ τ ≤ t, it holds from µ1 > 0, which implies 1− 2µ1/(d− 2) < 1, that
‖W(−t)−→v (t)−W(−τ)−→v (τ)‖H˙1×L2
.
∥∥∥∥∫ t
τ
W1(−s) µ
(1 + s)2
v(s)ds
∥∥∥∥
H˙1
+
∥∥∥∥∫ t
τ
W0(−s) µ
(1 + s)2
v(s)ds
∥∥∥∥
L2
+
∥∥∥∥∥
∫ t
τ
W1(−s) |v(s)|
4
d−2 v(s)
(1 + s)
2µ1
d−2
ds
∥∥∥∥∥
H˙1
+
∥∥∥∥∥
∫ t
τ
W0(−s) |v(s)|
4
d−2 v(s)
(1 + s)
2µ1
d−2
ds
∥∥∥∥∥
L2
. µ
∫ t
τ
(1 + s)−2 ‖v(s)‖L2 ds+
∫ t
τ
1
(1 + s)
2µ1
d−2
∥∥∥|v(s)| 4d−2 v(s)∥∥∥
L2
ds
. µ
∥∥(1 + s)−2v∥∥
L1sL
2(τ,t)
+ ‖v‖p1Lp1L2p1(τ,t)
→ 0
as τ, t→∞ since µ‖(1+ t)−2v‖L1tL2(0,∞)+ ‖v‖
p1
Lp1L2p1(0,∞)
<∞ by the assumption
and Corollary 4.1.
Thus, W(−t)−→v (t) converges to some −→v+ in H˙1 × L2. Here, −→v+ is given by
−→v+ = −→v (0) +
∫ ∞
0
W(−s)−→N (s, v(s))ds.
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We set α := max{ 12 +Re ν, 1− 2µ1d−2}. We consider the case µ 6= 1/4. Since W is a
unitary operator on H˙1 × L2, by Lemma 2.2 and Corollary 4.1, we obtain
‖−→v (t)−W(t)−→v+‖H˙1×L2
=
∥∥∥∥∫ ∞
t
W(t− s)−→N (s, v(s))ds
∥∥∥∥
H˙1×L2
. µ
∫ ∞
t
(1 + s)−2 ‖v(s)‖L2 ds+
∫ ∞
t
1
(1 + s)
2µ1
d−2
∥∥∥|v(s)| 4d−2 v(s)∥∥∥
L2
ds
. µ
∫ ∞
t
(1 + s)−2+αds+ (1 + t)−
2µ1
d−2
∫ ∞
t
‖v‖p1
L
2p1
x
ds
. µ(1 + t)−1+α + (1 + t)−
2µ1
d−2 ‖v‖p1Lp1L2p1(t,∞)
= µ(1 + t)max{−
1
2+Re ν,−
2µ1
d−2} + (1 + t)−
2µ1
d−2 ot(1),
where ot(1) = ‖v‖p1Lp1L2p1(t,∞). In the case of µ = 1/4, by the same argument, we
have
‖−→v (t)−W(t)−→v+‖H˙1×L2
. µ(1 + t)max{−
1
2 ,−
2µ1
d−2}(1 + log(1 + t)) + (1 + t)−
2µ1
d−2 ot(1).
This completes the proof. 
Proof of Corollary 1.6. Combining the argument in Corollary 1.2 and the result in
Theorem 1.5, we get the statement. Thus, we omit the details. 
Appendix A. Energy estimates for the linear solution
For the readers’ convenience, we give the proof of Lemma 2.1 since the inde-
pendence of the initial time t0 plays an important role to obtain the Strichartz
estimates for E . By the Plancherel theorem and the Ho¨lder estimate, it holds that
‖vl(t)‖H˙s ≤ ‖|ξ|sE0(t, t0, ξ)v̂l,0(ξ)‖L2ξ + ‖|ξ|
sE1(t, t0, ξ)v̂l,1(ξ)‖L2ξ ,
‖∂tvl(t)‖L2 ≤ ‖E˙0(t, t0, ξ)v̂l,0(ξ)‖L2ξ + ‖E˙1(t, t0, ξ)v̂l,1(ξ)‖L2ξ ,
for s = 0, 1. Therefore, it is enough to estimate Ej(t, t0, ξ) and E˙j(t, t0, ξ) for
j = 0, 1
A.1. Some lemmas for the Bessel functions. To estimate Ej and E˙j , we use
well-known estimates for Jν and Yν as follows. See [28].
Lemma A.1. Let ν ∈ C. Then, there exists N > 0 such that the estimates
|Jν(τ)| ≤ Cτ− 12 , and |Yν(τ)| ≤ Cτ− 12
hold for τ ≥ N .
Proof. See [28, 7.21, (1) & (2) in p.199]. 
Lemma A.2. Let R > 0 be arbitrarily fixed and τ ≤ R. Then, we have
|Jν(τ)| ≤ CτRe ν
for ν ∈ C.
Proof. This estimate comes from the definition of Jν . 
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Lemma A.3. We have
|Yν(τ)| ≤ Cτ−|Re ν|.
for ν ∈ C \ Z. It is valid that
|Yn(τ)| . τ−n
for n ∈ Z≥1. Moreover, for n ∈ Z≥0, we also have
Y−n(τ) =
2
pi
J−n(τ) log τ + f−n(τ)
where |f−n| . τ−n for τ ≤ R.
Proof. We apply the definition of Yν and the above lemma for the estimates when
ν ∈ C \ Z. For the statements when n ∈ Z, see [28, 3.582, (4) in p.73]. 
A.2. Preliminaries. We recall ν := 12
√
1− 4µ when µ ≤ 1/4 and ν := i2
√
4µ− 1
when µ > 1/4 and τ = (1 + t)|ξ|.
Now, we have
˙e+ = |ξ|
(
1
2
τ−
1
2Jν(τ) + τ
1
2 J˙ν(τ)
)
, ˙e− = |ξ|
(
1
2
τ−
1
2 Yν(τ) + τ
1
2 Y˙ν(τ)
)
.
Thus, we obtain
e+ ˙e− − ˙e+e− = τ 12Jν |ξ|
(
1
2
τ−
1
2Yν + τ
1
2 Y˙ν
)
− τ 12Yν |ξ|
(
1
2
τ−
1
2Jν + τ
1
2 J˙ν
)
= τ |ξ|
(
Jν Y˙ν − Yν J˙ν
)
= τ |ξ|
(
2
piτ
)
=
2
pi
|ξ|
where we used the Wronskian of Jν and Yν (see [28, 3.63 (1) in p.76]).
Lemma A.4. There exists N > 0 such that
|e±(t, ξ)| . 1,
| ˙e±(t, ξ)| . |ξ|.
hold for (1 + t)|ξ| ≥ N ,
Proof. We only estimate e+. The other cases are treated similarly. Now, there
exists N > 0 such that |Jν(τ)| ≤ Cτ− 12 if τ ≥ N . Therefore, the first inequality
comes from
|e+(t, ξ)| = τ 12 |Jν(τ)| . τ 12 τ− 12 ≈ 1.
We prove the second inequality. Since J˙ν =
1
2 (Jν−1 − Jν+1) for ν ∈ C, we obtain
| ˙e+(t, ξ)| ≤ |ξ|
(
1
2
τ−
1
2 |Jν |+ τ 12 |J˙ν |
)
. |ξ|
{
τ−
1
2 |Jν |+ τ 12 (|Jν−1|+ |Jν+1|)
}
. |ξ|
(
τ−
1
2−
1
2 + τ
1
2−
1
2 + τ
1
2−
1
2
)
. |ξ|.
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
Lemma A.5. Let R > 0. If µ 6= 1/4, i.e., ν 6= 0, then we have the following
estimates.
|e±(t, ξ)| . ((1 + t)|ξ|) 12±Re ν ,
| ˙e±(t, ξ)| . |ξ|((1 + t)|ξ|)− 12±Re ν
for (1 + t)|ξ| ≤ R. If µ = 1/4, i.e., ν = 0, then we have the following estimates.
|e+(t, ξ)| . ((1 + t)|ξ|) 12 ,
|e−(t, ξ)| . ((1 + t)|ξ|) 12 (1 + | log((1 + t)|ξ|)|),
| ˙e+(t, ξ)| . |ξ|((1 + t)|ξ|)− 12 ,
| ˙e−(t, ξ)| . |ξ|((1 + t)|ξ|)− 12 (1 + | log((1 + t)|ξ|)|)
for (1 + t)|ξ| ≤ R.
Proof. We only estimate e+ in the case of µ 6= 1/4, i.e., ν 6= 0. The other cases are
treated similarly. The first inequality is
|e+(t, ξ)| = τ 12 |Jν(τ)| . τ 12 τRe ν .
Since J˙ν =
1
2 (Jν−1 − Jν+1) for ν ∈ C, we obtain the second inequality as follows.
| ˙e+(t, ξ)| ≤ |ξ|
(
1
2
τ−
1
2 |Jν |+ τ 12 |J˙ν |
)
. |ξ|
{
τ−
1
2 |Jν |+ τ 12 (|Jν−1|+ |Jν+1|)
}
. |ξ|
(
τ−
1
2+Re ν + τ
1
2+Re ν−1 + τ
1
2+Re ν+1
)
. |ξ|
(
τ−
1
2+Re ν + τ
3
2+Re ν
)
. |ξ|τ− 12+Re ν .

Lemma A.6. Let R > 0 and τ := (1 + t)|ξ|, τ0 := (1 + t0)|ξ|, and τ, τ0 ≤ R. If
µ = 1/4, i.e., ν = 0, then we have the following estimates.
|e+(t, ξ) ˙e−(t0, ξ)− ˙e+(t0, ξ)e−(t, ξ)| . τ 12 τ−
1
2
0
(
1 +
∣∣∣∣log ττ0
∣∣∣∣) ,
|e+(t0, ξ)e−(t, ξ)− e+(t, ξ)e−(t0, ξ)| . τ 12 τ
1
2
0
(
1 +
∣∣∣∣log ττ0
∣∣∣∣) ,
| ˙e+(t, ξ) ˙e−(t0, ξ)− ˙e+(t0, ξ) ˙e−(t, ξ)| . τ− 12 τ−
1
2
0
(
1 +
∣∣∣∣log ττ0
∣∣∣∣) .
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Proof. We only prove the first inequality. The others can be shown in the similar
way. We have
|e+(t, ξ) ˙e−(t0, ξ)− ˙e+(t0, ξ)e−(t, ξ)|
=
∣∣∣∣τ 12J0(τ)(12τ− 120 Y0(τ0) + τ 120 Y˙0(τ0)
)
−
(
1
2
τ
− 12
0 J0(τ0) + τ
1
2
0 J˙0(τ0)
)
τ
1
2 Y0(τ)
∣∣∣∣
. τ
1
2 τ
− 12
0 |J0(τ)Y0(τ0)− J0(τ0)Y0(τ)|+ τ
1
2 τ
1
2
0
∣∣∣J0(τ)Y˙0(τ0)− J˙0(τ0)Y0(τ)∣∣∣ .
For the first term, by Lemma A.3, we obtain
|J0(τ)Y0(τ0)− J0(τ0)Y0(τ)| . |J0(τ)J0(τ0)(log τ0 − log τ)|+ 1
.
∣∣∣∣log ττ0
∣∣∣∣+ 1.
Since we have J˙0 = J−1 and Y˙0 = Y−1, for the second term, it holds from Lemma
A.3 that∣∣∣J0(τ)Y˙0(τ0)− J˙0(τ0)Y0(τ)∣∣∣ . |J0(τ)J−1(τ0) log τ0 − J−1(τ0)Y0(τ)| + τ−10
. |J0(τ)J−1(τ0)|
∣∣∣∣log ττ0
∣∣∣∣+ τ−10
. τ−10
(∣∣∣∣log ττ0
∣∣∣∣+ 1) ,
where we also use Lemma A.2. Combining these estimates, we get
|e+(t, ξ) ˙e−(t0, ξ)− ˙e+(t0, ξ)e−(t, ξ)| . τ 12 τ−
1
2
0
(
1 +
∣∣∣∣log ττ0
∣∣∣∣) .

A.3. Estimates in the case of µ 6= 1/4. We first consider µ 6= 1/4, i.e., ν 6= 0.
Take large positive number N such that the above estimate in Lemma A.4 holds
if τ ≥ N . We set τ0 = (1 + t0)|ξ|.
Case 1-1. τ ≥ τ0 ≥ N .
By Lemma A.4 and (e+ ˙e− − ˙e+e−)(t0) ≈ |ξ|, we get
|E0(t, t0, ξ)| . |ξ|−1(|e+(t, ξ)|| ˙e−(t0, ξ)|+ | ˙e+(t0, ξ)||e−(t, ξ)|) . 1
and
|E1(t, t0, ξ)| . |ξ|−1(|e+(t0, ξ)||e−(t, ξ)|+ |e+(t, ξ)||e−(t0, ξ)|)
. |ξ|−1 . (1 + t) 12+Re ν(1 + t0) 12−Re ν .
Moreover, we also have
|E˙0(t, t0, ξ)| . |ξ| and |E˙1(t, t0, ξ)| . 1.
Case 1-2. τ ≥ N ≥ τ0.
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In this case, we have |ξ| ≤ N and
|E0(t, t0, ξ)| . |ξ|−1(|e+(t, ξ)|| ˙e−(t0, ξ)|+ | ˙e+(t0, ξ)||e−(t, ξ)|)
. τ
− 12−Re ν
0 + τ
− 12+Re ν
0
. τ
− 12−Re ν
0
≈ (1 + t0)− 12−Re ν |ξ|− 12−Re ν
.
{
|ξ|− 12−Re ν
(1 + t0)
− 12−Re ν(1 + t)
1
2+Re ν
,
where we use (1+ t0)
−1 ≤ 1, |ξ|−1 . 1+ t since τ ≥ N , and 1+ t ≥ 1+ t0. We also
estimate E1 as follows.
|E1(t, t0, ξ)| . |ξ|−1(|e+(t0, ξ)||e−(t, ξ)|+ |e+(t, ξ)||e−(t0, ξ)|)
. |ξ|−1(|e+(t0, ξ)|+ |e−(t0, ξ)|)
. |ξ|−1(τ
1
2+Re ν
0 + τ
1
2−Re ν
0 )
. |ξ|−1τ
1
2−Re ν
0
≈ (1 + t0) 12−Re ν |ξ|− 12−Re ν
. (1 + t0)
1
2−Re ν(1 + t)
1
2+Re ν .
We also have
|E˙0(t, t0, ξ)| . |ξ|−1(| ˙e+(t, ξ)|| ˙e−(t0, ξ)|+ | ˙e+(t0, ξ)|| ˙e−(t, ξ)|)
. |ξ|(| ˙e−(t0, ξ)|+ | ˙e+(t0, ξ)|)
. |ξ|τ−
1
2−Re ν
0 + |ξ|τ
− 12+Re ν
0
. |ξ|τ−
1
2−Re ν
0
≈ (1 + t0)− 12−Re ν |ξ| 12−Re ν
. (1 + t0)
− 12−Re ν(1 + t)−
1
2+Re ν .
Moreover, we have
|E˙1(t, t0, ξ)| . |ξ|−1(|e+(t0, ξ)|| ˙e−(t, ξ)|+ | ˙e+(t, ξ)||e−(t0, ξ)|)
. τ
1
2+Re ν
0 + τ
1
2−Re ν
0
. τ
1
2−Re ν
0
≈ (1 + t0) 12−Re ν |ξ| 12−Re ν
. (1 + t0)
1
2−Re ν(1 + t)−
1
2+Re ν .
Case 1-3. N ≥ τ ≥ τ0.
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We have
|E0(t, t0, ξ)| . |ξ|−1(|e+(t, ξ)|| ˙e−(t0, ξ)|+ | ˙e+(t0, ξ)||e−(t, ξ)|)
. |ξ|−1(τ 12+Re ν |ξ|τ−
1
2−Re ν
0 + |ξ|τ
− 12+Re ν
0 τ
1
2−Re ν)
≈ τ 12+Re ντ−
1
2−Re ν
0 + τ
− 12+Re ν
0 τ
1
2−Re ν
. τ
1
2
+Re ντ
− 12−Re ν
0
≈ (1 + t) 12+Re ν(1 + t0)− 12−Re ν
. (1 + t)
1
2+Re ν
. |ξ|− 12−Re ν .
We also estimate E1 as follows.
|E1(t, t0, ξ)| . |ξ|−1(|e+(t0, ξ)||e−(t, ξ)|+ |e+(t, ξ)||e−(t0, ξ)|)
. |ξ|−1(τ
1
2+Re ν
0 τ
1
2−Re ν + τ
1
2+Re ντ
1
2−Re ν
0 )
. |ξ|−1τ 12+Re ντ
1
2−Re ν
0
.
{
|ξ|−1τ
1
2−Re ν
0
(1 + t)
1
2+Re ν(1 + t0)
1
2−Re ν
≈
{
(1 + t0)
1
2−Re ν |ξ|− 12−Re ν
(1 + t0)
1
2−Re ν(1 + t)
1
2+Re ν
.
We also have
|E˙0(t, t0, ξ)| . |ξ|−1(| ˙e+(t, ξ)|| ˙e−(t0, ξ)|+ | ˙e+(t0, ξ)|| ˙e−(t, ξ)|)
. |ξ|(τ− 12+Re ντ−
1
2−Re ν
0 + τ
− 12+Re ν
0 τ
− 12−Re ν)
. |ξ|τ− 12+Re ντ−
1
2−Re ν
0
. (1 + t0)
− 12−Re ν(1 + t)−
1
2+Re ν .
Moreover, we have
|E˙1(t, t0, ξ)| . |ξ|−1(|e+(t0, ξ)|| ˙e−(t, ξ)|+ | ˙e+(t, ξ)||e−(t0, ξ)|)
. τ−
1
2−Re ντ
1
2+Re ν
0 + τ
− 12+Re ντ
1
2−Re ν
0
. τ−
1
2+Re ντ
1
2−Re ν
0
. (1 + t0)
1
2−Re ν(1 + t)−
1
2+Re ν .
A.4. Estimates in the case of µ = 1/4. We next consider the case of µ = 1/4,
i.e., ν = 0. In this case, we have the logarithmic growth.
Case 2-1. τ ≥ τ0 ≥ N .
In this case, similar estimates to Case1-1. are valid.
Case 2-2. τ ≥ N ≥ τ0.
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We have
|E0(t, t0, ξ)| . |ξ|−1(|e+(t, ξ)|| ˙e−(t0, ξ)|+ | ˙e+(t0, ξ)||e−(t, ξ)|)
. τ
− 12
0 (1 + | log τ0|) + τ
− 12
0
. τ
− 12
0 (1 + | log τ0|)
≈ (1 + t0)− 12 |ξ|− 12 (1 + | log((1 + t0)|ξ|)|)
.
{|ξ|− 12−ε
(1 + t0)
− 12 (1 + t)
1
2
(
1 + log 1+t1+t0
)
for sufficiently small ε > 0, where we use the following lemma.
Lemma A.7. Let t ≥ t0 ≥ 0 and (1 + t)|ξ| ≥ N ≥ (1 + t0)|ξ| for some positive
number N . We have
1 + | log((1 + t0)|ξ|)| .
{
(1 + log(1 + t0))|ξ|−ε
1 + log 1+t1+t0
for small ε > 0.
Proof. By the assumption, we have |ξ| ≤ N . The first inequality comes from
1 + | log((1 + t0)|ξ|)| . (1 + log(1 + t0))(1 + |log |ξ||) . (1 + log(1 + t0))|ξ|−ε.
It also holds that
1 + | log((1 + t0)|ξ|)| =
{
1 + log((1 + t0)|ξ|) if (1 + t0)|ξ| ≥ 1
1− log((1 + t0)|ξ|) if (1 + t0)|ξ| < 1
=
{
1 + log((1 + t0)|ξ|) if (1 + t0)|ξ| ≥ 1
1 + log(((1 + t0)|ξ|)−1) if (1 + t0)|ξ| < 1
.
{
1 if (1 + t0)|ξ| ≥ 1
1 + log 1+t1+t0 if (1 + t0)|ξ| < 1
. 1 + log
1 + t
1 + t0
since |ξ|−1 . (1 + t) by the assumption. 
We also estimate E1 as follows.
|E1(t, t0, ξ)| . |ξ|−1(|e+(t0, ξ)||e−(t, ξ)|+ |e+(t, ξ)||e−(t0, ξ)|)
. |ξ|−1(|e+(t0, ξ)|+ |e−(t0, ξ)|)
. |ξ|−1(τ 120 + τ
1
2
0 (1 + | log τ0|))
. |ξ|−1τ
1
2
0 (1 + | log τ0|)
.
{|ξ|−1
(1 + t0)
1
2 (1 + t)
1
2
(
1 + log 1+t1+t0
) ,
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where we use τ
1
2
0 (1 + | log τ0|) . 1 for τ0 ≤ N and Lemma A.7. We also have
|E˙0(t, t0, ξ)| . |ξ|−1(| ˙e+(t, ξ)|| ˙e−(t0, ξ)|+ | ˙e+(t0, ξ)|| ˙e−(t, ξ)|)
. |ξ|(| ˙e−(t0, ξ)|+ | ˙e+(t0, ξ)|)
. |ξ|τ−
1
2
0 (1 + | log τ0|) + |ξ|τ
− 12
0
. |ξ|τ−
1
2
0 (1 + | log τ0|)
. (1 + t0)
− 12 |ξ| 12
(
1 + log
1 + t
1 + t0
)
. (1 + t0)
− 12 (1 + t)−
1
2
(
1 + log
1 + t
1 + t0
)
.
Moreover, we have
|E˙1(t, t0, ξ)| . |ξ|−1(|e+(t0, ξ)|| ˙e−(t, ξ)|+ | ˙e+(t, ξ)||e−(t0, ξ)|)
. τ
1
2
0 + τ
1
2
0 (1 + | log τ0|)
. τ
1
2
0 (1 + | log τ0|)
≈ (1 + t0) 12 |ξ| 12
(
1 + log
1 + t
1 + t0
)
. (1 + t0)
1
2 (1 + t)−
1
2
(
1 + log
1 + t
1 + t0
)
. 1,
where we use s−1/2 log s ≤ C for s ≥ 1 in the last inequality.
Case 2-3. N ≥ τ ≥ τ0.
By Lemma A.6, we have
|E0(t, t0, ξ)| . |ξ|−1(|e+(t, ξ) ˙e−(t0, ξ)− ˙e+(t0, ξ)e−(t, ξ)|)
. τ
1
2 τ
− 12
0
(
1 + log
τ
τ0
)
. (1 + t)
1
2 (1 + t0)
− 12
(
1 + log
1 + t
1 + t0
)
. |ξ|− 12−ε
for small ε > 0.
We also estimate E1 as follows.
|E1(t, t0, ξ)| . |ξ|−1(|e+(t0, ξ)e−(t, ξ)− e+(t, ξ)e−(t0, ξ)|)
. |ξ|−1τ 120 τ
1
2
(
1 + log
τ
τ0
)
.
{|ξ|−1
(1 + t)
1
2 (1 + t0)
1
2
(
1 + log 1+t1+t0
) ,
SCATTERING FOR NLW WITH SCALE-INVARIANT DAMPING 23
where we use τ
1
2
0 τ
1
2
(
1 + log ττ0
)
. 1 for τ0 ≤ τ ≤ N . We also have
|E˙0(t, t0, ξ)| . |ξ|−1(| ˙e+(t, ξ) ˙e−(t0, ξ)− ˙e+(t0, ξ) ˙e−(t, ξ)|)
. |ξ|τ− 12 τ−
1
2
0
(
1 + log
τ
τ0
)
. (1 + t0)
− 12 (1 + t)−
1
2
(
1 + log
1 + t
1 + t0
)
.
Moreover, we have
|E˙1(t, t0, ξ)| . |ξ|−1(|e+(t0, ξ) ˙e−(t, ξ)− ˙e+(t, ξ)e−(t0, ξ)|)
. τ−
1
2 τ
1
2
0
(
1 + log
τ
τ0
)
. (1 + t0)
1
2 (1 + t)−
1
2
(
1 + log
1 + t
1 + t0
)
. 1.
Combining these estimates, we get the following.
Lemma A.8. For any t ≥ t0 ≥ 0 and any ξ ∈ Rd, the following estimates are
valid. If µ 6= 1/4, i.e., ν 6= 0, then
|E0(t, t0, ξ)| .
{
1 + |ξ|− 12−Re ν
(1 + t)
1
2+Re ν(1 + t0)
− 12−Re ν
,
|E1(t, t0, ξ)| .
{
|ξ|−1 + (1 + t0) 12−Re ν |ξ|− 12−Re ν
(1 + t)
1
2+Re ν(1 + t0)
1
2−Re ν
,
|E˙0(t, t0, ξ)| .
{
|ξ|+ (1 + t0)− 12−Re ν |ξ| 12−Re ν
|ξ|+ (1 + t)− 12+Re ν(1 + t0)− 12−Re ν
,
|E˙1(t, t0, ξ)| . (1 + t)− 12+Re ν(1 + t0) 12−Re ν .
If µ = 1/4, i.e., ν = 0, then
|E0(t, t0, ξ)| .
{
1 + |ξ|− 12−ε
(1 + t)
1
2 (1 + t0)
− 12
(
1 + log 1+t1+t0
) ,
|E1(t, t0, ξ)| .
{|ξ|−1
(1 + t)
1
2 (1 + t0)
1
2
(
1 + log 1+t1+t0
) ,
|E˙0(t, t0, ξ)| . 1 + |ξ|,
|E˙1(t, t0, ξ)| . 1
for arbitrarily small ε > 0.
From Lemma A.8, we obtain the energy estimates in Lemma 2.1 when µ > 0,
i.e., Re ν < 1/2.
Remark A.1. We find that the estimate of the H˙1-norm ‖vl(t)‖H˙1 is independent
of t0 when Re ν < 1/2. In Lemma A.8, for example, we have
|E1(t, t0, ξ)| . |ξ|−1 + (1 + t0) 12−Re ν |ξ|− 12−Re ν .
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It seems to depend on t0. However, in the proof, (1 + t0)
1
2−Re ν |ξ|− 12−Re ν appears
only in the case of (1 + t0)|ξ| ≤ N . In this case, |ξ|(1 + t0) 12−Re ν |ξ|− 12−Re ν =
(1 + t0)
1
2−Re ν |ξ| 12−Re ν ≤ N 12−Re ν since 12 −Re ν ≥ 0. Therefore, |E1(t, t0, ξ)| ≤ C
and C is independent of t0. The similar independence can be checked for E1, E˙0,
and E˙1 when Re ν < 1/2.
Moreover, when µ < 0, i.e., Re ν > 1/2, the H˙1-norm of the linear solution may
be unbounded as follows.
Corollary A.9. Let µ ∈ (−∞, 0). Then, the solution vl of (KG) satisfies the
following estimates.
‖vl(t)‖H˙1 + ‖∂tvl(t)‖L2 .t0 (1 + t)−
1
2+Re ν(‖vl,0‖H1 + ‖vl,1‖L2),
where the implicit constant depends on t0 and is independent of t. Moreover, we
have the following estimate.
‖vl(t)‖L2 . (1 + t)
1
2+Re ν(1 + t0)
1
2−Re ν(‖vl,0‖L2 + ‖vl,1‖L2)
where the implicit constants are independent of t0 and t.
Proof. We note that Re ν > 1/2 when µ < 0. As in Appendix A.4, we have
estimates such as
|ξ||E0(t, t0, ξ)| . |ξ| 12−Re ν . (1 + t)− 12+Re ν
when τ ≥ N ≥ τ0, and
|ξ||E0(t, t0, ξ)| . |ξ|τ 12+Re ντ−
1
2−Re ν
0 . τ |ξ|τ−
1
2+Re ντ
− 12−Re ν
0
. N |ξ|(1 + t)− 12+Re ν(1 + t0)− 12−Re ν |ξ|−1 . (1 + t)− 12+Re ν
when N ≥ τ ≥ τ0. The similar estimates hold for E1, E˙0, and E˙1 and thus the
statement holds. 
Remark A.2. Lemma 2.1 and Corollary A.9 imply the following estimates for the
scale-invariant damping (DW) with µ2 = 0, which were obtained by Wirth [29,
Theorem 3.4].
‖ul(t)‖H˙1 + ‖∂tul(t)‖L2 .
{
(1 + t)−
µ1
2 if 0 < µ1 ≤ 2,
(1 + t)−1 if µ1 > 2,
‖ul(t)‖L2 .

(1 + t)1−µ1 if 0 < µ1 < 1,
1 + log(1 + t) if µ1 = 1,
1 if µ1 > 1.
We note that Re ν = 12 |µ1 − 1| when µ2 = 0 and we recall that ul = (1 + t)−µ1/2vl
and ∂tul = (−µ1/2)(1 + t)−µ1/2−1vl + (1 + t)−µ1/2∂tvl. Therefore, Lemma 2.1 and
Corollary A.9 are extension of the estimates by Wirth [29, Theorem 3.4].
Appendix B. Solutions
Definition B.1. We say that v is a solution of (NLKG) on I = [0, T ) if v ∈ C(I :
H1(Rd)), v ∈ Lp1(I : L2p1(Rd)), (v(0), ∂tv(0)) = (v0, v1), and v satisfies
v(t) = E0(t, 0)v0 + E1(t, 0)v1 +
∫ t
0
E1(t, s) λ
(1 + s)
2µ1
d−2
|v(s)| 4d−2 v(s)ds.
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Definition B.2. We say that v is a distributional solution of (NLKG) on an interval
[0, T ) if v satisfies ∂2t v−∆v+µ(1+ t)−2v = λ(1+ t)−
2µ1
d−2 |v| 4d−2 v in D′((0, T )×Rd).
Definition B.3. We say that v is a solution of the wave integral equation of
(NLKG) on an interval I ∋ 0 if v satisfies (v, vt) ∈ C(I : H1×L2), v ∈ Lp1(I : L2p1),
and
v(t) =W0(t)v0 +W1(t)v1 +
∫ t
0
W1(t− s) −µ
(1 + s)2
v(s)ds(B.1)
+
∫ t
0
W1(t− s) λ
(1 + s)
2µ1
d−2
|v(s)| 4d−2 v(s)ds,
(v(0), vt(0)) = (v0, v1).(B.2)
Lemma B.1. Let 3 ≤ d ≤ 5. If v is a global solution of (NLKG) in the sense of
Definition B.1, then v is the distributional solution to (NLKG).
Proof. We will prove that, for any φ ∈ C∞0 ((0, T )× Rd),∫
(0,T )×Rd
v
(
∂2t −∆+
µ
(1 + t)2
)
φdtdx =
∫
(0,T )×Rd
N(t, v)φdtdx(B.3)
where we set N(t, v) := λ(1+t)−
2µ1
d−2 |v(t)| 4d−2 v(t). We may assume that v is smooth
by an approximation. (Indeed, let (v0,n, v1,n) ∈ C∞0 (Rd) satisfy ‖v0,n − v0‖H1 +
‖v1,n − v1‖L2 → 0 as n → ∞ and vn be the solution of the integral equation
starting from (v0,n, v1,n). Then, vn is smooth and ‖vn − v‖L∞t (K:H1) + ‖∂tvn −
∂tv‖L∞t (K:L2) → 0 as n→∞ for an arbitrary fixed compact interval K.) Setting
vL := E0(t, 0)v0 + E1(t, 0)v1 vN :=
∫ t
0
E1(t, s)N(s, v)ds.
It is trivial that ∫
(0,T )×Rd
vL
(
∂2t −∆+
µ
(1 + t)2
)
φdtdx = 0.
Thus, it is enough to show that∫
(0,T )×Rd
vN
(
∂2t −∆+
µ
(1 + t)2
)
φdtdx =
∫
(0,T )×Rd
N(t, v)φdtdx.(B.4)
Now, we have
∂tvN =
∫ t
0
∂t(E1(t, s)N(s, v))ds
and
∂2t vN = N(t, v) +
∫ t
0
∂2t (E1(t, s)N(s, v))ds
since E1(t, t) = 0 and E˙1(t, t) = 1. From the above calculation and integration by
parts, we have∫
(0,T )×Rd
vN
(
∂2t −∆+
µ
(1 + t)2
)
φdtdx
=
∫
(0,T )×Rd
N(t, v)φdtdx +
∫
(0,T )×Rd
φ
∫ t
0
(
∂2t −∆+
µ
(1 + t)2
)
G(t, s, x)dsdtdx,
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where we set G(t, s, x) := E1(t, s)N(s, v), which is twice differentiable since 3 ≤ d ≤
5, and thus the second term is zero. We get (B.4). 
Lemma B.2. Assume that v is a distributional solution of (NLKG) on an interval
I = [0, T ) and v ∈ C(I : H1 ×L2) and v ∈ Lp1(I : L2p1). Then v is also a solution
of the wave integral equation of (NLKG) on I.
Proof. This follows from standard method (see [15, Lemma 1.21 in p.10] for exam-
ple). However, we give the proof.
Set
V (t) := v(t)− (W0(t)v0 +W1(t)v1).
Then, V (0) = Vt(0) = 0 and V satisfies ∂
2
t V −∆V = − µ(1+t)2 v + λ
(1+t)
2µ1
d−2
|v| 4d−2 v
in D′((0, T )× Rd).
For h ∈ C∞0 ((0,∞)× Rd), we define
H(t, x) = −
∫ ∞
t
W1(t− s)h(s)ds
for t ∈ R. Then, H ∈ C∞(R1+d) and H = 0 for large t. The support of H(t) in x
is compact from the finite propagation. Moreover, (∂2t −∆)H = h.
Let ϕ ∈ C∞(R) satisfy ϕ(t) = 1 if t ≥ 1 and ϕ(t) = 0 if t ≤ 1/2. We set
Ha(t, x) = ϕ
(
t
a
)
H(t, x)
for a ∈ (0, 1]. Then, Ha ∈ C∞0 (R1+d). By the distributional equation, we have∫
(0,∞)×Rd
V (∂2t −∆)Hadtdx
=
∫
(0,∞)×Rd
(
− µ
(1 + t)2
v +
λ
(1 + t)
2µ1
d−2
|v(t)| 4d−2 v(t)
)
Hadtdx.
Since v ∈ Lp1t L2p1x , by the dominated convergence theorem, it holds that
lim
a→∞
∫
(0,∞)×Rd
(
− µ
(1 + t)2
v +
λ
(1 + t)
2µ1
d−2
|v| 4d−2 v
)
Hadtdx
=
∫
(0,∞)×Rd
(
− µ
(1 + t)2
v +
λ
(1 + t)
2µ1
d−2
|v| 4d−2 v
)
Hdtdx.
By the Fubini theorem, it holds that∫
(0,∞)×Rd
(
− µ
(1 + t)2
v +
λ
(1 + t)
2µ1
d−2
|v| 4d−2 v
)
Hdtdx
= −
∫
Rd
∫ ∞
0
∫ s
0
(
− µ
(1 + t)2
v +
λ
(1 + t)
2µ1
d−2
|v| 4d−2 v
)
W1(t− s)h(s)dtdsdx
=
∫
Rd
∫ ∞
0
{∫ s
0
W1(s− t)
(
− µ
(1 + t)2
v +
λ
(1 + t)
2µ1
d−2
|v| 4d−2 v
)
dt
}
h(s)dsdx,
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where we also use the self-adjointness of W1. On the other hand,∫
(0,∞)×Rd
V (∂2t −∆)Hadtdx
=
∫
(0,∞)×Rd
V
{
1
a2
ϕ′′
(
t
a
)
H(t, x) +
2
a
ϕ′
(
t
a
)
∂tH(t, x) + ϕ
(
t
a
)
h(t, x)
}
dtdx.
Now, we have
lim
a→0
∫
(0,∞)×Rd
V
1
a2
ϕ′′
(
t
a
)
H(t, x)dtdx = 0,
lim
a→0
∫
(0,∞)×Rd
V
2
a
ϕ′
(
t
a
)
∂tH(t, x)dtdx = 0.
Indeed, since (V (t), ∂tV (t)) ∈ H1 × L2 and (V (0), ∂tV (0)) = (0, 0), we have
limt→0 ‖V (t)‖L2/t = 0. Therefore, let ε > 0 and choose a0 satisfying ‖V (t)‖L2 ≤ εt
for t ∈ (0, a0]. Then, we have∣∣∣∣∣
∫
(0,∞)×Rd
V
1
a2
ϕ′′
(
t
a
)
H(t, x)dtdx
∣∣∣∣∣
=
∣∣∣∣∫ a
0
∫
Rd
V
1
a2
ϕ′′
(
t
a
)
H(t, x)dxdt
∣∣∣∣
≤ 1
a2
∫ a
0
∫
Rd
|V ||H(t, x)|dxdt
≤ 1
a2
∫ a
0
‖V (t)‖L2x ‖H(t)‖L2x dt
≤ ε 1
a2
∫ a
0
tdt ‖H‖L∞t L2x(0,a)
. ε.
Thus, the first limit holds. The second limit is obtained similarly. By the dominated
convergence theorem, we have
lim
a→0
∫
(0,∞)×Rd
V ϕ
(
t
a
)
h(t, x)dtdx =
∫
(0,∞)×Rd
V h(t, x)dtdx.
By the above argument, we obtain∫
(0,∞)×Rd
V h(t, x)dtdx
=
∫
Rd
∫ ∞
0
{∫ t
0
W1(t− s)
(
− µ
(1 + s)2
v +
λ
(1 + s)
2µ1
d−2
|v| 4d−2 v
)
ds
}
h(t)dtdx.
Since h is arbitrary, this means that
V (t) =
∫ t
0
W1(t− s)
(
− µ
(1 + s)2
v +
λ
(1 + s)
2µ1
d−2
|v| 4d−2 v
)
ds
and thus we obtain the desired integral equation
v(t) =W0(t)v0 +W1(t)v1 +
∫ t
0
W1(t− s)
(
− µ
(1 + s)2
v +
λ
(1 + s)
2µ1
d−2
|v| 4d−2 v
)
ds.
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