Abstract. This paper collects in one place a comprehensive theory of stochastic realization for continuous-time stationary Gaussian vector processes which in various pieces has appeared in a number of our earlier papers. It begins with an abstract state space theory, based on the concept of splitting subspace. These results are then carried over to the spectral domain and described in terms of Hardy functions. Finally, differential-equations type stochastic realizations are constructed. The theory is coordinate-free, and it accommodates infinite-dimensional representations, minimality and other systems-theoretical concepts being defined by subspace inclusion rather than by dimension. We have strived for conceptual completeness rather than generality, and the same framework can be used for other types of stochastic realization problems.
1. Introduction. The following inverse problem is of central importance in stochastic systems theory. Given a stationary Gaussian vector process {y(t); }, find a vector-valued stationary Gaussian Markov process {x(t); } of smallest possible dimension so that (1.1) y(t) Cx(t) for some matrix C, and determine a stochastic differential equation for x. This is the stochastic realization problem and the representation is called a minimal stochastic realization.
This problem, first formulated by Kalman [21] in 1965, has generated a rather extensive literature. Most notable among the early contributions are the papers by Anderson [2] and Faurre [11] , the main focus of which is the realization of spectral factors and the Yakubovich-Kalman-Popov lemma. The more recent work by Ruckebusch [39] , Lindquist and Picci [25] , and Pavon [36] is geared toward the characterization of Markovian representations in terms of the information carried by the given process. During the last decade, the bulk of the papers on stochastic realization theory have been concerned with geometric state space construction in Hilbdrt space.
Here the forerunners are Akaike [1] and Picci [37] , whereas the most comprehensive contributions are due to Lindquist and Picci [26] [27] [28] [29] [30] [31] [32] and Ruckebusch [40] [41] [42] [43] [44] . A more extensive bibliography can be found in our survey paper [24] .
ANDERS LINDQUIST AND GIORGIO PICCI
There are both conceptual and practical reasons why this problem is important. On the conceptual side, a theory of stochastic realization should give a firm foundation of the idea of state and state space models. Clearly this is of central importance in setting stochastic systems theory on a sound mathematical basis. The purpose of this paper is to present such a theory in which the idea of state is defined through a fundamental property of conditional independence (splitting), a natural generalization of the property of state in the deterministic theory. This point of view provides a general framework for stochastic modeling in which problems of stochastic systems theory can be set.
Important areas for potential application of this theory include identification, stochastic model reduction, and stochastic control, and there is preliminary evidence that the basic ideas presented here will prove to be fruitful. Moreover, there are already problems in estimation theory which have been successfully tackled by such an approach. Some cases in point are smoothing [49] , interpolation [51] , and, in general, problems with a noncausal information flow. Possible extensions ofthe theory presented here to the nonlinear (non-Gaussian) case will provide solution to even wider areas of important applications. For example, realization theory of finite-state processes would provide powerful technics to solve important problems in communication theory.
Stochastic realization theory is not a generalization of deterministic input-output realization theory. Characteristic of the stochastic problem is the fact that there are many different (minimal) causality structures which describe the same external behavior, the basic problem being to classify all of them. Note that a similar problem is encountered in J. C. Willems' deterministic realization theory [52] for "signals", a theory which has many points of contact with ours.
This invited paper collects in one place a reasonably self-contained treatment of the geometric theory of stochastic realization which in various pieces has appeared in a number of our previous papers [26] [27] [28] [29] [30] [31] [32] , some of which are published in volumes of limited availability. We have strived for conceptual completeness rather than generality. Consequently, many of the results presented here have generalizations in various directions, some straightforward and others more nontrivial. The basic conceptual framework, however, is the same.
The need for a geometric theory of stochastic realization is illustrated by the problem formulation above. As it stands, the problem may not be meaningful unless the given process has a rational spectral density and hence a finite-dimensional representation is possible. In the general case, a representation of type (1.1) exists only under certain technical conditions (which we do not want to introduce at the beginning). Moreover, the concept of minimality needs a natural dimension-free formulation which also covers the infinite-dimensional situation. Finally, a geometric theory is coordinate-free and hence allows us to factor out, in the first analysis, the properties of the realizations which depend only on the choice of coordinates and may unduly complicate the picture.
To this end, let us reformulate the above problem in terms of Hilbert space geometry. Let {y(t); R} be a stationary Gaussian stochastic vector process which is mean-square continuous and centered. Consider the space H of all finite linear combinations of the random variables {yk(t); R, k-1, 2,''', m}. Endowed with the inner product (, r/):= E{:r/}, where E{. } denotes mathematical expectation, is a pre-Hilbert space. Let H be the Hilbert space obtained by taking the closure of H; this is known as the Gaussian space of y [35] . A standard argument [38, p. 15] shows that there is a group { U, 6 E{A [f} where is the g-field generated by the random variables in X [9] .
Consider the class of subspaces X of H with the properties (i) yk(O) e X fork=l,2,...,m;
(ii) X is Markovian in the sense that (h EXh, I EX/) =0 for h X-,/z X + where X-and X + are the closed linear hulls of { UtX; <-_ 0} and { UtX; >-0} respectively;
(iii) X is minimal in the sense that if X1 is a subspace of X and X satisfies (i) and (ii), then X X. where {x(t); R} is the n-dimensional stationary stochastic process defined by setting Xk(t) := UXk for k 1, 2,'.., n. Under suitable geometric conditions on X .(to be introduced in 3) this process is purely nondeterministic [38] ; for the sake of this example, we shall assume that this is the case. Since (1.4) span {x,(t), x2(t),'"., x,(t)}, condition (1.2a), shifted by U,, is equivalent to (1. 5) E{x,(s)l-/}=E{Xk(S)]t} fors>_-t, k=l,2,..-,n where -and , are the o--fields generated by {Xk('/'); T t, k= 1,2,'.', m} and {Xk (t); k 1, 2, , n } respectively. Consequently x is a vector Markov process. Finally, as we shall see below, condition (iii) insures that the dimension n is as small as possible. The condition X c H is not implied by the original problem formulation, but it is not unnatural since the process y is the only thing given. Such realizations are called internal [25] . However, several of the applications mentioned above require that we consider the noninternal situation when H is imbedded in a larger Hilbert space. Although many of our results remain valid in the noninternal setting and others can be generalized [43] , [44] , we shall restrict ourselves here to a simple prototype problem.
It is well known that a vector Markov process of the type described above has a representation (1. 6) x(t) I eA(t-)Bdu(cr)
In this paper a subspace is assumed to be closed.
where A and B are matrices, u is a vector-valued orthogonal increment process with components in H, and the integral is defined in quadratic mean [11] . y= Cx.
The forward property is characterized by X c H-(du), where H-(du) is the subspace generated by the components of the past increments {u(t)-u(s); t,s<=O}. By symmetry and (1.2b), there is also a representation (1. 8) x(t) e(-t) dfi(cr) which corresponds to a backward stochastic realization dx -Ax dt + B df,
(1. 9) y Cx.
This realization is backward because Xc H+(da), the subspace generated by the components of the future increments {a(t) a(s); t, s >= 0}. Characterizing Markovian representations in terms of pairs of realizations, one evolving forward and one backward, is one of the key ideas in [25] and in the present work. It is well known and easy to show that the transfer functions It follows from finite-dimensional stochastic realization theory [2] , 11 [B-, B-, fi.2/,...] is full rank, (b)' it is constructible, i.e. [C', (Crib)', (Crib2)', .] is full rank2, and (c)' if" has minimal degree. As can be easily checked, x(0) being a basis in X automatically takes care of conditions (a) and (a)', and hence they will not occur in the geometric theory. Conditions (b), (c), (b)' and (c)' will be given natural geometric and function theoretic characterizations below which hold also in the infinitedimensional case. We shall see, for example, that minimality is equivalent not only to
This paper divides naturally into three parts. The first part, consisting of 3-5, is devoted to a characterization of the class of Markovian splitting subspaces and an analysis of their systems-theoretical properties. Section 2 is a preliminary in which we define the concept of perpendicular intersection, introduced in [29] .
In the second part, consisting of 6 and 7, the geometry is described in terms of Hardy spaces, and the Markovian splitting subspaces are characterized by pairs (W, W) of spectral factors. This part of the theory has some connections with LaxPhillips scattering theory [23] .
Using the terms controllable and constructible instead of reachable and observable when referring to a system evolving backwards is in agreement with accepted terminology in systems theory [22] . REALIZATION Proof. The equivalence between (i), (ii) and (iii) follows directly from the definition. Since (fl-EXfl)3-X, relation (2.1) may be written (a,-EXfl)=O. Therefore, (iii) is equivalent to (fl Ex)_LA v X, i.e. EAX( EXfl) 0, which is precisely (iv). Moreover, (i) is equivalent to (fl-EX)3-A, i.e. EA(fl-EX[3)=O, which is the same as (vi). Finally, set Z:=(AvX))X; then AvX=X@Z, i.e. EAvXfl=EX+EZfl. Hence Consequently, a splitting subspace X can be thought of as a "memory" or a "sufficient statistic" containing all information about the past needed in predicting the future, or, equivalently, all the information about the future required to estimate the past.
Splitting subspace is a concept originally introduced by McKean [34] in a somewhat more restricted sense. A splitting subspace is said to be minimal if it contains no proper subspace which is also a splitting subspace. The We shall write X---(S, $) to exhibit the unique pair (S, S) corresponding to X.
The geometry of Theorem 3.1 can be illustrated as in Fig. 1 Proof. The if-part follows from (3.4) and the only-if part from (3.5) .
To obtain a minimal splitting subspace, then, we would need to reduce S and S as far as possible, while preserving the splitting geometry of Theorem 3. and we call X constructible if the unconstructible subspace X c (H-) +/-= 0.
The above definitions of observability and constructibility, introduced by Ruckebusch in [42] , are in complete agreement with the corresponding concepts in deterministic systems theory. To illustrate this point, let us consider the finitedimensional stochastic system (1.7), which can be solved to yield The question of observability of X is thus reduced to determining if x(0) can be solved in terms of {)3(t); >-0} which happens if and only if (4.5) is observable in the usual sense of deterministic systems theory [22] . Similarly, X is constructible if and only if x(0) can be solved in terms of {)3(t); <-0}. But, from the backward system (1.9), we see that {(t); t<-0} is the output of -,, (0) x(0),
and therefore X is constructible if and only if (4.6) is.
In the general setting, observability and constructibility can be characterized as follows.
THEOREM 4.1. [28] . Let X--.(S, S) be a splitting subspace. Then A splitting subspace X is exactly canonical if it is both exactly observable and exactly constructible. These conditions are technical and do not occur in the minimality criteria. However, certain results are much easier to prove in the finite-dimensional case (Theorem 4.3 is a case in point), and the reason for this is that the attribute "exact" is redundant in this case. Thus the technical difficulties are due to the lack of exactness rather than to infinite dimensions. The following lemma, found in [43, [22] , [15] .
Consider an external description of a continuous-time, constant, linear dynamical system ;, which we illustrate as a "black box"
with input u and output y. Let U be a space of input functions u which are identically zero for > 0, and let Y be a space of output functions y which are identically zero for <0. [22] .) The semigroup { e at >= 0}, determining the dynamics of the realization, is then isomorphic to the family of maps making the diagrams R U >X commute.
In the stochastic realization problem only the output process is given, and therefore the choice of input space is somewhat arbitrary. While the minimal state space in the deterministic theory is essentially unique, there are many solutions to the stochastic problem, each minimal Markovian splitting subspace X (S, S) giving rise to a minimal state space. As it turns out, each such state space is best described by two realizations, one evolving forward in time having S as input space and H + as output space, and another evolving backward with S as input space and H-as output space. In 6 we shall see that (under suitable conditions) there are two orthogonal increment processes u and t7 such that S H-(du) and g H+(d). These processes, called the generating processes of X, will be the input processes of respectively the forward and the backward realization of X. EXutx ExUtEXX, and consequently YU, U,(X)Y as required. Also, since S _1_ q]X and U,, e q, the left member of (5.5) can be exchanged for ESuvx. Therefore, since X c $, (5.3a) follows.
The symmetric argument yields U* U,(X)*Yt and (5.3b). Since U,U U,+, it follows from (5.5) that G(X)U(X)= G+(X), i.e. {G(X); t->_0} is a semigroup, which is strongly continuous since { U,} is. Clearly U,(X) is a contraction, for U, is unitary. If X is proper, f ,o U,S =0 and hence, in view of (5.3a) and the identity ESut UtE t*'s, we get u,(x)ll-IlE-'Sll-o as to proving the last statement of the theorem. The family { Ut(X)*; >= 0} is merely the adjoint semigroup with the same properties. ] Following the pattern of this section, in 8 and 9 we shall assign to each proper Markovian splitting subspace X two realizations with the systems-theoretical properties of Theorem 5.1, a forward one with input space S and semigroup {Ut(X)*} and a backward one with input space S and semigroup {Ut(X)}. Therefore 
where the integral is defined in quadratic mean. We shall write (6.3) as (6.4) rl I_o f(-t) du(t)
i.e. we shall think of the function f as a row vector and the process u as a column vector; this convention will be maintained through the rest of the paper. Let Iu" ()-H(du) be the map defined by (6.4) [14] , [18] , [45] . Therefore Here the m m-matrix function , is the spectral density of y, and 33 is given by 1 fr e-i.,_l (6.14)
where the limit is in quadratic mean [9] .
Since y is purely nondeterministic, ,(ko) has a constant rank p_-< m (for almost all o), and it admits a factorization (6.15)
where W is an m xp-matrix function whose rows belong to (fl) [38, A matrix function Q Ypp with the property that Q(ito) are unitary matrices for almost all to is said to be inner [14] , [18] , [45] . In particular, WLW1 is inner if it belongs to Ypp. The following lemma, which is a corollary of a famous theorem by Beurling, generalized to vector functions by Lax [14] , [18] , [45] ( 8) , the general situation requires considerably more care ( 9) . The advantage of working with transfer function descriptions, i.e. the Hardy space setting, is that very detailed structural information about the state-space representations is obtained without having to introduce unnecessary finite-dimensionality conditions from the beginning.
Our next task is therefore to transfer the splitting subspace geometry to the Hardy space setting. To this end we need the following lemma. LEMMA 7.1. [29] . Let Ul, u26 be such that H-(dUl) v H-(du.)= H, and let W and W2 be the corresponding spectral factors. Then Proof. Let (u, iT) be the generating processes of X. Then the constructibility condition $= H-v q+/-can be written H-(du)= H-(du_)v H-(df). Applying IS to this, and using (6.23b), we obtain = (Q)v (K) which holds if and only if Q and K are right coprime [18] . In the same way we see that the observability condition = H/v S x is equivalent to the conjugate inner functions t and K* being right coprime, which is the same as K and t* being left coprime.
The interplay between the past and the future of y can be described by the all-pass filter (7.14) transforming the forward innovation process u_ into the backward innovation process t+; it has the transfer function To := ff.L W_. This is not a causal all-pass filter, unless H-and H / intersect perpendicularly. For each proper Markovian splitting subspace X with inner triplet (K, Q, Q*), the function To has the factorization (7.15) To= QKQ*.
In view of Lemma 7.2, this follows by simple calculation, but it can also be seen by putting the boxes in (7.13) in series, after having reversed (7.13b) and (7.13c (iii) There are inner functions J, J2, J3, and J4 such that (7.16) To JJ*2 J*3 J4.
Proof. (i)=>(iii)" The predictor space H
//-is a minimal splitting subspace such that Q= L Hence the second of the factorizations (7.16) follows from (7.15) . In the same way the first of relations (7.16) [28] , but there is a nontrivial gap in the proof. The same incomplete argument was used in [41] , [43] . Given a left inner divisor Q of Q/, how do we determine X o? The inner triplet (K, Q, t)*) can be determined from the factorization (7.15) as described in the following lemma. LEMMA 7.3. Suppose y is strictly noncyclic. Let Q be a left inner divisor of Q+, and define T := To Q. Then, T has a unique modulo constant unitaryfactors) coprime factorization (7.20) T QK where K is inner, Q is conjugate inner and K and Q* are left coprime. Moreover, K, Q, Q*)
is the inner triplet of Xo.
Proof Let (K, Q, Q) be the inner triplet of XQ. Then (7.20) follows from (7.15).
Since Xo is observable, K and Q* are left coprime (Theorem 7.2). As pointed out above, the coprime factorization is unique, in the sense described in the lemma [14] .
Since we do not distinguish between equivalent inner triplets (differing only by constant unitary factors), the lemma follows. [3 (For the relationship between the factorization (7.20) and the corresponding Hankel operators, the reader is referred to [30] .) Consequently, in view of Theorem 7.1, we have the following representation theorem for the class of minimal Markovian splitting subspaces. THEOREM 7.6 . Suppose that y is strictly noncyclic. Then a subspace X of H is a minimal Markovian splitting subspace if and only if (7.21) X=f_oo(K)O*d_ for some Q]Q+, where K is the inner factor in the coprime factorization (7.20) where D and D are real invertible p x p polynomial matrices which are right coprime, i.e. any common right divisor is unimodular 7 [14] , [47] . The matrix polynomial D and D are unique (modulo a common unimodular factor). To maintain the symmetry between the past and the future in our presentation we also note that
The following result shows that (K), the isomorphic image of X under Ia, consists of rational functions which are strictly proper, i.e., in each component, the numerator polynomial is of lower degree than the denominator polynomial. THEOREM 8.1. [29] . Let We proceed to construct a basis in X. To this end, we shall choose the arbitrary [13] , [20] , [47] . With [20] , [47] , the eigenvalues of are the zeros of det D(-s). In view of (8.1), det K det D/det D, which is a finite Blaschke product [14] , [18] . (8.21b) [y= Cx such that (8.17) holds; this follows from (8.11) and (8.18) . We shall call them the standard (forward and backward) realizations of X. The fact that is forward and is backward is seen from (8.18 ), but it can also be illustrated by (3.6) On the other hand, E is observable if and only if the range of {ea'tc'; t-->0} is dense in " [22] . Therefore, it follows from (8.17) where deg g < n means that g is a polynomial of degree less than n. It follows from (8.10), (8.17) , and what has been said above that this procedure produces precisely the minimal splitting subspaces of y. On the other hand, the theory developed up to 8 is absolutely independent of any restrictions of the dimension of X. The natural question to ask at this point is thus the following. Given a Markovian splitting subspace of possibly infinite dimensions, when is it possible to obtain differential equations representations for {y(t); R} of the type (1.7) and (1.9) ? This is basically a representation problem in which one seeks a global description in terms of local or infinitesimal data. As such it has no meaningful solution in general.
Obtaining differential equation representations for a process with nonrational spectrum necessarily involves restrictions of a technical nature (essentially smoothness conditions) on the underlying spectral factors. The elucidation of these conditions is one ofthe goals ofthis section. Note that there are several possible mathematical frameworks for infinite-dimensional Markov processes as solutions of stochastic differential equations (e.g. [17] and [49] ), all of which coincide when specialized to the finitedimensional case. Here we shall work in a setting which looks most natural to us, but other approaches are possible.
The problem dealt with in this section might seem relevant only from a purely theoretical point of view. However, we remark that many engineering problems involve random processes with nonrational spectra, e.g. turbulence, wave spectra, gyroscopic noise, etc. In practical problems, these spectra must be approximated, and finitedimensional approximate realizations must be constructed. Understanding the exact structure of the infinite-dimensional state space models for these processes is probably the best way to gain insight into the approximation process and to design efficient finite-dimensional filters.
An important feature of the construction in 8 is that x(0) is a basis in X so that [14] , thereby obtaining a coordinate-free representation.
In this section we shall assume that X is a possibly infinite-dimensional (not necessarily minimal) proper Markovian splitting subspace with spectral factors W, W) and generating processes (u, t). As before, it is reasonable to take as the state space a Hilbert space isomorphic to X. In this paper, we shall choose := I*X as the state space of the forward realization and := I*aX as the state space in the backward one.
then, by (6.7), (7.2) and (7.4), = *9g(K) and f=*'(K*) where K is the structural function of X.
As explained in 5, the forward realization should, in an abstract sense, be a stochastic dynamical system with input u and semigroup { U,(X)*; >=0}. In the same way, the backward realization should have input t and a semigroup isomorphic to { U,(X);t >= 0}. We take (9.2) e': I*aU,(X)Ia defining a strongly continuous contraction semigroup on the state space of the backward realization.
It remains to determine maps B" P -+ and C" a_+ , for the forward realization and /:P and t" a_+,-for the backward realization having the appropriate properties. We would like these maps to be bounded.
We begin with the forward realization. Let s X be arbitrary, and let f be the corresponding point in the state space, i.e. s c I. Then (9.3) U,=I_oof(-cr) du(cr+t)=I_of(t-cr)du(r).
But, f 9g(K)c , and therefore f vanishes on negative real line so that (9.4) U'sC f f(t-cr) du(o').
Consequently, since S H-(du), (5.3a) yields (9.5) U'(X) sc I0oo f(t-cr) du(r).
It follows from (9.1) that U,(X):=/ eA*f, and hence (9.6) (ea*'f)(r)={fo(t+r) frr->0'for r<0. Therefore, whenever defined, A*f is the derivative of f in the ,2 sense [3] . Now, following a standard construction [3] (9.8) where L is dense in which in turn is dense in *. We shall write (f, f*) to denote the value of the functional f* * evaluated at f Lr (or, by reflexivity, the value at f* of f regarded as a functional on Y*). Clearly, the bilinear form (f, f*) coincides with the inner product (f, f*) whenever f* .S ince A*f is the derivative of f, 2 is a subspace of the Sobolev space Hi(R+), and * is a space of distributions [3] . We shall construct a shift realization much along the lines of infinite-dimensional deterministic realization theory [5] , [6] , [14] , [15] , [19] . Note, however, that, in comparison with this work, our set-up has been transposed. This is necessary in order to obtain the appropriate relation between observability (constructibility) of X and its standard forward (backward) realization, as we shall see below.
Let f e .S ince is a bona fide function space, we can evaluate f at each point, and consequently, in view of (9.6), (9.11)
Since is a subspace of the Sobolev space Hi(R+) the evaluation operator is bounded [3] , [16] . However, we want it defined on o, and for this we need the operator (I-D) of Lemma 9.1. Since A* commutes with eA*', then so does (1-D). Therefore, (9.11) A map which is injective with dense range such as R in Theorem 10.1 will be called quasi-invertible. In the finite-dimensional case, this is the same as invertible, and therefore, in this case, the condition X2 < X1 of Theorem 10.1 is unnecessary, for we have also a diagram with the arrows reversed. In particular, the semigroups {eAst; 0} and {ea2t;t 0} are then similar.
In the infinite-dimensional situation, a natural generalization of similarity is quasisimilarity. We say that the semigroups { eA'; >= 0} and { eA'; >= 0} are quasisirnilar if there are quasi-invertible maps R1:1-and R2:2 1 such that Rleal eaztR1, (10.16) R2 e a2t--eatR2.
Only the first of relations (10.16 ) is given by Theorem 10.1, and then only if X2 < X1.
If we also had the other, the ordering assumption would be unnecessary also in the (10.20) and (10.21) and adding the relations, we obtain (10.22) (gl, APg2)+(gl, PA*g2)+(gl, BB*g)=O where we have used the fact that A* and (I-A*) -commute. This yields (10.18) .
ANDERS LINDQUIST AND GIORGIO PICCI
The operator P is actually the state covariance operator in the sense that (10.23) E{(g,, x(0))(g2, x(0))}--(gl, Pg2).
To see this, note that, by (9.4) and (9.18), (10.24) (g,x(O))=foo[(I-A*)-g](-,r)du (,r) where, in general, the left member should be understood in the sense of (9.16 
