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A procedure for constructing binary codes that generalizes a method of 
Zinoviev’s is described. It is employed in constructing new binary codes that 
improve on the 1984 table of Zinoviev and Litsyn. fc 1992 Academic Press, Inc. 
This paper presents several new binary codes that are larger than any 
previously known code of the same length and minimum distance. The 
table of best known binary codes compiled by Zinoviev and Litsyn (1984) 
is the standard of comparison. This table is an update of the table of 
MacWilliams and Sloane (1977). 
The codes are constructed via a powerful concatenation technique 
invented by Zinoviev (1976) and a generalization of this technique first 
presented by the author (Wiseman, 1981). Zinoviev’s method involves 
translating “good” codes over GF(2k) into good binary codes, and makes 
extensive use of the internal structure of certain binary codes. The 
generalization increases the power of the procedure by exploiting the 
internal structure of the codes over GF(2k). It is essentially a tine-tuning of 
the Zinoviev construction. 
The quadratic residue code over GF(4) discovered by Assmus and 
Mattson (1969) is used constantly in the subsequent constructions. This 
fine code has been used several times to construct good binary codes (see, 
for example, Wiseman, 1983). It is an excellent example of the significance 
of research into codes over higher order Galois fields. 
All the codes presented in this paper were originally constructed in the 
author’s dissertation. The author feels compelled to comment on the 
history of the paper, partly because of the time lag, and partly because of 
an issue of priority. The issue does not involve the subsequent codes 
(which, as previously indicated, appear to be unknown), but rather the 
technique involved in their construction. The author wishes to make it 
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clear that in no way is he casting aspersions on anyone’s integrity or 
honesty. 
The author’s dissertation, “Generalized Zinoviev Codes,” was placed on 
tile at the Boston University library in May 1981. Soon after, it was sub- 
mitted to IEEE Transactions on Information Theory for publication. In 
December 1981, V. Zinoviev and S. Litsyn submitted the original version 
of the paper “Methods of Code Lengthening,” published after revision in 
October 1982. The intersection between these works is substantial. 
The author’s Theorem 1 of Generalized Zinoviev Codes (Wiseman, 
1981), to be described later, subsumes the Theorem 1 of Zinoviev and 
Litsyn (1982), and indeed all of their constructions could be described with 
its notation. The key idea is to use auxiliary codes (or “suffrx codes”) of 
varying lengths as generalized “parity checks.” This increases the flexibility 
of the various construction methods. 
The author does not wish to imply that all the results of Zinoviev and 
Litsyn (1982) appeared in his dissertation. On the contrary, Zinoviev and 
Litsyn obtain a far greater number of new “best known” codes than did the 
author (126 versus 30). They achieve this by cleverly applying the techni- 
que directly to various binary codes without using codes over higher order 
Galois fields as an intermediary. On the other hand, they did not obtain all 
the codes constructed by the author (Wiseman, 1981). It is the chief 
purpose of this paper to rectify this. Only those codes that are still 
improvements on the 1984 table are presented. 
Notation. The following notation and terms are used throughout the 
work. 
The distance between two vectors will always refer to Hamming distance, 
i.e., the number of differences in coordinates. 
The weight of a vector is the number of non-zero coordinates. Thus, the 
distance between two vectors is the weight of their difference. 
A code of length n over GF(q) ((GF(q)) is the Galois field of size q, 
where q is a prime power) is a subset of the vector space [GF(q)]“. 
A codeword is any vector in a code. A linear code is a subspace. The 
minimum distance of a code is the minimum distance between two vectors 
in the code. 
The following symbols are used: 
An (n, M, d) code is a code of length n, size M, and minimum 
distance d. 
An [n, k, d] code is a linear code of length n, dimension k, and minimum 
distance d. 
llull means the Hamming weight of u. 
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1. MAIN THEOREM 
First, a brief description of Zinoviev’s construction (Zinoviev, 1976) is 
given, in order to make the rest of the results comprehensible. The notation 
closely follows that of MacWilliams and Sloane (1977). 
Let ql, q2, . . . . q1 be prime powers and let {Ai):=, be codes, where Ai is 
an (n, N,, S,) code over GF(q,). Now let B be an (m, nr=, qi, d,) binary 
code, and suppose it is the union of q, disjoint codes Bi, (0 < i, < q, - 1 ), 
where B;, is an (m, Hi=, q,, d,) code. Each B;, must have a similar 
decomposition; i.e., Bi, is the union of qr disjoint (nz, nlz3 qi, d3) codes 
denoted by B,,,2. In general. there must be the following inductive law: each 
Bi, i,. . ii (0~ i,<q,- 1) must be the union of q,+, codes Bi,,? ,.., i’,+, 
(OGAii+, <qj+l - 1). where each Bn,z...4+, has parameters (m, JJ:=,+2 q,, 
d,,,). So finally, each Bi, ...,,~Z must be the union of qrm , disjoint 
(m, qr, 4) codes B,, . . . . r ,. Now let each element of B;, ,,-, be denoted by 
b,,,... ;,. Then there exists a 1-l correspondence between codewords in B 
and ordered r-tuples (i, , i,, . . . . i,), where 0 d i, < qi - 1. 
The Construction. First, identify each element of GF(qj) with a number 
ii (0 < ii< Q-- l), in a l-l and fixed, but arbitrary manner. Then a 1-l 
correspondence exists between codewords in B and ordered r-tuples 
(CC,, Q, . . . . a,), where O(~E GF(q,). Now look at the n x r array 
where (cY~)‘, , is a codeword in Aj. If each row is replaced with the binary 
vector b,, 1,2.. a E B, the resulting n x rn binary array can be considered a 
codeword of length n . m. The set of all possible codewords formed in this 
fashion forms a new code of length n . m, denoted Z. 
THEOREM (Zinoviev). Z is an 
n.m, fi Ni, d2min(6,.di}j=, 
,=I > 
code. 
Proof: Omitted. 
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Mod$ed Zinoviev Codes 
Now suppose Aj is the union of tj mutually disjoint subcodes A, 
(1 6 j,< ti), where each A, is an (n, N,i, rii) code over GF(qi). Given this 
decomposition, associate with Ai an auxiliary code C,, which will be a 
(pi, ti, ki) binary code if f, # 1. For purposes of generality, allow the 
possibility that ti = 1, in which case Ci is the null set and pi = kj = 0. 
Obviously, this is done when there does not exist a favorable decomposi- 
tion of A,. 
Now to each subcode A,, associate a unique codeword in C,; i.e., set 
up a l-1 correspondence between subcodes of Ai and words in Ci. This 
correspondence is used to add a generalized parity check to Z. 
Let Z be constructed as before, and let x E Z. Then x can be associated 
with an r-tuple (a,):= 1, where a,E A;. So a, is the vector in thejth column 
of the array which generates X. Now associate to (ai);= 1 the r-tuple 
(c, , . . . . L’,), ci E C,, where ai is in the subcode associated with ci (1 d j< r). 
Write (ci);= I as a binary vector of length p, + pz + ... + p,, and append 
this vector onto X. Do this for every vector in Z. The resulting binary code 
will be known as a modified Zinoviev code, denoted MZ. 
THEOREM 1. MZ is an 
n.m+ i pi, fi Ni,6>,min(min{y,,.d,jf’=,,6,.d,+kj}j=, 
i= 1 ,=I > 
code. 
Proof: MZ must have the same size as Z, and since binary vectors of 
length CL= r pi have been added to Z, the length of MZ is also clear. Now 
let (x, ci, . . . . c,) and (y, c;, . . . . CL) (x, y E Z) be two distinct codewords in 
MZ. Since x # y, the arrays which generate x and y must differ in column 
v, where 1 Q v d r, and v is the first column for which this is true. Suppose 
c, = c:,. If a, is the column in the array generating x, and b, is the column 
in the array generating y, we know that a, and b, are in the same subcode 
of A,, since c, = c:.. Let a,, b,E A,,. Then a, and b, differ in at least yUk 
places. In each row where this occurs, two distinct vectors b,,.i2~,.,,i,-, and 
bi,,,,.... i,+f from B,, . . i,-, are being inserted. These vectors then differ in at 
least d, places. Hence, x and y differ in at least yvk . d, places. 
Now suppose c,. # cb. Then x and y may differ in only 6,. d, places. But, 
since I/c, - chI/ 3 k,, the original vectors in MZ differ in at least 6,, d, + k, 
places. Q.E.D. 
COROLLARY. The set of all Zinoviev Codes is a subset of the set of all 
modified Zinoviev Codes. 
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Proof Simply take all the Cj to be the empty set. Then MZ = Z. 
Q.E.D. 
Remark. In Wiseman (1981), the author explores an alternative 
approach to this construction. While not actually producing any new 
codes, this alternative method does have the advantage of producing an 
easy linearity criterion. The interested reader may write the author for 
details. 
2. APPLICATIONS 
(a) This first application is an example of Zinoviev’s original 
theorem. Let A, be a [23, 1,231 binary code, let A, be a [23,9, 111 
shortened quadratic residue code over GF(4), and let A, be a [23, 13,6] 
binary code defined in MacWilliams and Sloane (1977). Now let [GF(2)14 
be the code B. It can be decomposed into cosets of the even weight vectors 
in [GF(2)14. Each such coset can be decomposed into cosets of the 
(0000, 1 111 } code. Thus B is a (4, 16, 1) code, Bi, is a (4,8,2) code, and 
Bilh is a (4,2,4) code. Applying Zinoviev’s construction in the manner 
indicated yields a (92, 232, 22) binary code. Deleting a coordinate gives a 
(91, 232, 21) code. This improves on the (91, 231, 21) code listed as best in 
Zinoviev and Litsyn (1984). 
Remarks. 1. In what follows, a [ 30 - r, 15 - i, 12 - j] code over 
GF(4) will be frequently used, where i + j = r. This is a shortened version 
of the quadratic residue code defined by Assmus and Mattson (1969). 
2. By an appropriate choice of maps, the above code can be made 
linear. So really a [91, 32,211 code is obtained. Details are contained in 
Wiseman ( 198 1). 
(b) A class of codes can be defined in a manner similar to the last 
example. Let 0 < i d 6. Then let A i be the [30 - i, 1, 30 - i] binary code, let 
A, be the [30-i, 15-i, 123 code over G&‘(4), and let A, be a (30-i, 
Mi, 6) binary code. A3 should be the largest known binary code of length 
30 - i and minimum distance 6. Finally, let B be the same as before. Then 
applying Zinoviev’s construction gives a (120 - 4i, Mi . 231 ~ *‘, 24) code. If 
A, is linear, it is possible to linearize the code (Wiseman, 1981). The result 
is a [ 120 - 4i, log, Mi + 31 - 2i, 241 binary code. Of course, these codes 
can be shortened in standard ways. Several of the resulting codes improve 
on the numbers in Zinoviev and Litsyn (1984), in a couple of instances by 
a factor of 4. This is summarized in Table 1. 
(c) This example employs Theorem 1. Let Ai be a [24, 1,241 binary 
code, let A, be a [24, 11, lo] code over GF(4), and let A, be a [24, 14,6] 
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binary code (see MacWilliams and Sloane, 1977). Let B (along with its 
decomposition) be defined as in the previous example. Now A, contains a 
[24, 10, 111 code over GF(4). Denote it by AZ1 and let A,,, A 23, and AZ4 
be its cosets in A,. Then taking [GF(2)]’ as an auxiliary code as indicated 
in Theorem 1 gives a (98, 237, 21) code. This improves on the 
(98,20 .23’, 21) code listed as best in Zinoviev and Litsyn (1984). As in the 
previous example, an appropriate choice of maps linearizes the code. Hence 
a [98, 37, 211 code can be obtained (see Wiseman, 1981). 
Remark. In an addendum to their table, Zinoviev and Litsyn list some 
recent (vis-a-vis 1984) improvements that had not been incorporated into 
the table. One reference is to a private communication of S. Kovaliev, 
wherein it is claimed that (97, 236, 21) and (98, 237, 21) codes are 
constructed. The author has been unable to find this result in print, and 
cannot consider it authoritative. In any case, the above construction dates 
from 1981. 
(d) This is again an example of a modified Zinoviev construction. 
Let A, be a [24, 1,241 binary code, let A, be a [24, 10, 111 code over 
GF(4), and let A, be a [24, 14,6] binary code. Let B be as defined in the 
last two examples. Now A, contains a [24,9, 121 code (over GF(4)). 
TABLE 1 
Improvements of the Table of Best Known Codes 
New code Previous best Type of new code Reference 
[91, 32,211 (91,231,21) Z 
[97, 36,211 (97, 235.459, 21) MZ 
[97,37,21] (98,236459,21) MZ 
[97,34,23] (97, 233, 23) MZ 
[98,35,23] (98, 233, 23) MZ 
[99,35,23] (99,234,23) MZ 
[lOI, 36,231 (101, 235.409, 23) Z 
[102,37,23] (102, 236, 23) Z 
[103,38,23] (103, 237, 23) Z 
[105,39,23] (105, 238, 23) Z 
[106,40,23] (106, 239, 23) Z 
[107,41,23] (107, 240, 23) Z 
[113,45,23] (l13,2",23) Z 
[114,46,23] [114,44,23] Z 
[115,47,23] [115,45,23] Z 
[116,47,24] [116,46,23] Z 
[117,48,23] [117,47,23] Z 
[118,49,23] [118,48,23] Z 
[119,50,23] [119,49,23] z 
(a) 
(cl 
(c) 
(d) 
(d) 
(d) 
(b) 
(b) 
(b) 
(b) 
(b) 
(b) 
(b) 
(b) 
(b) 
(b) 
(b) 
(b) 
(b) 
Note. Z = Zinoviev; MZ = Modified Zinoviev. 
138 JAMES A. WISEMAN 
TABLE 2 
Ties to the Table of Best Known 
Codes 
Parameters Type of Code 
[ 100, 35,241 z 
(75,20 .29. 29) MZ 
[74, 13.291 MZ 
Denote it A ?I) and its cosets as A 22, AzX, and A,,. Taking [GF(2)] as an 
auxiliary code C2 gives, according to Theorem 1, a (98, 23s, 23) binary 
code. This is substantially better than the (98, 233, 23) code listed as best in 
Zinoviev and Litsyn (1984). 
This code can be linearized into a [98, 35, 231 code. Consequently, it is 
possible to construct a [97, 34, 231 code and a [99, 35, 241 code from it. 
These are both improvements over the numbers given in the Zinoviev and 
Litsyn table. 
3. TABLES 
Table 1 gives those codes that improve on codes listed in Zinoviev and 
Litsyn (1984). The parameters are given in linear fashion if the code can be 
linearized. (a), (b), (c), and (d) refer to the applications in Section 2. 
The code may have been obtained by elementary extension or 
shortening. 
Table 2 lists all codes obtained in “Generalized Zinoviev Codes” 
(Wiseman, 1981) that tie codes listed in the Zinoviev and Litsyn table, 
where the reference for the code in the table is after 1981. The details of 
construction have been omitted. They are supplied in Wiseman ( 198 1). 
See the remark following (c). It may be that the second and third entries 
to Table 1 more properly belong in Table 2. 
4. CONCLUSION 
This paper has presented the original version of a generalization of 
Zinoviev’s technique for constructing concatenated codes. Several applica- 
tions are given, but only those codes that are of interest from the point of 
view of a table of best known codes are discussed. All results are taken 
from the author’s dissertation (Wiseman, 1981). 
The reader wishing more details may write to obtain the dissertation, or 
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may consult the paper of Zinoviev and Litsyn (1982). The former contains 
what the author believes to be an interesting linearity criterion, while the 
latter has many ingenious applications of the above ideas. 
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