Real-time smile detection from facial images is useful in many real world applications such as automatic photo capturing in mobile phone cameras or interactive distance learning. In this paper, we study different architectures of object detection deep networks for solving real-time smile detection problem. We then propose a combination of a lightweight convolutional neural network architecture (BKNet) with an efficient object detection framework (RetinaNet). The evaluation on the two datasets (GENKI-4K, UCF Selfie) with a mid-range hardware device (GTX TITAN Black) show that our proposed method helps in improving both accuracy and inference time of the original RetinaNet to reach real-time performance. In comparison with the state-of-the-art object detection framework (YOLO), our method has higher inference time, but still reaches real-time performance and obtains higher accuracy of smile detection on both experimented datasets.
INTRODUCTION
Smile is one of the most important facial expressions to present human's feelings of happiness, satisfaction or pleasure [3] . Automatic smile detection from facial images is being widely used in many real world applications such as product rating, automatic photo capturing, distance learning, patient monitoring, etc. Although gaining much attention from the scientific community, real time smile detection from facial images captured in real world scenarios of unconstrained conditions such as lighting and background is still a difficult and challenging problem. This can be explained by the fact that to detect smile, the task of locating human faces in images and the task of classifying a face is smiling or not often require heavy computations which may take too long to reach real time performance (below 40ms, equivalent to 25 frames per seconds).
There exist many methods to detect smile from facial images [5, 7, 8, 11, 16, 23] . These methods are generally divided into two categories: (1) traditional handcrafted feature-based methods and (2) deep learning-based methods. In the first case, sliding windows are used to generate sub-regions of the image, handcrafted features are then extracted from these sub-regions. Finally, classifiers such as Support Vector Machine (SVM), Extreme Learning Machine (ELM) are applied in each sub-region to classify it as smile or non-smile. In the second case, Convolutional Neural Networks (CNNs) are usually used to automatically propose sub-regions from input image, extract features and categorize them as smile or non-smile. Nowadays, CNN-based methods are much more popular than handcrafted feature-based methods due to its amazing performance in terms of accuracy.
In order to speed up performance of smile detection, several methods are proposed in the literature such as YOLO [17] , Faster R-CNN [18] , RetinaNet [14] and MobileNets [10] . Among these methods, YOLO and MobileNets are considered as the most state-of-the-art real-time object detection methods in terms of speed. For example, YOLO is capable of gaining up to 25 frames per second. In contrast, RetinaNet as claimed by the authors [14] obtains better accuracy than YOLO but having lower time performance.
In this paper, our work is inspired by the disadvantage of RetinaNet where the goal is to improve inference time performance of RetinaNet for real-time smile detection. To reach this goal, we exploit the use of RetinaNet with several CNN architectures namely BKNet [6] , ResNet [9] , VGG [20] and MobileNets [10] . We then propose a new method as a combination of RetinaNet and BKNet for real-time smile detection of facial images. We will show that our method reaches real-time smile detection performance while still having a good accuracy.
The rest of the paper is described as follows: We briefly review the state of the art methods in Section 2. In Section 3, we explain in detail the methods we use to experiment real-time smile detection. Our experimental results are shown in Section 4. In the final Section 5, we present our conclusions and perspectives.
RELATED WORKS

Handcrafted feature-based methods
Handcrafted feature-based methods detect smile based on the extraction of facial geometry information. The detected face is then fed to a classification solution to further categorize it as smile or not. Shinohara et al., 2004 [19] used Fisher Weight Map (FWM) and Higher-Order Local Auto-Correlation (HLAC) for face representation. The authors in [12] extracted the lips and cheeks from the human face by using a 6-dimensional feature vector. Freire et al., 2009 [7] used Local Binary Patterns (LBP) as the main descriptors and SVM as classifier to detect smile. The method achieves 90% accuracy of smile detection. Other authors in [4, 15] introduced the use of Histogram of Oriented Gradients (HOG) to extract features from facial images for face recognition and smile detection. Recent works by Huang et al., 2018 [11] optimizes face detection method by adding a pre-processing step for skin color detection, edge detection and face estimation. The candidates are then passed to traditional classifier using HOG and SVM. Although this method can achieve 120fps for full HD images, its true positive rate is only 64.0%. Gao et al., 2016 [8] proposed a semi-automated method which combines multiple features (Self-Similarity of Gradients (GSS), HOG, Raw pixel) and multiple classifiers (AdaBoost, Linear ELM). The evaluation showed that the proposed method obtains an improved performance up to 94.61% accuracy of smile detection. An et al., 2015 [1] proposed a smile detector by using ELM. The proposed ELM classifier was trained with different feature descriptors such as LBP, Local Phase Quantization (LPQ), HOG and compared with other benchmark classifiers such as Linear Discriminant Analysis (LDA), SVM. The evaluation on GENKI-4K dataset [24] showed that the ELM-based smile detector takes 90 ms for prediction time compared to 70 ms and 3600 ms of LDA and SVM classifiers respectively.
CNN-based methods
CNN-based methods use Convolutional Neural Networks (CNNs) to automatically learn high level features of images and classify them as smile or non-smile. Zhang et al., 2015 [26] used signal recognition and verification as supervision to learn expression features for smile detection. The results showed that their method is better in reducing 21% of the error rate in GENKI-4K dataset. A deep convolutional network called Smile-CNN [2] was released for smile detection with the accuracy of 92.4% and 91.8% for SVM and AdaBoost classifiers, respectively.
Zhang et al., 2018 [25] proposed acceleration methods using heatmap (for global face and facial parts) for a cascaded CNN model to speed up inference time. This method achieves 0.499s per face detected using a GeForce GTX TITAN Black. In another work, Nguyen et al., 2018 [16] introduced the use of Faster R-CNN to speed up inference time of smile detection process. Although the method gains up to 50% faster inference performance than the original Faster R-CNN with the acceptable accuracy of 84.5%, it has not yet reached the real time performance of smile detection.
Dinh et al., 2017 [6] proposed a lightweight CNN architecture named BKNet to detect smile. The evaluation showed that the proposed CNN architecture gains high smile detection accuracy (95.08%) compared to state of the art methods. Redmon and Farhadi, 2017 [17] introduced a high-speed real-time object detection method named YOLO. The method takes the entire image in a single instance and predicts the bounding box coordinates and class probabilities for these boxes. The biggest advantage of YOLO is its super speed which can process up to 25 frames per second. YOLO is currently the most state-of-art approach for real-time object detection.
METHODOLOGY
BKNet
Dinh et al., 2017 [6] proposed a deep CNN architecture based on VGG network [20] named BKNet (see Fig. 1 ). BKNet is constructed from four stacked convolutional blocks. The first three blocks consist of two convolutional layers with the number of filters being 32, 64 and 128, respectively. The last convolutional block includes three convolutional layers instead of two like previous blocks. BKNet has the window size of 3×3 and is followed by a ReLU (Rectified Linear Unit) activation function for each convolutional layer. Each convolutional block is followed by a max pooling layer with size of 2×2. At the end of network, 2 fully connected layers with 256 neurons are used and followed by a ReLU activation function. The output will be passed through the last fully connected layer including 2 neurons with softmax activation function. By using a half number of convolutional layers and less blocks than original VGG architecture [20] , BKNet becomes a lightweight and powerful network structure for smile detection. Besides, batch normalization layer is added to each convolutional layer and fully connected layer to normalize the data. This allows using higher learning rate and minimizing the effects from large errors during the training process.
RetinaNet
Lin et al., 2018 [14] proposed a convolutional neural network namely RetinaNet for high speed object detection. [14] presenting position of a potential object. These anchors are resized according to the scale of the FPN levels and can be duplicated on all the possible positions in the feature maps. Due to this, FPN is used for detecting objects at different scales.
Classification Subnet. Each FPN level is fed into two sub-networks in order to fully exploit every FPN level that holds a different kind of information. The first sub-network is classification subnet, it predicts the probability of object existing on each spatial position for each anchor and object classes. The sub-network is simple Fully Convolutional Network (FCN) followed to each FPN level and takes the feature map from a pyramid level as input.
Box Regression Subnet. In order to regress the offset for each anchor with the groundtruth object, each pyramid level is attached with another small FCN if an object exists. The architecture of the box regression subnet is similar to classification subnet except that it finishes with 4 linear outputs per spatial location. By analyzing the architecture of RetinaNet, we realize that its current backbone network (FPN) is built on top of ResNet architecture [9] , which is a very complex CNN with many convolution modules and each module has many convolutional layers. From this, the idea behind our method is to find a simple network to replace ResNet for improving time performance of RetinaNet while still keeping a good accuracy of real-time smile detection. By doing the research study, we select the two networks (BKNet and VGG) to perform this idea. We chose VGG [20] since it is the state-of-the-art detection and classification method in terms of accuracy and BKNet since it is proved by the authors [6] to be a powerful and lightweight network structure for smile extraction and classification. By the experiments in the next section, we will show that BKNet should be the best choice to implement our idea. [21] . This dataset contains facial images captured in various real life conditions, contexts, and backgrounds. All the images are manually labeled into 2 classes: smile and non-smile. There are in total 4,000 images in the dataset in which 2,162 images are labeled as smile and 1,838 images are labeled as non-smile. Since this dataset is gathered from various real life scenarios, there exist several unclear images which are very difficult to identify smile. Due to this, we pre-process the dataset by manually eliminating the unclear images. After the removal, we have in total of 3,699 images in which 2,008 images are labeled as smile and 1,691 images are labeled as none-smile.
Our proposed method
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UCF Selfie [13] . This dataset includes 46,836 selfie images classified in 36 different attributes such as facial gestures (smiling, frowning, mouth open), face shapes (oval, round, heart) and lighting conditions (harsh, dim). There are in total 12,207 smile and 34,629 nonsmile images. Similarly to GENKI-4K dataset, we have to manually eliminate images having the confusion between smile and non-smile. After elimination process, we select 5,034 smile images and the same amount of non-smile images for training our model with a balanced dataset.
Human face annotation. As mentioned above, RetinaNet uses several anchors moving around the FPN feature maps. To feed FPN, coordinates of the anchors presenting position of potential objects need to be provided. For this, we pre-process data by creating human face annotations to the experimental images. There are many methods to generate these annotations. In this work, we apply the Haar-cascade based method for face detection proposed in [22] . In this method, the image features are extracted from input by using different rectangles. The AdaBoost classifier is then used to select only those features known to highest accuracy in face classifier.
Experimental setup
Hardware and software configuration. We perform our experiments on a HP Server with 6-core 2.40GHz Xeon E5-2620 v3 processor, 32GB RAM. In order to measure detection and inference time of our models, we conduct it on a mid-range hardware configuration, the NVIDIA GTX Titan Blacks (a graphics card with performance equivalent to GTX 1060, each has 2880 CUDA cores running at 889MHz and 6GB RAM at 7GHz). The experiment is performed with TensorFlow and Python 2.7 running on Debian 9.
Model configuration. With RetinaNet, we fine-tune the backbone network (FPN) on top of three networks: VGG16, ResNet50 and BKNet. For its classification subnet, we apply four 3×3 convolutional layers followed by ReLU activation function. Then, we apply sigmoid activation function to the outputs and focal loss is used as the loss function. For the bounding box regression subnet, smooth l1 with sigma=3 is taken as the loss function.
Training and inference. In the training process, we do not use pre-trained weights of the backbone network, we evaluate accuracy and inference time of all models by training them from scratch. To train the models, we assume that the prior probability of all anchor boxes and the bias of convolutional layers of classification subnet is 0.01. The weight decay is 0.0001 and the initial learning rate is 10 −5 with Adam optimizer for 10k iterations in 50 epochs. The inference step involves forwarding an image through the network. We decode box predictions from 1k top scoring predictions per FPN level with a thresholding detector equal to 0.05. The highest predictions from all FPN levels are merged with a threshold of 0.5 to yield the final detections.
Accuracy measurement. We define accuracy to measure the correctness of the classification process as follows accuracy = number of correctly detected images total number of images .
In our experiment, we consider a "correctly detected image" based only on the groundtruth label (smile or not smile) because we found out that the network generally performs correct face boundary detection.
Inference time measurement. Our models' inference time measurement is started after the model is fully loaded. Test image is then fed into the network as input. We stop the timing measurement after the network produces a probability output for smile/non-smile classification. We use time() method from time module in Python standard library to perform this timing measurement. This function provides timing precision upto 1 microsecond on Linux platforms. Table 1 shows the accuracy and inference time of our studied smile detection methods with test data after training the models in 50 epochs on both GENKI-4K and UCF Selfie datasets with a mid-range hardware configuration (GTX TITAN Black). Bold values indicate our proposed method in this paper. We chose to experiment our methods on a mid-range device since this affect a larger proportion of users than high-end GPUs.
Results and discussions
It can be seen from the It is noticable that although YOLO obtains fastest performance on both datasets (31ms on GENKI-4K and 35ms on UCF Selfie), it has lower accuracy than our method of RetinaNet and BKNet (93.17% vs. 94.04% on GENKI-4K and 94.23% vs. 95.19% on UCF Selfie). This highlights the advantage of our proposed method as a high quality real-time smile detector with better accuracy than YOLO on both tested datasets. Fig. 4 shows some qualitative results of our proposed method on GENKI-4K dataset (the first two rows) and UCF Selfie dataset (the last two rows). The rectangle describes the detected region on each image with the corresponding score. From this figure, our method is able to detect smile or non-smile accurately from images of various facial shapes (oval, round, heart) with different lighting conditions (harsh, dim).
CONCLUSION AND PERSPECTIVES
In this paper, we studied several combinations of convolutional neural networks (VGG16, MobileNets, BKNet) as feature extractors with the high-speed object detection framework (RetinaNet) for real-time smile detection of facial images. The experiments on the two datasets (GENKI-4K, UCF Selfie) with a mid-range hardware device (GTX TITAN Black) show that our proposed method of RetinaNet with BKNet helps in enhancing both accuracy and inference time of the original RetinaNet to reach real-time performance of smile detection. Compared with the state-of-the-art object detection framework (YOLO), our method has lower inference time, but better accuracy of smile detection.
Several research directions can be taken into account to continue this work. Firstly, more data can be used to train the model for gaining better detection accuracy. Secondly, the number of blocks and layers of the networks (RetinaNet and BKNet) can be further finetuned to get better accuracy yet faster performance. Last but not least, more experiments could be performed on more devices to examine the scalability of our method.
