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Abstract: We study the Cauchy problem for a system of cubic nonlinear Klein-Gordon equations
in one space dimension. Under a suitable structural condition on the nonlinearity, we will show that
the solution exists globally and decays of the order O(t−1/2) in L∞ as t tends to infinity without
the condition of a compact support on the Cauchy data which was assumed in the previous works.
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1 Introduction
In the present paper, we consider the Cauchy problem for a system of nonlinear Klein-Gordon
equations in one space dimension:
(✷+ 1)u = F (u), (t, x) ∈ R× R (1.1)
with initial conditions
u(0, x) = f(x), ∂tu(0, x) = g(x), x ∈ R, (1.2)
where ✷ = ∂2t − ∂2x, u = (uj)1≤j≤N is an RN -valued unknown function of (t, x) ∈ R× R and
f = (fj)1≤j≤N , g = (gj)1≤j≤N are R
N -valued. The nonlinear term F (u) = (Fj(u))1≤j≤N is
assumed to be a cubic homogeneous polynomial of u, i.e., we may put
Fj(u) =
N∑
k,l,m=1
Cj,k,l,mukulum (1.3)
with some real constants Cj,k,l,m. Also we assume that the data f and g are sufficiently small
throughout this paper. The aim of this paper is to introduce a structural condition on the
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nonlinearity under which the solution of (1.1)–(1.2) exists globally and decays like O(t−1/2)
in L∞ as t→ +∞ without the restriction of a compact support on the Cauchy data which
was assumed in the previous works [16], [9].
From the perturbative viewpoint, cubic nonlinear Klein-Gordon systems are of special
interest in one space dimensions because large-time behavior of the solution is actually
affected by the structure of the nonlinearities. So we have to put some restrictions on the
nonlinearities to obtain global existence and sharp time-decays for the solutions.
Let us recall some previous results briefly. In order to introduce numerous results, we let
the cubic nonlinear term F in (1.1) also include first-order derivatives as well as u, i.e., we
replace F (u) by F (u, ∂tu, ∂xu) throughout this section. First we restrict our attention to the
problem (1.1) with sufficiently smooth, compactly-supported data; f, g ∈ C∞0 (R). Then we
can find lots of works to the Cauchy problem (1.1)–(1.2) which discuss global existence and
large-time behavior of the solution. In the scalar case (N = 1), some classes of the cubic
terms were found by Moriyama [12] and Katayama [8] for which the Cauchy problem admits
the unique global solution with a free profile. Delort [1] extended their results and found a
sufficient condition that the small data global existence holds for (1.1)–(1.2) when N = 1. A
pointwise asymptotic profile of the solution is also provided in [1]. In the most common case;
F = u3, we can conclude from [1] that the global small solution to (✷+1)u = u3 decays like
a free solution, i.e. of the order O(t−1/2) in L∞, while it does not behave like a free solution.
Sunagawa [16] partially extended this result to the corresponding two-component system{
(✷+ 1)u1 = (u
2
1 + u
2
2)u1,
(✷+ 1)u2 = (u
2
1 + u
2
2)u2.
(1.4)
It should be noted that viewing U = u1+ iu2, i =
√−1, this system can be rewritten as the
complex-valued single equation
(✷+ 1)U = |U |2U. (1.5)
According to [16], the small data global existence holds for (1.5) and the solution decays
like O(t−1/2) in L∞, however, only a kind of a prediction is given there for the asymptotic
profile of the solution since the approach [1] does not work well in the system case as pointed
out in [16]. As far as the author knows, it is still the open problem to find the pointwise
asymptotics of the solution for (1.5), even in the case that the Cauchy data are sufficiently
small, smooth and compactly-supported. In [17], the nonlinear dissipative term F = −(∂tu)3
was investigated in detail and the asymptotic profile of the solution was given from which
the sharp decay rate O(t−1/2(log t)−1/2) in L∞ follows immediately. Recently, this result has
been extended by [9] to the complex-valued case, i.e., (✷+ 1)U = −|∂tU |2∂tU . Moreover, a
structural condition on the nonlinearity is given in [9] under which the solution for (1.1) exists
globally and decays rapidly of the order O(t−1/2(log t)−1/2) in L∞. However, the situation
is the same as in the case of (1.5), that is, the previous approach [17] does not work well in
the system case if we try to find an asymptotic profile of the solution. We refer the readers
to [2, 10, 11, 15] and the references cited therein for more related results concerning global
existence and large-time behavior of small amplitude solutions to the Cauchy problem (1.1)
for sufficiently smooth, compactly-supported data.
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Now we turn our attention to the problem (1.1)–(1.2) with the condition that the data
are not compactly-supported. In this case, there are not so many papers which treat the
problem with cubic nonlinearities in one space dimension, because the methods used in the
papers mentioned above (e.g. change of variables using the hyperbolic coordinates) are not
applicable in general. In the scalar case, Hayashi [3] proved the global existence of the small
solution for (1.1)–(1.2) and found some asymptotic profiles of the solution when F = u3,
if the data are in suitable weighted Sobolev spaces. However, the pointwise asymptotic
behavior of the solution is still not found in [3]. The main tool of [3] is a decomposition
of the free Klein-Gordon evolution group, which was used also in [4] to treat a final state
problem for (1.1) when N = 1 (see also [5, 6, 7] for further developments of this method). In
the system case, when the linear part of (1.1) is replaced by ✷+m2j , a structural condition
of the nonlinearities Fj and the masses mj for small data global existence with a free profile
was studied by Sunagawa [13], under the conditions that the data are in suitable Sobolev
spaces. However the results in [13] does not cover the resonant cases, for example (1.4).
It should be also remarked that when N ≥ 2, normally we cannot expect even the decay
rate of a free solution for a certain global solution; for instance, the following system{
(✷+ 1)u1 = 0,
(✷+ 1)u2 = u
3
1
admits a global solution, but according to [15] (see also [14] for more examples including
2-dimensional cases as well), the second component u2 decays no faster than O(t
−1/2 log t)
in L∞, even if the data are sufficiently small, smooth and compactly-supported.
The present paper extends the result in [3] to the complex-valued case (1.5). However,
as in the case of compactly-supported data, the method in [3] does not work well if we try
to investigate the asymptotic behavior of the solution when N ≥ 2. This paper also can be
seen as an extension of the papers [9], [16] since the compactness of the Cauchy data has
been removed. We give a structural condition on the nonlinearities under which the small
data solution exists globally for (1.1)–(1.2) and decays like a free solution, if the data are in
suitable weighted Sobolev spaces. As an application, we will see that the global complex-
valued solution to (1.5) decays like O(t−1/2) in L∞, if the data are small enough and belong
to suitable weighted Sobolev spaces.
2 Main Results
In order to state the main results, we introduce some notations here. We denote the usual
Lebesgue space by Lp(R) with the norm ‖φ‖Lp =
(∫
R
|φ(x)|p dx)1/p if p ∈ [1,∞) and ‖φ‖L∞ =
supx∈R |φ(x)| if p =∞. The weighted Sobolev space is defined by
Hs,qp (R) =
{
φ = (φ1, . . . , φN) ∈ Lp(R) : ‖φ‖Hs,qp =
N∑
j=1
‖φj‖Hs,qp <∞
}
with the norm
‖φj‖Hs,qp = ‖〈x〉
q 〈i∂x〉s φj‖Lp
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for s, q ∈ R and p ∈ [1,∞], where 〈·〉 = √1 + · 2. For simplicity, we write Hs,q = Hs,q2 ,
Hsp = H
s,0
p and the usual Sobolev space H
s = Hs2 . We define the Fourier transform φ̂(ξ) of
a function φ(x) by
(Fφ)(ξ) = φ̂(ξ) = 1√
2π
∫
R
e−ixξφ(x) dx.
Then the inverse Fourier transform is given by
(F−1φ)(x) = 1√
2π
∫
R
eixξφ(ξ) dξ.
We introduce a new function F˜ = (F˜j)1≤j≤N : C
N → CN defined by
F˜j(Y ) =
N∑
k,l,m=1
Cj,k,l,m
(
YkYlYm + YkYlYm + YkYlYm
)
(2.1)
for Y = (Yn)1≤n≤N ∈ CN with the constants Cj,k,l,m given in (1.3). Also we denote by Y · Z
the standard scalar product in CN for Y, Z ∈ CN and write |Y | = √Y · Y as usual.
Now we state the main results.
Theorem 2.1. Let f ∈ H4,1, g ∈ H3,1 and ‖f‖H4,1 + ‖g‖H3,1 = ε. Assume there exists an
N ×N positive Hermitian matrix A such that
Im
(
AY · F˜ (Y )) = 0 (2.2)
for all Y ∈ CN . Then there exists ε0 > 0 such that for all ε ∈ (0, ε0), the Cauchy problem
(1.1)–(1.2) admits a unique global solution
u(t) ∈ C0([0,∞);H4,1) ∩ C1([0,∞);H3,1)
satisfying the time-decay estimate
‖u(t)‖H1
∞
≤ Cε(1 + t)−1/2 (2.3)
for all t ≥ 0 with some positive constant C which does not depend on ε.
Here we introduce a typical example of the nonlinearity satisfying the condition (2.2).
Example 2.1. We consider the following nonlinear Klein-Gordon system{
(✷+ 1)u1 = F1(u) = (̺1u
2
1 + ̺2u
2
2)u1,
(✷+ 1)u2 = F2(u) = (̺3u
2
1 + ̺4u
2
2)u2
(2.4)
with ̺1, . . . , ̺4 ∈ R, ̺2̺3 > 0 and sufficiently small data size ‖u(0)‖H4,1 + ‖∂tu(0)‖H3,1 = ε.
For this system, we have
F˜ (Y ) =
(
F˜1(Y )
F˜2(Y )
)
=
(
3̺1|Y1|2Y1 + 2̺2|Y2|2Y1 + ̺2Y 22 Y1
3̺4|Y2|2Y2 + 2̺3|Y1|2Y2 + ̺3Y 21 Y2
)
4
so that
Im
(
AY · F˜ (Y )) = Im(̺3|̺2|Y 21 Y22 + ̺2|̺3|Y 22 Y12) = 0
with A = diag (|̺3|, |̺2|). Therefore we can apply Theorem 2.1 to see that there exists a
global small solution u(t) ∈ C0([0,∞);H4,1) ∩ C1([0,∞);H3,1) to (2.4) and it satisfies the
time-decay estimate (2.3).
Remark 2.1. Note that if ̺1, . . . , ̺4 = 1 then the system (2.4) is reduced to (1.5) for the
complex-valued unknown function U via the relation U = u1 + iu2.
Now we perform a reduction of the problem along the idea of [3] (see also [4]–[7]). We
define a new dependent variable and initial data
v =
1
2
(
u+ i 〈i∂x〉−1 ∂tu
)
, v◦ =
1
2
(
f + i 〈i∂x〉−1 g
)
where v = (vj)1≤j≤N and v
◦ = (v◦j )1≤j≤N . Since u consists of real-valued functions, the
system (1.1)–(1.2) can be written as{ Lv = G(v), (t, x) ∈ R× R,
v(0, x) = v◦(x), x ∈ R, (2.5)
where L = ∂t + i 〈i∂x〉 and the nonlinear term
G(v) = (Gj(v))1≤j≤N = 4i 〈i∂x〉−1 F (Re v) = i
2
〈i∂x〉−1 F (v + v)
with the notations Re v = (Re vn)1≤n≤N and v = (vn)1≤n≤N . Then it suffices to prove the
following theorem.
Theorem 2.2. Let v◦ ∈ H4,1 and ‖v◦‖H4,1 = ε. Assume there exists an N × N positive
Hermitian matrix A such that the condition (2.2) holds for all Y ∈ CN . Then there exists
ε0 > 0 such that for all ε ∈ (0, ε0), the initial value problem (2.5) admits a unique global
solution
v(t) ∈ C0([0,∞);H4,1)
satisfying the time-decay estimate
‖v(t)‖H1
∞
≤ Cε(1 + t)−1/2 (2.6)
for all t ≥ 0 with some positive constant C which does not depend on ε.
We note that the solution u for (1.1)–(1.2) is represented by u = 2Re v, so Theorem 2.1
follows immediately from Theorem 2.2.
The rest of this paper is organized as follows. In Section 3, we introduce some new
operators to handle the problem (2.5) and using them we perform a decomposition of the
free Klein-Gordon evolution group. Section 4 is devoted to obtain some lemmas involved
in the proof of the main result. After that, we prove Theorem 2.2 in Section 5 from which
Theorem 2.1 follows immediately. In what follows, all non-negative constants will be denoted
by C which may vary from line to line unless otherwise specified.
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3 Preliminaries
In this section, we carry out the decomposition of the free Klein-Gordon evolution group
e−it〈i∂x〉 = F−1e−it〈ξ〉F into the main and remainder parts along the lines of [3], [5] and [6].
First we denote the dilation operator Dω by
Dωφ = |ω|−1/2φ(xω−1)
so that (Dω)−1 = Dω−1. And we define the multiplication factor
M(t) = e−it〈ix〉θ(x)
where θ(x) = 1 if |x| < 1 and θ(x) = 0 if |x| ≥ 1. We also define the operator B by
Bφ = e−pii/4 〈ix〉−3/2 θ(x)φ (x 〈ix〉−1)
and then the inverse operator B−1 acts on the function φ(x) defined on (−1, 1) as
B−1φ = epii/4 〈ξ〉−3/2 φ (ξ 〈ξ〉−1)
for all ξ ∈ R. Now we introduce the operators V and W as follows:
V(t) = B−1M(t)D−1t F−1e−it〈ξ〉,
W(t) = (1− θ)D−1t F−1e−it〈ξ〉.
Noting that
DtM(t)BV(t) = DtM(t)BB−1M(t)D−1t F−1e−it〈ξ〉 = θ(x/t)F−1e−it〈ξ〉,
DtW(t) = Dt(1− θ)D−1t F−1e−it〈ξ〉 = (1− θ(x/t))F−1e−it〈ξ〉,
we obtain the representation for the free Klein-Gordon evolution group:
e−it〈i∂x〉F−1 := F−1e−it〈ξ〉 = DtM(t)BV(t) +DtW(t)
= DtM(t)B +DtM(t)B(V(t)− 1) +DtW(t). (3.1)
As we shall see in Section 5, the second and the third term of (3.1) can be regarded as
remainder parts, while the first term of (3.1) plays a role as a main term. Now we let
V−1(t) = eit〈ξ〉FDtM(t)B,
W−1(t) = eit〈ξ〉FDt(1− θ)
so that we get
V−1(t)B−1M(t)D−1t = eit〈ξ〉FDtM(t)BB−1M(t)D−1t = eit〈ξ〉Fθ(x/t),
W−1(t)D−1t = eit〈ξ〉FDt(1− θ)D−1t = eit〈ξ〉F(1− θ(x/t)).
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Then similarly we have the following representation:
Feit〈i∂x〉 := eit〈ξ〉F = V−1(t)B−1M(t)D−1t +W−1(t)D−1t
= B−1M(t)D−1t + (V−1(t)− 1)B−1M(t)D−1t +W−1(t)D−1t .
Now we define the operator J by
J = 〈i∂x〉 e−it〈i∂x〉xeit〈i∂x〉 = F−1 〈ξ〉 e−it〈ξ〉i∂ξeit〈ξ〉F = 〈i∂x〉 x+ it∂x.
The operator J was frequently used in the previous works [3, 5, 6, 7] to deal with the
nonlinear Klein-Gordon equations. Since J is not a purely differential operator, it is not
that easy to calculate the action of J on the nonlinearity in (2.5). So instead we employ the
operator
P = t∂x + x∂t
which is closely related to J via the identities
J = iP − ixL − 〈i∂x〉−1 ∂x, P = Lx− iJ .
We close this section by introducing some commutation relations which can be easily shown
through direct calculations:
[x, 〈i∂x〉β] = β 〈i∂x〉β−2 ∂x, [L,J ] = 0,
[L,P] = −i 〈i∂x〉−1 ∂xL, [P, 〈i∂x〉β] = β 〈i∂x〉β−2 ∂x∂t
valid for any real number β.
4 Lemmas
In this section, we introduce several lemmas which will be used in the proof of the main
result. In what follows, we will derive large time asymptotics for the free Klein-Gordon
evolution group.
Lemma 4.1. The estimates
‖V(t)φ‖H1,1−η ≤ C ‖φ‖H1,4 ,∥∥∥〈ξ〉3/2 (V(t)− 1)φ∥∥∥
L∞
≤ Ct−1/4 ‖φ‖H1,3 ,
‖W(t)φ‖Lr ≤ Ct−1/2 ‖φ‖H1,3
and ∥∥(V−1(t)− 1)φ∥∥
L∞
≤ Ct−1/4 ‖φ‖
H1,
3
4
+η
hold for t ≥ 1, r ∈ [2,∞] and η ∈ (0, 1) provided that the right hand sides are finite.
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We omit the proof of this lemma because it is exactly the same as that of the previous
works ([3], [6], etc.). Next, we introduce a time-decay estimate in terms of the operator J
whose proof can be found in [3] or [5] (see also [6]).
Lemma 4.2. The estimate
‖φ‖L∞ ≤ C 〈t〉−1/2 ‖φ‖1/2H3/2
(
‖φ‖1/2
H3/2
+ ‖J φ‖1/2
H1/2
)
is valid for all t ≥ 0, provided that the right-hand side is finite.
In the next lemma we obtain large-time asymptotics for the nonlinear term G in the
equation (2.5).
Lemma 4.3. Let φ = (φj)1≤j≤N ∈ H4,1. Then we have the following expression
Feit〈i∂x〉 〈i∂x〉 Gj
(
e−it〈i∂x〉φ
)
= it−1eit〈ξ〉
N∑
k,l,m=1
8∑
ν=1
µνCj,k,l,mDωνe−itων〈ξ〉 〈ξ〉3
∏
λ=k,l,m
(
φ̂λ
1−αλν
φ̂λ
αλν
)
+Rj(t),
where the real constants Cj,k,l,m are given in (1.3) and the remainder Rj satisfies the estimate
‖Rj(t)‖L∞ ≤ Ct−5/4 ‖φ‖3H4,1 (4.1)
for t ≥ 1, j = 1, . . . , N , Here µν, αλν , ων are determined by
(αk1 , αl1, αm1) = (1, 1, 1), ω1 = +3, µ1 = −i/2,
(αk2 , αl2, αm2) = (1, 1, 0), ω2 = +1, µ2 = +1/2,
(αk3 , αl3, αm3) = (1, 0, 1), ω3 = +1, µ3 = +1/2,
(αk4 , αl4, αm4) = (1, 0, 0), ω4 = −1, µ4 = +i/2,
(αk5 , αl5, αm5) = (0, 1, 1), ω5 = +1, µ5 = +1/2,
(αk6 , αl6, αm6) = (0, 1, 0), ω6 = −1, µ6 = +i/2,
(αk7 , αl7, αm7) = (0, 0, 1), ω7 = −1, µ7 = +i/2,
(αk8 , αl8, αm8) = (0, 0, 0), ω8 = −3, µ8 = −1/2,
for any k, l,m ∈ {1, . . . , N}.
Proof. First we prove the following representation for t ≥ 1
Feit〈i∂x〉 (vk(t)1−αkvk(t)αkvl(t)1−αlvl(t)αlvm(t)1−αmvm(t)αm)
= −e−pi2 i(αk+αl+αm)t−1eit〈ξ〉Dωe−itω〈ξ〉 〈ξ〉3
∏
λ=k,l,m
(
ϕλ
1−αλϕαλλ
)
+Rklm(t) (4.2)
where ϕλ = ϕλ(t) = Feit〈i∂x〉vλ(t) for each λ = k, l,m and αk, αl, αm ∈ {0, 1}, ω = 2(αk +
αl + αm)− 3 with αk + αl + αm 6= 3/2 and the remainder satisfies
‖Rklm(t)‖L∞ ≤ Ct−5/4 ‖ϕ‖3H1,4
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for all k, l,m ∈ {1, . . . , N}. Here we write ϕ = (ϕ1, . . . , ϕN). We introduce a new operator
Q(t) which is defined by
Q(t) := BV(t) +W(t) =M(t)D−1t F−1e−it〈ξ〉.
With this operator, we can rewrite the representation for the free Klein-Gordon evolution
group as
e−it〈i∂x〉F−1 = F−1e−it〈ξ〉 = DtM(t)Q(t),
Feit〈i∂x〉 = eit〈ξ〉F = Q−1(t)M(t)D−1t ,
where
Q−1(t) = V−1(t)B−1 +W−1(t) = eit〈ξ〉FDtM(t).
Since Dωt = DωDt, D−1ω = Dω−1 and FDω−1 = DωF , we have
Q−1(t)Mω−1 = eit〈ξ〉FDtMω(t) = eit〈ξ〉DωFDωtMω(t) = eit〈ξ〉Dωe−itω〈ξ〉Q−1(ωt) (4.3)
when ω 6= 0. Now we put
vλ(t) = F−1e−it〈ξ〉ϕλ = DtM(t)Q(t)ϕλ
for λ = k, l,m respectively. Then taking ω = 2(αk + αl + αm)− 3, we get
eit〈ξ〉F
∏
λ=k,l,m
(
vλ
1−αλvαλλ
)
= Q−1(t)M(t)D−1t
∏
λ=k,l,m
((
DtM(t)Q(t)ϕλ
)1−αλ (DtM(t)Q(t)ϕλ)αλ)
= Q−1(t)M−1(t)t1/2
∏
λ=k,l,m
(
t−
1−αλ
2 t−
αλ
2 M−(1−αλ)(t)Mαλ(t)
(
Q(t)ϕλ
)1−αλ (Q(t)ϕλ)αλ)
= t−1Q−1(t)M2(αk+αl+αm)−4(t)
∏
λ=k,l,m
((
Q(t)ϕλ
)1−αλ (Q(t)ϕλ)αλ)
= t−1eit〈ξ〉Dωe−itω〈ξ〉Q−1(ωt)
∏
λ=k,l,m
((
Q(t)ϕλ
)1−αλ (Q(t)ϕλ)αλ) (4.4)
where we used (4.3) for the last equality. Since Q(t) = BV(t) for |x| ≤ 1 and Q(t) = W(t)
for |x| ≥ 1, we have∏
λ=k,l,m
((
Q(t)ϕλ
)1−αλ (Q(t)ϕλ)αλ)
=
∏
λ=k,l,m
((
BV(t)ϕλ
)1−αλ (BV(t)ϕλ)αλ)+ ∏
λ=k,l,m
((
W(t)ϕλ
)1−αλ (W(t)ϕλ)αλ)
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for all x ∈ R. In the same manner we obtain
Q−1(ωt)
∏
λ=k,l,m
((
Q(t)ϕλ
)1−αλ (Q(t)ϕλ)αλ)
= V−1(ωt)B−1
∏
λ=k,l,m
((
BV(t)ϕλ
)1−αλ (BV(t)ϕλ)αλ)
+W−1(ωt)
∏
λ=k,l,m
((
W(t)ϕλ
)1−αλ (W(t)ϕλ)αλ) . (4.5)
Plugging (4.5) into (4.4) and applying the following identity (which follows immediately from
the definitions of the operators B and B−1)
B−1
∏
λ=k,l,m
((Bχλ)1−αλ(Bχλ)αλ) = −e−pii2 (αk+αl+αm) 〈ξ〉3 ∏
λ=k,l,m
((
χλ(ξ)
)1−αλ(χλ(ξ))αλ) ,
we obtain
eit〈ξ〉F
∏
λ=k,l,m
(
vλ
1−αλvαλλ
)
= −e−pii2 (αk+αl+αm)t−1eit〈ξ〉Dωe−itω〈ξ〉V−1(ωt) 〈ξ〉3
∏
λ=k,l,m
((
V(t)ϕλ
)1−αλ (V(t)ϕλ)αλ)
+ t−1eit〈ξ〉Dωe−itω〈ξ〉W−1(ωt)
∏
λ=k,l,m
((
W(t)ϕλ
)1−αλ (W(t)ϕλ)αλ)
= −e−pii2 (αk+αl+αm)t−1eit〈ξ〉Dωe−itω〈ξ〉 〈ξ〉3
∏
λ=k,l,m
(
ϕλ
1−αλϕαλλ
)
+Rklm(t), (4.6)
where the remainder Rklm = R
I
klm +R
II
klm is given by
RIklm = −e−
pii
2
(αk+αl+αm)t−1eit〈ξ〉Dωe−itω〈ξ〉
×
[
V−1(ωt) 〈ξ〉3
∏
λ=k,l,m
((
V(t)ϕλ
)1−αλ (V(t)ϕλ)αλ)− 〈ξ〉3 ∏
λ=k,l,m
(
ϕλ
1−αλϕαλλ
) ]
,
RIIklm = t
−1eit〈ξ〉Dωe−itω〈ξ〉W−1(ωt)
∏
λ=k,l,m
((
W(t)ϕλ
)1−αλ (W(t)ϕλ)αλ) .
Now we estimate Rklm. By Lemma 4.1 and the standard Sobolev embedding, we evaluate∥∥∥∥∥(V−1(ωt)− 1) 〈ξ〉3 ∏
λ=k,l,m
((
V(t)ϕλ
)1−αλ (V(t)ϕλ)αλ)
∥∥∥∥∥
L∞
≤ Ct−1/4
∥∥∥∥∥〈ξ〉 154 +η ∏
λ=k,l,m
((
V(t)ϕλ
)1−αλ (V(t)ϕλ)αλ)
∥∥∥∥∥
H1
10
≤ Ct−1/4
∥∥∥〈ξ〉 118 +η V(t)ϕ∥∥∥2
L∞
‖V(t)ϕ‖H1,1−η
≤ Ct−1/4
∥∥∥〈ξ〉3/2 V(t)ϕ∥∥∥2
L∞
‖ϕ‖H1,4
≤ Ct−1/4
(∥∥∥〈ξ〉3/2 (V(t)− 1)ϕ∥∥∥2
L∞
+
∥∥∥〈ξ〉3/2 ϕ∥∥∥2
L∞
)
‖ϕ‖H1,4
≤ Ct−1/4 (t−1/2 ‖ϕ‖2H1,3 + ‖ϕ‖2H1,3/2) ‖ϕ‖H1,4
≤ Ct−1/4 ‖ϕ‖2H1,3 ‖ϕ‖H1,4
with 0 < η < 1/8. Also in view of the relation
χ1χ2χ3 − χ˜1χ˜2χ˜3 = 1
3
(χ1 − χ˜1) ((χ2 − χ˜2)(χ3 − χ˜3) + χ2χ˜3 + 2χ3χ˜2)
+
1
3
(χ2 − χ˜2) ((χ3 − χ˜3)(χ1 − χ˜1) + χ3χ˜1 + 2χ1χ˜3)
+
1
3
(χ3 − χ˜3) ((χ1 − χ˜1)(χ2 − χ˜2) + χ1χ˜2 + 2χ2χ˜1)
and by Lemma 4.1, we have∥∥∥∥∥〈ξ〉3
( ∏
λ=k,l,m
((
V(t)ϕλ
)1−αλ (V(t)ϕλ)αλ)− ∏
λ=k,l,m
(
ϕλ
1−αλϕαλλ
))∥∥∥∥∥
L∞
≤ C
(∥∥∥〈ξ〉3/2 (V(t)− 1)ϕ∥∥∥2
L∞
+
∥∥〈ξ〉2+η ϕ∥∥
L∞
∥∥〈ξ〉1−η Vϕ∥∥
L∞
)∥∥(V(t)− 1)ϕ∥∥
L∞
≤ C (t−1/2 ‖ϕ‖2H1,3 + ‖ϕ‖H1,2+η ‖Vϕ‖H1,1−η) t−1/4 ‖ϕ‖H1,3
≤ Ct−1/4 ‖ϕ‖2H1,3 ‖ϕ‖H1,4
with 0 < η < 1. Since FDωt = FDωDt = Dω−1Dt−1F , from the definition of W−1 and the
third estimate of Lemma 4.1, we get∥∥∥∥∥W−1(ωt) ∏
λ=k,l,m
((
W(t)ϕλ
)1−αλ (W(t)ϕλ)αλ)
∥∥∥∥∥
L∞
≤
∥∥∥∥∥eiωt〈ξ〉FDωt ∏
λ=k,l,m
((
W(t)ϕλ
)1−αλ (W(t)ϕλ)αλ)
∥∥∥∥∥
L∞
≤ Ct1/2
∥∥∥∥∥F ∏
λ=k,l,m
((
W(t)ϕλ
)1−αλ (W(t)ϕλ)αλ)
∥∥∥∥∥
L∞
≤ Ct1/2
∥∥∥∥∥ ∏
λ=k,l,m
((
W(t)ϕλ
)1−αλ (W(t)ϕλ)αλ)
∥∥∥∥∥
L1
≤ Ct1/2 ‖W(t)ϕ‖3L3 ≤ Ct−1 ‖ϕ‖3H1,3 .
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Combining all together, we find
‖Rklm(t)‖L∞ ≤ Ct−1
∥∥∥∥∥(V−1(ωt)− 1) 〈ξ〉3 ∏
λ=k,l,m
((
V(t)ϕλ
)1−αλ (V(t)ϕλ)αλ)
∥∥∥∥∥
L∞
+ Ct−1
∥∥∥∥∥〈ξ〉3
( ∏
λ=k,l,m
((
V(t)ϕλ
)1−αλ (V(t)ϕλ)αλ)− ∏
λ=k,l,m
(
ϕλ
1−αλϕαλλ
))∥∥∥∥∥
L∞
+ Ct−1
∥∥∥∥∥W−1(ωt) ∏
λ=k,l,m
((
W(t)ϕλ
)1−αλ (W(t)ϕλ)αλ)
∥∥∥∥∥
L∞
≤ Ct−5/4 ‖ϕ‖3H1,4 . (4.7)
Therefore by (4.6) and (4.7), we arrive at the expression (4.2). Now we take vj = e
−it〈i∂x〉φj
in (4.2) so that ϕj = Fφj. Finally we obtain from (4.2) that
Feit〈i∂x〉 〈i∂x〉 Gj(v) = i
2
Feit〈i∂x〉Fj(v + v)
=
i
2
Feit〈i∂x〉
N∑
k,l,m=1
Cj,k,l,m(vk + vk)(vl + vl)(vm + vm)
= it−1eit〈ξ〉
N∑
k,l,m=1
8∑
ν=1
µνCj,k,l,mDωνe−itων〈ξ〉 〈ξ〉3
∏
λ=k,l,m
(
φ̂λ
1−αλν
φ̂λ
αλν
)
+Rj(t)
with appropriate constants µν given above and the remainder Rj satisfying (4.1). Lemma 4.3
is proved.
Now we will derive a system of ordinary differential equations for the new variable ψ(t)
which is deeply related to our problem. The following lemma plays an essential role in the
proof of Theorem 2.2.
Lemma 4.4. Let us define ψ = ψ(t, ξ) = (ψj(t, ξ))1≤j≤N by ψj = 〈ξ〉κFeit〈i∂x〉vj where
κ ≥ 1. Then ψ satisfies the following system of ordinary differential equations with the
parameter ξ ∈ R
∂tψ(t) =
1
2
it−1 〈ξ〉2−2κ F˜ (ψ(t)) + S(t) +R(t) (4.8)
for t ≥ 1, where F˜ is given in (2.1), the non-resonant term S(t) = ((Sj(t))1≤j≤N is
Sj(t) = it
−1 〈ξ〉κ−1
N∑
k,l,m=1
∑
ν=1,4,6,7,8
Cνj,k,l,me
it〈ξ〉Dωνe−itων〈ξ〉 〈ξ〉3−3κ
∏
λ=k,l,m
(
ψλ
1−αλνψ
αλν
λ
)
with some constants Cνj,k,l,m ∈ C, αλν , ων given in the previous lemma and the remainder
R(t) = (Rj(t))1≤j≤N satisfying
‖Rj(t)‖L∞ ≤ Ct−5/4 ‖ψ‖3H1,4−κ .
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Proof. First we let ψ1 = ψ|κ=1, that is, ψ1j = 〈ξ〉Feit〈i∂x〉vj. We multiply both sides of (2.5)
by F 〈i∂x〉 eit〈i∂x〉 = 〈ξ〉 eit〈ξ〉F . Noting that vj = e−it〈i∂x〉F−1 〈ξ〉−1 ψ1j , we have
∂tψ
1
j = 〈ξ〉 eit〈ξ〉(i 〈ξ〉+ ∂t)Fvj = 〈ξ〉 eit〈ξ〉FLvj = 〈ξ〉 eit〈ξ〉FGj(v)
= Feit〈i∂x〉 〈i∂x〉 Gj(v) = Feit〈i∂x〉 〈i∂x〉 Gj(e−it〈i∂x〉F−1 〈ξ〉−1 ψ1). (4.9)
Applying Lemma 4.3 to the right-hand side of (4.9), we obtain
∂tψ
1
j = it
−1
N∑
k,l,m=1
8∑
ν=1
µνCj,k,l,me
it〈ξ〉Dωνe−itων〈ξ〉
∏
λ=k,l,m
(
(ψ1λ)
1−αλν (ψ1λ)
αλν
)
+R1j (t) (4.10)
with R1j satisfying
∥∥R1j (t)∥∥L∞ ≤ Ct−5/4 ∥∥F−1 〈ξ〉−1 ψ1∥∥3H4,1 . Since ψ = 〈ξ〉κ−1 ψ1, replacing
ψ1j by 〈ξ〉−κ+1 ψj in (4.10), we get
∂tψj = it
−1 〈ξ〉κ−1
N∑
k,l,m=1
8∑
ν=1
µνCj,k,l,me
it〈ξ〉Dωνe−itων〈ξ〉 〈ξ〉3−3κ
∏
λ=k,l,m
(
ψλ
1−αλνψλ
αλν
)
+Rj(t)
(4.11)
where Rj satisfies
‖Rj(t)‖L∞ ≤ Ct−5/4
∥∥F−1 〈ξ〉−κ ψ∥∥3
H4,1
≤ Ct−5/4 ‖ψ‖3H1,4−κ .
Now we separate the right-hand side of (4.11) to resonant terms (i.e. ων = 1) and non-
resonant terms (i.e. ων 6= 1). From Lemma 4.3, we know that ων = 1 if and only if ν = 2, 3
or 5. Consequently with Sj given above, we arrive at
∂tψj = it
−1 〈ξ〉2−2κ
N∑
k,l,m=1
∑
ν=2,3,5
µνCj,k,l,m
∏
λ=k,l,m
(
ψλ
1−αλνψ
αλν
λ
)
+ Sj(t) +Rj(t)
=
1
2
it−1 〈ξ〉2−2κ
N∑
k,l,m=1
Cj,k,l,m
(
ψkψlψm + ψkψlψm + ψkψlψm
)
+ Sj(t) +Rj(t)
for j = 1, . . . , N , which proves Lemma 4.4.
5 Proof of Theorem 2.2
In this section, we prove Theorem 2.2 along the idea of [3]. In [3], they chose a suitable
phase function to remove resonant terms appearing in a certain ODE similar to (4.8), and
then estimated the variable 〈ξ〉Feit〈i∂x〉v properly. However, the method there seems not
applicable directly to our problem since we cannot choose such a suitable phase function
for (4.8) (note that this difficulty prevent us getting some asymptotics for the solution). So
instead, here we use the method in [16] with slight variations to estimate 〈ξ〉Feit〈i∂x〉v (this
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kind of technique was also used in [9], [10], [17], etc.).
We introduce a function space
XT =
{
φ = (φ1, . . . , φN) ∈ C0([0, T ];L2) : ‖φ‖XT <∞
}
where
‖φ‖XT = sup
t∈[0,T ]
(
〈t〉−γ ‖φ(t)‖H4 + 〈t〉−γ ‖J φ(t)‖H2 + 〈t〉−3γ ‖J φ(t)‖H3 + 〈t〉1/2 ‖φ(t)‖H1
∞
)
with 0 < γ ≪ 1 small.
The local existence in the function space XT can be proved by the standard contraction
mapping principle. Here we assume the following local existence theorem:
Theorem 5.1. (Local Existence) Let v◦ ∈ H4,1 and ‖v◦‖H4,1 = ε. Then there exist ε0 > 0
and T > 1 such that for all ε ∈ (0, ε0), the initial value problem (2.5) admits a unique local
solution v ∈ C0([0, T ];H4,1) with the estimate ‖v‖XT <
√
ε.
Let us prove that the existence time T can be extended to infinity. We will show this by
contradiction. We assume there exists a minimal time T > 0 such that ‖v‖XT <
√
ε does
not hold, that is, we have ‖v‖XT ≤
√
ε. In what follows we will prove ‖v‖XT ≤ Cε under
the assumption ‖v‖XT ≤
√
ε, which yields the desired contradiction.
First, we take the operator eit〈i∂x〉 to the both sides of (2.5). Using the identity eit〈i∂x〉L =
∂te
it〈i∂x〉 and integrating both sides with respect to time, we get the following integral equa-
tion
vj(t) = e
−it〈i∂x〉v◦j +
∫ t
0
ei〈i∂x〉(τ−t)Gj(v(τ)) dτ.
Taking the H4 norm, we obtain
‖vj(t)‖H4 ≤
∥∥v◦j∥∥H4 + ∫ t
0
‖Gj(v(τ))‖H4 dτ
≤ Cε+ C
∫ t
0
‖Fj (v(τ) + v(τ))‖H3 dτ
≤ Cε+ C
∫ t
0
‖v(τ)‖2H1
∞
‖v(τ)‖H3 dτ
≤ Cε+ C ‖v‖3XT
∫ t
0
〈τ〉−1+γ dτ ≤ Cε 〈t〉γ , (5.1)
where we used the assumption ‖v‖XT ≤
√
ε. Next, we use the commutation relations
LP = (P − i 〈i∂x〉−1 ∂x)L, [P, 〈i∂x〉−1] = −〈i∂x〉−3 ∂x∂t
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to get
LPvj = PLvj − i 〈i∂x〉−1 ∂xLvj = PGj(v)− i 〈i∂x〉−1 ∂xGj(v)
=
i
2
P 〈i∂x〉−1 Fj(v + v) + 1
2
〈i∂x〉−2 ∂xFj(v + v)
=
i
2
〈i∂x〉−1PFj(v + v)− i
2
〈i∂x〉−3 ∂x∂tFj(v + v) + 1
2
〈i∂x〉−2 ∂xFj(v + v). (5.2)
Since ∂tv = 4i 〈i∂x〉−1 F (Re v)− i 〈i∂x〉 v by (2.5), the second term of (5.2) can be written as
− i
2
〈i∂x〉−3 ∂x∂tFj(v + v)
= − i
2
〈i∂x〉−3 ∂x (∇v+vFj(v + v) · 2Re(∂tv))
= −i 〈i∂x〉−3 ∂x
[
∇v+vFj(v + v) · Re
(
4i 〈i∂x〉−1 F (Re v)− i 〈i∂x〉 v
) ]
(5.3)
where ReZ stands for (ReZn)1≤n≤N for Z ∈ CN . Combining (5.2) and (5.3), we have
LPvj = i
2
〈i∂x〉−1PFj(v + v) + 1
2
〈i∂x〉−2 ∂xFj(v + v)
− i 〈i∂x〉−3 ∂x
[
∇v+vFj(v + v) · Re
(
4i 〈i∂x〉−1 F (Re v)− i 〈i∂x〉 v
) ]
=: (LPvj)I + (LPvj)II + (LPvj)III. (5.4)
Now we estimate LPvj in the H2 norm. By direct calculations, we get∥∥(LPvj)I∥∥H2 ≤ C ‖PFj(v + v)‖H1 ≤ C ‖v‖L∞ ‖v‖H1∞ ‖Pv‖H1 ≤ C ‖v‖2H1∞ ‖Pv‖H2 ,∥∥(LPvj)II∥∥H2 ≤ C ‖Fj(v + v)‖H1 ≤ C ‖v‖2L∞ ‖v‖H1
and∥∥(LPvj)III∥∥H2
≤ ∥∥∇v+vFj(v + v) · Re (4i 〈i∂x〉−1 F (Re v))∥∥L2 + ‖∇v+vFj(v + v) · Re (i 〈i∂x〉 v)‖L2
≤ C ‖v‖4L∞ ‖v‖L2 + C ‖v‖2L∞ ‖v‖H1 ,
which yields
‖LPvj‖H2 ≤ C ‖v‖2H1
∞
‖Pv‖H2 + C ‖v‖2H1
∞
‖v‖H4 + C ‖v‖4H1
∞
‖v‖H4
≤ Cε 〈t〉−1 ‖Pv‖H2 + Cε2 〈t〉−1+γ , (5.5)
where we used (5.1) and the assumption ‖v‖XT ≤
√
ε. Again taking eit〈i∂x〉 to the both sides
of (5.4), using the identity eit〈i∂x〉L = ∂teit〈i∂x〉, and integrating with respect to time, we
obtain
Pvj(t) = e−it〈i∂x〉Pvj(0) +
∫ t
0
ei〈i∂x〉(τ−t)LPvj(τ) dτ. (5.6)
15
And then from (5.5) we have
‖Pvj(t)‖H2 ≤ ‖Pvj(0)‖H2 +
∫ t
0
‖LPvj(τ)‖H2 dτ
≤ Cε+ Cε2
∫ t
0
〈τ〉−1+γ dτ + Cε
∫ t
0
〈τ〉−1 ‖Pv(τ)‖H2 dτ
≤ Cε+ Cε 〈t〉γ + Cε
∫ t
0
〈τ〉−1 ‖Pv(τ)‖H2 dτ.
Thus the Gronwall lemma yields
‖Pv(t)‖H2 ≤ Cε 〈t〉γ (1 + T )Cε ≤ Cε 〈t〉γ . (5.7)
By the same way, we can write the integral equation associated with the identity Lx =
xL − i 〈i∂x〉−1 ∂x, that is,
xvj(t) = e
−it〈i∂x〉xv◦j +
∫ t
0
ei〈i∂x〉(τ−t)
(
xL − i 〈i∂x〉−1 ∂x
)
vj(τ) dτ.
Noting that [x, 〈i∂x〉−1] = −〈i∂x〉−3 ∂x, we have
‖xGj(v)‖H2 ≤ C ‖xFj(v + v)‖H1 + C ‖Fj(v + v)‖L2
≤ C ‖v‖2L∞ ‖xv‖H1 ≤ Cε 〈t〉−1 ‖xv‖H1 . (5.8)
So we obtain
‖xvj(t)‖H2 ≤
∥∥v◦j∥∥H2,1 + ∫ t
0
‖xGj(v(τ))‖H2 + ‖vj(τ)‖H2 dτ
≤ Cε+ Cε
∫ t
0
〈τ〉γ dτ + Cε
∫ t
0
〈τ〉−1 ‖xv(τ)‖H2 dτ
≤ Cε 〈t〉γ+1 + Cε
∫ t
0
〈τ〉−1 ‖xv(τ)‖H2 dτ.
And the Gronwall lemma yields
‖xv(t)‖H2 ≤ Cε 〈t〉γ+1 . (5.9)
Since J = iP − ixL − 〈i∂x〉−1 ∂x, by (5.1), (5.7), (5.8) and (5.9), we get
‖J v‖H2 ≤ ‖Pv‖H2 + ‖xLv‖H2 +
∥∥〈i∂x〉−1 ∂xv∥∥H2
≤ ‖Pv‖H2 + ‖xG(v)‖H2 + ‖v‖H2 ≤ Cε 〈t〉γ . (5.10)
From now on, we are going to evaluate J v in the H3 norm. As before, we first estimate
‖Pv‖H3. Noting that
‖xGj(v)‖H3 ≤ C ‖xFj(v + v)‖H2 + C ‖Fj(v + v)‖H1 ≤ C ‖v‖2H1
∞
‖xv‖H2 ≤ Cε2 〈t〉γ , (5.11)
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by Lemma 4.2, the relation [J , 〈i∂x〉2] = 2 〈i∂x〉 ∂x, the identity J = iP − ixL − 〈i∂x〉−1 ∂x
and (5.1), (5.11), we have
‖vj‖H2
∞
≤ C 〈t〉−1/2 ‖vj‖1/2H4
(
‖vj‖1/2H4 + ‖J vj‖1/2H3
)
≤ C 〈t〉−1/2 ‖vj‖1/2H4
(
‖vj‖1/2H4 + ‖Pvj‖1/2H3 + ‖xGj(v)‖1/2H3
)
≤ Cε 〈t〉γ−1/2 + Cε1/2 〈t〉−1/2+γ/2 ‖Pvj‖1/2H3 . (5.12)
On the other hand, from (5.4) we evaluate
‖LPvj‖H3 ≤ C ‖v‖2H1
∞
‖Pv‖H2 + C ‖v‖H1
∞
‖v‖H2
∞
‖Pv‖H1 + C ‖v‖2H1
∞
‖v‖H2 + C ‖v‖4H1
∞
‖v‖H1
because we have∥∥(LPvj)I∥∥H3 ≤ C ‖PFj(v + v)‖H2 ≤ C ‖v‖2L∞ ‖Pv‖H2 + C ‖v‖H1∞ ‖v‖H2∞ ‖Pv‖H1 ,∥∥(LPvj)II∥∥H3 ≤ C ‖Fj(v + v)‖H2 ≤ C ‖v‖2H1∞ ‖v‖H2
and∥∥(LPvj)III∥∥H3
≤ ∥∥∇v+vFj(v + v) ·Re (4i 〈i∂x〉−1 F (Re v))∥∥H1 + ‖∇v+vFj(v + v) · Re (i 〈i∂x〉 v)‖H1
≤ C ‖v‖4L∞ ‖v‖H1 + C ‖v‖2H1
∞
‖v‖H2 .
Thus by (5.12), (5.1), (5.7) and ‖v‖XT ≤
√
ε, we evaluate that
‖LPvj‖H3 ≤ Cε 〈t〉−1 ‖Pv‖H2 + Cε2 〈t〉−1+γ + Cε3/2 〈t〉−1/2+γ ‖v‖H2
∞
≤ Cε 〈t〉−1 ‖Pv‖H3 + Cε2 〈t〉−1+2γ + Cε2 〈t〉−1+3γ/2 ‖Pv‖1/2H3
≤ Cε 〈t〉−1 ‖Pv‖H3 + Cε2 〈t〉−1+2γ + Cε2
(〈t〉−1 ‖Pv‖H3 + 〈t〉−1+3γ)
≤ Cε 〈t〉−1 ‖Pv‖H3 + Cε2 〈t〉−1+3γ .
Taking the H3 norm to (5.6), we obtain
‖Pvj(t)‖H3 ≤ ‖Pvj(0)‖H3 +
∫ t
0
‖LPvj(τ)‖H3 dτ
≤ Cε+ Cε2
∫ t
0
〈τ〉−1+3γ dτ + Cε
∫ t
0
〈τ〉−1 ‖Pv(τ)‖H3 dτ
≤ Cε 〈t〉3γ + Cε
∫ t
0
〈τ〉−1 ‖Pv(τ)‖H3 dτ.
Therefore the Gronwall lemma yields
‖Pv(t)‖H3 ≤ Cε 〈t〉3γ . (5.13)
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By the identity J = iP − ixL − 〈i∂x〉−1 ∂x, (5.1), (5.11) and (5.13), we see that
‖J v(t)‖H3 ≤ Cε 〈t〉3γ . (5.14)
Now we are in a position to estimate ‖v‖H1
∞
. To do this, we will derive an L∞ estimate for the
new variable ψ(t) = 〈ξ〉κFeit〈i∂x〉v(t) where 3
2
≤ κ ≤ 4, and then prove ‖v(t)‖H1
∞
≤ Cε 〈t〉−1/2
by the decomposition of the free Klein-Gordon evolution group. We note that in the case of
t ≤ 1, the standard Sobolev embedding and (5.1) lead to
〈t〉1/2+γ ‖v(t)‖H1
∞
≤ 21/4+γ/2 ‖〈i∂x〉 v(t)‖L∞ ≤ C ‖〈i∂x〉 v(t)‖H1 ≤ Cε 〈t〉γ ,
so that
‖v(t)‖H1
∞
≤ Cε 〈t〉−1/2 (5.15)
holds for t ≤ 1. From now on, we focus on the case of t ≥ 1. We recall Lemma 4.4 for ψ(t):
∂tψ(t) =
1
2
it−1 〈ξ〉2−2κ F˜ (ψ(t)) + S(t) +R(t), t ≥ 1, (5.16)
where the non-resonant term S(t) takes the form of
Sj(t) = it
−1
N∑
k,l,m=1
∑
ν=1,4,6,7,8
Cνj,k,l,maν,κ(ξ)e
−itbν(ξ)Dων
∏
λ=k,l,m
(
ψλ
1−αλνψ
αλν
λ
)
with some constants Cνj,k,l,m ∈ C, ων , αλν given in Lemma 4.3 and
aν,κ(ξ) = 〈ξ〉κ−1 〈ξω−1ν 〉3−3κ,
bν(ξ) = ων〈ξω−1ν 〉 − 〈ξ〉 .
Here the remainder R(t) satisfies the estimate
‖Rj(t)‖L∞ ≤ Ct−5/4 ‖ψ(t)‖3H1,4−κ
≤ Ct−5/4 ∥∥〈ξ〉Feit〈i∂x〉v(t)∥∥3
H1,3
≤ Cεt−5/4+9γ , (5.17)
where we used along the definition of J ,∥∥〈ξ〉Feit〈i∂x〉v(t)∥∥
H1,3
≤ C ∥∥〈ξ〉3 〈ξ〉 ∂ξFeit〈i∂x〉v(t)∥∥L2 + C ∥∥〈ξ〉4Feit〈i∂x〉v(t)∥∥L2
≤ C ∥∥〈ξ〉3 〈ξ〉 e−it〈ξ〉i∂ξeit〈ξ〉Fv(t)∥∥L2 + C ‖v(t)‖H4
≤ C ‖J v(t)‖H3 + C ‖v(t)‖H4
≤ Cε 〈t〉3γ (5.18)
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for the last inequality. Here we note that
|Y ·AZ|2 ≤ (Y · AY )(Z · AZ), c∗|Y |2 ≤ Y · AY ≤ c∗|Y |2 (5.19)
for any Y, Z ∈ CN , where the matrix A is in Theorem 2.2 and c∗ (resp. c∗) is the largest
(resp. smallest) eigenvalue of A. Then it follows from (5.16), (2.2), (5.19) and (5.17) that
∂t (ψ(t) · Aψ(t)) = 2Re (∂tψ(t) · Aψ(t))
= −t−1 〈ξ〉2−2κ Im
(
F˜ (ψ(t)) · Aψ(t)
)
+ 2Re (S(t) · Aψ(t)) + 2Re (R(t) · Aψ(t))
≤ 2Re (S(t) · Aψ(t)) + 2t−5/4 ∣∣t5/4R(t) · Aψ(t)∣∣
≤ 2Re (S(t) · Aψ(t)) + t−5/4 (ψ(t) ·Aψ(t) + t5/2R(t) · AR(t))
≤ 2Re (S(t) · Aψ(t)) + t−5/4 (ψ(t) · Aψ(t)) + Cε2t−5/4+18γ .
Noting that (as in the proof of (5.18))
‖ψ(1)‖L∞ ≤ C
∥∥〈ξ〉κFeit〈i∂x〉v(1)∥∥
H1
≤ C ∥∥〈ξ〉Feit〈i∂x〉v(1)∥∥
H1,κ−1
≤ Cε
holds, we obtain
ψ(t) · Aψ(t) ≤ Cε2 + 2
∣∣∣∣∫ t
1
Re (S(τ) · Aψ(τ)) dτ
∣∣∣∣+ ∫ t
1
τ−5/4 (ψ(τ) · Aψ(τ)) dτ
≤ Cε2 +
∫ t
1
τ−5/4 (ψ(τ) · Aψ(τ)) dτ
for t ≥ 1, provided that
sup
t∈[1,T ]
∣∣∣∣∫ t
1
Re (S(τ) · Aψ(τ)) dτ
∣∣∣∣ ≤ Cε2. (5.20)
Once we get (5.20), we can apply the Gronwall lemma and (5.19) to obtain
sup
t∈[1,T ]
‖ψ(t)‖L∞ ≤ Cε. (5.21)
In order to establish (5.20), we observe that∫ t
1
aν,κ(ξ)e
−iτbν(ξ)
τ
ψ
(σ1)
j1
(τ, ξ)
4∏
n=2
(
ψ
(σn)
jn
(τ, ξω−1ν )
)
dτ
=
∫ t
1
(∂τΨ1) (τ, ξ) + Ψ2(τ, ξ) dτ = Ψ1(t, ξ)−Ψ1(1, ξ) +
∫ t
1
Ψ2(τ, ξ) dτ,
for ν ∈ {1, 4, 6, 7, 8} (i.e. ων ∈ {−1,±3}), j1, . . . , j4 ∈ {1, . . . , N} and σ1, . . . , σ4 ∈ {+,−},
where ψ
(+)
jn
= ψjn, ψ
(−)
jn
= ψjn and
Ψ1(τ, ξ) =
aν,κ(ξ)e
−iτbν(ξ)
−iτbν(ξ) ψ
(σ1)
j1
(τ, ξ)
4∏
n=2
(
ψ
(σn)
jn
(τ, ξω−1ν )
)
,
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Ψ2(τ, ξ) =
aν,κ(ξ)e
−iτbν(ξ)
−iτ 2bν(ξ) ψ
(σ1)
j1
(τ, ξ)
4∏
n=2
(
ψ
(σn)
jn
(τ, ξω−1ν )
)
+
aν,κ(ξ)e
−iτbν(ξ)
iτbν(ξ)
[(
∂τψ
(σ1)
j1
)
(τ, ξ)
4∏
n=2
(
ψ
(σn)
jn (τ, ξω
−1
ν )
)
+ ψ
(σ1)
j1
(τ, ξ)
4∑
n=2
((
∂τψ
(σn)
jn
)
(τ, ξω−1ν )
∏
ς∈{2,3,4}\{n}
ψ
(σς )
jς (τ, ξω
−1
ν )
)]
.
Using (5.16), (5.17) and
‖ψ(τ)‖L∞ ≤ C
∥∥〈ξ〉κFeit〈i∂x〉v(τ)∥∥
H1
≤ C ∥∥〈ξ〉Feit〈i∂x〉v(τ)∥∥
H1,κ−1
≤ Cε 〈τ〉3γ ,
we have
‖∂τψ(τ)‖L∞ ≤ Cτ−1
(〈ξ〉2−2κ + 〈ξ〉κ−1 〈ξω−1ν 〉3−3κ) ‖ψ(τ)‖3L∞ + Cετ−5/4+9γ
≤ Cε3τ−1 〈τ〉9γ + Cετ−5/4+9γ ≤ Cετ−1+9γ
since 3
2
≤ κ ≤ 4. Observing that when κ ≥ 3
2
,∣∣∣∣aν,κ(ξ)bν(ξ)
∣∣∣∣ =
∣∣∣∣∣〈ξ〉κ−1 〈ξω−1ν 〉3−3κων 〈ξω−1ν 〉 − 〈ξ〉
∣∣∣∣∣ ≤ 〈ξ〉κ−1 〈ξω−1ν 〉3−3κ〈ξ〉−1 ≤ C
for all ξ ∈ R and ων ∈ {−1,±3}, we get
|Ψ1(τ, ξ)| ≤ Cτ−1 ‖ψ(τ)‖4L∞ ≤ Cε4τ−1+12γ
and
|Ψ2(τ, ξ)| ≤ Cτ−2 ‖ψ(τ)‖4L∞ + Cτ−1 ‖∂τψ(τ)‖L∞ ‖ψ(τ)‖3L∞
≤ Cε4τ−2+12γ + Cε4τ−2+18γ ≤ Cε4τ−2+18γ .
From them we deduce that
sup
t∈[1,T ]
∣∣∣∣∫ t
1
Re (S(τ) · Aψ(τ)) dτ
∣∣∣∣
≤
∑
ν∈{1,4,6,7,8}
j1,...,j4∈{1,...,N}
σ1,...,σ4∈{+,−}
C sup
t∈[1,T ]
∣∣∣∣∣
∫ t
1
aν,κ(ξ)e
−iτbν(ξ)
τ
ψ
(σ1)
j1
(τ, ξ)
4∏
n=2
ψ
(σn)
jn
(τ, ξω−1ν ) dτ
∣∣∣∣∣
≤ Cε4
(
1 +
∫ ∞
1
τ−2+18γ dτ
)
.
This proves (5.20) so that (5.21) follows immediately. Now we are ready to prove ‖v(t)‖H1
∞
≤
Cε 〈t〉−1/2 for t ≥ 1. We let ψ1(t) = 〈ξ〉Feit〈i∂x〉v(t) as before. By the decomposition of the
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free Klein-Gordon evolution group (3.1) and the relation v(t) = 〈i∂x〉−1 e−it〈i∂x〉F−1ψ1(t), we
have
〈i∂x〉 v(t) = e−it〈i∂x〉F−1ψ1(t)
= (DtM(t)B +DtM(t)B(V(t)− 1) +DtW(t))ψ1(t)
= DtM(t)B 〈ξ〉−3/2 〈ξ〉3/2 ψ1(t) +DtM(t)B 〈ξ〉−3/2 〈ξ〉3/2 (V(t)− 1)ψ1(t) +DtW(t)ψ1(t).
Since (5.21) implies ‖ 〈ξ〉3/2 ψ1(t)‖L∞ ≤ Cε when κ = 52 , from the second and the third
estimates in Lemma 4.1, we finally obtain
‖v(t)‖H1
∞
≤ Ct−1/2
(∥∥∥〈ξ〉3/2 ψ1(t)∥∥∥
L∞
+
∥∥∥〈ξ〉3/2 (V(t)− 1)ψ1(t)∥∥∥
L∞
+
∥∥W(t)ψ1(t)∥∥
L∞
)
≤ Cεt−1/2 + Ct−1/2−1/4 ∥∥ψ1(t)∥∥
H1,3
+ Ct−1/2−1/2
∥∥ψ1(t)∥∥
H1,3
≤ Cεt−1/2 + Ct−3/4 ∥∥〈ξ〉Feit〈i∂x〉v(t)∥∥
H1,3
≤ Cεt−1/2 + Cεt−3/4+3γ
for t ≥ 1, where we used (5.18) for the last inequality. At last together with (5.15) we reach
‖v(t)‖H1
∞
≤ Cε 〈t〉−1/2 (5.22)
for all t ∈ [0, T ]. Therefore it follows from (5.1), (5.10), (5.14) and (5.22) that
‖v‖XT ≤ Cε <
√
ε
for sufficiently small ε, which implies the desired contradiction. Thus there exists a unique
global solution v ∈ C0([0,∞);H4,1) of the initial value problem (2.5) with the time-decay
estimate (2.6) under the condition (2.2). The proof of Theorem 2.2 is completed.
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