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Abstract
We study the equations governing a fluid loaded plate. We first reformu-
late these equations as a system of two equations, one of which is an explicit
non-local equation for the wave height and the velocity potential on the free
surface. We then concentrate on the linearised equations and show that the
problems formulated either on the full or the half line can be solved by em-
ploying the unified approach to boundary value problems introduced by on
of the authors in the late 1990’s. The problem on the full line was analysed
by Crighton et. al. using a combination of Laplace and Fourier transforms.
The new approach avoids the technical difficulty of the a priori assumption
that the amplitude of the plate is in L1dt(R
+) and furthermore yields a sim-
pler solution representation which immediately implies that the problem is
well-posed. For the problem on the half-line, a similar analysis yields a so-
lution representation, which however, involves two unknown functions. The
main difficulty with the half-line problem is the characterisation of these two
functions. By employing the so-called global relation, we show that the two
functions can be obtained via the solution of a complex valued integral equa-
tion of the convolution type. This equation can be solved in closed form using
the Laplace transform. By prescribing the initial data η0 to be in H
3
〈3〉(R
+),
or equivalently twice differentiable with sufficient decay at infinite, we show
that the solution depends continuously on the initial data, and hence, the
problem is well-posed.
∗a.c.l.ashton@damtp.cam.ac.uk
†t.fokas@damtp.cam.ac.uk
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1 Introduction
1.1 The Governing Equations
The problem we study concerns the motion of a (semi) infinite elastic plate lying
in the plane y = 0, driven from below by a uniform flow with velocity U in the
x-direction. We denote the amplitude of the plate by η(x, t), and use φ(x, y, t) to
denote the potential function for the perturbation from the mean flow. The surface
of the plate is described by Sη:
Sη = {(x, y) ∈ R2 : y = η(x, t)}.
We use NS = (−ηx, 1) to denote the upward normal to Sη and Ωη to denote the
region occupied by the fluid in y < η. In the case of the half-line problem, we have
η ≡ 0 in x ≤ 0. The evolution of the plate is governed by the beam equation and
the kinematic boundary condition:
ηtt + ηxxxx = p on Sη, (1.1)
(U + φx, φy) ·NS = ηt on Sη, (1.2)
where p = p(x, y, t) denotes the pressure of the fluid in Ωη. In addition, the Bernoulli
condition is valid on the plate:
φt + Uφx +
1
2φ
2
x +
1
2φ
2
y + p = 0 on Sη. (1.3)
We assume the fluid is incompressible so that the potential is harmonic in Ωη:
φxx + φyy = 0 in Ωη. (1.4)
We can eliminate the pressure term using (1.1) and (1.3), so the governing equations
for the amplitude η and the potential φ become:
φxx + φyy = 0 in Ωη, (1.5a)
ηtt + ηxxxx + φt + Uφx +
1
2φ
2
x +
1
2φ
2
y = 0 on Sη, (1.5b)
(U + φx, φy) ·NS = ηt on Sη. (1.5c)
In addition we assume |∇φ| → 0 on ∂Ωη \ Sη.
Let ϕ denote the potential evaluated on the free surface, i.e,
ϕ(x, t) = φ(x, η(x, t), t). (1.6)
An application of the chain rule gives
ϕx = φx + ηxφy, (1.7a)
ϕt = φt + ηtφy. (1.7b)
Equations (1.5c) and (1.7) constitute a non-singular set of equations for {φx, φy, φt}
on the surface Sη. Solving these equations we find:
(1 + η2x)φx = ϕx − ηx(ηt + Uηx), (1.8a)
(1 + η2x)φy = ϕxηx + ηt + Uηx, (1.8b)
(1 + η2x)φt = (1 + η
2
x)ϕt − ηt(ηt + Uηx + ηxϕx). (1.8c)
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We can now write (1.5b) in terms of (η, ϕ):
ηtt + ηxxxx + ϕt − 12η2t − 12U2 +
(U + ϕx − ηxηt)2
2(1 + η2x)
= 0. (1.9)
In what follows, we reduce equations (1.5a) and (1.5c) into one non-local equation
in the coordinates (η, ϕ).
1.2 The Non-Local Formulation
One of the key ingredients in our approach for the analysis of both the nonlinear and
linear problems is the employment of the so-called global relation [6]. The global
relation is a direct consequence of the fact that the Laplace equation is equivalent
to the following equation:
∂x
(
e−ikx+ky(φx − iφy)
)
+ ∂y
(
e−ikx+ky(φy + iφx)
)
= 0 in Ωη. (1.10)
Integrating (1.10) over Ωη and employing the divergence theorem gives:
∫
Sη
e−ikx+ky(φx − iφy, φy + iφx) ·NS dx
+ lim
h→∞
e−kh
∫
y=−h
e−ikx(φx − iφy, φy + iφx) ·Nh dx = 0, (1.11)
where Nh = (0,−1). By making the restriction k > 0, the second integral in (1.11)
vanishes. Using the kinematic boundary condition (1.5c) and equation (1.7a), the
integral equation (1.11) becomes:∫
R
e−ikx+kη
(
ηt + Uηx + iϕx
)
dx = 0, k > 0. (1.12)
We thus have obtained the following result.
Proposition 1. The solution to the boundary value problem specified in (1.5) is
determined by the pair of real valued functions η(x, t), ϕ(x, t) which satisfy:∫
R
e−ikx+kη
(
ηt + Uηx + iϕx
)
dx = 0, k > 0, (1.13a)
ηtt + ηxxxx + ϕt − 12η2t − 12U2 +
(U + ϕx − ηxηt)2
2(1 + η2x)
= 0, (1.13b)
where ϕ = φ(x, η(x, t), t) is the potential on the surface Sη and η(x, t) is the ampli-
tude of the plate.
From this stage onwards we restrict attention to the linearised problem. For the
analysis of the nonlinear problem for a collection of fluid loaded membranes, we
refer the reader to [2].
Dropping higher order terms, equations (1.13) become:
ηˆt + ikUηˆ − kϕˆ = 0, k > 0, (1.14a)
ηtt + ηxxxx + ϕt + Uϕx = 0, (1.14b)
where the hat denotes the usual Fourier transform.
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1.3 The Cauchy Problems
We will study the initial-boundary value problem corresponding to the equations
(1.14) on both the full and half line. We first work on a formal level to derive explicit
solutions to the underlying problem, then prove what properties these solutions
have. Frequently we will refer to the standard Sobolev space Hs(X), where X is
either the real or full line and Hs(X) =W s,2(X):
W k,p(Ω)
def
= {∂αf ∈ Lp(Ω), 0 ≤ |α| ≤ k}.
Taking into consideration that the plate is assumed to be thin, it is not obvious
that there exists a solution with η ∈ L2dx(X), since disturbances in the plate could
propagate at arbitrarily high speeds. In other words, even if η(x, 0) ∈ C∞c (X), it
does not immediately follow that η ∈ L2dx(X). However, as we shall see, the problem
with such a restrictive function class does admit a solution. Indeed, it will become
apparent that rapid oscillations facilitate the precribed integrability conditions.
1.3.1 The Full Line
The governing equations corresponding to the Cauchy problem for the fluid loaded
plate on the full line are given by:
ηtt + ηxxxx + ϕt + Uϕx = 0 x ∈ R, 0 < t < T, (1.15a)
ηˆt + ikUηˆ − kϕˆ = 0, 0 < k <∞, 0 < t < T, (1.15b)
η(x, 0) = η0(x), x ∈ R, (1.15c)
ϕt(x, 0) + Uϕx(x, 0) = 0, x ∈ R, (1.15d)
where η0 ∈ H2dx(R) is the initial profile of the plate.
1.3.2 The Semi-Infinite Line
In the case of the semi-infinite line, we impose extra conditions at the hinge which
govern the curvature of the plate:
ηtt + ηxxxx + ϕt + Uϕx = 0, 0 < x <∞, 0 < t < T, (1.16a)
ηˆt + ikUηˆ − kϕˆ = 0, 0 < k <∞, 0 < t < T, (1.16b)
η(x, 0) = η0(x), 0 < x <∞, (1.16c)
ϕt(x, 0) + Uϕx(x, 0) = 0, 0 < x <∞, (1.16d)
η(0, t) = ηx(0, t) = 0, 0 < t < T, (1.16e)
where the hat denotes the Fourier transform on the full line. In this case we assume
η0 ∈ H2dx(R+) as well as η0(0) = η′0(0) = η′′0 (0) = 0. We denote the corresponding
function space H2〈2〉(R
+) ⊂ H2dx(R+) whose elements have zero derivatives at the
hinge up to and including the second derivative. Given f ∈ Hs〈s〉(R+), note that
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the extension operator:
E : Hs〈s〉(R
+)→ Hsdx(R) : f 7→ Ef =


f, x > 0
0, x ≤ 0
is continuous, i.e. ‖Ef‖Hs(R) ≤ Cs‖f‖Hs
〈s〉
(R+), hence we may regard η0 ∈ H2dx(R)
with supp η ⊂ R+.
Equations (1.15) are solved in section §2. By employing the unified approach for
analysing initial-boundary value problems introduced by one of the authors [6] we
find expressions for ηˆ and ϕˆ. The issue of well-posedness can then be addressed: we
demonstrate that the solution to the IBVP in (1.15) depends continuously on the
initial data, with respect to the L2dx(R) topology, and so the problem is well-posed
in the Hadamard sense.
In the third and fourth sections, we concentrate on the problem on the half-
line described by equations (1.16). The analysis is similar, but there are two main
differences: (a) Using an analytic continuation argument, we show that k, instead
of being restricted to be positive, satisfies the less sturgent condition that it lies
within the fourth quadrant of the complex plane. (b) The solution representation
involves the two unknown functions ηxx(0, t) and ηxxx(0, t).
By utilising the extra freedom in k (see (a) above) and employing the approach
of [6] we can determine the two unknown functions. Using an appropriate function
space we show that the two unknown functions can be determined uniquely in
terms of the given data. In contrast to the problem on the full line, we find that
for η0 ∈ Hσ〈σ〉(R+), σ < 3, the solution does not depend continuously on the initial
data, and in this sense, is ill-posed in L2dx(R
+); however, for η ∈ H3〈3〉(R+), the
problem is well-posed.
2 The Infinite line
We use the Fourier transform pair:
η(x, t) =
1√
2π
∫
R
eikxηˆ(k, t) dk, ηˆ(k, t) =
1√
2π
∫
R
e−ikxη(x, t) dx, (2.1)
where the integrals are understood in the Lebesgue sense and as such, equalities
that follow from inversion theorems are to be understood almost everywhere. Our
assumptions about η(x, t) implies that ηˆ is well-defined. Similarly, we define the
Fourier transform pair for the potential ϕ(x, t):
ϕ(x, t) =
1√
2π
∫
R
eikxϕˆ(k, t) dk, ϕˆ(k, t) =
1√
2π
∫
R
e−ikxϕ(x, t) dx. (2.2)
The reality of η implies that the knowledge of ηˆ for k > 0 is sufficient for the
reconstruction of η:∫
R
eikxηˆ(k, t) dk =
∫
R+
(
eikxηˆ(k, t) + e−ikxηˆ(k, t)
)
dk. (2.3)
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The following proposition provides an equivalent initial-value problem to (1.15) for
ηˆ, from which we can reconstruct ϕ(x, t) and η(x, t).
Proposition 2. The initial-boundary value problem stated in (1.15) is equivalent
to the following initial value problem in the spectral (Fourier) space:
(
1 + 1k
)
ηˆtt + 2iUηˆt +
(
k4 − U2k) ηˆ = 0, k > 0, 0 < t < T, (2.4a)
1
k ηˆtt(k, 0) + 2iUηˆt(k, 0)− kU2ηˆ(k, 0) = 0, k > 0, (2.4b)
ηˆ(k, 0) = ηˆ0(k), k > 0. (2.4c)
For the sake of brevity, we refer the reader to the proof of a similar result in
proposition 6. We next introduce some useful notation that shall be used through-
out.
Definition 1. The functions {c+(k), c−(k), α(k)} are defined as follows:
c±(k)
def
= ±
(
ω2∓ − k4
ω2− − ω2+
)
ηˆ0(k), α(k)
def
=
1
i(ω− − ω+) (2.5)
where ω± are defined as the roots of the dispersion relation D(ω, k) = 0:
D(k, ω)
def
= − (1 + 1k )ω2 + 2Uω − (k4 − U2k) . (2.6)
The roots are given explicitly by
ω± =
U ± k2
(
1 + 1k − U
2
k3
)1/2
(
1 + 1k
) . (2.7)
Employing this notation, we construct the solution to (2.4) and hence (1.15).
Proposition 3. The solution to the IBVP posed in (1.15) is given by
η(x, t) =
1√
2π
∫
R+
(
eikxηˆ(k, t) + e−ikxηˆ(k, t)
)
dk,
ϕ(x, t) =
1√
2π
∫
R+
(
eikxϕˆ(k, t) + e−ikxϕˆ(k, t)
)
dk.
The function ηˆ(k, t) is defined by
ηˆ(k, t) = c+(k)e
−iω+(k)t + c−(k)e
−iω−(k)t, k > 0, (2.8)
where c± and ω± are defined in (2.5) and (2.7), and ϕˆ(k, t) defined by (1.15b).
Proof. All that is needed is to show that ηˆ(k, t) satisfies the IBVP in proposition 2.
This follows routinely by using the definitions and the fact that ω±(k) satisfy the
dispersion relation given in definition (2.1). 
In what follows we discuss the well-posedness of the IBVP (1.15). The previous
work establishes existence; uniqueness follows from proposition 2 using standard
uniqueness results for ODEs and the usual results from Fourier analysis on L2dx(R).
The continuous dependence of the solution on the initial data is proven in the next
proposition.
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Proposition 4. The solution to the Cauchy problem (1.15) is well-posed. The map
St : H
2
dx(R)→ L2dx(R) defined by η0 7→ η is continuous.
Proof. It suffices to show that η(x, t) depends continuously in η0(x) with respect to
the L2dx(R) topology, which is straightforward: Denoting c±(k) by c˜±(k)ηˆ0(k), it
follows from (2.8) that
‖η(·, t)‖L2
dx
= ‖ (c˜−e−iω−t + c˜+e−iω+t) ηˆ0‖L2
dk
,
=
∥∥∥∥
(
c˜−e
−iω−t + c˜+e
−iω+t
1 + |k|2
)
(1 + |k|2)ηˆ0
∥∥∥∥
L2
dk
(2.9)
which follows from Parseval’s theorem. Definitions 1 and some algebra yield:
|c˜−e−iω−t + c˜+e−iω+t|2 ≡
∣∣∣cos( kQt1+k
)
+ 12ik
(
Q
U +
k2U
Q
)
sin
(
kQt
1+k
)∣∣∣2 , (2.10)
where Q ≡√k(k3 + k2 − U2). It is straightforward to prove that∥∥∥∥ c˜−e
−iω−t + c˜+e
−iω+t
1 + |k|2
∥∥∥∥
L∞
is finite, so Ho¨lder’s inequality in the estimate (2.9) gives:
‖η(·, t)‖L2
dx
≤ c1‖(1 + |k|2)ηˆ0‖L2
dk
. (2.11)
Recalling that u ∈ Hsdx(R) if and only if (1 + |k|2)s/2uˆ ∈ L2dk(R), the estimate in
(2.11) becomes:
‖η(·, t)‖L2
dx
≤ c2‖η0‖H2
dx
(R). (2.12)
The result now follows from (2.12) by linearity. 
This concludes the study of the problem on the full line. We note that the
solution involves integrals of the form:∫
R+
f(k)ei(kx−ωt) dk,
which are of convenient form for the study of the long time asymptotics of the prob-
lem. Indeed, the work in [7] establishes stability results for solutions of evolution
PDEs on the half line by analysing precisely these types of integrals. In addition,
it is a simple task to evaluate numerically the solution (2.8), see figure 2.
3 The Semi-Infinite line
The classical Fourier transform pair on the half-line is
η(x, t) =
1√
2π
∫
R
eikxηˆ(k, t) dk, ηˆ(k, t) =
1√
2π
∫
R+
e−ikxη(x, t) dx. (3.1)
Clearly ηˆ(k, t) is well defined and analytic for k ∈ D3 ∪D4, where Di represents the
ith quadrant in C. Similarly,
ϕ(x, t) =
1√
2π
∫
R
eikxϕˆ(k, t) dk, ϕˆ(k, t) =
1√
2π
∫
R+
e−ikxϕ(x, t) dx. (3.2)
These definitions will be used extensively in what follows.
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Figure 1: Plot of η for (x, t) ∈ [−10, 10]× [0, 2] with η0(x) = exp
(
−x2
2
)
.
Proposition 5. Let η(x, t) and ϕ(x, t) satisfy (1.16). Then the half line Fourier
transforms of η(x, t) and ϕ(x, t) satisfy the following equation:
ϕˆ(k, t) =
ηˆt(k, t)
k
+ iUηˆ(k, t), k ∈ D4. (3.3)
Proof. Equation (1.16b) can be written as
0 = kϕˆ− ηˆt − iUkηˆ + k
∫ 0
−∞
e−ikxϕ(x, t) dx
= Φ+(k) + Φ−(k), (3.4)
where Φ+ (Φ−) is analytic in D1 (D4), and integration by parts and the Riemann
Lebesgue lemma gives Φ± = O(1/k) at ∞. We observe that (3.4) defines the
jump condition of an elementary Riemann-Hilbert problem with associated contour
γ = R+, and the unique solution is Φ+(k) = Φ−(k) = 0. We conclude that for
k > 0 we have the following relation:
ϕˆ(k, t) =
ηˆt(k, t)
k
+ iUηˆ(k, t)
and by analytic continuation, this extends to k ∈ D4. 
Proposition 6. The initial-boundary value problem stated in (1.1)-(1.6) is equiv-
alent to the following problem:
(
1 + 1k
)
ηˆtt + 2iUηˆt +
(
k4 − U2k) ηˆ = f(k, t), k ∈ D4, 0 < t < T, (3.5)
1
k ηˆtt(k, 0) + 2iUηˆt − kU2ηˆ = 0, k ∈ D4, (3.6)
ηˆ(k, 0) = ηˆ0(k), k ∈ D4, (3.7)
where
f(k, t) ≡ ηxxx(0, t) + ikηxx(0, t).
Proof. We begin by applying the Fourier transform on R+ to (1.16a). Integrating
by parts several times gives:
ηˆtt + k
4ηˆ + ϕˆt + ikUϕˆ = ηxxx(0, t) + ikηxx(0, t),
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where again we have set φ(0, 0, t) = 0 without loss of generality. Using the result
from proposition 5, and the result from differentiating (3.3), we find (3.5). Next,
we apply the Fourier transform to (1.16d), which gives:
ϕˆt(k, 0) + ikUϕˆ(k, 0) = 0.
Using (3.3) as well as the time derivative of (3.3) we find (3.6). Finally, (3.7) follows
from the application of the Fourier transform to the initial data in (1.16c). 
Proposition 7. The solution to the IBVP presented in proposition 6 is given by:
ηˆ(k, t) = [c+(k) + α(k)Ft(ω+, k)] e
−iω+t + [c−(k)− α(k)Ft(ω−, k)] e−iω−t,
k ∈ D4, 0 < t < T, (3.8)
where c± and ω± are defined in (2.5) and (2.7) and Ft{ω(k), k} is defined by:
Ft {ω(k), k} =
∫ t
0
eiω(k)τ [ηxxx(0, τ) + ikηxx(0, τ)] dτ, k ∈ C, 0 < t < T. (3.9)
This will be referred to as the global relation [5].
Proof. Differentiating and using the fundamental theorem of calculus we find the
RHS of (3.8) solves (3.5) and satisfies (3.6)-(3.7). 
We have now obtained a solution to the IBVP in (1.16), but in terms of the
unknown functions ηxxx(0, t) and ηxx(0, t). These functions will be determined in
§4.
Remark 1. For a number of IBVPs it is possible to eliminate the transforms of
the unknown boundary values using only algebraic manipulations [5]. This ap-
proach utilises the analytic dependence on k, hence it suggests that we should
re-parameterise the spectral problem, so that ω takes a simpler form. However,
there does not exist a rational re-parameterisation k = k(t), ω = ω(t). Indeed, let
us seek a rational parameterisation to the equation P (X,Y ;U) = 0, where
P (X,Y ;U)
def
= XY 2 −X5 + (Y − UX)2
This equation defines1 an algebraic curve over Q, and it is possible to show that
the genus of this curve, g(P ), is greater than zero for all but a few (unphysical)
values of the parameter U . With this result, Falting’s theorem (see below) implies
that there is no rational parameterisation.
Theorem (Faltings [4]). Suppose C is a non-singular algebraic curve over Q with
genus g(C). If g(C) > 0 then only a finite number of rational points lie on C.
An immediate corollary is that for g(P ) > 0, the equation P (X,Y ;U) = 0 has no
rational parameterisation.
1Here we assume U is rational, which is without loss of generality, since U corresponds to a
physical constant and can be approximated arbitrarily by rationals.
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Figure 2: Loci of branch points (left). The contour γ and domain D (right).
4 Determination of the Unknown Boundary Val-
ues
The solution η(x, t) requires that ηˆ(k, t) is solved for k > 0. However, the global
relation (3.8) is valid for k in a much larger domain, namely k ∈ D4. It turns
out that this extra freedom allows us to determine the unknown boundary values
ηxxx(0, t) and ηxx(0, t).
Our analysis involves the complex k-plane, so we must first choose appropriate
branches for the functions ω±(k). It is clear that the branch points of ω±(k) are at
k = 0 and at the three roots of the cubic equation
k3 + k2 − U2 = 0.
Since U is real, two of the roots are a complex conjugate pair and the remaining
root is real. The loci of these points is shown in Figure 2 with appropriate branch
cuts.
Proposition 8. Let ηˆ(k, t) satisfy the global relation (3.8) for k ∈ D4. Then the
unknown functions ηxxx(0, t) and ηxx(0, t) satisfy the equation
2πiηxx(0, t) = g(t)−
∫ t
0
K(t− τ)ηxxx(0, τ) dτ, (4.1)
where the functions g(t) and K(t) are defined as follows:
g(t) =
∫
γ
c−(k)
α(k)
e−iω−(k)t dµ(k), K(t) =
∫
γ
e−iω−(k)t dµ(k).
The contour γ is defined by γ = (−i∞+ 14 , 14 ] ∪ [ 14 ,∞) and dµ = 1kdω−(k) defines
an analytic measure [8] on γ.
Proof. We evaluate (3.8) at t = T , and multiply the resulting expression by
eiω−(T−t)
kα(k)
(
dω−
dk
)
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and then we integrate with respect to dk along γ:
∫
γ
ηˆ(k, T )
α(k)
eiω−(T−t) dµ−
∫
γ
[
c+(k)
α(k)
+ FT (ω+, k)
]
e−i(ω+−ω−)T e−iω−t dµ
=
∫
γ
[
c−(k)
α(k)
− FT (ω−, k)
]
e−iω−t dµ. (4.2)
The integrand of the integral on the RHS of this equation is bounded and analytic
in the domain bounded D ⊂ D4 defined by:
D = {k ∈ D4 : ℜk ≥ 14}.
Indeed, this is a consequence of the following two facts:
1. The following estimates hold for k →∞ in D:
c−(k)
kα(k)
(
dω−
dk
)
= O
(
1
k
)
,
ηˆ(k, T )
kα(k)
(
dω−
dk
)
= O
(
1
k
)
.
The determination of these asymptotic estimates uses integration by parts, the
Riemann-Lebesgue lemma and the assumptions ηˆ0 ∈ H2〈2〉(R+) and η(0, T ) =
ηx(0, T ) = 0.
2. For |k| sufficiently large, t > 0 we have:
| exp(−iω+t)| < exp
{(
ǫ+ 12kI [4kR − 1]
)
t
}
| exp(−iω−t)| < exp
{(
ǫ− 12kI [4kR − 1]
)
t
}
for ǫ > 0. The determination of these estimates is based on the asymptotic
formulae:
ω+(k) = +k
2 − 12k + (U + 38 ) + o(1), k →∞,
ω−(k) = −k2 + 12k + (U − 38 ) + o(1), k →∞.
Thus for |k| sufficiently large we have |ℑω+(k)−ℑ
(
k2 − 12k
) | < ǫ.
Using these facts as well as the equation∫
γ
e−iω−(k)(t−τ) dω−(k) = 2πδ(t− τ),
where the equality is understood in the distributional sense, we find:
0 =
∫
γ
c−(k)
α(k)
e−iω−t dµ−
∫ T
0
∫
γ
eiω−(τ−t)ηxxx(0, τ) dµ dτ − 2πiηxx(0, t).
Finally, we observe that:
∫
γ
∫ T
t
e−iω−(t−τ)ηxxx(0, τ) dτ dµ = 0,
which follows from the fact that t − τ < 0 in the integrand, so the integrand is
bounded and analytic on the RHS of γ (i.e in D), and them Cauchy’s theorem
implies that the above integral vanishes. 
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Figure 3: Contour plots of ℑω+ and ℑω− for two values of U .
Lemma 1. Let K(t) and g(t) be defined by Proposition 8 and let Σ ⊂ R+ be a
bounded interval. Then:
(a) The integral operator K defined by:
Kf
def
=
∫ t
0
K(t− τ)f(τ) dτ, f ∈ L2dt(Σ)
has a weak singularity.
(b) g ∈ L2dt(Σ).
Proof. For (a) it is enough to prove:
|K(t, τ)| ≤M |t− τ |−α
for some α ∈ (0, 1). We show this as follows: choose δ > 1 such that the boundary
∂Bδ, where Bδ ≡ Bδ(0), lies beyond the branch cut between the complex pair of
roots of k3 + k2 − U2 = 0. The contribution from within Bδ is certainly uniformly
bounded, since γ has been chosen to avoid the singularities of the relevant functions.
This gives us the following inequality:
|K(t, τ)| < c0 +
∣∣∣∣∣
∫
γ\(γ∩Bδ)
e−iω−(k)(t−τ) dµ
∣∣∣∣∣ .
Now split the contour into γ1 and γ2 which constitute the disjoint elements of
γ \ (γ ∩ Bδ): the first is parallel with the negative imaginary axis, the second is
parallel with the positive real axis. Choosing δ > 0 sufficiently large, we can use
the result in Proposition 8 so that:
∣∣ω−(k) + k2 − 12k − U + 38 ∣∣ < ǫ
on γ1 and γ2. Noting that the integrand decays exponentially in the 1st and 3rd
quadrants, we deform the γ1 and γ2 onto the rays arg(k) =
π
4 and arg(k) = − 3π4
12
respectively, picking up a contribution from the relevant parts of ∂Bδ. These addi-
tional contributions will also be uniformly bounded. Denoting the partial rays by
Γ1 and Γ2 respectively gives:∣∣∣∣
∫
γ1
e−iω(k)(t−τ) dµ
∣∣∣∣ < c1 +
∫
Γ1
|e−iω−(k)(t−τ)| |dµ|.
Once again using the result in Proposition 8 we have:
∫
Γ1
|e−iω−(k)(t−τ)| |dµ| ≤
∫ ∞
δ
eǫ(t−τ)e(−r
2+2r)(t−τ) (ǫ+ 2) dr
≤ c2e(ǫ+1)(t−τ)
∫ ∞
1
e−(r−1)
2(t−τ) dr
≤ c3 e
(ǫ+1)(t−τ)√
(t− τ)
< c4|t− τ |−1/2.
Using an entirely analogous argument for the contribution from Γ2 we find:∫
Γ2
|e−iω−(k)(t−τ)| |dµ| < c5|t− τ |−1/2.
Each of the previous bounds implies the following result:
|K(t, τ)| ≤ c6 + c7|t− τ |−1/2
=
(
c6|t− τ |1/2 + c7
)
|t− τ |−1/2
< M |t− τ |−1/2.
Hence K has a weak singularity with exponent α = 12 .
For (b), we proceed as in the previous case by splitting the integral. Noting the
asymptotic result in Proposition 8, for δ sufficiently large, we have:∣∣∣∣c−(k)α(k)
∣∣∣∣ < ǫ|k|
for k ∈ γ \ (γ ∩Bδ), where ǫ > 0. This gives:∣∣∣∣∣
∫
γ\(γ∩Bδ)
c−(k)
α(k)
e−iω−(k)t dµ
∣∣∣∣∣ ≤ ǫ
∣∣∣∣∣
∫
γ\(γ∩Bδ)
e−iω−(k)t
|k| dµ
∣∣∣∣∣
≤ c1
∫ ∞
2
r−1e−(r−1)
2t dr
< c2 log t
where we have used similar estimates as earlier. Note also the singularities of the
integrand lie off γ by construction, so the contribution from the integral along γ∩Bδ
is uniformly bounded and we have:∣∣∣∣
∫
γ
c−(k)
α(k)
e−iω−(k)t dµ
∣∣∣∣ < c3 log t.
It then follows that for Σ bounded, we have ‖g‖L2
dt
(Σ) <∞. 
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Corollary 1. The operator K : L2dt(Σ)→ L2dt(Σ) is compact.
Proof. K has a weak singularity, hence it is bounded in L2dt(Σ). Indeed, take
f ∈ L2dt(Σ), then the previous result gives:
|(Kf)(t)|2 ≤
∣∣∣∣
∫
Σ
|K(t, τ)|1/2|K(t, τ)|1/2|f(τ)| dτ
∣∣∣∣
2
≤
∣∣∣∣
∫
Σ
|K(t, τ)||f(τ)|2 dτ
∣∣∣∣
∣∣∣∣
∫
Σ
|K(t, τ)| dτ
∣∣∣∣
≤M1
∣∣∣∣
∫
Σ
|K(t, τ)||f(τ)|2 dτ
∣∣∣∣ ,
which follows from the Cauchy-Schwarz inequality and the fact that a weak singu-
larity is integrable. Thus,
‖Kf‖2L2
dt
(Σ) ≤M1
∫
Σ×Σ
|K(t, τ)||f(τ)|2 dτ dt
≤M2‖f‖2L2
dt
(Σ)
where we have used Fubini’s theorem. Thus, standard results (see for example [9]),
imply the desired result. 
Remark 2. The estimates of the above lemmas are not sufficient to handle the
case T = ∞, i.e. Σ = (0,∞), since in thise case the contributions from γ ∩ Bδ fail
to decay rapidly for large t. This underlines the fact that instabilities could grow
exponentially in time and hence analysis on L2dt(R
+) is inappropriate. The lemma
also indicates the importance of the conditions on the curvature of the plate at the
hinge, since without them we cannot require that g ∈ L2dt(R+).
Since the integral operator K is of the convolution type, it follows that (4.1) can
be solved in a straightforward manner using Laplace’s transform. In this respect
the following estimates, which can be derived using similar methodology to that
used in lemma 1, are essential.
Lemma 2. Given g and K as in Proposition 8, ∃α > 0 such that e−αtg ∈ L1dt(R+)
and e−αtK ∈ L1dt(R+).
The solution of (4.1) is unique provided that g ∈ dom(K−1). The compactness
of K means that K−1 is unbounded and hence necessarily discontinuous on L2dt(Σ).
This fact suggests the existence of a sequence of initial data, {ηn0 } ∈ H2〈2〉(R+), such
that the corresponding sequence gn ∈ L2dt(Σ), defined by:
gn(t) =
∫
γ
[
c˜−(k)
α(k)
]
ηˆn0 (k)e
−iω−(k)t dµ,
has the following two properties:
gn → 0,
‖K−1gn‖L2
dt
(Σ) →M > 0.
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Now since ηˆ(k, t) has non-pathological dependence on ηxxx(0, t), and hence K
−1g, it
would follow that ηˆ(k, t) would change discontinuously with the initial data. Hence
in this case the problem would be ill-posed in L2dx(R
+).
We now perform a regularisation of the problem by modifying the relevant func-
tion spaces so that K is continuously invertible, which will ensure well-posedness.
A key result, central to our argument, is the following well-known lemma.
Lemma 3. Let X,Y be Banach spaces and let Xc ⊂ X be compact. Then if
T : Xc → Y is continous and one-to-one, then T−1 : R(Xc) → Xc exists and is
continuous.
Since K : L2dt → L2dt is compact, it is necessarily bounded (continuous), so it
follows immediately from lemma 3 that if we choose Xc to be compactly embedded
in L2dt(Σ) such that K|Xc is one-to-one, then the following map a homeomorphism:
K|Xc : Xc →R(K|Xc),
where K|Xc denotes the restriction of K to Xc. We now prove that K|Xc is one-to-
one.
Lemma 4. The integral operator K|Xc : Xc → L2dt(Σ) is one-to-one.
Proof. It suffices to prove that N (K|Xc) = {0} since K|Xc is linear. Suppose
θ ∈ N (Σ), so that:
K|Xcθ = 0. (4.3)
Since K|Xc is of the convolution type equation (4.3) can be written as:
(K ∗ θ)(t) = 0, t ∈ Σ (4.4)
where K(t) =
∫
γ e
−iω−(k)tdµ. Now it follows from Titchmarsh’s convolution theo-
rem that θ = 0 almost everywhere in (0, t1) and K = 0 almost everywhere in (0, t2)
where, t1 + t2 ≥ T . The operator K defines an analytic function of t for t ∈ Σ, and
as such the zero set for K has measure zero. Consequently θ = 0 almost everywhere
in Σ and we conclude that N (K|Xc) = {0}, so K|Xc is one-to-one. 
Corollary 2. The map K|Xc : Xc →R(K|Xc) is a homeomorphism.
Now recall the classical result due to Rellich and Kondrachov, which states that
H1dt(Σ) is compactly embedded in L
2
dt(Σ), so our previous discussion reveals that
the map:
K|H1
dt
(Σ) : H
1
dt(Σ)→R(K|H1
dt
(Σ))
is continously invertible. It now suffices to choose η0 so that g ∈ R(K|H1
dt
(Σ)), where
g is defined in Propostion 8. In fact, we can simply choose η0 so that g ∈ H1dt(Σ)
since the Fredholm alternative theorem implies:
R(K|H1
dt
(Σ)) = N (K|∗H1
dt
(Σ))
⊥
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where the K∗ denotes the adjoint operator. Since K|∗
H1
dt
(Σ)
is also a convolution
operator, a similar argument to that used in the proof of Lemma 4 shows that
N (K|∗
H1
dt
(Σ)
) = {0}, so we conclude that:
R(K|H1
dt
(Σ)) = H
1
dt(Σ).
For classical solutions we also require g(0) = 0. We can now give sufficient conditions
of η0 so IBVP in (1.16) well posed.
Proposition 9. If η0 ∈ H3〈3〉(R+), then g ∈ H1dt(Σ) and the IBVP (1.16) is well
posed, i.e the solution defined by η0 7→ η defines a continous map from H3〈3〉(R+)
to L2dx(R
+).
Sketch Proof. First we note that for η0 ∈ H3〈3〉(R+) we have:
∣∣∣∣c−(k)α(k)
∣∣∣∣ < ǫ|k|3
for |k| sufficiently large. This follows from estimates similar to those in Proposition
8. In this case an application of Cauchy’s theorem gives that g(0) = 0, as required for
the equationKf = g to have a solution in a classical sense. Also, for η0 ∈ H3〈3〉(R+),
the map defined by:
G : H3〈3〉(R
+)→ L2dt(Σ) : η0 7→ g,
is continuous. In addition, using estimates similar to those in the proof of Lemma 1
we find g′(t) ∈ L2dt(Σ), hence g ∈ H1dt(Σ) and it follows from our previous discussion
that the solution to the integral equation depends continuously on g with respect to
the L2dt(Σ) topology. It follows from estimates similar to those in Proposition 4 that
the solution map St : H
3
〈3〉(R
+)→ L2dx(R+), defined by η0 7→ η, is continuous. 
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