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Abstract
Radar is a system that uses electromagnetic waves to detect, locate and measure the speed of re-
flecting objects such as aircraft, ships, spacecraft, vehicles, people, weather formations, and terrain.
It transmits the electromagnetic waves into space and receives the echo signal reflected from ob-
jects. By applying signal processing algorithms on the reflected waveform, the reflecting objects can
be detected. Furthermore, the location and the speed of the objects can also be estimated. Radar
was originally an acronym for “RAdio Detection And Ranging”. Today radar has become a stan-
dard English noun. Early radar development was mostly driven by military and military is still the
dominant user and developer of radar technology. Military applications include surveillance, nav-
igation, and weapon guidance. However, radar now has a broader range of applications including
meteorological detection of precipitation, measuring ocean surface waves, air traffic control, police
detection of speeding traffic, sports radar speed guns, and preventing car or ship collisions.
Recently, the concept of MIMO radar has been proposed. The MIMO radar is a multiple antenna
radar system which is capable of transmitting arbitrary waveform from each antenna element. In
the traditional phased array radar, the transmitting antennas are limited to transmit scaled ver-
sions of the same waveform. However the MIMO radar allows the multiple antennas to transmit
arbitrary waveforms. Like MIMO communications, MIMO radar offers a new paradigm for signal
processing research. MIMO radar possesses significant potentials for fading mitigation, resolution
enhancement, and interference and jamming suppression. Fully exploiting these potentials can
result in significantly improved target detection, parameter estimation, target tracking and recog-
nition performance. The MIMO radar technology has rapidly drawn considerable attention from
many researchers. Several advantages of MIMO radar have been discovered by many different
researchers such as increased diversity of the target information, excellent interference rejection
capability, improved parameter identifiability, and enhanced flexibility for transmit beampattern
design. The degrees of freedom introduced by MIMO radar improves the performance of the radar
vsystems in many different aspects. However, it also generates some issues. It increases the number
of dimensions of the received signals. Consequently, this increases the complexity of the receiver.
Furthermore, the MIMO radar transmits an incoherent waveform on each of the transmitting anten-
nas. This in general reduces the processing gain compared to the phased array radar. The multiple
arbitrary waveforms also affects the range and Doppler resolution of the radar system.
The main contribution of this thesis is to study the signal processing issues in MIMO radar and
propose novel algorithms for improving the MIMO radar system. In the first part of this thesis,
we focus on the MIMO radar receiver algorithms. We first study the robustness of the beamformer
used in MIMO radar receiver. It is known that the adaptive beamformer is very sensitive to the
DOA (direction-of-arrival) mismatch. In MIMO radar, the aperture of the virtual array can be
much larger than the physical receiving array in the SIMO radar. This makes the performance
of the beamformer more sensitive to the DOA errors in the MIMO radar case. In this thesis, we
propose an adaptive beamformer that is robust against the DOA mismatch. This method imposes
constraints such that the magnitude responses of two angles exceed unity. Then a diagonal loading
method is used to force the magnitude responses at the arrival angles between these two angles to
exceed unity. Therefore the proposed method can always force the gains at a desired interval of
angles to exceed a constant level while suppressing the interferences and noise. A closed form so-
lution to the proposed minimization problem is introduced, and the diagonal loading factor can be
computed systematically by a proposed algorithm. Numerical examples show that this method has
an excellent SINR (signal to noise-plus-interference ratio) performance and a complexity compara-
ble to the standard adaptive beamformer. We also study the space-time adaptive processing (STAP)
for MIMO radar systems. With a slight modification, STAP methods developed originally for the
single-input multiple-output (SIMO) radar (phased array radar) can also be used in MIMO radar.
However, in the MIMO radar, the rank of the jammer-and-clutter subspace becomes very large,
especially the jammer subspace. It affects both the complexity and the convergence of the STAP
algorithm. In this thesis, we explore the clutter space and its rank in the MIMO radar. By using the
geometry of the problem rather than data, the clutter subspace can be represented using prolate
spheroidal wave functions (PSWF). Using this representation, a new STAP algorithm is developed.
It computes the clutter space using the PSWF and utilizes the block diagonal property of the jam-
mer covariance matrix. Because of fully utilizing the geometry and the structure of the covariance
matrix, the method has very good SINR performance and low computational complexity.
vi
The second half of the thesis focuses on the transmitted waveform design for MIMO radar sys-
tems. We first study the ambiguity function of the MIMO radar and the corresponding waveform
design methods. In traditional (SIMO) radars, the ambiguity function of the transmitted pulse char-
acterizes the compromise between range and Doppler resolutions. It is a major tool for studying
and analyzing radar signals. The idea of ambiguity function has recently been extended to the case
of MIMO radar. In this thesis, we derive several mathematical properties of the MIMO radar ambi-
guity function. These properties provide some insights into the MIMO radar waveform design. We
also propose a new algorithm for designing the orthogonal frequency-hopping waveforms. This
algorithm reduces the sidelobes in the corresponding MIMO radar ambiguity function and makes
the energy of the ambiguity function spread evenly in the range and angular dimensions. Therefore
the resolution of the MIMO radar system can be improved. In addition to designing the waveform
for increasing the system resolution, we also consider the joint optimization of waveforms and re-
ceiving filters in the MIMO radar for the case of extended target in clutter. An extended target can
be viewed as a collection of infinite number of point targets. The reflected waveform from a point
target is just a delayed and scaled version of the transmitted waveform. However, the reflected
waveform from an extended target is a convolved version of the transmitted waveform with a tar-
get spreading function. A novel iterative algorithm is proposed to optimize the waveforms and
receiving filters such that the detection performance can be maximized. The corresponding itera-
tive algorithms are also developed for the case where only the statistics or the uncertainty set of
the target impulse response is available. These algorithms guarantee that the SINR performance
improves in each iteration step. The numerical results show that the proposed iterative algorithms
converge faster and also have significant better SINR performances than previously reported algo-
rithms. 1
1I would like to acknowledge the office of Naval Reasearch and the National Science Foundation for their support.
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1Chapter 1
Introduction
In this chapter, we review basic concepts from radar and MIMO radar and briefly describe the major
results of each chapter. The chapter is organized as follows: Section 1.1 gives the basic review of
the radar system. Section 1.2 reviews the basic concept of MIMO radar. Section 1.3 gives an outline
of this thesis. Section 1.4 defines the notations used in this thesis.
1.1 Basic Review of Radar
The radar systems can be categorized into monostatic and bistatic. The transmitter and the receiver of
a monostatic radar are located in the same location while the transmitter and receiver of the bistatic
radar are far apart relative to the wavelength used in the radar. According to the characteristics of
the transmitted signals, the radar systems can be further categorized into continuous waveform radar
and pulse radar. The continuous waveform radar transmits a single continuous waveform while
the pulse radar transmits multiple short pulses. Most of the modern radars are monostatic pulse
radars [87]. In this thesis, we will consider both continuous waveform and pulse radar. However,
we will study only monostatic radar throughout this thesis.
1.1.1 Detection and Ranging
Detection is the most fundamental function of a radar system. After emitting the electromagnetic
waveform, the radar receives the reflected signal. To detect the target, it is necessary to distinguish
the signal reflected from the target, from the signal containing only noise. After detecting the target,
one can further calculate the range. In the radar community the word range is used to indicate the
distance between the radar system and the target.
2Consider a monostatic radar system with one antenna as shown in Fig. 1.1. The radar emits a
waveform u(t) into the space. The waveform hits the target located in range r and comes back to
the antenna. After demodulation, the received signal can be expressed as [87]
αu(t− 2r
c
) + v(t),
where c is the speed of wave propagation, r is the range of the target, v(t) is the additive noise, and
α denotes the amplitude response of the target. The amplitude response α is determined by the
radar cross section (RCS) of the target, the range r of the target, the beampattern of the antenna,
and the angle of the target. In the receiver, a matched filter is usually applied to enhance the signal-
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Figure 1.1: Basic radar for detection and ranging
to-noise ratio (SINR). The matched filter output can be expressed as
y(τ) =
∫ ∞
−∞
αu(t− 2r
c
)u∗(t− τ)dt+
∫ ∞
−∞
v(t)u∗(t− τ)dt
= αruu(τ − 2r
c
) +
∫ ∞
−∞
v(t)u∗(t− τ)dt,
where ruu(τ) =
∫∞
−∞ u(t)u
∗(t − τ)dτ is the autocorrelation function of u(t). The input-output re-
lation is illustrated in Fig. 1.2. To determine whether there is a target, the matched filter output
signal is checked at a specific time instant τ0. If ruu(τ) > η for a predetermined threshold η, then
the radar system reports that it has found a target. There is a trade-off between false alarm rate and
detection rate when choosing the threshold η [100]. Small threshold η improves the detection rate
but also increases the false alarm rate. On the other hand, large threshold reduces the false alarm
rate but also decreases the detection rate. After detecting the target, one can further determines the
3∫∞ r2)2(
c
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−− dttu
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∫∞
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Figure 1.2: Matched filter in the radar receiver
range of the target. For a simple point target, the range of the target can be obtained by
r =
1
2
τ0c,
where τ0 is the time instant at which the matched filter output exceeds the threshold.
For the case of multiple targets, the matched filter output signal can be expressed as
y(τ) =
Nt−1∑
i=0
αiruu(τ − 2ri
c
) +
∫ ∞
−∞
v(t)u∗(t− τ)dt,
where Nt is the number of targets, ri is the range of the ith target, and αi is the amplitude response
of the ith target. To be able to distinguish these targets, the autocorrelation function ruu(τ) has to
be a narrow pulse in order to reduce the interferences coming from other targets. A narrow pulse
in time-domain has a widely spread energy in its Fourer transform and vice versa. Therefore to
obtain a narrow pulse ruu(τ), one can choose the waveform u(t) so that the energy of the Fourier
transform of ruu(τ) is widely spread. Fourier transform of the autocorrelation function ruu(τ) is
expressed as
Suu(jω) = |U(jω)|2,
where U(jω) is the Fourier transform of the waveform u(t). Therefore, one can choose u(t) so that
its energy is widely spread over different frequency components.
Another very important desirable property of the transmitted waveform is the constant modu-
lus property. The constant modulus property allows the antenna to always work at the same power.
This avoids the use of expensive amplifiers, and the nonlinear effect of the amplifiers. One good
candidate that has widely spread energy in the frequency domain and also satisfies the constant
4modulus property is the linear frequency modulated (LFM) waveform. It is also called the chirp
waveform. The LFM waveform can be expressed as
u(t) ∝
 ej2pifctejpikt
2
, 0 ≤ t < T
0, otherwise.
where fc is the carrier frequency, k is the parameter that determines the bandwidth of the signal,
and T is the duration of the signal. The instantaneous frequency of the LFM waveform is the
derivative of the phase function
1
2pi
d(2pifct+ pikt2)
dt
= fc + kt.
So the approximate bandwidth of the LFM signal is kT . The autocorrelation function of the LFM
waveform can be approximated as [62]
ruu(τ) ≈

∣∣∣∣ sin(pikTτ(1− |τ|T )pikTτ ∣∣∣∣ , −T ≤ τ < T.
0, otherwise
Fig. 1.3 shows the LFM waveform and the corresponding autocorrelation. The first zero-crossing
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Figure 1.3: The LFM signal: (a) real part of an LFM waveform and (b) Fourier transfrom magnitude
of the LFM waveform
of the autocorrelation function ruu(τ) happens at the point 1kT . So we see that the waveform has
5been “compressed” after the matched filtering from the original width T to 1kT . This effect is called
pulse compression. The ratio between the original width and the compressed width is defined as the
compression ratio. It can be expressed as
T
/ 1
kT
= kT 2.
We have previously mentioned that the bandwidth of the LFM signal is kT . So kT 2 = (kT ) ·T is the
time-bandwidth product of the LFM signal. Thus the resolution of a radar system emitting LFM
waveform is determined by the time-bandwidth product of the LFM waveform.
Another great benefit of the LFM signal is that it can be easily generated by circuits [92]. These
advantages makes LFM signal the most widely used radar signal today [62,87]. In fact, LFM signal
can even be found in some natural “radar system” such as the ultrasonic systems of bats and dol-
phins. We will talk more about the waveform design and introduce a useful tool called ambiguity
function to analyze the waveforms in Chapter 4.
1.1.2 Estimation of the Velocity
Besides detection and ranging, radar system can be used to further measuring the velocity of an ob-
ject. For example, police speed radar measures the velocity of moving vehicles. The radar systems
can also use the velocity information to filter out the unwanted reflected signals. For example, for a
radar system built to detect flying objects such as aircrafts or missiles, clouds will be the unwanted
reflected signals. In radar community, this kind of unwanted signal is called clutter. In most of the
case, the clutter can be very strong. Sometimes it may go up to 30 to 40 dB above the target signal.
Fortunately, since the clutter objects are usually still or moving slowly, one can use the velocity
information to filter it out. We will explain how radar systems obtain the velocity information.
Consider a monostatic radar system with one antenna and a moving target as shown in Fig. 1.4.
The target moves with the speed v at an angle θ as shown in the figure. The radar system emits a
narrowband waveform u(t)ej2pifct. Here narrowband means the bandwidth of the signal is much
smaller than the carrier frequency fc. The waveform hits the moving target at range r and comes
back to the antenna. After demodulation, the received waveform can be expressed as
αu(t− 2r
c
)ej2pifDt + v(t), (1.1)
6t t
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Figure 1.4: Illustration of the Doppler effect
where fD is the Doppler frequency, α is the amplitude response of the target and v(t) denotes the
noise in the receiver. The Doppler frequency can be expressed as [62]
fD =
c+ v cos θ
c− v cos θ fc ≈
2v cos θ
c
fc.
Note that fD is much smaller than the carrier frequency fc because the velocity of the object v is
usually much smaller than the speed of light. Therefore, to effectively estimate the small Doppler
frequency fD, we will need a longer time window. One way to achieve this is to transmit multiple
pulses. These pulses can occupy a longer time window as shown in Fig. 1.5. Therefore they provide
better Doppler frequency resolution. Also, the computational complexity for processing pulses is
}Re{ 2 tfj De π
∑ −=
l
lTttu )()( φ
Figure 1.5: The pulse train
much smaller than processing a long continuous waveform. The radar systems which emit pulse
trains are called pulse radar. Most modern radar systems are pulse radars. The transmitted signal
7in pulse radar can be expressed as
u(t) =
L−1∑
l=0
φ(t− lT ), (1.2)
where φ(t) is the basic shape pulse, l is the pulse index, T is the pulse repetition period, and L is the
number of the total transmitted pulses. In radar community, l is often called slow time index and
t is called fast time. The slow time is used to process the Doppler information while the fast time
is used to process the range information. Fig. 1.5 illustrates a pulse train signal and the Doppler
envelope. Using (1.2) and (1.1), the corresponding received signal becomes
α
L−1∑
l=0
φ(t− lT − 2r
c
)ej2pifDt + v(t).
Because the pulse φ(t) is narrow in time domain, one can approximate the Doppler term ej2pifDt as
a constant within the pulse. Thus the above equation can be approximated as
α
L−1∑
l=0
φ(t− lT − 2r
c
)ej2pifDlT + v(t).
Recall that the matched filter is used in the receiver to enhance the SNR and perform pulse com-
pression. In the pulse radar case, it is sufficient to use the matched filter which matches to the pulse
φ(t). The matched filter output can be expressed as
y(τ) = α
L−1∑
l=0
(∫ ∞
−∞
φ(t− lT − 2r
c
)φ∗(t− τ)dt
)
ej2pifDlT +
∫ ∞
−∞
v(t)φ∗(t− τ)dt
= α
L−1∑
l=0
rφφ(τ − lT + 2r
c
)ej2pifDlT +
∫ ∞
−∞
v(t)φ∗(t− τ)dt.
Using the above matched filter output, one can perform detection and ranging as described in the
last section. To extract the Doppler information, after obtaining the range r, we can sample the
matched filter output y(τ) associated with the range and obtain the peaks of the received signal as
yq = y(qT +
2r
c
)
= α
L−1∑
l=0
rφφ((q − l)T )ej2pifDlT +
∫ ∞
−∞
v(t)φ∗(t− qT + 2r
c
)dt
≈ αrφφ(0)ej2pifDqT +
∫ ∞
−∞
v(t)φ∗(t− qT + 2r
c
)dt,
8for q = 0, 1, · · · , L− 1. Computing the discrete Fourier transform Y (f) of yq , we obtain
|Y (f)| =
∣∣∣∣∣
L−1∑
q=0
yqe
−j2pifq
∣∣∣∣∣
=
∣∣∣∣∣αrφφ(t)
L−1∑
q=0
e−j2pifq + noise term
∣∣∣∣∣
=
∣∣∣∣αrφφ(t) sin(piL(f − FD))sin(pi(f − fD)) + noise term
∣∣∣∣ .
From the peak of the magnitude, we can estimate the Doppler frequency fD. One can also use the
Doppler processing to filter out the unwanted reflected signals. For example, suppose there are
two targets at the same range r, but with different Doppler frequencies. Then the received signal
associated with the range r can be expressed as
yq ≈ α1rφφ(0)ej2pifD1q + α2rφφ(0)ej2pifD2q + noise term,
where α1 and α2 are the amplitude responses of the targets and fD1 and fD2 are Doppler frequen-
cies of the targets. The signal yq has two frequency components. To separate them, one can put the
signal yq into a bandpass filter to extract the Doppler frequency of interest as shown in Fig. 1.6. For
H(z)qy
Doppler filtering
Figure 1.6: Doppler processing
example, when detecting the flying targets, the signal reflected by clouds is one major source of
interference. However, the clouds usually move slowly compared to aircraft or missiles. One can
use a filter to eliminate most of the unwanted reflected signals. We will talk more about Doppler
processing in Chapter 3.
1.1.3 Beamforming
We have discussed about detection, ranging and measuring velocity using radar. We will talk about
another important parameter, angle, in this subsection. The angle information along with the range
information gives us the complete information about the target location. The target location can be
9specified by three parameters (r, θ, φ), where θ is the azimuth angle and φ is the elevation angle. Fig.
1.7 illustrates these three parameters. In this thesis, we usually deal with only one angle because
φ
r
θ
Figure 1.7: Range r, azimuth angle θ, and elevation angle φ
the two angles θ and φ can be processed independently. The one-dimensional results provided in
this thesis can be easily generalized to two dimensions.
Antennas usually have different gain for signals transmitted to different angles and signals
received from different angles. The antenna gain as a function of angles is called the beampattern
B(θ). Consider an antenna with beampattern B(θ) which has a large gain around angle 0◦ but
has small gains at other angles. We can use this antenna to detect a target at 0◦. However, to detect
targets at other angles, we need to mechanically rotate the antenna to the angle of interest. Rotating
the antenna mechanically is costly and usually slow.
To avoid mechanically rotating the antenna, we can use a technology called beamforming which
allowed us to change the beampattern electronically. This requires multiple antennas and usually
these antennas have wider beampatterns. For convenience, we assume the antennas all have om-
nidirectional beampatterns. In other words, for every antenna, B(θ) = 1 for all θ. The multiple
antennas are placed uniformly on a straight line. This is called a uniform linear antenna array
(ULA). Fig. 1.8 illustrates such an antenna array. Consider a narrowband plane wave with carrier
frequency fc impinging from angle θ. The received signal of the nth antenna can be expressed as
rn(t) = αs(t)ej
2pi
λ dn sin θ + v(t),
for n = 0, 1, · · · , N − 1, where N is the number of antennas, λ = cfc is the wavelength of the signal,
s(t) is the signal envelope, α is the amplitude response and v(t) is the additive noise. The phase
difference term ej
2pi
λ dn sin θ comes from different traveling distances to different antennas as shown
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Figure 1.8: A uniform linear antenna array (ULA)
in Fig. 1.8. To extract signal from θ, one can linearly combine the received signals and obtain
y(t) =
N−1∑
n=0
wnrn(t)
= αs(t)
N−1∑
n=0
wne
j 2piλ dn sin θ︸ ︷︷ ︸
B(θ)
+
N−1∑
n=0
wnv(t), (1.3)
where wn is the weighting coefficient corresponding to the nth antenna. Observing the above equa-
tion, one can see that y(t) has a different gain for signal coming from different angle θ. Therefore
by linearly combining the signals, we can synthesize the beampattern B(θ) as shown in Eq. (1.3).
Note that this beampattern B(θ) can be controlled by the weighting coefficients wn.
To change the beampattern, we do not need to mechanically rotate the antenna. We can just
change the weighting coefficients wn and this can be done through using electronic devices. This
technique is called electric beamforming and the weighting coefficients wn are called beamformer
coefficients. The beampattern can be expressed as
B(θ) =
N−1∑
n=0
wne
j 2piλ dn sin θ
=
N−1∑
n=0
wne
−jωn∣∣
ω= 2piλ d sin θ
= W (ejω)
∣∣
ω= 2piλ d sin θ
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where W (ejω) is the Fourier transform of the beamformer wn. Therefore, the beamformer design
problem can be treated as an FIR filter design problem. Typical FIR filter design algorithms such
as Parks-McClellan algorithm can be applied to beamformer design. Note that in filter design
problem, the frequency resolution of a filter depends on the filter order. Similarly, the spatial reso-
lution of the beamformer depends on the number of antennas in the ULA array. Note that we have
ω = 2piλ d sin θ in the above equation. If d >
λ
2 , there will be multiple values of θ mapping to the
same ω. This is equivalent to the aliasing effect in sampling. To avoid this, one chooses d ≤ λ2 . In
practice, the spacing between antennas is about half of the wavelength. In this case,
−pi ≤ ω = 2pi
λ
d sin θ = pi sin θ ≤ pi.
Then there will not be aliasing in the beampattern. Beamforming has long been used in many
areas, such as radar, sonar, seismology, medical imaging, speech processing, and wireless commu-
nications. We will talk more about beamforming in Chapter 2.
1.2 Review of MIMO Radar
In the traditional phased array radar, the system can only transmit scaled versions of a single wave-
form. Because only a single waveform is used, the phased array radar is also called SIMO (single-
input multiple-output) radar in contrast to the MIMO radar. We will use “SIMO radar” or “phased
array radar” alternatively throughout the thesis.
The MIMO (multiple-input multiple-output) radar system allows transmitting orthogonal (or
incoherent) waveforms in each of the transmitting antennas [7, 85]. These waveforms can be ex-
tracted by a set of matched filters in the receiver. Each of the extracted components contains the
information of an individual transmitting path. There are two different kinds of approaches for
using this information. First, the spatial diversity can be increased. In this scenario, the transmit-
ting antenna elements are widely separated such that each views a different aspect of the target.
Consequently the target radar cross sections (RCS) are independent random variables for differ-
ent transmitting paths. Therefore, each of the components extracted by the matched filters in the
receiver contains independent information about the target. Since we can obtain multiple inde-
pendent measurements about the target, a better detection performance can be obtained [28–30].
Second, a better spatial resolution can be obtained. In this scenario, the transmitting antennas are
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colocated such that the RCS observed by each transmitting path are identical. The components
extracted by the matched filters in each receiving antenna contain the information of a transmitting
path from one of the transmitting antenna elements to one of the receiving antenna elements. By
using the information about all of the transmitting paths, a better spatial resolution can be obtained.
The phase differences caused by different transmitting antennas along with the phase differences
caused by different receiving antennas can form a new virtual array steering vector. With judiciously
designed antenna positions, one can create a very long array steering vector with a small number of
antennas. Thus the spatial resolution for clutter can be dramatically increased at a small cost [7,85].
We will soon introduce the virtual array concept. It has been shown that this kind of radar system
has many advantages such as excellent clutter interference rejection capability [15, 75], improved
parameter identifiability [67], and enhanced flexibility for transmitting beampattern design [37,94].
Some of the recent work on the colocated MIMO radar has been reviewed in [66]. In this chapter,
we focus on the colocated MIMO radar.
1.2.1 The Virtual Array Concept
One of the main advantages of MIMO radar is that the degrees of freedom can be greatly increased
by the concept of virtual array. In this section, we briefly review this concept. More detailed reviews
can be found in [7, 32, 85, 88]. Consider an arbitrary transmitting array with M antenna elements
and an arbitrary receiving array withN antenna elements. Themth transmitting antenna is located
at xT,m ∈ R3 and the nth receiving antenna is located at xR,n ∈ R3. Fig. 1.9 (a) shows an example
with M = 3 and N = 4. The mth transmitting antenna emits the waveform φm(t). The emitted
waveforms are orthogonal, that is,
∫
φm(τ)φ∗k(τ)dτ = δmk.
In each receiving antenna, these orthogonal waveforms are extracted by M matched filters. There-
fore, the total number of extracted signals equals NM . Consider a far-field point target. The target
response in the mth matched filter output of the nth receiving antenna can be expressed as
y(t)n,m = ρt exp(j
2pi
λ
uTt (xT,m + xR,n)), (1.4)
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Figure 1.9: (a) A MIMO radar system with M = 3 and N = 4. (b) The corresponding virtual array
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where ut ∈ R3 is a unit vector pointing toward the target from the radar station, and ρt is the
amplitude of the signal reflected by the target. One can see that the phase differences are created
by both the transmitting antenna locations and the receiving antenna locations. The target response
in (1.4) is the same as the target response received by a receiving array with NM antenna elements
located at
{xT,m + xR,n| n = 0, 1, · · · , N − 1, m = 0, 1, · · · ,M − 1}.
We call this NM -element array a virtual array. Fig 1.9 (b) shows the corresponding virtual array
of the MIMO radar system illustrated in (a). Thus, we can create an NM -element virtual array by
using only N +M physical antenna elements.
The relation between the transmitting array, receiving array, and the virtual array can be further
characterized by a convolution [32]. Define
gT (x) =
M−1∑
m=0
δ(x− xT,m) (1.5)
and
gR(x) =
N−1∑
n=0
δ(x− xR,n). (1.6)
These functions characterize the antenna locations in the transmitter and receiver. Because the
virtual array has NM virtual elements located at {xT,m + xR,n}, the corresponding function which
characterizes the antenna location of the virtual array can be expressed as
gV (x) =
M−1∑
m=0
N−1∑
n=0
δ(x− (xT,m + xR,n)). (1.7)
Comparing (1.5)–(1.7), one can see that
gV (x) = (gT ∗ gR)(x), (1.8)
where ∗ denotes convolution. One can observe this relation from Fig. 1.9. The array in Fig. 1.9 (b)
can be obtained by performing convolution of the arrays in Fig. 1.9 (a). This relation was observed
in [32].
An idea somewhat related to the virtual array concept is called sum coarray [47, 58] . The main
difference is that the sum coarray concept is applicable only to the SIMO system. In the SIMO
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system, the overall beampattern is the product of the transmit and receive beampatterns. The
overall beampattern is therefore related to a weight vector wtr which equals the convolution of the
transmit beamformer wt and the receive beamformer wr. That is
wtr = wt ∗wr. (1.9)
This new weight vector wtr can be viewed as a beamformer of a longer array called coarray. In
terms of the array geometry, this coarray is exactly the virtual array. However, these two ap-
proaches are completely different due to the difference between SIMO and MIMO systems. In
the MIMO virtual array, the weight vector has a total of NM degrees of freedom. However, in
coarray, the weight vector has only N + M degrees of freedom because of (1.9). Also, the virtual
array beamforming is performed in the receiver only, but the coarray beamforming is performed in
the both sides of the transmitter and receiver.
 EXAMPLE 1.1: Uniform Linear Virtual Array. Consider the a MIMO radar system with the
uniform linear arrays (ULA) in both of the transmitter and the receiver. In this case, the antenna
locations xT,m and xR,n reduce to scalars and
xR,n = ndR, n = 0, 1, · · · , N − 1
xT,m = mdT , m = 0, 1, · · · ,M − 1,
where dR is the spacing between the receiving antennas, and dT is the spacing between the trans-
mitting antennas. Fig. 1.10 shows an example with M = 3 and N = 4. Similar to the arbitrary
antenna case, the target response in the mth matched filter of the nth receiving antenna can be
expressed as
ρt exp(j
2pi
λ
(ndR sin θ +mdT sin θ)), (1.10)
where θ is the looking direction of the target. The phase differences are created by both transmitting
and receiving antenna locations. Define
fs ,
dR
λ
sin θ, and γ , dT
dR
.
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Figure 1.10: (a) A ULA MIMO radar system with M = 3 and N = 4. (b) The corresponding virtual
array
Equation (1.10) can be further simplified as
ρt exp(j2pifs(n+ γm)).
If we choose
γ = N, (1.11)
the set {n + γm} becomes {0, 1, · · · , NM − 1}. Thus the NM signals in (1.10) can be viewed as
the signals received by a virtual array with NM elements [7] as shown in Fig. 1.10 (b). It is as if
we have a uniform linear receiving array with NM elements. Thus NM degrees of freedom can be
obtained with onlyN+M physical array elements. Similarly, we can obtain this result by using the
convolution described in (1.8). From this point of view, one can see that the choice of γ = N results
in a uniform virtual array. One can view the antenna array as a way to sample the electromagnetic
wave in the spatial domain. The MIMO radar idea allows “sampling” in both transmitter and
receiver and creates a total of NM “samples”. Taking advantage of these extra samples in spatial
17
domain, a better spatial resolution can be obtained.
 EXAMPLE 1.2: Overlapped Linear Virtual Array. Instead of choosing γ = N in (1.11), one
can choose γ = 1. In this case, the target response in the mth antenna of the nth receiver can be
expressed as
ρt exp(j2pifs(n+m)).
Fig. 1.11 shows an example of the transmitter, receiver and their corresponding virtual array. In
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Figure 1.11: (a) A MIMO radar system with M = 3, N = 4 and dT = dR. (b) The corresponding
virtual array
this case, the virtual array is more complicated: It has several virtual elements which are at the
same locations. In some sense, we can regard this as a nonuniform virtual array. The advantage of
choosing γ = 1 is that the radar station can form a focused beam by emitting correlated waveforms
{φm(t}) [37]. The transmit beamforming can not be done in the case γ = N , because the sampling
rate in the spatial domain is too low to prevent aliasing. However, the advantage of choosing γ = N
is that the virtual array is longer as shown in Fig. 1.10 (b) which results in a better spatial resolution.
1.3 Outline of the Thesis
This thesis covers many different aspect of the MIMO radar. Chapter 2 and Chapter 3 study the
receiving algorithms in MIMO radar. In Chapter 2, a new algorithm for robust beamforming is
proposed. The results in Chapter 2 have been published in [14]. Chapter 3 proposes a new efficient
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algorithm for space-time adaptive processing in MIMO radar. The relevant results have been pub-
lished in [15] and Chapter 6 of [70]. Chapter 4 and Chapter 5 study the transmitted waveform in
MIMO radar. Chapter 4 introduces the MIMO ambiguity function and uses it to design the trans-
mitted waveforms. The corresponding waveforms result in a good resolution for point targets. The
result in Chapter 4 has been published in [16]. In Chapter 5, the waveform is optimized using the
prior information about the target and clutter. Also, the corresponding receiving filter is jointly
optimized to achieve better SINR performance. The result in Chapter 5 can be found in [18]. We
will briefly explain the major results of each chapter in this section.
1.3.1 Robust Beamforming — Chapter 2
We have briefly explained the concept of beamforming in Sec. 1.1.3. The beamformer is used to ex-
tract the information from some angle of interest while suppressing the unwanted signal impinging
from other angles. An adaptive beamformer uses the second order statistics of the received signal
to maximize the SINR (signal to noise plus interference ratio) at the receiver. To maximize the
SINR, one can minimize the total variance while maintaining the signal response to be unity. This
beamformer is called minimum-variance distortionless response (MVDR) beamformer. The MVDR
beamformer has the highest SINR among all the beamformers. However, it is very sensitive to the
direction of arrival (DOA) mismatch. If there is a mismatch in DOA, the MVDR beamformer mis-
interprets the signal of interest as a source of interference and suppresses it. This effect is called
self-cancelation and it greatly reduces the SINR. The virtual array formed in MIMO radar can be
much larger than the physical receiving array in SIMO radar. A longer receiving array is more
prone to suffer from the self-cancelation effect. Therefore the robustness of the beamformer is
very important in MIMO radar. To improve the robustness of the beamformer, many approaches
have been proposed, including diagonal loading methods [1, 13], linear constraint based meth-
ods [4, 8, 11, 26, 31, 96, 98, 103], quadratic constraint methods [84, 99], Bayesian methods [6], and
convex set methods [27, 60, 63, 73, 102]. In Chapter 2, we propose an algorithm based on quadratic
inequality constraints. The complexity of the proposed algorithm is the same as the MVDR beam-
former but the proposed algorithm is much more robust against DOA mismatch.
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1.3.2 Efficient Space-Time Adaptive Processing — Chapter 3
We have explained Doppler processing in Section 1.1.2 and beamforming in Section 1.1.3. Space-
time adaptive processing (STAP) is the combination of both Doppler processing and beamforming.
It linearly combines all the antenna outputs from different slow time indexes. The STAP is usually
used in airborne radar. This is because the Doppler frequency of the ground clutter depends on the
looking angle. Therefore in airborne radar the Doppler and angle information has to be jointly pro-
cessed. Joint processing signals of two dimensions requires much more computational complexity.
There have been many algorithms proposed in [35, 40, 43–45, 57, 105] and the references therein for
improving the complexity and convergence of the STAP in the SIMO radar.
Using MIMO radar improves the angle resolution of the STAP. However, MIMO radar also
increases the signal dimension by adding the new waveform-dimension. Therefore it requires more
computational complexity. Furthermore, it requires more signal samples to estimate the second
order statistics when the dimension of the signal is large. In Chapter 3, we propose an algorithm
which fully uses the geometry of the problem and the characteristics of the covariance matrices. The
proposed method has a significantly lower computational complexity and requires fewer training
signal samples.
1.3.3 Ambiguity Function and Waveform Design — Chapter 4
We have discussed range resolution and pulse compression in Section 1.1.1. In fact the overall
radar resolution combines range resolution, Doppler resolution and angle resolution. The overall
resolution can be characterized by the radar ambiguity function. The radar ambiguity function is
defined as the system response to a point target. A sharp radar ambiguity function implies the
system has a good resolution to point targets. The ambiguity function is determined by the radar
transmitted waveform. It is the major tool for analyzing the radar waveform. The radar ambiguity
function has been extended to the MIMO case in [89].
It is known that there are several properties of the radar ambiguity function [62]. For example,
the total energy of the SIMO radar ambiguity function is a constant. In Chapter 4, we propose
and prove similar properties for the MIMO radar ambiguity function. These properties provide
some insights for designing MIMO radar transmitted waveforms. In Chapter 4, we also propose a
new waveform design method based on MIMO radar ambiguity function and simulated annealing.
Numerical results show that the proposed waveforms have better resolutions than the orthogonal
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linear frequency modulation waveforms.
1.3.4 Joint Transmitted Waveform and Receiver Design — Chapter 5
In Chapter 5, we consider joint transmitted waveform and receiver design with some prior infor-
mation of the extended target and clutter. While the waveform design problem in Chapter 4 is
optimal for point targets, the waveform design problem in Chapter 5 is for the extended target. An
extended target can be viewed as a collection of infinite number of point targets. It can be character-
ized with a certain impulse response. The single-input single-output (SISO) version of this problem
has been studied by DeLong and Hofstetter in 1967 [22–24] and more recently by Pillai et al. [82].
Different iterative methods have been proposed. In Chapter 5, we consider the MIMO extension of
this problem. In the MIMO case, the method proposed in [22] cannot be applied because it is based
on the symmetry property of the SISO radar ambiguity function. The method in [82] can still be
applied to the MIMO case. However, this method does not guarantee the SINR to be nondecreasing
in each iteration step. We propose a new iterative algorithm which can be applied to the MIMO
case while guaranteeing the SINR to be nondecreasing in each iteration step. The corresponding
iterative algorithms are also developed for the case where only the statistics or the uncertainty set
of the target impulse response is available. These algorithms guarantee that the SINR performance
improves in each iteration step. Numerical results show that the proposed methods have better
SINR performance than existing design methods.
1.4 Notations
In this section, we define the notations used in this thesis. Matrices and vectors are denoted by
capital letters in boldface (e.g., A). Superscript T and † denote transpose and transpose conjugation
respectively. The expression (A)k,l represents the element of matrix A located at the kth row and
the lth column. The notation diag(A,A, · · · ,A) denotes a block diagonal matrix whose diagonal
blocks are A. The notation tr(A) denotes the trace of matrix A. The notation ‖A‖F denotes the
Frobenius norm of the matrix A. The notation ]a denotes the angle of the complex number a.
The notation bac is defined as the largest integer smaller than a. The notation dae is defined as the
smallest integer larger than a. The notation (n mod m) represents the remainder of division of n
by m. The notation vec(A) denotes a vector formed by reshaping the matrix A. For example, for a
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matrix A ∈ CN×M , the kth element of the vector x = vec(A) ∈ CNM×1 can be expressed as
(x)k = (A)(k mod N),bkc.
Notation E[x] denotes the expectation of the random variable x.
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Chapter 2
Robust Beamforming
This chapter focuses on robust beamforming algorithms. We have briefly talked about beamform-
ing in Chapter 1. Beamformers can be designed according to the statistics of the received signals
to optimize for the system SINR (signal to interference plus noise ratio). It is well known that the
performance of such a beamformer is very sensitive to direction-of-arrival (DOA) errors. In MIMO
radar, the virtual array can be much larger than the physical receiving array in the SIMO radar.
Therefore the robustness of the beamformer becomes even more important in the MIMO radar
case.
In this chapter, an adaptive beamformer that is robust against the DOA mismatch is proposed.
This method imposes two quadratic constraints such that the magnitude responses of two steering
vectors exceed unity. Then a diagonal loading method is used to force the magnitude responses at
the arrival angles between these two steering vectors to exceed unity. Therefore this method can
always force the gains at a desired range of angles to exceed a constant level while suppressing
the interferences and noise. A closed form solution to the proposed minimization problem is intro-
duced, and the diagonal loading factor can be computed systematically by a proposed algorithm.
Numerical examples show that this method has an excellent SINR performance and a complexity
comparable to the standard adaptive beamformer. Most of the results of this chapter have been
reported in our recent journal paper [14].
2.1 Introduction
A data-dependent beamformer was proposed by Capon in [12]. By exploiting the second order
statistics of the array output, the method constrains the response of the SOI (signal of interest) to be
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unity and minimizes the variance of the beamformer output. This method is called minimum vari-
ance distortionless response (MVDR) beamformer in the literature. The MVDR beamformer has
very good resolution, and the SINR (signal-to-interference-plus-noise ratio) performance is much
better than traditional data-independent beamformers. However, when the steering vector of the
SOI is imprecise, the response of the SOI is no longer constrained to be unity and is thus attenuated
by the MVDR beamformer while minimizing the total variance of the beamformer output [20]. The
effect is called signal cancellation. It dramatically degrades the output SINR. A good introduction
to this topic can be found in [64]. The steering vector of the SOI can be imprecise because of various
reasons such as direction-of-arrival (DOA) errors, local scattering, near-far spatial signature mis-
match, waveform distortion, source spreading, imperfectly calibrated arrays and distorted antenna
shape [64], [44]. In this chapter, we focus on DOA uncertainty.
There are many methods developed for solving the DOA mismatch problem. In [4, 8, 11, 26, 31,
96,98,103], linear constraints have been imposed when minimizing the output variance. The linear
constraints can be designed to broaden the main beam of the beampattern. These beamformers
are called linearly constrained minimum variance (LCMV) beamformers. In [84] and [99], convex
quadratic constraints have been used. In [6], a Bayesian approach has been used. For other types
of mismatches, diagonal loading [1, 13] is known to provide robustness. However, the drawback
of the diagonal loading method is that it is not clear how to choose a diagonal loading factor.
In [27], the steering vector has been projected onto the signal-plus-interference subspace to reduce
the mismatch. In [107], the magnitude responses of the steering vectors in a polyhedron set are
constrained to exceed unity while the output variance is minimized. This method avoids the signal
cancellation when the actual steering vector is in the designed polyhedron set. In [102], Vorobyov et
al. have used a non-convex constraint which forces the magnitude responses of the steering vectors
in a sphere set to exceed unity. This non-convex optimization problem has been reformulated in a
convex form as a second order cone programming (SOCP) problem. It has been also proven in [102]
that this beamformer belongs to the family of diagonal loading beamformers. In [63,73], the sphere
uncertainty set has been generalized to an ellipsoid set and the SOCP has been avoided by the
proposed algorithms which efficiently calculate the corresponding diagonal loading level. In [91],
a general rank case has been considered using similar idea as in [102] and an elegant closed form
solution has been obtained.
In [63, 73, 91, 102, 107], the magnitude responses of steering vectors in an uncertainty set have
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been forced to exceed unity while minimizing the output variance. The uncertainty set has been
selected as polyhedron, sphere, or ellipsoid in order to be robust against general types of steering
vector mismatches. In this chapter, we consider only the DOA mismatch. Inspired by these un-
certainty based methods, we consider a simplified uncertainty set which contains only the steering
vectors with a desired uncertainty range of DOA. To find a suboptimal solution for this problem,
the constraint is first loosened to two non-convex quadratic constraints such that the magnitude
responses of two steering vectors exceed unity. Then a diagonal loading method is used to force
the magnitude responses at the arrival angles between these two steering vectors to exceed unity.
Therefore this method can always force the gains at a desired range of angles to exceed a constant
level while suppressing the interferences and noise. A closed form solution to the proposed min-
imization problem is introduced, and the diagonal loading factor can be computed systematically
by a proposed iterative algorithm. Numerical examples show that this method has an excellent
SINR performance and a complexity comparable to the standard MVDR beamformer.
The rest of the chapter is organized as follows: The MVDR beamformer and the analysis of
steering vector mismatch are presented in Section 2.2. Some previous work on robust beamforming
is reviewed in Section 2.3. In Section 2.4, we develop the theory and the algorithm of our new
robust beamformer. Numerical examples are presented in Section 2.5. Finally, the conclusions are
presented in Section 2.6.
2.2 MVDR Beamformer and the Steering Vector Mismatch
Consider a uniform linear array (ULA) of N omnidirectional sensors with interelement spacing d.
The signal of interest (SOI) is a narrowband plane wave impinging from angle θ. The baseband
array output y(t) can be expressed as
y(t) = x(t)s(θ) + v(t),
where v(t) denotes the sum of the interferences and the noises, x(t) is the signal of interest (SOI),
and s(θ) represents the baseband array response of the SOI. It is called steering vector and can be
expressed as
s(θ) ,
(
1 ej
2pi
λ d sin θ · · · ej(N−1) 2piλ d sin θ
)T
, (2.1)
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where λ is the operating wavelength. The output of the beamformer can be expressed as w†y(t),
where w is the complex weighting vector. The output SINR (signal-to-interferences-plus-noise
ratio) of the beamformer is defined as
SINR , E|x(t)w
†s(θ)|2
E|w†v(t)|2 =
σ2x|w†s(θ)|2
w†Rvw
, (2.2)
where Rv , E[v(t)v†(t)], and σ2x , E[|x(t)|2]. By varying the weighting factors the output SINR
can be maximized by minimizing the total output variance while constraining the SOI response to
be unity. This can be written as the following optimization problem:
min
w
w†Ryw
subject to s†(θ)w = 1, (2.3)
where Ry , E[y(t)y†(t)]. This is equivalent to minimizing w†Rvw subject to |s†(θ)w| = 1 because
w†Ryw = w†Rvw + σ2x|s†(θ)w|2
= w†Rvw + σ2x · 1.
The solution to this problem is well-known and was first given by Capon in [12] as
wc =
Ry−1s(θ)
s†(θ)Ry−1s(θ)
. (2.4)
This beamformer is called minimum variance distortionless response (MVDR) beamformer in the
literature. When there is a mismatch between the actual arrival angle θ and the assumed arrival
angle θm, this beamformer becomes
wm =
Ry−1s(θm)
s†(θm)Ry−1s(θm)
. (2.5)
It can be viewed as the solution to the minimization problem
min
w
w†Ryw
subject to s†(θm)w = 1. (2.6)
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Because w†Ryw = w†Rvw + σ2x|s†(θ)w|2, and s†(θ)w = 1 is no longer valid due to the mismatch,
the SOI magnitude response might be attenuated as a part of the objective function. This suppres-
sion leads to severe degradation in SINR, because the SOI is treated as a interference in this case.
The phenomenon is called signal cancellation. A small mismatch can lead to a severe degradation
in the SINR.
2.3 Previous Work On Robust Beamforming
Many approaches have been proposed for improving the robustness of the standard MVDR beam-
former. In this section, we briefly mention some of them related to our work.
2.3.1 Diagonal Loading Method
In [1, 13], the optimization problem in Eq. (2.3) is modified as
min
w
w†(Ry + γIN)w
subject to s†(θ)w = 1,
This approach is called diagonal loading in the literature. It increases the variance of the artifi-
cial white noise by the amount γ. This modification forces the beamformer to put more effort in
suppressing white noise rather than interferences. As before, when the SOI steering vector is mis-
matched, the SOI is attenuated as one of the interferences. As the beamformer puts less effort in
suppressing the interferences and noise, the signal cancellation problem addressed in Section 2.2
is reduced. However, when γ is too large, the beamformer fails to suppress strong interferences
because it puts most effort to suppress the white noise. Hence there is a trade-off between reducing
signal cancellation and effectively suppressing interferences. For that reason, it is not clear how to
choose a good diagonal loading factor γ in the traditional MVDR beamformer.
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2.3.2 LCMV Method
In [4, 8, 11, 26, 31, 96, 98, 103], the linear constraint of the MVDR in Eq. (2.3) has been generalized to
a set of linear constraints as
min
w
w†Ryw
subject to C†w = f , (2.7)
where C† is an L×N matrix and f is an L× 1 vector. The solution can be found by using Lagrange
multiplication method as
wl = Ry−1C(C†Ry−1C)−1f.
This is called the linearly constrained minimum variance (LCMV) beamformer. These linear con-
straints can be directional constraints [96, 103] or derivative constraints [4, 11, 26]. The directional
constraints force the responses of multiple neighbor steering vectors to be unity. The derivative
constraints force not only the response to be unity but also several orders of the derivatives of the
beampattern in the assumed DOA to be zero. These constraints broaden the main beam of the
beampattern so that it is more robust against the DOA mismatch. In [98], linear constraints have
further been used to allow an arbitrary specification of the quiescent response.
2.3.3 Extended Diagonal Loading Method
In [102], the following optimization problem is considered.
min
w
w†Ryw
subject to |w†s| ≥ 1,∀ s ∈ E , (2.8)
where E is a sphere defined as
E = {s¯ + e ∣∣ ‖e‖ ≤ }, (2.9)
where s¯ is the assumed steering vector. The constraint forces the magnitude responses of an un-
certainty set of steering vectors to exceed unity. The constraint is actually non-convex. However,
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in [102], it is reformulated to a second order cone programming (SOCP) problem which can be
solved by using some existing tools such as SeDuMi in MATLAB. It has also been proven in [102]
that the solution to Eq. (2.8) has the form c(Ry + γIN)−1s¯ for some appropriate c and γ. Therefore
this method can be viewed as an extended diagonal loading method [63]. In [63,73], the uncertainty
set in Eq. (2.9) has been generalized to an ellipsoid and the SOCP has been avoided by the proposed
algorithms which directly calculate the corresponding diagonal loading level γ as a function of Ry,
s¯ and .
2.3.4 General-Rank Method
In [91], a general-rank signal model is considered. The steering vector s is assumed to be a random
vector that has a covariance Rs. The mismatch is therefore modeled as an error matrix ∆1 ∈ CN×N
in the signal covariance matrix Rs and an error matrix ∆2 ∈ CN×N in the output covariance matrix
Ry. The following optimization problem is considered:
min
w
max
‖∆2‖F≤γ
w†(Ry + ∆2)w
subject to w†(Rs + ∆1)w ≥ 1 ∀ ‖∆1‖F ≤ ,
where ‖∆‖F denotes the Frobenius norm of the matrix ∆, and  and γ are the upper bounds of the
Frobenius norms of the error matrices ∆1 and ∆2, respectively. This optimization problem has an
elegant closed form solution as shown by Shahbazpanahi et al. in [91], namely,
wn = P{(Ry + γIN)−1(Rs − IN)}, (2.10)
whereP{A} denotes the principal eigenvector of the matrix A. The principal eigenvector is defined
as the eigenvector corresponding to the largest eigenvalue.
2.4 New Robust Beamformer
In this chapter, we consider the DOA mismatch. When there is a mismatch, the minimization in Eq.
(2.6) suppresses the magnitude response of the SOI. To avoid this, we should force the magnitude
responses at a range of arrival angles to exceed unity while minimizing the total output variance.
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This optimal robust beamformer problem can be expressed as
wd = arg min
w
w†Ryw
subject to |s†(θ)w|2 ≥ 1 for θ1 ≤ θ ≤ θ2, (2.11)
where θ1 and θ2 are the lower and upper bounds of the uncertainty of SOI arrival angle respectively,
and s(θ) is the steering vector defined in Eq. (2.1) with the arrival angle θ. The following uncertainty
set of steering vectors is considered:
{s =
(
1 ejω · · · ej(N−1)ω
)T ∣∣ ω1 ≤ ω ≤ ω2}, (2.12)
where ω1 , 2pi sin θ1/λ, and ω2 , 2pi sin θ2/λ. This uncertainty set is a curve. This constraint
protects the signals in the range of angles θ1 ≤ θ ≤ θ2 from being suppressed.
2.4.1 Frequency Domain View of the Problem
Substituting Eq. (2.12) into the constraint in Eq. (2.11), the constraint can be rewritten as
∣∣∣∣∣
N−1∑
n=0
wne
−jωn
∣∣∣∣∣ = |W (ejω)| ≥ 1 for ω1 ≤ ω ≤ ω2,
where W (ejω) is the Fourier transform of the weight vector w. The objective function w†Ryw can
also be rewritten in the frequency domain as
w†Ryw =
N−1∑
n=0
N−1∑
m=0
w∗nRy,n,mwm
=
N−1∑
n=0
N−1∑
m=0
w∗nry(n−m)wm
=
1
2pi
∫ 2pi
0
|W (ejω)|2Sy(ejω)dω,
where Sy(ejω) is the power spectral density (PSD) of the array output y. Therefore, the optimization
problem can be rewritten in the frequency domain as
min
w
∫ 2pi
0
|W (ejω)|2Sy(ejω)dω
subject to |W (ejω)| ≥ 1 for ω1 ≤ ω ≤ ω2.
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Note that Sy(ejω) is a weighting function in the above integral. The frequency domain view of
this optimization problem is illustrated in Fig. 2.1. The integral of |W (ejω)|2Sy(ejw) is minimized
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Figure 2.1: Frequency domain view of the optimization problem
while |W (ejω)| ≥ 1 for ω1 ≤ ω ≤ ω2 is satisfied. Even though we will not solve the problem in the
frequency domain, it is insightful to look at it this way.
2.4.2 Two-Point Quadratic Constraint
It is not clear how to solve the optimal beamformer wd in Eq. (2.11) because the constraint does
not fit into any of the existing standard optimization methods. The constraint |s†(θ)w|2 ≥ 1 for
θ1 ≤ θ ≤ θ2 can be viewed as infinite number of non-convex quadratic constraints. To find a
suboptimal solution, we start looking for the solution by loosening the constraint. We first loosen
the constraint by choosing only two constraints |s†(θ1)w|2 ≥ 1 and |s†(θ2)w|2 ≥ 1 from the infinite
constraints |s†(θ)w|2 ≥ 1 for θ1 ≤ θ ≤ θ2. The corresponding optimization problem can be written
as
min
w
w†Ryw
subject to |s†(θ1)w|2 ≥ 1, and |s†(θ2)w|2 ≥ 1. (2.13)
Because of the fact that the constraint is loosened, the minimum to this problem is a lower bound
of the original problem in Eq. (2.11). Note that the constraint in Eq (2.13) is a non-convex quadratic
constraint. In order to obtain an analytic solution, we reformulate the problem in the following
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equivalent form:
min
w,φ,ρ0≥1,ρ1≥1
w†Ryw
subject to S†w =
 ρ0
ρ1e
jφ
 ,
where
S =
(
s(θ1) s(θ2)
)
,
and ρ0, ρ1, and φ are real numbers.
To solve this problem, we divide it into two parts. We first assume φ, ρ0, and ρ1 are constants and
solve w. The solution w will be a function of φ, ρ0, and ρ1. Then the solution w can be substituted
back into the objective function so that the objective function becomes a function of φ, ρ0, and ρ1.
Finally, we minimize the new objective function by choosing φ, ρ0, and ρ1. Define the function
L(w,b) = w†Ryw − b†S†w, (2.14)
where b ∈ C2 is the Lagrange multiplier. Taking the gradient of Eq. (2.14) and equating it to zero,
we obtain the solution
w0 = Ry−1Sb.
Substituting the above equation into the constraint, the Lagrange multiplier can be expressed as
b = (S†Ry−1S)−1
 ρ0
ρ1e
jφ
 .
Substituting b back into w0, we obtain
w0 = Ry−1S(S†Ry−1S)−1
 ρ0
ρ1e
jφ
 . (2.15)
Given φ, ρ0, and ρ1, w0 can be found from the above equation. Note that it is exactly the solution
to the LCMV beamformer mentioned in Sec. 2.3.2 with two directional constraints. Therefore,
this approach can be viewed as an LCMV beamformer with a further optimized f in Eq. (2.7).
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However, this approach is reformulated from the non-convex quadratic problem in Eq. (2.13). It is
intrinsically different from a linearly constrained problem. The task now is to solve for φ, ρ0, and
ρ1. Write
(S†Ry−1S)−1 =
 r0 r2ejβ
r2e
−jβ r1
 ,
where r0, r1, and r2 are real nonnegative numbers. Substituting w0 in Eq. (2.15) into the objective
function, it becomes
w†0Ryw0 =
(
ρ0 ρ1e
−jφ
)
(S†Ry−1S)−1
 ρ0
ρ1e
jφ

= r0ρ20 + r1ρ
2
1 + 2Re{r2ρ0ρ1ej(β+φ)}
≥ r0ρ20 + r1ρ21 − 2r2ρ0ρ1. (2.16)
To minimize the objective function, φ can be chosen as
φ = −β + pi (2.17)
so that the last equality in Eq. (2.16) holds. Now φ and w0 are obtained by Eq. (2.17) and Eq. (2.15),
and the objective function becomes Eq. (2.16). To further minimize the objective function, ρ0, and
ρ1 can be found by solving the following optimization problem:
min
ρ0≥1, ρ1≥1
r0ρ
2
0 + r1ρ
2
1 − 2r2ρ0ρ1.
This can be solved by using the Karush-Kuhn-Tucker (KKT) condition. The following solution can
be obtained:
ρ0 =
 1, r2/r0 ≤ 1r2/r0, r2/r0 > 1 ,
ρ1 =
 1, r2/r1 ≤ 1r2/r1, r2/r1 > 1 . (2.18)
Summarizing Eq. (2.17), Eq. (2.18), and Eq. (2.15), the following algorithm for solving the beam-
former with the two-point quadratic constraint in Eq. (2.13) is obtained.
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Algorithm 1 Given θ1, θ2, and Ry, compute w0 by the following steps:
1. S←
(
s(θ1) s(θ2)
)
.
2. V← (Ry)−1S.
3. R ,
 r0 r2ejβ
r2e
−jβ r1
← (S†V)−1.
4. φ← −β + pi.
ρ0 ←
 1, r2/r0 ≤ 1r2/r0, r2/r0 > 1 .
ρ1 ←
 1, r2/r1 ≤ 1r2/r1, r2/r1 > 1 .
5. w0 ← VR
 ρ0
ρ1e
jφ
 .
The matrix inversion in Step 2 contains most of the complexity of the algorithm. Therefore the
algorithm has the same order of complexity as the MVDR beamformer. Because the constraint is
loosened, the feasible set of the two-point quadratic constraint problem in Eq. (2.13) is a superset
of the feasible set of the original problem in Eq. (2.11). The minimum found in this problem
is a lower bound of the minimum of the original problem. If the solution w0 in the two-point
quadratic constraint problem in Eq. (2.13) happens to satisfy the original constraint |s†(θ)w0|2 ≥ 1
for θ1 ≤ θ ≤ θ2, then w0 is exactly the solution to the original problem in Eq. (2.11). The example
provided in Fig. 2.1 is actually found by using the two-point quadratic constraint instead of the
original constraint, but it also satisfies the original constraint. This makes it exactly the solution to
the original problem in Eq. (2.11).
Unfortunately, in general the original constraint |s†(θ)w| ≥ 1 for θ1 ≤ θ ≤ θ2 is not guaranteed
to be satisfied by the solution of the two-point quadratic constraint problem in Eq. (2.13). Fig.
2.2 shows an example where the original constraint is not satisfied. This example is obtained by
increasing the power of the SOI in the example in Fig. 2.1. One can compare |Sy(ejω)| in Fig. 2.1
and Fig. 2.2 and find that the SOI power is much stronger in Fig. 2.2. In this case, the beamformer
tends to put a zero between θ1 and θ2 to suppress the strong SOI. This makes |W (ejω)| ≤ 1 for some
ω between ω1 and ω2. The original constraint is thus not satisfied. This problem will be overcome
by a method provided in the next section.
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Figure 2.2: Example of a solution of the two-point quadratic constraint problem that does not satisfy
|s†w| ≥ 1 for θ1 ≤ θ ≤ θ2
2.4.3 Two-Point Quadratic Constraint with Diagonal Loading
In Fig. 2.2, we observe that the energy of w, ‖w‖2 = ∫ 2pi
0
|W (ejω)|2dω/(2pi) is quite large com-
pared to that in Fig. 2.1. Fig. 2.3 shows the locations of the zeros of the z-transform W (z) of the
beamformer in Fig. 2.2. One can observe that there is a zero between θ1 and θ2. This zero causes
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Figure 2.3: The locations of zeros of the beamformer in Fig. 2.2
the signal cancellation in Fig. 2.2. It can be observed that the zero is very close to those two points
which are constrained to have magnitudes greater than unity. When a zero is close to these quadrat-
ically constrained points, it attenuates the gain at these points. However, the magnitude responses
at these points are constrained to exceed unity. To satisfy the constraints, the overall energy of w
must be adjusted to a certain high level. Therefore, if a zero is between θ1 and θ2 as happened in
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Fig. 2.3, the norm of the weighting vector ‖w‖ will become very large. By using this fact, we can
impose some penalty on ‖w‖2 to force the zeros between θ1 and θ2 to go away. This can be done by
the diagonal loading approach mentioned in Sec. 2.3.1. The corresponding optimization problem
can be written as
wγ = arg min
w
w†Ryw + γ‖w‖2
subject to |s†(θ1)w| ≥ 1, and |s†(θ2)w| ≥ 1, (2.19)
where γ is the diagonal loading factor which represents the amount of the penalty put on ‖w‖2.
The solution wγ can be found by performing the following modification on the output covariance
matrix:
Ry ← Ry + γIN
and then applying Algorithm 1. When γ →∞, the solution converges to
w∞ = arg min
w
‖w‖2
subject to |s†(θ1)w| ≥ 1, and |s†(θ2)w| ≥ 1. (2.20)
The following lemma gives the condition for which w∞ satisfies the constraint |s(θ)†w∞| ≥ 1 for
all θ in θ1 ≤ θ ≤ θ2.
Lemma 1 |s†(θ)w∞| ≥ 1 for θ1 ≤ θ ≤ θ2 if and only if | sin θ2 − sin θ1| ≤ λ/(dN).
Proof: According to Eq. (2.20), substituting Ry = IN and applying Algorithm 1, one can obtain
w∞ =
1
N + |sincd(ω2−ω12 )|
(s(θ1) + s(θ2)ej
(ω2−ω1)(N−1)
2 ),
where
ω1 ,
2pi
λ
d sin θ1, ω2 ,
2pi
λ
d sin θ2, and
sincd(ω) , sin(ωN)
sinω
.
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By direct substitution, one can obtain
|s†(θ)w∞| =
∣∣∣∣sincd(ω1−ω2 ) + a · sincd(ω2−ω2 )N + |sincd(ω2−ω12 )|
∣∣∣∣ , (2.21)
where ω , 2piλ d sin θ and
a =
 1 , if sincd(ω2−ω12 ) > 0−1 , otherwise.
By Eq. (2.21), it can be verified that
|s†(θ)w∞| ≥ 1 for ω1 ≤ ω ≤ ω2
if and only if
|ω2 − ω1| ≤ 2pi
N
which can also be expressed as | sin θ2 − sin θ1| ≤ λ/(dN).
If the condition | sin θ1− sin θ2| ≤ λ/(dN) is satisfied, there exists a γ > 0 such that the condition
|s†(θ)wγ | ≥ 1 for θ1 ≤ θ ≤ θ2 is satisfied. For example, if d = λ/2, N = 10, θ1 = 35◦ and θ2 = 55◦
then we have
| sin(55◦)− sin(35◦)| ≈ 0.1824 ≤ λ
dN
= 0.2.
In this case, there exists a γ > 0 so that the robust condition |s†(θ)wγ | ≥ 1 for 35◦ ≤ θ ≤ 55◦
is satisfied. However, introducing the diagonal loading changes the objective function w†Ryw to
w†(Ry + γIN )w. The modification of the objective function affects the suppression of the inter-
ferences. To keep the objective function correct, γ should be chosen as small as possible while the
condition |s†(θ)w| ≥ 1 for θ1 ≤ θ ≤ θ2 is satisfied. For finding such a γ, we propose the following
algorithm:
Algorithm 2 Given θ1, θ2, Ry, an initial value of γ, a search step size α > 1 and a set of angles, ζi, i =
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1, 2, · · · , n which satisfies θ1 < ζi < θ2 for all i, wγ can be computed by the following steps:
1. Ry ← Ry + γIN .
2. Compute wγ by Algorithm 1.
3. If |s†(ζi)wγ | ≥ 1 for all i = 1, 2, · · · , n
then stop.
else γ ← αγ, and go to 1.
w0
wd
w
w?
w??
w???
?
A
B
Figure 2.4: An illustration of Algorithm 2, where A = {w∣∣ |s†(θ)w| ≥ 1, θ = θ1, θ2} and B =
{w∣∣ |s†(θ)w| ≥ 1, θ1 ≤ θ ≤ θ2}
Fig. 2.4 illustrates how Algorithm 2 works. In this figure, the set A = {w∣∣ |s†(θ)w| ≥ 1, θ =
θ1, θ2} is the feasible set of the two-point quadratic constraint problem in Eq. (2.13). The set B =
{w∣∣ |s†(θ)w| ≥ 1, θ1 ≤ θ ≤ θ2} is the feasible set of the mismatched steering vector problem in Eq.
(2.11). If the condition | sin θ1 − sin θ2| ≤ λ/(dN) is satisfied, Lemma 1 shows that w∞ ∈ B. In this
case, there exists a γ > 0 so that wγ ∈ B. Algorithm 2 keeps increasing γ by multiplying α until
|s†(ζi)wγ | ≥ 1 for all i = 1, 2, · · · , n is satisfied. This is an approximation for wγ ∈ B. The number
n can be very small. In the next section, n = 3 works well for all the cases. Also the SINR is not
sensitive to the choice of α, as we will see later.
2.5 Numerical Examples
For the purpose of design examples, the same parameters used in [73] are used in this section. An
uniform linear array (ULA) of N = 10 omnidirectional sensors spaced half-wavelength apart (i.e.,
d = λ/2) is considered. There are three signals impinging upon this array:
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1. the signal of interest (SOI) x(t) with angle of arrival θ,
2. an interference signal xint1(t) with angle of arrival θint1 = 30◦, and
3. another interference signal xint2(t) with angle of arrival θint2 = 75◦.
The received narrowband array output can be modeled as
y(t) = x(t)s(θ) + xint1(t)s(θint1) + xint2(t)s(θint2) + n(t),
where s(θ) is the steering vector defined in Eq. (2.1) and n(t) is the noise. We assume x(t), xint1(t),
xint2(t) and n(t) are zero-mean wide-sense stationary random process satisfying
E[n(t)n†(t)] = IN
E[|x(t)|2] = σ2x = SNR · 1
E[|xint1(t)|2] = σ2int1 = 104 (40dB above noise)
E[|xint2(t)|2] = σ2int2 = 102 (20dB above noise).
Thus the covariance matrix of the narrowband array output y(t) can be expressed as
Ry , E[y(t)y†(t)]
= σ2xs(θ)s
†(θ) +
2∑
i=1
σ2int,is(θint,i)s
†(θint,i) + IN .
Example 1: SINR versus diagonal loading factor γ
In this example, the actual arrival angle θ is 43◦, but the assumed arrival angle θm is 45◦. The
SINR defined in Eq. (2.2) is compared for different diagonal loading factor γ. The following three
methods involving diagonal loading are considered:
1. Algorithm 1 in the new method with θ1 = 42◦ and θ2 = 48◦.
2. General-rank method [91] in Eq. (2.10) with the parameter
 = max
48◦≥θ≥42◦
‖s(θ)s†(θ)− s(45◦)s†(45◦)‖F ≈ 4.73.
3. Diagonal loading method [1, 13] in Sec. 2.3.1.
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4. Directional LCMV [96, 103] with two linear constraints which forces the responses of the sig-
nals from 42◦ and 48◦ to be unity.
5. Derivative LCMV [4, 11, 26] with two linear constraints which forces the responses of the sig-
nals from 45◦ to be unity and the derivative of the beampattern on 45◦ to be zero.
The SINR of the MVDR beamformer without mismatch is also plotted. This is an upper bound on
the SINR. Fig. 2.5 shows the result for SNR = 10dB. One can observe that there is a huge jump in
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Figure 2.5: Example 1: SINR versus γ for SNR = 10dB.
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Figure 2.6: Example 1 continued: SINR versus γ for SNR = 20dB
the SINR of Algorithm 1 around γ = 3. When this happens, the SINR of Algorithm 1 increases sig-
nificantly and becomes very close to the upper bound provided by the MVDR beamformer without
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mismatch. This jump happens when the beampattern is changing from Fig. 2.2 to Fig. 2.1. Once
the beamformer enters the set B as illustrated in Fig. 2.4, the SINR increases dramatically. After
that, the SINR decays slowly as γ increases because of the over-suppression of white noise. Fig.
2.6 shows the case of SNR = 20dB. For large SNR, larger γ is needed for the beamformer to be in
set B. Observing Fig. 2.5 and Fig. 2.6, we can see why Algorithm 2 works so well. Algorithm 2
increases γ by repeatedly multiplying α until wγ satisfies |w†γs(ζi)| ≥ 1 for i = 1, 2, · · · , n. This
happens as γ crosses the jump in SINR. Also, the SINR is not sensitive to the choice of α because
the SINR decays very slowly after the jump. By Algorithm 2, we can find a suitable γ with only a
few iterations. For other approaches involving diagonal loading, it is not clear how to find a good
diagonal loading factor γ. One can observe that Algorithm 1 has a very different SINR performance
than the two-point directional LCMV with diagonal loading. This shows that further optimization
of the parameters φ, ρ0, and ρ1 in Sec. 2.4.2 is very crucial.
Example 2: SINR versus SNR
In this example, the actual arrival angle θ is 43◦, but the assumed arrival angle θm is 45◦. The SINR
in Eq. (2.2) are compared for different SNRs ranging from -20dB to 30dB. The following methods
are considered:
1. Algorithm 2 with θ1 = 42◦, θ2 = 48◦, ζ1 = 43.5◦, ζ2 = 45◦, ζ3 = 46.5◦, initial γ = 1 and step
size α = 2.
2. General-rank method. Same as in Example 1.
3. Extended diagonal loading method [63, 73, 102] in Eq. (2.8) with the parameter
 = max
48◦≥θ≥42◦
‖s(θ)− s(45◦)‖ ≈ 1.95.
The algorithm in [63] is used to compute the diagonal loading level.
4. Directional LCMV [96, 103] with two linear constraints which force the responses of the signals
from 42◦, 48◦ to be unity.
5. Directional LCMV with three linear constraints at the angles 42◦, 45◦, and 48◦.
6. Derivative LCMV with two linear constraints which force the responses of the signals from 45◦
to be unity and the derivative of the beampattern on 45◦ to be zero.
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7. Derivative LCMV with three linear constraints which force the responses of the signals from 45◦
to be unity and both the first and second derivatives of the beampattern on 45◦ to be zero.
8. The standard MVDR beamformer in Eq. (2.5).
Due to the fact that no finite-sample effect is considered, except in Algorithm 2 and extended di-
agonal loading method, no diagonal loading has been used in these methods. Again, the SINR of
the MVDR beamformer without mismatch is also plotted as a benchmark. The results are shown
in Fig. 2.7. The SINR of the standard MVDR beamformer is seriously degraded with only 2◦ of
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Figure 2.7: Example 2: SINR versus SNR
mismatch. When the SNR increases, the MVDR beamformer tends to suppress the strong SOI to
minimize the total output variance. Therefore, in the high SNR region, the SINR decreases when
SNR increases. The LCMV beamformers have good performances in high SNR region. However,
the performance in low SNR region is much worse compared to other methods. This is because
the linear equality constraints are too strong compared to the quadratic inequality constraints. One
can observe that for both directional and derivative LCMV methods, each extra linear constraint
decreases the SINR by about the same amount in the low SNR region. In this example, Algorithm
2 has the best SINR performance. It is very close to the upper bound provided by the MVDR
beamformer without mismatch. Algorithm 2 has a better SINR performance than the general rank
method [91] and the extended diagonal loading method [63,73,102] because the uncertainty set has
been simplified to be robust only against DOA mismatch. Note that even though these methods
have worse performances than Algorithm 2 with regard to DOA error, they have the advantages
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of robustness against more general types of steering vector mismatches. The number of iterations
in Algorithm 2 depends on the SNR and the choice of α. For instance, it converges with two steps
when SNR = 10dB and six steps when SNR = 20dB in this example.
Example 3: SINR versus mismatch angle
In this example, the assumed signal arrival angle θm is 45◦, and the actual arrival angle ranges from
θ = 41◦ to θ = 49◦. The SINR in Eq. (2.2) is compared for different mismatched angles (θ − θm).
The following methods are considered:
1. Algorithm 2 with θ1 = 41◦, θ2 = 49◦, ζ1 = 43◦, ζ2 = 45◦, ζ3 = 47◦, initial γ = 1 and step size
α = 2.
2. General-rank method [91] in Eq. (2.10) with the parameter
 = max
49◦≥θ≥41◦
‖s(θ)s†(θ)− s(45◦)s†(45◦)‖F ≈ 6.25.
3. Extended diagonal loading method [63, 73, 102] in Eq. (2.8) with the parameter
 = max
49◦≥θ≥41◦
‖s(θ)− s(45◦)‖ ≈ 2.56.
4. Directional LCMV [96, 103] with three linear constraints which forces the responses of the
signal from 41◦, 45◦, and 49◦ to be unity.
5. First-order derivative LCMV. Same as in Example 1.
6. The standard MVDR beamformer in Eq. (2.5).
The SINR of the MVDR beamformer with no mismatch is also displayed in the following fig-
ures. The results for SNR = 0dB are shown in Fig. 2.8, and the results for SNR = 10dB are shown in
Fig. 2.9. One can observe that the standard MVDR beamformer is very sensitive to the arrival angle
mismatch. It is more sensitive when the SNR is larger. Except the standard MVDR, these methods
maintain steady SINRs while the mismatched angle θ − θm varying. In this example, Algorithm 2
has the best SINR performance among these methods. Moreover, when there is no mismatch, the
SINR of Algorithm 2 decreases slightly compared to the standard MVDR beamformer.
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Figure 2.8: Example 3: SINR versus mismatch angle for SNR = 0dB
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Figure 2.9: Example 3 continued: SINR versus mismatch angle for SNR = 10dB
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Example 4: SINR versus N
In this example, the SINR is being compared for various number of antennas N . The actual angle
of arrival θ is 43◦, but the assumed angle of arrival θm is 45◦. The following methods considered:
1. Algorithm 2. Same as in Example 2.
2. General-rank method. Same as in Example 2 except  is now a function of N , and it can be
expressed as
(N) = max
48◦≥θ≥42◦
‖s(θ)s†(θ)− s(45◦)s†(45◦)‖F .
3. Extended diagonal loading method. Same as in Example 2 except  is now a function of N , and it
can be expressed as
(N) = max
48◦≥θ≥42◦
‖s(θ)− s(45◦)‖.
4. Three-point directional LCMV method. Same as in Example 2.
5. First order derivative LCMV. Same as in Example 2.
6. The standard MVDR beamformer in Eq. (2.5).
The results for the case of SNR = 0dB and SNR = 10dB are shown in Fig. 2.10 and Fig. 2.11,
respectively. One can observe that when there is no mismatch, the SINR performance of the MVDR
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Figure 2.10: Example 4: SINR versus number of antennas for SNR = 0dB
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Figure 2.11: Example 4 continued: SINR versus number of antennas for SNR = 10dB
beamformer is an increasing function of the number of the antennas N , since the beamformer has
a better ability to suppress the interferences and noise when N increases. However, for the MVDR
beamformer with mismatch, the beamformer has a better ability to suppress the SOI as well as
interferences when N increases. Therefore, the SINR of the MVDR beamformer increases at the
beginning and then decays rapidly when N increases. For the general rank method, the SINRs
when N is large than 22 is discarded because the corresponding  are greater than ‖s(θ)s†(θ)‖F .
For the same reason, the SINRs when N is larger than 15 are discarded in the extended diagonal
loading method. Again, in this example, Algorithm 2 has a very good performance. Among all the
robust beamformers, only Algorithm 2 has a nondecreasing SINR with respect to N . However, this
does not mean there is no limitation on N for Algorithm 2. According to Lemma 1, the condition
which guarantees the convergence of Algorithm 2 can be expressed as
| sin(48◦)− sin(42◦)| ≈ .074 < λ
Nd
=
2
N
⇒ N ≤ 27.
This means that if the number of antennas N is larger than 27, Algorithm 2 is not guaranteed to
converge. In this example, Algorithm 2 fails to converge when N = 28.
Example 5: SINR versus number of snapshots
The covariance matrices Ry used in the previous examples are assumed to be perfect. In practice,
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the covariance matrix can only be estimated. For example, we can use
Rˆy(K) =
1
K
K∑
k=1
y(kT )y†(kT ),
where T is the sampling rate of the array, and K is the number of snapshots. The accuracy of the
estimated covariance matrix Rˆy affects the SINR of the beamformer. In this example, the actual
arrival angle is 43◦, but the assumed arrival angle is 45◦. The SINR are compared for different
number of snapshots K. The following methods are considered:
1. Algorithm 2 with θ1 = 42◦, θ2 = 48◦, ζ1 = 43.5◦, ζ2 = 45◦, ζ3 = 46.5◦, initial γ = 10 and step
size α = 2.
2. General-rank method [91] with  ≈ 4.73 and γ = 10.
3. Extended diagonal loading method [63, 73, 102] with the parameter  ≈ 1.95. Before using the
algorithm in [63] to compute the diagonal loading level, the estimated covariance matrix is
first modified by Rˆy ← Rˆy + 10IN. In other words, an initial diagonal loading level γ = 10 is
used.
4. Three point directional LCMV. Same in as Example 2 except a diagonal loading level γ = 10 is
used.
5. First-order derivative LCMV. Same as in Example 2 except a diagonal loading level γ = 10 is
used.
6. Fixed diagonal loading [1, 13] with γ = 10.
7. The standard MVDR beamformer in Eq. (2.5) with correct steering vector s(θ).
All the methods above use the estimated covariance matrix Rˆy(K). Due to the fact that the finite-
sample effect is considered, each method uses an appropriate diagonal loading level. The SINR of
the MVDR beamformer, which uses correct steering vector s(θ) and the perfect covariance matrix
Ry, is used as an upper bound. In this example, noise n(kT ) is generated according to the Gaussian
distribution. The SINR is computed by using the averaged signal power and interference-plus-
noise power over 1000 samples. The results are shown in Fig. 2.12 for SNR = 10dB. The MVDR
beamformer without mismatch suffers from the finite-sample effect. Therefore the SINR is low
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Figure 2.12: Example 5: SINR versus number of snapshots for SNR = 10dB
when the number of snapshots is small. For the fixed diagonal loading method, the SINR is rel-
atively high when the number of snapshots is small. This shows that diagonal loading method
is effective against finite-sample effect. However, SINR stops increasing after some number of
snapshots because of the SOI steering vector mismatch. Again, Algorithm 2 has the best SINR per-
formance for most situations. This shows that it is robust against both the finite-sample effect and
the DOA mismatch.
The famous rapid convergence theorem proposed by Reed et al. in [86] states that a SINR loss
of 3dB can be obtained by using the number of snapshots K equal to twice the number of antennas
N . In this example, twice the number of antennas N is only 20. However this result is applicable
only to the case where the samples are not contaminated by the target signal. Therefore it can
not be applied in this example. One can see that in Fig. 2.12 the SINR requires more samples to
converge because the sampled covariance matrices contain the target signal of 10dB. In [27], the
authors have pointed out that the sample covariance matrix error is equivalent to the DOA error.
Since our method is designed for robustness against DOA mismatch, it is also robust against finite-
sample effect. However, it is not clear how to specify an appropriate uncertainty set to obtain the
robustness against finite-sample effect. This problem will be explored in future work.
The SOI power can be estimated by the total output variance w†Rˆyw. Fig. 2.13 shows the cor-
responding estimated SOI power. One can see that the estimated SOI power converges much faster
than the SINR. The estimated SOI power represents the sum of signal and “interference + noise”
power but the SINR represents the ratio of them. The reduction of the interference plus noise is
subtle in the estimated SOI power because it only changes a small portion of the total variance.
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Figure 2.13: Estimated SOI power versus number of snapshots for SNR = 10dB
However, the reduction of the interference plus noise can cause a significant change in SINR. A
change in interference plus noise does not affect the SOI as much as it affects the SINR. Therefore
the estimated SOI power converges faster than the SINR.
Example 6: SINR versus SNR for general type mismatch
In the previous examples, we consider only the DOA mismatch. Although the proposed method is
designed for solving only the DOA mismatch problem, in this example we consider a more general
type of mismatch. In this example, the mismatched steering vector is modelled as
sm = s(θ) + e,
where e is a random vector with i.i.d. components ei ∼ CN (0, σ2e) for all i. In this example, σ2e is
chosen to be 0.01. The SINR in Eq. (2.2) are compared for different SNRs ranging from -20dB to
30dB. The SINR are calculated by the averaged energy over 1000 samples. All parameters are as in
Example 2 except steering vector mismatch. The following methods are considered:
1. Algorithm 2 with θ1 = 41◦, θ2 = 49◦, ζ1 = 43◦, ζ2 = 45◦, ζ3 = 47◦, initial γ = 1, and step size
α = 2.
2. General-rank method. Same as in Example 2 except  is chosen to be 4Nσe = 4 to cover most of
the steering vector error.
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3. Extended diagonal loading method. Same as in Example 2 except  is chosen to be 2Nσe = 2 to
cover most of the steering vector error.
4. Two-point directional LCMV. Same as in Example 2.
5. Three-point directional LCMV. Same as in Example 2.
6. First order derivative LCMV. Same as in Example 2.
7. Second order derivative LCMV. Same as in Example 2.
8. The standard MVDR beamformer in Eq. (2.5).
Due to the fact that no finite-sample effect is considered, except in Algorithm 2 and extended diag-
onal loading method, no diagonal loading has been used in these methods. Again, the SINR of the
MVDR beamformer without mismatch is also plotted as a benchmark. The results are shown in Fig.
2.14. The SINRs of the standard MVDR beamformer and all of the LCMV methods are seriously
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Figure 2.14: Example 6: SINR versus SNR for general type mismatch
degraded by this general type mismatch in the high SNR region. However, the proposed algorithm
still has a good performance. As expected, the proposed algorithm has a worse performance than
the extended diagonal loading method when SNR equals 0dB, 10dB, and 15dB because it is de-
signed for robustness against DOA mismatch. The differences are about 1.5dB. Surprisingly, how-
ever, it has a better SINR performance in the high SNR region compared to other uncertainty based
methods. The authors’ conjecture is that these uncertainty based methods are based on worst-case,
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however the SINR is obtained by averaging the energy. The worst-case design guarantees that ev-
ery time the SOI is protected, however it dose not guarantee that in average the SINR performance
is good. In the worst-case sense, the extended diagonal loading method [63, 73, 102] should be the
best choice. Nevertheless this example shows that the proposed method has an unexpected good
performance compared to the LCMV methods when general type of steering vector mismatches
occur. We believe that the proposed algorithm is a good candidate for robust beamforming when
DOA mismatch is dominant.
2.6 Conclusions
In this chapter, a new beamformer which is robust against DOA mismatch is introduced. This
approach quadratically constrains the magnitude responses of two steering vectors and then uses
a diagonal loading method to force the magnitude response at a range of arrival angles to exceed
unity. Therefore this method can always force the gains at a desired range of angles to exceed a con-
stant level while suppressing the interferences and noise. The analytic solution to the non-convex
quadratically constrained minimization problem has been derived, and the diagonal loading fac-
tor γ can be determined by a simple iteration method proposed in Algorithm 2. This method is
applicable to point source model where s(θ) is known whenever θ is known. The complexity re-
quired in Algorithm 1 is approximately about the same as in the MVDR beamformer. The overall
complexity depends on the number of iterations in Algorithm 2 which depends on the SNR. In our
numerical examples, when SNR < 10dB, the number of iterations is less than three. The numerical
examples demonstrate that our approach has an excellent SINR performance under a wide range
of conditions.
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Chapter 3
Space-Time Adpative Processing for
MIMO Radar
This chapter focuses on space-time adaptive processing (STAP) for MIMO radar systems which
improves the spatial resolution for clutter. With a slight modification, STAP methods developed
originally for the single-input multiple-output (SIMO) radar (phased array radar) can also be used
in MIMO radar. However, in the MIMO radar, the rank of the jammer-and-clutter subspace be-
comes very large, especially the jammer subspace. It affects both the complexity and the conver-
gence of the STAP algorithm. In this chapter, the clutter space and its rank in the MIMO radar are
explored. By using the geometry of the problem rather than data, the clutter subspace can be repre-
sented using prolate spheroidal wave functions (PSWF). A new STAP algorithm is also proposed.
It computes the clutter space using the PSWF and utilizes the block diagonal property of the jam-
mer covariance matrix. Because of fully utilizing the geometry and the structure of the covariance
matrix, the method has very good SINR performance and low computational complexity. Most of
the results of this chapter have been reported in our recent journal paper [15].
3.1 Introduction
The adaptive techniques for processing the data from airborne antenna arrays are called space-time
adaptive processing (STAP) techniques. The basic theory of STAP for the traditional single-input
multiple-output (SIMO) radar has been well developed [44, 57]. There have been many algorithms
proposed in [35, 40, 43–45, 57, 105] and the references therein for improving the complexity and
convergence of the STAP in the SIMO radar. With a slight modification, these methods can also be
applied to the MIMO radar case. The MIMO extension of STAP can be found in [7]. The MIMO
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radar STAP for multipath clutter mitigation can be found in [75]. However, in the MIMO radar,
the space-time adaptive processing (STAP) becomes even more challenging because of the extra
dimension created by the orthogonal waveforms. On one hand, the extra dimension increases the
rank of the jammer and clutter subspace, especially the jammer subspace. This makes the STAP
more complex. On the other hand, the extra degrees of freedom created by the MIMO radar allows
us to filter out more clutter subspace with little effect on SINR.
In this chapter, we explore the clutter subspace and its rank in MIMO radar. Using the geome-
try of the MIMO radar and the prolate spheroidal wave function (PSWF), a method for computing
the clutter subspace is developed. Then we develop a STAP algorithm which computes the clut-
ter subspace using the geometry of the problem rather than data and utilizes the block-diagonal
structure of the jammer covariance matrix. Because of fully utilizing the geometry and the struc-
ture of the covariance matrix, our method has very good SINR performance and significantly lower
computational complexity compared to fully adaptive methods (Sec. 3.4.2).
In practice, the clutter subspace might change because of effects such as the internal clutter
motion (ICM), velocity misalignment, array manifold mismatch, and channel mismatch [44]. In
this chapter, we consider an “ideal model”, which does not take these effects into account. When
this model is not valid, the performance of the algorithm will degrade. One way to overcome this
might be to estimate the clutter subspace by using a combination of both the assumed geometry
and the received data. Another way might be to develop a more robust algorithm against the clutter
subspace mismatch. These ideas will be explored in the future.
The rest of the chapter is organized as follows. In Sec. 3.2, we formulate the STAP approach
for MIMO radar. In Sec. 3.3, we explore the clutter subspace and its rank in the MIMO radar. Us-
ing prolate spheroidal wave functions (PSWF), we construct a data-independent basis for clutter
signals. In Sec. 3.4, we propose a new STAP method for MIMO radar. This method utilizes the
technique proposed in Sec. 3.3 to find the clutter subspace and estimates the jammer-plus-noise co-
variance matrix separately. Finally, the beamformer is calculated by using matrix inversion lemma.
As we will see later, this method has very satisfactory SINR performance. In Sec. 3.5, we compare
the SINR performance of different STAP methods based on numerical simulations. Finally, Sec. 3.6
concludes the chapter.
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3.2 STAP in MIMO Radar
In this section, we formulate the STAP problem in MIMO radar. The MIMO extension for STAP
first appeared in [7]. We will focus on the idea of using the extra degrees of freedom to increase the
spatial resolution for clutter.
3.2.1 Signal Model
Fig. 3.1 shows the geometry of the MIMO radar STAP with uniform linear arrays (ULA), where
1. dT is the spacing of the transmitting antennas,
2. dR is the spacing of the receiver antennas,
3. M is the number of transmitting antennas,
4. N is the number of the receiving antennas,
5. T is the radar pulse period,
6. l indicates the index of radar pulse (slow time),
7. τ represents the time within the pulse (fast time),
8. vt is the target speed toward the radar station, and
9. v is the speed of the radar station.
Notice that the model assumes the two antenna arrays are linear and parallel. The transmitter
and the receiver are close enough so that they share the same angle variable θ. The radar station
movement is assumed to be parallel to the linear antenna array. This assumption has been made in
most of the airborne ground moving target indicator (GMTI) systems. Each array is composed of
omnidirectional elements. The transmitted signals of the mth antenna can be expressed as
xm(lT + τ) =
√
Eφm(τ)ej2pif(lT+τ),
for m = 1, 2, · · · ,M − 1, where φm(τ) is the baseband pulse waveform, f is the carrier frequency,
and E is the transmitted energy for the pulse. The demodulated received signal of the nth antenna
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Figure 3.1: This figure illustrates a MIMO radar system with M transmitting antennas and N re-
ceiving antennas. The radar station is moving with speed v
can be expressed as
yn(lT + τ +
2r
c
) ≈
M−1∑
m=0
ρtφm(τ)ej
2pi
λ (sin θt(2vT l+dRn+dTm)+2vtTl)
+
Nc−1∑
i=0
M−1∑
m=0
ρiφm(τ)ej
2pi
λ (sin θi(2vT l+dRn+dTm))
+y(J)n (lT + τ +
2r
c
) + y(w)n (lT + τ +
2r
c
), (3.1)
where
1. r is the distance of the range bin of interest,
2. c is the speed of light,
3. ρt is the amplitude of the signal reflected by the target,
4. ρi is the amplitude of the signal reflected by the ith clutter,
5. θt is the looking direction of the target,
6. θi is the looking direction of the ith clutter,
7. Nc is the number of clutter signals,
8. y(J)n is the jammer signal in the nth antenna output, and
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9. y(w)n is the white noise in the nth antenna output.
For convenience, all of the parameters used in the signal model are summarized in Table 3.1. The
Table 3.1: List of the parameters used in the signal model
dT spacing of the transmitting antennas
dR spacing of the receiving antennas
M number of the transmitting antennas
N number of the receiving antennas
T radar pulse period
l index of radar pulse (slow time)
τ time within the pulse (fast time)
vt target speed toward the radar station
xm transmitted signal in the mth antenna
φm baseband pulse waveforms
yn demodulated received signal in the nth antenna
vt target speed toward the radar station
v speed of the radar station
r distance of the range bin of interest
c speed of light
ρt amplitude of the signal reflected by the target
ρi amplitude of the signal reflected by the ith clutter
θt looking direction of the target
θi looking direction of the ith clutter
Nc number of clutter signals
y
(J)
n jammer signal in the nth antenna output
y
(w)
n white noise in the nth antenna output
first term in (3.1) represents the signal reflected by the target. The second term is the signal reflected
by the clutter. The last two terms represent the jammer signal and white noise. We assume there is
no internal clutter motion (ICM) or antenna array misalignment [44]. The phase differences in the
reflected signals are caused by the Doppler shift, the differences of the receiving antenna locations,
and the differences of the transmitting antenna locations. In the MIMO radar, the transmitting
waveforms φm(τ) satisfy orthogonality:
∫
φm(τ)φ∗k(τ)dτ = δmk. (3.2)
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The sufficient statistics can be extracted by a bank of matched filters as shown in Fig. 3.1. The
extracted signals can be expressed as
yn,m,l ,
∫
yn(lT + τ +
2r
c
)φ∗m(τ)dτ =
ρte
j 2piλ (sin θt(2vT l+dRn+dTm)+2vtTl) + (3.3)
Nc−1∑
i=0
ρie
j 2piλ (sin θi(2vT l+dRn+dTm)) + y(J)n,m,l + y
(w)
n,m,l,
for n = 0, 1, · · · , N − 1, m = 0, 1, · · · ,M − 1, and l = 0, 1, · · · , L − 1, where y(J)n,m,l is the corre-
sponding jammer signal, y(w)n,m,l is the corresponding white noise, and L is the number of the pulses
in a coherent processing interval (CPI). To simplify the above equation, we define the following
normalized spatial and Doppler frequencies:
fs ,
dR
λ
sin θt, fs,i ,
dR
λ
sin θi
fD ,
2(v sin θt + vt)
λ
T. (3.4)
One can observe that the normalized Doppler frequency of the target is a function of both target
looking direction and speed. Throughout this chapter we shall make the assumption dR = λ/2 so
that spatial aliasing is avoided. Using the above definition we can rewrite the extracted signal in
(3.3) as
yn,m,l = ρtej2pifs(n+γm)ej2pifDl + (3.5)
Nc−1∑
i=0
ρie
j2pifs,i(n+γm+βl) + y(J)n,m,l + y
(w)
n,m,l,
for n = 0, 1, · · · , N − 1, m = 0, 1, · · · ,M − 1, and l = 0, 1, · · · , L− 1, where
γ , dT /dR, and β , 2vT/dR. (3.6)
3.2.2 Fully Adaptive MIMO-STAP
The goal of space-time adaptive processing (STAP) is to find a linear combination of the extracted
signals so that the SINR can be maximized. Thus the target signal can be extracted from the inter-
ferences, clutter, and noise to perform the detection. Stacking the MIMO STAP signals in (3.5), we
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obtain the NML vector
y =
(
y0,0,0 y1,0,0 · · · yN−1,M−1,L−1
)T
. (3.7)
Then the linear combination can be expressed as w†y, where w is the weight vector for the linear
combination. The SINR maximization can be obtained by minimizing the total variance under
the constraint that the target response is unity. It can be expressed as the following optimization
problem:
min
w
w†Rw
subject to w†s(fs, fD) = 1, (3.8)
where R , E[yy†], and s(fs, fD) is the size-NMLMIMO space-time steering vector which consists
of the elements
ej2pifs(n+γm)ej2pifDl, (3.9)
for n = 0, 1, · · · , N −1, m = 0, 1, · · · ,M −1, and l = 0, 1, · · · , L−1. This w is called minimum vari-
ance distortionless response (MVDR) beamformer [12]. The covariance matrix R can be estimated
by using the neighboring range bin cells. In practice, in order to prevent self-nulling, a target-free
covariance matrix can be estimated by using guard cells [44]. The well-known solution to the above
problem is [12]
w =
R−1s(fs, fD)
s(fs, fD)†R−1s(fs, fD)
. (3.10)
However, the covariance matrix R is NML × NML. It is much larger than in the SIMO case
because of the extra dimension. The complexity of the inversion of such a large matrix is high. The
estimation of such a large covariance matrix also converges slowly. To overcome these problems,
partially adaptive techniques can be applied. The methods described in Sec. 3.5 are examples of
such partially adaptive techniques. In SIMO radar literature such partially adaptive methods are
commonly used [44, 57].
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3.2.3 Comparison with SIMO System
In the traditional transmit beamforming, or single-input-multiple-output (SIMO) radar, the trans-
mitted waveforms are coherent and can be expressed as
φm(τ) = φ(τ)wTm
for m = 1, 2, · · · ,M − 1, where {wTm} are the transmit beamforming weights. The sufficient statis-
tics can be extracted by a single matched filter for every receiving antenna. The extracted signal
can be expressed as
yn,l ,
∫
yn(lT + τ +
2r
c
)φ∗(τ)dτ =
ρte
j2pifsnej2pifDl
M−1∑
m=0
wTme
j2pifsγm + (3.11)
Nc−1∑
i=0
ρie
j2pifs,i(n+βl)
M−1∑
m=0
wTme
j2pifs,iγm + yJn,l + y
(w)
n,l ,
for n = 0, 1, · · · , N − 1, and l = 0, 1, · · · , L − 1, where y(J)n,l is the corresponding jammer signal,
and y(w)n,l is the corresponding white noise. Comparing the MIMO signals in (3.5) and the SIMO
signals in (3.11), one can see that a linear combination with respect to m has been performed on the
SIMO signal in the target term and the clutter term. The MIMO radar, however, leaves all degrees
of freedom to the receiver. Note that in the receiver, one can perform the same linear combination
with respect tom on the MIMO signal in (3.5) to create the SIMO signal in (3.11). The only difference
is that the transmitting power for the SIMO signal is less because of the focused beam used in the
transmitter. For the SIMO radar, the number of degrees of freedom is M in the transmitter and NL
in the receiver. The total number of degrees of freedom is M +NL. However, for the MIMO radar,
the number of degrees of freedom isNMLwhich is much larger thanM+NL. These extra degrees
of freedom can be used to obtain a better spatial resolution for clutter.
The MIMO radar transmits omnidirectional orthogonal waveforms from each antenna element.
Therefore it illuminates all angles. The benefit of SIMO radar is that it transmits focused beams
which saves transmitting power. Therefore, for a particular angle of interest, the SIMO radar enjoys
a processing gain ofM compared to the MIMO radar. However, for some applications like scanning
or imaging, it is necessary to illuminate all angles. In this case, the benefit of a focused beam no
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longer exists because both systems need to consume the same energy for illuminating all angles.
The SIMO system will need to steer the focused transmit beam to illuminate all angles.
A second point is that for the computation of the MIMO beamformer in (3.10), the matrix in-
version R−1 needs to be computed only once and it can be applied for all angles. The transmitting
array in a MIMO radar does not have a focused beam. So, all the ground points within a range bin
are uniformly illuminated. The clutter covariance seen by the receiving antenna array is, therefore,
the same for all angles. In the SIMO case, the matrix inversions need to be computed for different
angles because the clutter signal changes as the beam is steered through all angles.
3.2.4 Virtual Array
Observing the MIMO space-time steering vector defined in (3.9), one can view the first term ej2pifs(n+γm)
as a sampled version of the sinusoidal function ej2pifsx. Recall that γ is defined in (3.5) as the ratio
of the antenna spacing of the transmitter and receiver. To obtain a good spatial frequency resolu-
tion, these signals should be critically sampled and have long enough duration. One can choose
γ = N because it maximizes the time duration while maintaining critical sampling [7] as shown
in Fig. 3.1. Sorting the sample points n + γm for n = 0, 1, · · · , N − 1, and m = 0, 1, · · · ,M − 1,
we obtain the sorted sample points k = 0, 1, · · · , NM − 1. Thus the target response in (3.9) can be
rewritten as
ej2pifskej2pifDl
for k = 0, 1, · · · , NM − 1, and l = 0, 1, · · · , L − 1. It is as if we have a virtual receiving array with
NM antennas. However, the resolution is actually obtained by only M antennas in the transmitter
and N antennas in the receiver. Fig. 3.2 compares the SINR performance of the MIMO system
and the SIMO system in the array looking direction of zero degree, that is, fs = 0. The optimal
space-time beamformer described in (3.10) is used. The parameter L equals 16, and β equals 1.5 in
this example. In all plots it is assumed that the energy transmitted by any single antenna element
to illuminate all angles is fixed. The SINR drops near zero Doppler frequency because it is not easy
to distinguish the slowly moving target from the still ground clutter. The MIMO system with γ = 1
has a slightly better performance than the SIMO system with the same antenna structure. For the
virtual array structure where γ = N , the MIMO system has a very good SINR performance and
it is close to the performance of the SIMO system with NM antennas because they have the same
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Figure 3.2: The SINR at looking direction zero as a function of the Doppler frequencies for different
SIMO and MIMO systems
resolution for the target signal and the clutter signals. The small difference comes from the fact that
the SIMO system with NM antennas has a better spatial resolution for the jammer signals. This
example shows that the choice of γ is very crucial in the MIMO radar. With the choice γ = 10 = N ,
the MIMO radar with only 15 antenna elements has about the same performance as the SIMO
radar with 51 array elements. This example also shows that the MIMO radar system has a much
better spatial resolution for clutter compared to the traditional SIMO system with same number of
physical antenna elements.
3.3 Clutter Subspace in MIMO Radar
In this section, we explore the clutter subspace and its rank in the MIMO radar system. The covari-
ance matrix R in (3.8) can be expressed as R = Rt + Rc + RJ + σ2I, where Rt is the covariance
matrix of the target signal, Rc is the covariance matrix of the clutter, RJ is the covariance matrix of
the jammer, and σ2 is the variance of the white noise. The clutter subspace is defined as the range
space of Rc and the clutter rank is defined as the rank of Rc. In the space-time adaptive process-
ing (STAP) literature, it is a well-known fact that the clutter subspace usually has a small rank. It
was first pointed out by Klemm in [55], that the clutter rank is approximately N + L, where N is
the number of receiving antennas and L is the number of pulses in a coherent processing interval
(CPI). In [104] and [10], a rule for estimating the clutter rank was proposed. The estimated rank is
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approximately
N + β(L− 1), (3.12)
where β = 2vT/dR. This is called Brennan’s rule. In [42], this rule has been extended to the case
with arbitrary arrays. Taking advantage of the low rank property, the STAP can be performed in a
lower dimensional space so that the complexity and the convergence can be significantly improved
[35, 40, 43–45, 56, 57, 105]. This result will now be extended to the MIMO radar. These techniques
are often called partially adaptive methods or subspace methods.
3.3.1 Clutter Rank in MIMO Radar
We first study the clutter term in (3.5) which is expressed as
y
(c)
n,m,l =
Nc−1∑
i=0
ρie
j2pifs,i(n+γm+βl),
for n = 0, 1, · · · , N − 1, m = 0, 1, · · · ,M − 1, and l = 0, 1, · · · , L − 1. Note that −0.5 < fs,i < 0.5
because dR = λ/2. Define ci,n,m,l = ej2pifs,i(n+γm+βl) and
ci =
(
ci,0,0,0, ci,1,0,0, · · · , ci,N−1,M−1,L−1
)T
. (3.13)
By stacking the signals {y(c)n,m,l} into a vector, one can obtain
y(c) =
Nc−1∑
i=0
ρici.
Assume that ρi are zero-mean independent random variables with variance σ2c,i. The clutter co-
variance matrix can be expressed as
Rc = E[y(c)y(c)†] =
Nc−1∑
i=0
σ2c,icic
†
i .
Therefore, span(Rc) = span(C), where
C ,
(
c0, c1, · · · , cNc−1
)
.
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The vector ci consists of the samples of ej2pifs,ix at points {n+ γm+βl}, where γ and β are defined
in (3.6). In general, ci is a nonuniformly sampled version of the bandlimited sinusoidal waveform
ej2pifs,ix. If γ and β are both integers, the sampled points {n+ γm+ βl} can only be integers in
{0, 1, · · · , N + γ(M − 1) + β(L− 1)}.
If N + γ(M − 1) + β(L− 1) ≤ NML, there will be repetitions in the sample points. In other words,
some of the row vectors in C will be exactly the same and there will be at most N + γ(M − 1) +
β(L − 1) distinct row vectors in C. Therefore the rank of C is less than N + γ(M − 1) + β(L − 1).
So is the rank of Rc. We summarize this fact as the following theorem:
Theorem 1 If γ and β are both integers, then rank(Rc) ≤ min(N+γ(M−1)+β(L−1), Nc, NML).
UsuallyNc andNML are much larger thanN+γ(M−1)+β(L−1). ThereforeN+γ(M−1)+β(L−1)
is a good estimation of the clutter rank. This result can be viewed as an extension of Brennan’s
rule [104], given in (3.12), to the MIMO radar case.
Now we focus on the general case where γ and β are real numbers. The vector ci in (3.13) can
be viewed as a nonuniformly sampled version of the truncated sinusoidal function
c(x; fs,i) ,
 ej2pifs,ix, 0 ≤ x ≤ X0, otherwise, (3.14)
where X , N − 1 + γ(M − 1) + β(L − 1). Furthermore, −0.5 ≤ fs,i ≤ 0.5 because dR is often
selected as λ/2 in (3.4) to avoid aliasing. Therefore, the energy of these signals is mostly confined
to a certain time-frequency region. Fig. 3.3 shows an example of such a signal. Such signals can be
well approximated by linear combinations of d2WX+1e orthogonal functions [93], where W is the
one sided bandwidth and X is the duration of the time-limited functions. In the next section, more
details on this will be discussed using prolate spheroidal wave functions (PSWF). In this case, we
have W = 0.5 and 2WX + 1 = N + γ(M − 1) + β(L− 1). The vectors ci can be also approximated
by a linear combination of the nonuniformly sampled versions of these dN + γ(M − 1) + β(L− 1)e
orthogonal functions. Thus, in the case where γ and β are nonintegers, we can conclude that only
dN + γ(M − 1) + β(L− 1)e eigenvalues of the matrix Rc are significant. In other words,
rank(Rc) ≈ dN + γ(M − 1) + β(L− 1)e. (3.15)
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Figure 3.3: Example of the signal c(x; fs,i). (a) Real part. (b) Magnitude response of Fourier trans-
form
Note that the definition of this approximate rank is actually the number of the dominant eigenval-
ues. This notation has been widely used in the STAP literature [44, 57]. In the SIMO radar case,
using Brennan’s rule, the ratio of the clutter rank and the total dimension of the space-time steering
vector can be approximated as
N + β(L− 1)
NL
=
1
L
+
β(L− 1)
NL
.
In the MIMO radar case with γ = N , the corresponding ratio becomes
N +N(M − 1) + β(L− 1)
NML
=
1
L
+
β(L− 1)
NML
.
One can observe that the clutter rank now becomes a smaller portion of the total dimension because
of the extra dimension introduced by the MIMO radar. Thus the MIMO radar receiver can null out
the clutter subspace with little effect on SINR. Therefore a better spatial resolution for clutter can be
obtained.
The result can be further generalized for the array with arbitrary linear antenna deployment.
Let xT,m,m = 0, 1, · · · ,M − 1 be the transmitting antenna locations, xR,n, n = 0, 1, · · · , N − 1 be
the receiving antenna locations, and v be the speed of the radar station. Without loss of generality,
we set xT,0 = 0 and xR,0 = 0. Then the clutter signals can be expressed as
y
(c)
n,m,l =
Nc−1∑
i=0
ρie
j 2piλ sin θi((xR,n+xT,m+2vT l)),
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for n = 0, 1, · · · , N−1,m = 0, 1, · · · ,M−1, and l = 0, 1, · · · , L−1, where θi is the looking-direction
of the ith clutter. The term
ej
2pi
λ sin θi(xR,n+xT,m+2vT l)
can also be viewed as a nonuniform sampled version of the function ej
2pi
λ sin θix. Using the same
argument we have made in the uniform linear array (ULA) case, one can obtain
rank(Rc) ≈ d1 + 2
λ
(xR,N−1 + xT,M−1 + 2vT (L− 1))e.
The quantity xR,N−1 +xT,M−1 + 2vT (L− 1) can be regarded as the total aperture of the space-time
virtual array. One can see that the number of dominant eigenvalues is proportional to the ratio of
the total aperture of the space-time virtual array and the wavelength.
3.3.2 Data Independent Estimation of the Clutter Subspace with PSWF
The clutter rank can be estimated by using (3.15) and the parameters N , M , L, β and γ. However,
the clutter subspace is often estimated by using data samples instead of using these parameters
[35,40,43–45,56,57,105]. In this section, we propose a method which estimates the clutter subspace
using the geometry of the problem rather than the received signal. The main advantage of this
method is that it is data independent. The clutter subspace obtained by this method can be used to
improve the convergence of the STAP. Experiments also show that the estimated subspace is very
accurate in the ideal case (without ICM and array misalignment).
In Fig. 3.3, one can see that the signal in (3.14) is time-limited and most of its energy is concen-
trated on −0.5 ≤ fs ≤ 0.5. To approximate the subspace which contains such signals, we find the
basis functions which are time-limited and concentrate their energy on the corresponding band-
width. Such basis functions are the solutions of the following integral equation [93]
µψ(x) =
∫ X
0
sinc(2W (x− ζ))ψ(ζ)dζ,
where sinc(x) , sinpixpix and µ is a scalar to be solved. This integral equation has infinite number
of solutions ψi(x) and µi for i = 0, 1, · · · ,∞. The solution ψi(x) is called prolate spheroidal wave
65
function (PSWF). By the maximum principle [50], the solution satisfies
ψ0(x) = arg max‖ψ‖=1
∫ X
0
∫ X
0
ψ∗(x)sinc(2W (x− ζ))ψ(ζ)dζdx
ψi(x) = arg max‖ψ‖=1
∫ X
0
∫ X
0
ψ∗(x)sinc(2W (x− ζ))ψ(ζ)dζdx
subject to
∫ X
0
ψ(x)ψ∗k(x)dx = 0, for k = 0, 1, · · · , i− 1,
for i = 1, 2, · · · ,∞. The function ψi(x) is orthogonal to the previous basis components ψk(x), for
k < i while concentrating most of its energy on the bandwidth [−W,W ]. Moreover, only the first
d2WX + 1e eigenvalues µi are significant [93]. Therefore, the time-band-limited function c(x; fs,i)
in (3.14) can be well approximated by linear combinations of ψi(x) for i = 0, 1, · · · , d2WX + 1e. In
this case, W = 0.5 and 2WX + 1 = N + γ(M − 1) + β(L − 1). Thus the nonuniformly sampled
versions of c(x; fs,i), namely ci,n,m,l, can be approximated by the linear combination:
ci,n,m,l , ej2pifs,i(n+γm+βl) ≈
rc−1∑
k=0
αi,kψk(n+ γm+ βl),
for some {αi,k}where
rc , dN + γ(M − 1) + β(L− 1)e. (3.16)
Stacking the above elements into vectors, we have
ci ≈
rc−1∑
k=0
αi,kuk,
where uk is a vector which consists of the elements ψk(n+ γm+ βl). Finally, we have
span(Rc) = span(C) ≈ span(Uc), (3.17)
where Uc ,
(
u0 u1 · · · urc−1
)
. Note that although the functions {ψk(x)} are orthogonal,
the vectors {uk} are in general not orthogonal. This is because of the fact that {uk} are obtained by
nonuniform sampling which destroys orthogonality. In practice, the PSWF ψi(x) can be computed
off-line and stored in the memory. When the parameters change, one can obtain the vectors uk by
resampling the PSWF ψk(n+ γm+βl) to form the new clutter subspace. In this way, we can obtain
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the clutter subspace by using the geometry of the problem.
Performing the Gram-Schmidt procedure on the basis {uk}, we obtain the orthonormal basis
{qk}. The clutter power in each orthonormal basis element can be expressed as q†kRcqk. Fig. 3.4
shows the clutter power in the orthogonalized basis elements. In this example, N = 10, M = 5,
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Figure 3.4: Plot of the clutter power distributed in each of the orthogonal basis elements
L = 16, γ = 10, and β = 1.5. Note that there are a total of NML = 800 basis elements but we
only show the first 200 on the plot. The clutter covariance matrix Rc is generated using the model
described in [42]. The eigenvalues of Rc are also shown in Fig. 3.4 for comparison. The estimated
clutter rank is dN + γ(M − 1) + β(L − 1)e = 73. One can see that the subspace obtained by the
proposed method captures almost all clutter power. The clutter power decays to less than −200 dB
for the basis index exceeding 90.
Compared to the eigen decomposition method, the subspace obtained by our method is larger.
This is because of the fact that the clutter spatial bandwidth has been overestimated in this exam-
ple. More specifically, we have assumed the worst case situation that the clutter spatial frequencies
range from −0.5 to 0.5. In actual fact however, the range is only from −0.35 to 0.35. This comes
about because of the specific geometry assumed in this example: the altitude is 9km, the range of
interest is 12.728km, and a flat ground model is used. Therefore the rank of the subspace is overes-
timated. It may seem that our method loses some efficiency compared to the eigen decomposition.
However, note that the eigen decomposition requires perfect information of the clutter covariance
matrix Rc while our method requires no data. In this example, we assume the perfect Rc is known.
In practice, Rc has to be estimated from the received signals and it might not be accurate if the
number of samples is not large enough. Note that, unlike the eigen decomposition method, the
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proposed method based on PSWF does not require the knowledge of Rc.
3.4 New STAP Method for MIMO Radar
In this section, we introduce a new STAP method for MIMO radar which uses the clutter subspace
estimation method described in the last section. Because the clutter subspace can be obtained by
using the parameter information, the performance and complexity can both be improved. Recall
that the optimal MVDR beamformer (3.10) requires knowledge of the covariance matrix R. In
practice, this has to be estimated from data. For example, it can be estimated as
Rˆ =
1
|B|
∑
k∈B
yky
†
k, (3.18)
where yk is the MIMO-STAP signal vector defined in (3.7) for the kth range bin, and B is a set
which contains the neighbor range bin cells of the range bin of interest. However, some nearest
cells around the range bin of interest are excluded from B in order to avoid including the target
signals [44]. There are two advantages of using the target-free covariance matrix R in (3.10). First,
it is more robust to steering vector mismatch. If there is mismatch in the steering vector s(fs, fD)
in (3.8), the target signal is no longer protected by the constraint. Therefore the target signal is
suppressed as interference. This effect is called self-nulling and it can be prevented by using a
target-free covariance matrix. More discussion about self-nulling and robust beamforming can be
found in [14, 73] and the references therein. Second, using the target-free covariance matrix, the
beamformer in (3.10) converges faster than the beamformer using the total covariance matrix. The
famous rapid convergence theorem proposed by Reed et al. [86] states that a SINR loss of 3 dB can
be obtained by using the number of target-free snapshots equal to twice the size of the covariance
matrix. Note that the imprecise physical model which causes steering vector mismatch does not
just create the self-nulling problem. It also affects the clutter subspace. Therefore it affects the
accuracy of the clutter subspace estimation in Sec. 3.3.2.
3.4.1 The Proposed Method
The target-free covariance matrix can be expressed as R = RJ + Rc + σ2I, where RJ is the covari-
ance matrix of the jammer signals, Rc is the covariance matrix of the clutter signals, and σ2 is the
variance of the white noise. By (3.17), there exists a rc × rc matrix Ac so that Rc ≈ UcAcU†c. Thus
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the covariance matrix can be approximated by
R ≈ RJ + σ2I︸ ︷︷ ︸
call this Rv
+UcAcU†c. (3.19)
We assume the jammer signals y(J)n,m,l in (3.5) are statistically independent in different pulses and
different orthogonal waveform components [44]. Therefore they satisfy
E[y(J)n,m,l · y(J)†n′,m′,l′ ] =
 rJ,n,n′ , m = m′, l = l′0, otherwise,
for n, n′ = 0, 1, · · · , N , m,m′ = 0, 1, · · · ,M , and l, l′ = 0, 1, · · · , L. Using this fact, the jammer-plus-
noise covariance matrix Rv defined in (3.19) can be expressed as
Rv = diag(Rvs,Rvs, · · · ,Rvs), (3.20)
where Rvs is an N × N matrix with elements [Rvs]n,n′ = rJ,n,n′ + σ2 for n, n′ = 0, 1, · · · , N .
Therefore the covariance matrix R in (3.19) consists of a low-rank clutter covariance matrix and a
block-diagonal jammer-pulse-noise. By using the matrix inversion lemma [48], one can obtain
R−1 ≈ R−1v −R−1v Uc(A−1c + U†cR−1v Uc)−1U†cR−1v . (3.21)
The inverse of the block-diagonal matrix R−1v is simply R−1v = diag(R−1vs ,R−1vs , · · · ,R−1vs ) and the
multiplication of the block-diagonal matrix with another matrix is simple.
3.4.2 Complexity of the New Method
The complexity of directly inverting theNML×NML covariance matrix R isO(N3M3L3). Taking
advantage of the block-diagonal matrix and the low rank matrix, in (3.21), the complexity for com-
puting R−1v is only O(N3) and the complexity for computing A−1c and (Ac + U†cR−1v Uc)−1 is only
O(r3c ), where rc is defined in (3.16). The overall complexity for computing (3.21) is thus reduced
from O(N3M3L3) to O(rcN2M2L2). This is the complexity of the multiplication of an (NML× rc)
matrix by a (rc ×NML) matrix.
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3.4.3 Estimation of the Covariance Matrices
In (3.21), the matrix Uc can be obtained by the nonuniform sampling of the PSWF as described in
the last section. The jammer-pulse-noise covariance matrix Rv and the matrix Ac both require fur-
ther estimation from the received signals. Because of the block-diagonal structure, one can estimate
the covariance matrix Rv by estimating its submatrix Rvs defined in (3.20). The matrix Rvs can be
estimated when there are no clutter and target signals. For this, the radar transmitter operates in pas-
sive mode so that the receiver can collect the signals with only jammer signals and white noise [57].
The submatrix Rvs can be estimated as
Rˆvs =
1
Kv
Kv−1∑
k=0
rkr
†
k, (3.22)
where rk is an N × 1 vector which represents the target-free and clutter-free signals received by N
receiving antennas. By (3.19), one can express Ac as
Ac = (U†cUc)
−1U†c(R−Rv)Uc(U†cUc)−1.
Therefore, one can estimate Ac by using
Aˆc =
1
K
K−1∑
k=0
xkx
†
k − (U†cUc)−1U†cRˆvUc(U†cUc)−1, (3.23)
where xk = (U†cUc)−1U†cyk and yk is the NML × 1 MIMO-STAP signal vector defined in (3.7).
Substituting (3.22), (3.23), and (3.21) into the MIMO-STAP beamformer in (3.10), we obtain
w ∝
(Rˆ−1v − Rˆ−1v Uc(Aˆ−1c + U†cRˆ−1v Uc)−1U†cRˆ−1v )s(fs, fd)
(3.24)
3.4.4 Zero-Forcing Method
Instead of estimating Ac and computing the MVDR by (3.24), one can directly “null out” the entire
clutter subspace as described next. Assume that the clutter-to-noise ratio is very large and therefore
all of the eigenvalues of Ac approach infinity. We obtain A−1c ≈ 0. Substituting it into (3.24), one
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can obtain the MIMO-STAP beamformer as
w ∝ (Rˆ−1v − Rˆ−1v Uc(U†cRˆ−1v Uc)−1U†cRˆ−1v )s(fs, fd). (3.25)
Thus we obtain a “zero-forcing” beamformer which nulls out the entire clutter subspace. The ad-
vantage of this zero-forcing method is that it is no longer necessary to estimate Ac. In this method,
we only need to estimate Rvs. The method is independent of the range bin. The matrix R−1 com-
puted by this method can be used for all range bins. Because there are lots of extra dimensions
in MIMO radars, dropping the entire clutter subspace will reduce only a small portion of the total
dimension. Therefore it will not affect the SINR performance significantly, as we shall demonstrate.
Thus this method can be very effective in MIMO radars.
3.4.5 Comparison with Other Methods
In the sample matrix inversion (SMI) method [44], the covariance matrix is estimated to be the
quantity Rˆ in (3.18) and Rˆ−1 is directly used in (3.10) to obtain the MVDR beamformer. However,
some important information about the covariance matrix is unused in the SMI method. This in-
formation includes the parameters γ and β, the structure of the clutter covariance matrix, and the
block diagonal structure of the jammer covariance matrix.
Our method in (3.24) utilizes this information. We first estimate the clutter subspace by using
parameters γ and β in (3.17). Because the jammer matrix is block diagonal and the clutter matrix has
low rank with known subspace, by using the matrix inversion lemma, we could break the inversion
of a large matrix R into the inversions of some smaller matrices. Therefore the computational
complexity was significantly reduced. Moreover, by using the structure, fewer parameters need
to be estimated. In our method, only the rc × rc matrix A and the N × N matrix Rvs need to be
estimated rather than the the NML × NML matrix R in the SMI method. Therefore our method
also converges much faster.
In subspace methods [35, 40, 43–45, 57, 105], the clutter and the jammer subspace are both esti-
mated simultaneously using the STAP signals rather than from problem geometry. Therefore the
parameters γ and β and the block diagonal structure of the jammer covariance matrix are not fully
utilized. In [56], the target-free and clutter-free covariance matrix are also estimated using (3.22).
The jammer and clutter are filtered out in two separate stages. Therefore the block diagonal prop-
erty of the jammer covariance matrix has been used in [56]. However, the clutter subspace structure
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has not been fully utilized in this method.
3.5 Numerical Examples
In this section, we compare the SINR performance of our methods and other existing methods. In
the example, the parameters are M = 5, N = 10, L = 16, β = 1.5, and γ = 10. The altitude is 9km
and the range of interest is 12.728km. For this altitude and range, the clutter is generated by using
the model in [42]. The clutter to noise ratio (CNR) is 40 dB. There are two jammers at 20◦ and −30◦
degree. The jammer to noise ratio (JNR) for each jammer equals 50 dB. The SINR is normalized
so that the maximum SINR equals 0 dB. The jammers are modelled as point sources which emit
independent white Gaussian signals. The clutter is modelled using discrete points as described in
(3.1). The clutter points are equally spaced on the range bin and the RCS for each clutter is modelled
as identical independent Gaussian random variables. In general, the variance of ρi will vary along
the ground, as we move within one range bin. However, for simplicity we assume this variance is
fixed. The number of clutter points Nc is ten thousand. The clutter points for different range bins
are also independent. The following methods are compared:
1. Sample matrix inversion (SMI) method [44]. This method estimates the covariance matrix R
using (3.18) and directly substitutes it into (3.10).
2. Loaded sample matrix inversion (LSMI) method [1, 13]. Before substituting Rˆ into (3.10), a diag-
onal loading Rˆ ← Rˆ + δI is performed. In this example, δ is chosen as ten times the white
noise level.
3. Principal component (PC) method. [44]. This method uses a KLT filterbank to extract the
jammer-plus-clutter subspace. Then the space-time beamforming can be performed in this
subspace.
4. Separate jammer and clutter cancellation method [56] (abbreviated as SJCC below). This method
also utilizes the jammer-plus-noise covariance matrix Rvs which can be estimated as in (3.22).
The covariance matrix can be used to filter out the jammer and form a spatial beam. Then the
clutter can be further filtered out by space-time filtering [56]. In this example, a diagonal
loading is used for the space-time filtering with a loading factor which equals ten times the
white noise level.
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5. The new zero-forcing (ZF) method. This method directly nulls out the clutter subspace as de-
scribed in (3.25).
6. The new minimum variance method. This method estimates Rˆvs and Aˆc and uses (3.24). In this
example, a diagonal loading is used for Aˆc with a loading factor which equals ten times the
white noise level.
7. MVDR with perfectly known R. This method is unrealizable because the perfect R is always
unavailable. It is shown in the figure because it serves as an upper bound on the SINR per-
formance.
Fig. 3.5 shows the comparison of the SINR for fs = 0 as a function of the Doppler frequencies. The
SINR is defined as
SINR , |w
†s(fs, fD)|2
w†Rw
,
where R is the target-free covariance matrix. To compare these methods, we fix the number of
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Figure 3.5: The SINR performance of different STAP methods at looking direction zero as a function
of the Doppler frequency
samples K and the number of jammer-plus-noise samples Kv . In all of the methods except the SMI
method, 300 samples and 20 jammer-plus-noise samples are used. We use 2000 samples instead of
300 samples in the SMI method because the estimated covariance matrix in (3.18) with 300 samples
is not full-rank and therefore can not be inverted. The spatial beampatterns and space-time beam-
patterns for the target at fs = 0 and fD = 0.25 for four of these methods are shown in Fig. 3.6 and
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Fig. 3.7, respectively. The spatial beampattern is defined as
ML−1∑
k=0
|w†(1:N)+kMLs(fs)|2,
where s(fs) is the spatial steering vector
(
1 ej2pifs · · · ej2pifs(N−1)
)T
,
and w(1:N)+kML represents N successive elements of w starting from kML + 1. The space-time
beampattern is defined as
|w†s(fs, fD)|,
where s(fs, fD) is the space-time steering vector defined in (3.9). The spatial beampattern rep-
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Figure 3.6: Spatial beampatterns for four STAP methods
resents the jammer and noise rejection and the space-time beampattern represents the clutter re-
jection. In Fig. 3.6, one can see the jammer notches at the corresponding jammer arrival angles
−30◦ and 20◦. In Fig. 3.7, one can also observe the clutter notch in the beampatterns. In Fig. 3.5,
lacking use of the covariance matrix structure, the SMI method requires a lot of samples to obtain
good performance. It uses 2000 samples but the proposed minimum variance method which has a
comparable performance uses only 300 samples. The PC method and LSMI method utilize the fact
that the jammer-plus-clutter covariance matrix has low rank. Therefore they require fewer samples
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Figure 3.7: Space-time beampatterns for four methods: (a) The proposed zero-forcing method,
(b) Principal component (PC) method [44], (c) Separate jammer and clutter cancellation method
(SJCC) [56] and (d) Sample matrix inversion (SMI) method [44]
than the SMI method. The performance of these two are about the same. The SJCC method further
utilizes the fact that the jammer covariance matrix is block diagonal and estimates the jammer-
plus-noise covariance matrix. Therefore the SINR performance is slightly better than the LSMI and
PC methods. Our methods not only utilize the low rank property and the block diagonal property
but also the geometry of the problem. Therefore our methods have better SINR performance than
the SJCC method. The proposed zero-forcing (ZF) method has about the same performance as the
minimum variance method. It converges to a satisfactory SINR with very few clutter-free samples.
According to (3.15), the clutter rank in this example is approximately
dN + γ(M − 1) + β(L− 1)e = 73.
Thanks to the MIMO radar, the dimension of the space-time steering vector is MNL = 800. The
clutter rank is just a small portion of the total dimension. This is the reason why the ZF method,
which directly nulls out the entire clutter space, works so well.
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3.6 Conclusions
In this chapter, we first studied the clutter subspace and its rank in MIMO radars using the ge-
ometry of the system. We derived an extension of Brennan’s rule for estimating the dimension of
the clutter subspace in MIMO Radar systems. This rule is given in (3.15). An algorithm for com-
puting the clutter subspace using nonuniform sampled PSWF was described. Then we proposed
a space-time adaptive processing method in MIMO radars. This method utilizes the knowledge of
the geometry of the problem, the structure of the clutter space, and the block diagonal structure
of the jammer covariance matrix. Using the fact that the jammer matrix is block diagonal and the
clutter matrix has low rank with known subspace, we showed how to break the inversion of a large
matrix R into the inversions of smaller matrices using the matrix inversion lemma. Therefore the
new method has much lower computational complexity. Moreover, we can directly null out the
entire clutter space for large clutter. In our ZF method, only the N × N jammer-plus-noise matrix
Rvs needs to be estimated instead of the theNML×NMLmatrix R in the SMI method, whereN is
the number of receiving antennas, M is the number of transmitting antennas, and L is the number
of pulses in a coherent processing interval. Therefore, for a given number of data samples, the new
method has better performance. In Sec. 3.5, we provided an example where the number of training
samples was reduced by a factor of 100 with no appreciable loss in performance compared to the
SMI method.
In practice, the clutter subspace might change because of effects such as the internal clutter
motion (ICM), velocity misalignment, array manifold mismatch, and channel mismatch [44]. In
this chapter, we considered an “ideal model”, which does not take these effects into account. When
this model is not valid, the performance of the algorithm will degrade. One way to overcome this
might be to estimate the clutter subspace by using a combination of both the assumed geometry
and the received data. Another way might be to develop a more robust algorithm against the clutter
subspace mismatch. These ideas will be explored in the future.
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Chapter 4
Ambiguity Function of the MIMO
Radar and the Waveform
Optimization
This chapter focuses on the ambiguity function of the MIMO radar and the corresponding wave-
form design methods. In traditional (SIMO) radars, the ambiguity function of the transmitted pulse
characterizes the compromise between range and Doppler resolutions. It is a major tool for study-
ing and analyzing radar signals. Recently, the idea of ambiguity function has been extended to the
case of MIMO radar. In this chapter, some mathematical properties of the MIMO radar ambiguity
function are first derived. These properties provide some insights into the MIMO radar waveform
design. Then a new algorithm for designing the orthogonal frequency-hopping waveforms is pro-
posed. This algorithm reduces the sidelobes in the corresponding MIMO radar ambiguity function
and makes the energy of the ambiguity function spread evenly in the range and angular dimen-
sions. Most of the results of this chapter have been reported in our recent journal paper [16] and
book chapter in [70].
4.1 Introduction
Recently, several papers have been published on the topic of MIMO radar waveform design [36,
37, 94, 108, 109]. In [37], the covariance matrix of the transmitted waveforms has been designed to
form a focused beam such that the power can be transmitted to a desired range of angles. In [94],
the authors have also focused on the design of the covariance matrix to control the spatial power.
However in [94], the cross-correlation between the transmitted signals at a number of given target
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locations is minimized. In [36, 61, 108, 109], unlike [37, 94], the entire waveforms have been consid-
ered instead of just the covariance matrix. Consequently these design methods involve not only the
spatial domain but also the range domain. These methods assume some prior knowledge of the
impulse response of the target and use this knowledge to choose the waveforms which optimize
the mutual information between the received signals and the impulse response of the target. The
waveform design which uses prior knowledge about the target has been done in the traditional
SIMO radar system as well [5]. In this chapter, we consider a different aspect of the waveform
design problem. We design the waveforms to optimize the MIMO radar ambiguity function [89].
Unlike the above methods, we do not assume the prior knowledge about the target.
The waveform design problem based on optimization of the ambiguity function in the tradi-
tional SIMO radar has been well studied. Several waveform design methods have been proposed
to meet different resolution requirements. These methods can be found in [62] and the references
therein. In the traditional SIMO radar system, the radar receiver uses a matched filter to extract the
target signal from thermal noise. Consequently, the resolution of the radar system is determined
by the response to a point target in the matched filter output. Such a response can be characterized
by a function called the ambiguity function [62]. Recently, San Antonio, et al. [89] have extended
the radar ambiguity function to the MIMO radar case. It turns out that the radar waveforms affect
not only the range and Doppler resolution but also the angular resolution. It is well-known that
the radar ambiguity function satisfies some properties such as constant energy and symmetry with
respect to the origin [62]. These properties are very handy tools for designing and analyzing the
radar waveforms. In this chapter, we derive the corresponding properties for the MIMO radar case.
The major contributions in this chapter are two-fold: (1) to derive new mathematical properties
of the MIMO ambiguity function, and (2) to design a set of frequency-hopping pulses to optimize
the MIMO ambiguity function. The MIMO radar ambiguity function characterizes the resolutions
of the radar system. By choosing different waveforms, we obtain a different MIMO ambiguity
function. Therefore the MIMO radar waveform design problem is to choose a set of waveforms
which provides a desirable MIMO ambiguity function. Directly optimizing the waveforms requires
techniques such as calculus of variation. In general this can be very hard to solve. Instead of
directly designing the waveforms, we can impose some structures on the waveforms and design
the parameters of the waveforms.
As an example of this idea, the pulse waveforms generated by frequency-hopping codes are
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considered in this chapter. Frequency-hopping signals are good candidates for the radar wave-
forms because they are easily generated and have constant modulus. In the traditional SIMO
radar, Costas codes [19, 41] have been introduced to reduce the sidelobe in the radar ambiguity
function. The frequency-hopping waveforms proposed in [74] have been applied in a MIMO HF
OTH radar system [34]. The frequency-hopping waveforms proposed in [74] were originally de-
signed for multi-user radar system. The peaks in the cross correlation functions of the waveforms
are approximately minimized by the codes designed in [74]. However, in the multi-user scenario,
each user operates its own radar system. This is different from the MIMO radar system where the
receiving antennas can cooperate to resolve the target parameters. In this chapter, we design the
frequency-hopping waveforms to optimize the MIMO ambiguity function which directly relates to
the MIMO radar system resolution.
The rest of the chapter is organized as follows. In Sec. 2, the MIMO radar ambiguity function
will be briefly reviewed. Sec. 3 derives the properties of the MIMO radar ambiguity function. In
Sec. 4, we derive the MIMO radar ambiguity function when the pulse trains are transmitted. In Sec.
5, we define the frequency-hopping pulse waveforms in MIMO radar and derive the correspond-
ing MIMO ambiguity function. In Sec. 6, we formulate the frequency-hopping code optimization
problem and show how to solve it. In Sec. 7, we test the proposed method and compare its ambigu-
ity function with the LFM (linear frequency modulation) waveforms. Finally, Sec. 8 concludes the
chapter. The results in this chapter are for uniform linear arrays but they can easily be generalized.
4.2 Review of MIMO Radar Ambiguity Function
In a SIMO radar system, the radar ambiguity function is defined as [62]
|χ(τ, ν)| ,
∣∣∣∣∫ ∞−∞ u(t)u∗(t+ τ)ej2piνtdt
∣∣∣∣ , (4.1)
where u(t) is the radar waveform. This two-dimensional function indicates the matched filter out-
put in the receiver when a delay mismatch τ and a Doppler mismatch ν occur. The value |χ(0, 0)|
represents the matched filter output without any mismatch. Therefore, the sharper the function
|χ(τ, ν)| around (0, 0), the better the Doppler and range resolution. Fig. 4.1 shows two examples of
the ambiguity function. These two ambiguity functions show different Doppler and range trade-
offs. One can see that the LFM pulse has a better range resolution along the cut where Doppler
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frequency is zero.
Figure 4.1: Examples of ambiguity functions: (a) Rectangular pulse, and (b) Linear frequency mod-
ulation (LFM) pulse with time-bandwidth product 10, where T is the pulse duration
The idea of radar ambiguity functions has been extended to the MIMO radar by San Antonio et
al. [89]. In this section, we will briefly review the definition of MIMO radar ambiguity functions.
We will focus only on the ULA (uniform linear array) case as shown in Fig. 4.2. The derivation of
the MIMO ambiguity function for arbitrary array can be found in [89]. We assume the transmitter
and the receiver are parallel and colocated ULAs. The spacing between the transmitting elements
? ?
u0(t) u1(t) uM?1(t)
…
dT
Matched?
filters
Matched?
filters
Matched?
filters
dR
… … …
(a) (b)
Figure 4.2: MIMO radar scheme: (a) Transmitter, and (b) Receiver
is dT and the spacing between the receiving elements is dR. The function ui(t) indicates the radar
waveform emitted by the ith transmitter.
Consider a target at (τ, ν, f) where τ is the delay corresponding to the target range, ν is the
80
Doppler frequency of the target, and f is the normalized spatial frequency of the target defined as
f , 2pidR
λ
sin θ,
where θ is the angle of the target and λ is the wavelength. The demodulated target response in the
nth antenna is proportional to
yτ,ν,fn (t) ≈
M−1∑
m=0
um(t− τ)ej2piνtej2pif(γm+n),
for n = 0, 1, · · · , N − 1, where N is the number of receiving antennas, um(t) is the radar wave-
form emitted by the mth antenna, γ , dT /dR and M is the number of transmitting antennas. If
the receiver tries to capture this target signal with a matched filter with the assumed parameters
(τ ′, ν′, f ′) then the matched filter output becomes
N−1∑
n=0
∫ ∞
−∞
yτ,ν,fn (t) · (yτ
′,ν′,f ′
n )
∗(t)dt
=
(
N−1∑
n=0
ej2pi(f−f
′)n
)
·(
M−1∑
m=0
M−1∑
m′=0
∫ ∞
−∞
um(t− τ)u∗m′(t− τ ′)
ej2pi(ν−ν
′)tdt · ej2pi(fm−f ′m′)γ
)
The first part in the right hand side of the equation represents the spatial processing in the receiver,
and it is not affected by the waveforms {um(t)}. The second part in the right hand side of the
equation indicates how the waveforms {um(t)} affect the spatial, Doppler, and range resolutions of
the radar system. Therefore, we define the MIMO radar ambiguity function as
χ(τ, ν, f, f ′) ,
M−1∑
m=0
M−1∑
m′=0
χm,m′(τ, ν)ej2pi(fm−f
′m′)γ , (4.2)
where
χm,m′(τ, ν) ,
∫ ∞
−∞
um(t)u∗m′(t+ τ)e
j2piνtdt. (4.3)
Note that the MIMO radar ambiguity function can not be expressed as a function of the difference
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of the spatial frequencies, namely f − f ′. Therefore, we need both the target spatial frequency
f and the assumed spatial frequency f ′ to represent the spatial mismatch. We call the function
χm,m′(τ, ν) the cross ambiguity function because it is similar to the SIMO ambiguity function
defined in (4.1) except it involves two waveforms um(t) and um′(t). Fixing τ and ν in (4.2), one can
view the ambiguity function as a scaled two-dimensional Fourier transform of the cross ambiguity
function χm,m′(τ, ν) on the parameters m and m′. The value |χ(0, 0, f, f)| represents the matched
filter output without mismatch. Therefore, the sharper the function |χ(τ, ν, f, f ′)| around the line
{(0, 0, f, f)}, the better the radar system resolution.
4.3 Properties of The MIMO Radar Ambiguity Function for ULA
We now derive some new properties of the MIMO radar ambiguity function defined in (4.2). The
properties are similar to some of the properties of the SIMO ambiguity functions (e.g., see [62]). We
normalize the energy of the transmitted waveform to unity. That is,
∫ ∞
−∞
|um(t)|2dt = 1,∀m. (4.4)
The following property characterizes the ambiguity function when there exists no mismatch.
Property 1. If
∫∞
−∞ um(t)u
∗
m′(t)dt = δm,m′ , then
χ(0, 0, f, f) = M,∀f. (4.5)
Proof: We have
χm,m′(0, 0) =
∫ ∞
−∞
um(t)u∗m′(t)dt = δm,m′ .
Substituting the above equation into (4.2), we obtain
χ(0, 0, f, f) =
M−1∑
m=0
M−1∑
m′=0
δm,m′e
j2piγ(fm−fm′)
=
M−1∑
m=0
ej0 = M. 
This property says that if the waveforms are orthogonal, the ambiguity function is a constant
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along the line {(0, 0, f, f)}which is independent of the waveforms {um(t)}. This means the matched
filter output is always a constant independent of the waveforms, when there exists no mismatch.
The following property characterizes the integration of the MIMO radar ambiguity function
along the line {0, 0, f, f} even when the waveforms are not orthogonal.
Property 2.
χ(0, 0, f, f) ≥ 0, (4.6)
and if γ is an integer, then
∫ 1
0
χ(0, 0, f, f)df = M. (4.7)
Proof: By using the definitions in (4.2) and (4.3), we have
χ(0, 0, f, f) =
∫ ∞
−∞
∣∣∣∣∣
M−1∑
m=0
um(t)ej2pifmγ
∣∣∣∣∣
2
dt ≥ 0.
By using the definitions in (4.2) and (4.3) and changing variables, we obtain
∫ 1
0
χ(0, 0, f, f)df
=
∫ 1
0
M−1∑
m=0
M−1∑
m′=0
χm,m′(0, 0)ej2pifγ(m−m
′)df
=
M−1∑
m=0
M−1∑
m′=0
χm,m′(0, 0)δm,m′ = M. 
This property says that when γ is an integer, the integration of the MIMO radar ambiguity func-
tion along the line {0, 0, f, f} is a constant, no matter how waveforms are chosen. The following
property characterizes the energy of the cross ambiguity function.
Property 3.
∫ ∞
−∞
∫ ∞
−∞
|χm,m′(τ, ν)|2dτdν = 1. (4.8)
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Proof: We have
∫ ∞
−∞
∫ ∞
−∞
|χm,m′(τ, ν)|2dτdν
=
∫ ∞
−∞
∫ ∞
−∞
∣∣∣∣∫ ∞−∞ um(t)u∗m′(t+ τ)ej2piνtdt
∣∣∣∣2 dνdτ
=
∫ ∞
−∞
∫ ∞
−∞
|um(t)u∗m′(t+ τ)|2 dtdτ,
where we have used Parseval’s theorem [79] to obtain the last equality. By changing variables, we
obtain
∫ ∞
−∞
∫ ∞
−∞
|um(t)u∗m′(t+ τ)|2 dtdτ =∫ ∞
−∞
|um(t)|2dt
∫ ∞
−∞
|um′(t)|2dt = 1. 
This property states that the energy of the cross ambiguity function is a constant, independent
of the waveforms um(t) and um′(t). In the special case ofm = m′, this property reduces to the well-
known result that the SIMO radar ambiguity function defined in (4.1) has constant energy [62]. The
following property characterizes the energy of the MIMO radar ambiguity function.
Property 4. If γ is an integer, then
∫ 1
0
∫ 1
0
∫ ∞
−∞
∫ ∞
−∞
|χ(τ, ν, f, f ′)|2dτdνdfdf ′ = M2. (4.9)
Proof: By using the definition of MIMO radar ambiguity function in (4.2) and performing ap-
propriate change of variables, we have
∫ 1
0
∫ 1
0
∫ ∞
−∞
∫ ∞
−∞
|χ(τ, ν, f, f ′)|2dτdνdfdf ′
=
1
γ2
∫ ∞
−∞
∫ ∞
−∞
∫ γ
0
∫ γ
0∣∣∣∣∣
M−1∑
m=0
M−1∑
m′=0
χm,m′(τ, ν)ej2pi(fm−f
′m′)
∣∣∣∣∣
2
dfdf ′dτdν.
(4.10)
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Using Parserval’s theorem and applying Property 3, the above integral reduces to
∫ ∞
−∞
∫ ∞
−∞
M−1∑
m=0
M−1∑
m′=0
|χm,m′(τ, ν)|2dτdν =
M−1∑
m′=0
M−1∑
m′=0
1 = M2.

This property states that when γ is an integer, the energy of the MIMO radar ambiguity function
is a constant which is independent of the waveforms {um(t)}. For example, whether we choose
γ = 1 or γ = N , the energy of the MIMO radar ambiguity function is the same. Recall that Property
2 states that the integration of MIMO radar ambiguity function along the line {(0, 0, f, f} is also a
constant. This implies that in order to make the ambiguity function sharp around {0, 0, f, f}, we
have to spread the energy of the ambiguity function evenly on the available time and bandwidth.
For the case that γ is not an integer, we can not directly apply Parserval’s theorem. In this case,
the energy of the ambiguity function actually depends on the waveforms {um(t)}. However, the
following property characterizes the range of the energy of the MIMO radar ambiguity function.
Property 5.
bγc2
γ2
M2 ≤
∫ 1
0
∫ 1
0
∫ ∞
−∞
∫ ∞
−∞
|χ(τ, ν, f, f ′)|2dτdνdfdf ′
≤ dγe
2
γ2
M2 (4.11)
where bγc is the largest integer ≤ γ, and dγe is the smallest integer ≥ γ.
Proof: Using (4.10), we have
∫ 1
0
∫ 1
0
∫ ∞
−∞
∫ ∞
−∞
|χ(τ, ν, f, f ′)|2dτdνdfdf ′
≤ 1
γ2
∫ ∞
−∞
∫ ∞
−∞
∫ dγe
0
∫ dγe
0∣∣∣∣∣
M−1∑
m=0
M−1∑
m′=0
χm,m′(τ, ν)ej2pi(fm−f
′m′)
∣∣∣∣∣
2
dfdf ′dτdν.
(4.12)
Using Parserval’s theorem and applying Property 3, the above value equals
dγe2
γ2
∫ ∞
−∞
∫ ∞
−∞
M−1∑
m=0
M−1∑
m′=0
|χm,m′(τ, ν)|2dτdν = dγe
2
γ2
M2.
85
The lower bound can be obtained similarly. 
For the case that γ is not integer, the energy of the MIMO radar ambiguity function can actually
be affected by the waveforms {um(t)}. However, the above property implies that when γ is large,
the amount by which the energy can be affected by the waveforms is small. Note that the bound
provided by this property is loose when γ is small. This is because in (4.12), we have quantized
γ in the integration interval in order to apply the Parserval’s theorem. However, in order to form
a large virtual array and keep the interference rejection ability on the receiver side, the spacings
between the transmitting antennas are usually larger than those of the receiving antennas. So γ is
usually large. Using similar lines of argument as in 4.12, we can show that when γ is not an integer,
Property 2 can be replaced with the following property.
Property 6.
M
bγc
γ
≤
∫ 1
0
χ(0, 0, f, f)df ≤M dγe
γ
. (4.13)
The following property characterizes the symmetry of the cross ambiguity function.
Property 7.
χm,m′(−τ,−ν) = χ∗m′,m(τ, ν)e−j2piντ . (4.14)
Proof: By the definition of the cross ambiguity function (4.3) and changing variables, we have
χm,m′(−τ,−ν) =
∫ ∞
−∞
um(t)u∗m′(t− τ)e−j2piνtdt
=
∫ ∞
−∞
um(t+ τ)u∗m′(t)e
−j2piν(t+τ)dt
= χ∗m′,m(τ, ν)e
−j2piντ . 
Using the above property, we can obtain the following property of the MIMO radar ambiguity
function.
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Property 8.
χ(−τ,−ν, f, f ′) = χ∗(τ, ν, f ′, f)e−j2piντ (4.15)
Proof: Using the definition of the MIMO radar ambiguity function (4.2) and Property 7, we have
χ(−τ,−ν, f, f ′)
=
M−1∑
m=0
M−1∑
m′=0
χm,m′(−τ,−ν)ej2piγ(fm−f ′m′)
=
M−1∑
m=0
M−1∑
m′=0
χ∗m′,m(τ, ν)e
−j2piντej2piγ(fm−f
′m′)
=
(
M−1∑
m=0
M−1∑
m′=0
χm′,m(τ, ν)ej2piγ(f
′m′−fm)
)∗
e−j2piντ
= χ∗(τ, ν, f ′, f)e−j2piντ . 
This property implies that when we design the waveform, we only need to focus on the region
{(τ, ν, f, f ′)|τ ≥ 0} or the region {(τ, ν, f, f ′)|f ≥ f ′} of the MIMO radar ambiguity function. For
example, given two spatial frequencies f and f ′ it is sufficient to study only χ(τ, ν, f, f ′) because
the function χ(τ, ν, f ′, f) can be deduced from the symmetry property. The following property
characterizes the cross ambiguity function of the linear frequency modulation (LFM) signal.
Property 9. Define
uLFMm (t) , um(t)ejpikt
2
.
If χm,m′(τ, ν) =
∫∞
−∞ um(t)u
∗
m′(t+ τ)e
j2piνtdt then
χLFMm,m′ (τ, ν) ,
∫ ∞
−∞
uLFMm (t)(u
LFM
m′ (t+ τ))
∗ej2piνtdt
= χm,m′(τ, ν − kτ)e−jpikτ2 . (4.16)
Proof: From direct calculation, we have
χLFMm,m′ (τ, ν) =
∫ ∞
−∞
um(t)u∗m′(t+ τ) ·
ejpik(−2tτ−τ
2)ej2piνtdt
= χm,m′(τ, ν − kτ)e−jpikτ2 . 
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This property says that linear frequency modulation shears off the cross ambiguity function.
We use this property to obtain the following result for the MIMO radar ambiguity function.
Property 10.
If χ(τ, ν, f, f ′) =
∑M−1
m=0
∑M−1
m′=0 χm,m′(τ, ν)e
j2piγ(fm−f ′m′) then
χLFM (τ, ν, f, f ′) ,
M−1∑
m=0
M−1∑
m′=0
χLFMm,m′ (τ, ν)e
j2piγ(fm−f ′m′)
= χ(τ, ν − kτ, f, f ′)e−jpikτ2 . (4.17)
We omit the proof because this property can be easily obtained by just applying Property 9. This
property states that adding LFM modulations shears off the MIMO radar ambiguity function. This
shearing can improve the range resolution because it compresses the ambiguity function along the
direction (τ, 0, f, f) [62]. Fig. 4.3 illustrates contours of constants χ(τ, ν, f, f ′) and χ(τ, ν − kτ, f, f ′)
with some fixed f and f ′. One can observe that the delay resolution has been improved after the
? ????k???
???,??k?,f,f’?
???????
?????????,?,f,f’?
Figure 4.3: Illustration of the LFM shearing
LFM shearing.
To summarize, Properties 1 to 6 characterize the signal component and the energy of the am-
biguity function. They imply that if we attempt to squeeze the ambiguity function to the line
{0, 0, f, f}, the signal component cannot go arbitrarily high. Also if we attempt to eliminate some
unwanted peaks in the ambiguity function, the energy will reappear somewhere else. Property
8 suggests that it is sufficient to study only half of the ambiguity function (τ ≥ 0). Properties 9
and 10 imply that the LFM modulation shears the ambiguity function. Therefore it improves the
resolution along the range dimension.
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4.4 Pulse MIMO Radar Ambiguity Function
In this chapter, we consider the waveform design problem for the pulse waveforms generated
by frequency-hopping codes. In this section, we derive the MIMO radar ambiguity function for
the case when the waveform um(t) consists of the shifted versions of a shorter waveform φm(t).
In this case, the pulse design problem becomes choosing the waveform φm(t) to obtain a good
MIMO ambiguity function χ(τ, ν, f, f ′). Therefore, it is important to study the relation between the
MIMO ambiguity function and the pulse φm(t). Since modulation and scalar multiplication will
not change the shape of the ambiguity function, for convenience, we write the transmitted signals
as
um(t) =
L−1∑
l=0
φm(t− Tl). (4.18)
Fig. 4.4 illustrates the transmitted pulse waveform. Note that the duration of φm(t), namely Tφ,
T?
…
t
?m(t?TL?2)
0 T2 TL?2 TL?1T1 T3
Figure 4.4: Illustration of the pulse waveform
is small enough such that Tφ  minl,l′(|Tl − Tl′ |). To obtain the relation between φm(t) and the
MIMO ambiguity function χ(τ, ν, f, f ′), we first derive the cross ambiguity function. Using (4.3)
and (4.18) and changing variables, the cross ambiguity function can be expressed as
χm,m′(τ, ν) =
L−1∑
l′=0
L−1∑
l=0
∫ ∞
−∞
φm(t)φ∗m′(t+ Tl − Tl′ + τ)ej2piν(t+Tl)dt
=
L−1∑
l′=0
L−1∑
l=0
χφm,m′(τ + Tl − Tl′ , ν)ej2piνTl , (4.19)
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where χφm,m′(τ, ν) is defined as the cross ambiguity function of the pulses φm(t) and φm′(t), that is,
χφm,m′(τ, ν) =
∫ Tφ
0
φm(t)φ∗m′(t+ τ)e
j2piνtdt.
We assume that the Doppler frequency ν and the support of pulse Tφ are both small enough such
that Tφν ≈ 0. This means the Doppler frequency envelope remains approximately constant within
the pulse. Such an assumption is usually made in pulse Doppler processing [87]. So the above the
equation becomes
χφm,m′(τ, ν) ≈
∫ Tφ
0
φm(t)φ∗m′(t+ τ)dt , rφm,m′(τ), (4.20)
where rφm,m′(τ) is the cross correlation between φm(t) and φm′(t). Thus, the cross ambiguity func-
tion reduces to the cross correlation function and it is no longer a function of Doppler frequency ν.
Substituting the above result into (4.19), we obtain
χm,m′(τ, ν) ≈
L−1∑
l′=0
L−1∑
l=0
rφm,m′(τ + Tl − Tl′)ej2piνTl . (4.21)
For values of the delay τ satisfying |τ | < minl,l′(|Tl − Tl′ |) − Tφ, the shifted correlation function
satisfies
rφm,m′(τ + Tl − Tl′) =∫ Tφ
0
φm(τ)φ∗m′(t+ τ + Tl − Tl′)dt = 0,
when l 6= l′. For |τ | ≥ minl,l′(|Tl − Tl′ |) − Tφ, the response in the ambiguity function is created by
the second trip echoes. This ambiguity is called range folding. In this chapter, we assume the pulse
repetition frequency (PRF) is low enough so that no reflections occur at these second trip ranges.
We will focus on the ambiguity function only when |τ | < minl,l′(|Tl − Tl′ |) − Tφ. In this case, we
have
χm,m′(τ, ν) ≈ rφm,m′(τ)
L−1∑
l=0
ej2piνTl .
Notice that the Doppler processing is separable from the correlation function. This is because of
the assumption that the duration of the pulses Tφ and the Doppler frequency ν are small enough
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so that νTφ ≈ 0. This implies that the choice of the waveforms {φm(t)} does not affect the Doppler
resolution. Using the definition of MIMO ambiguity function (4.2), we have
χ(τ, ν, f, f ′) =
M−1∑
m=0
M−1∑
m′=0
rφm,m′(τ)e
j2pi(fm−f ′m′)γ ·
L−1∑
l=0
ej2piνTl ,
for |τ | < minl,l′(|Tl − Tl′ |)− Tφ.
The preceding analysis clearly shows how the problem of waveform design should be ap-
proached. The MIMO ambiguity function depends on the cross correlation functions rφm,m′(τ).
Also, the pulses {φm(t)} only affect the range and spatial resolution. They do not affect the Doppler
resolution. Therefore, to obtain a sharp ambiguity function, we should design the pulses {φm(t)}
such that the function
Ω(τ, f, f ′) ,
M−1∑
m=0
M−1∑
m′=0
rφm,m′(τ)e
j2pi(fm−f ′m′)γ (4.22)
is sharp around the line {(τ, f, f ′)∣∣τ = 0, f = f ′}. For M = 1, the signal design problem reduces to
the special case of the SIMO radar. In this case, Eq. (4.22) reduces to the autocorrelation function
Ω(τ, f, f ′) = rφ0,0(τ).
Thus in the SIMO radar case, the signal design problem is to generate a pulse with a sharp au-
tocorrelation. The linear frequency modulation (LFM) signal is an example which has a sharp
autocorrelation [62]. Besides its sharp autocorrelation function, the LFM pulse can be conveniently
generated and it has constant modulus. These reasons make the LFM signal a very good candidate
in a pulse repetition radar system. For the MIMO radar case which satisfiesM > 1, we need to con-
sider not only the autocorrelation functions but also the cross correlation functions between pulses
such that Ω(τ, f, f ′) can be sharp.
4.5 Frequency-Hopping Pulses
Instead of directly designing the pulses, we can impose some structures on the pulses and design
the parameters of the pulses. As an example of this idea, we now consider the pulse generated
by frequency-hopping codes. In this section, we derive the MIMO radar ambiguity function of the
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frequency-hopping pulses. These pulses have the advantage of constant modulus. The frequency-
hopping pulses can be expressed as
φm(t) =
Q−1∑
q=0
ej2picm,q∆fts(t− q∆t), (4.23)
where
s(t) ,
 1, t ∈ [0,∆t)0, otherwise,
cm,q ∈ {0, 1, · · · ,K − 1} is the frequency-hopping code, and Q is the length of the code. The
duration of the pulse is Tφ = Q∆t, and the bandwidth of the pulses is approximately
BWφ ≈ (K − 1)∆f + 1∆t .
In this chapter, we are interested in the design of orthogonal waveforms. To maintain orthogonality,
the code {cm,q} could be constrained to satisfy
cm,q 6= cm′,q , for m 6= m′,∀q (4.24)
∆t∆f = 1.
Now instead of directly designing the pulses φm(t), the signal design problem becomes designing
the code cm,q for m = 0, 1, · · · ,M − 1 and q = 0, 1, · · · , Q − 1. Recall that our goal is to design the
transmitted signals such that the function Ω(τ, f, f ′) in (4.22) is sharp (as explained in Sec. 5). So,
we are interested in the expression for the function Ω(τ, f, f ′) in terms of {cm,q}. To compute the
function Ω(τ, f, f ′), we first compute the cross correlation function rφm,m(τ). By using (4.23) and
(4.20), this can be expressed as
rφm,m′(τ) = (4.25)
Q−1∑
q=0
Q−1∑
q′=0
χrect
(
τ − (q′ − q)∆t, (cm,q − cm′,q′)∆f
)
·ej2pi∆f(cm,q−cm′,q′ )q∆tej2pi∆fcm′,p′τ ,
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where χrect(τ, ν) is the SIMO ambiguity function of the rectangular pulse s(t), given by
χrect(τ, ν) ,
∫ ∆t
0
s(t)s(t+ τ)ej2piνdt (4.26)
=

∆t−|τ |
∆t sinc (ν(∆t− |τ |)) ejpiν(τ+∆t), if |τ | < ∆t
0, otherwise.
Substituting (4.25) into (4.22), we obtain
Ω(τ, f, f ′) =
M−1∑
m,m′=0
Q−1∑
q,q′=0
χrect
(
τ − (q′ − q)∆t, (cm,q − cm′,q′)∆f
)
·ej2pi∆f(cm,q−cm′,q′ )q∆tej2pi∆fcm′,q′τej2pi(fm−f ′m′).
Define τ = k∆t+ η, where |η| < ∆t. By using the fact that χrect(τ, ν) = 0 when |τ | > ∆t, the above
equation can be further simplified as
Ω(k∆t+ η, f, f ′) = (4.27)
M−1∑
m,m′=0
Q−1∑
q=0
χrect
(
η, (cm,q − cm′,q+k)∆f
)
·ej2pi∆fcm′,q+k(k∆t+η)ej2pi∆f(cm,q−cm′,q+k)q∆t
·ej2pi(fm−f ′m′)γ .
The next step is to choose the frequency-hopping code {cm,q} such that the function Ω(τ, f, f ′) is
sharp around {0, f, f}. We will discuss this in the following section.
4.6 Optimization of the Frequency-Hopping Codes
In this section, we introduce an algorithm to search for frequency-hopping codes which generate
good MIMO ambiguity functions. By using (4.22) and the orthogonality of the waveforms, we have
Ω(0, f, f) =
M−1∑
m,m′=0
δm,m′e
j2pifγ(m−m′) = M.
So, we know that the function Ω(τ, f, f) is a constant along the line {0, f, f}, no matter what codes
are chosen. To obtain good system resolutions, we need to eliminate the peaks in |Ω(τ, f, f ′)|which
93
are not on the line {0, f, f}. This can be done by imposing a cost function which puts penalties on
these peak values. This forces the energy of the function Ω(τ, f, f ′) to be evenly spread in the delay
and angular dimensions. As an example of this, we minimize the p-norm of the function Ω(τ, f, f ′).
The corresponding optimization problem can be expressed as
minC fp(C) (4.28)
subject to C ∈ {0, 1, · · · ,K − 1}MQ
cm,q 6= cm′,q , for m 6= m′,
where
fp(C) ,
∫ ∞
−∞
∫ 1
0
∫ 1
0
|Ω(τ, f, f ′)|pdfdf ′dτ, (4.29)
and cm,q denotes the (m, q) entry of the matrix C. Note that a greater p imposes more penalty on
the higher peaks. The feasible set of this problem is a discrete set. It is known that the simulated
annealing algorithm is very suitable for solving this kind of problem [54]. The simulated annealing
algorithm runs a Markov chain Monte Carlo (MCMC) sampling on the discrete feasible set [76].
The transition probability of the Markov chain can be chosen so that the equilibrium of the Markov
chain is
piT (C) =
1
ZT
exp(
−fp(C)
T
), where
ZT =
∑
C
exp(
−fp(C)
T
). (4.30)
Here T is a parameter called temperature. By running the MCMC and gradually decreasing the
temperature T , the generated sample C will have a high probability to have a small cost function
output [54]. In our case, the transition probability from state C to C′ is chosen as
p(C,C′) =
1
d min(1, exp(
fp(C)−fp(C′)
T )), if C
′ ∼ C
1− 1d
∑
C′′∼C min(1, exp(
fp(C)−fp(C′′)
T )), if C
′ = C
0, otherwise,
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where C′ ∼ C denotes that C′ and C differ in exactly one element, and d denotes ∣∣{C′∣∣C′ ∼ C}∣∣. It
can be shown that the chosen transition probabilities result in the desired equilibrium in (4.30) [76].
The corresponding MCMC sampling can be implemented as the following algorithm.
Algorithm 3 Given number of waveforms M , length of the code Q, number of frequencies K, initial tem-
perature T , and a temperature decreasing ratio α ∈ (0, 1), the code C ∈ {0, 1, · · · ,K − 1}MQ can be
computed by the following steps:
1. Randomly draw C from {0, 1, · · · ,K − 1}MQ
such that cmq 6= cm′q for m 6= m.
2. Randomly draw m from {0, 1, · · · ,M − 1}
and q from {0, 1, · · · , Q− 1}.
3. Randomly draw k from {0, 1, · · · ,K − 1} \ cmq.
4. C′ ← C, c′mq ← K.
5. Randomly draw U from [0, 1].
6. If U < exp
(
fp(C)− fp(C′)
T
)
, C← C′.
7. If the cost fp(C) is small enough, stop.
else T ← αT and go to Step 2.
4.7 Design Examples
In this section, we present a design example using the proposed method. In this example, we
consider a uniform linear transmitting array. The number of transmitted waveforms M equals 4.
The length of the frequency-hopping code Q equals 10. The number of frequencies K equals 15.
Without loss of generality, we normalize the pulse duration Tφ to be unity. By using (4.24), we
obtain that the time-bandwidth product
(
(K − 1)∆f + 1
∆t
)
Q∆t = 150.
Note that this implies the maximum number of orthogonal waveform obtainable is BT = 150 [80].
So, our choice ofM = 4 orthogonal waveforms is well under the theoretical limit. The cost function
in (4.29) can be approximated by a Riemann sum. By applying the symmetry given by Property 8,
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we can integrate only the part that has τ ≥ 0. Fig. 4.5 shows the real parts and the spectrograms of
the waveforms generated by the proposed algorithm. For comparison Fig. 4.6 shows the real parts
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Figure 4.5: (a) Real parts and (b) spectrograms of the waveforms obtained by the proposed method
and the spectrograms of orthogonal LFM waveforms. In this example, these LFM waveforms have
the form
φm(t) = exp(j2pifm,0t+ jpikt2),
where k = 100, f0,0 = 0, f1,0 = b 503 c, f2,0 = b 1003 c, and f3,0 = 50. By choosing different initial
frequencies, these LFM waveforms can be made orthogonal. These parameters are chosen so that
these LFM waveforms occupy the same time duration and bandwidth as the waveforms generated
by the proposed method. Fig. 4.7 shows a result of comparing the functions |Ω(τ, f, f ′)|. We take
samples from the function |Ω(τ, f, f ′)| and plot their empirical cumulative distribution function
(ECDF). In other words, this figure shows the percentage of samples of |Ω(τ, f, f ′)| less than vari-
ous magnitude. We have normalized the highest peak to 0 dB. The results of the proposed method,
randomly generated frequency-hopping codes, and the LFM waveforms are compared in the fig-
ure. One can see that the proposed frequency-hopping signals yield fewest undesired peaks among
all the waveforms. The video which shows the entire function |Ω(τ, f, f ′)| (a plot in (f, f ′) plane
as a function of time τ ) can be viewed from [112]. Fig. 4.8 shows the cross correlation functions
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Figure 4.6: (a) Real parts and (b) spectrograms of the orthogonal LFM waveforms
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rφm,m′(τ) of the waveforms generated by the proposed algorithm. Fig. 4.9 shows the cross correla-
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Figure 4.8: Cross-correlation functions rφm,m′(τ) of the waveforms generated by the proposed
method
tion functions rφm,m′(τ) of the LFM waveforms. One can observe that for the proposed waveforms,
the correlation functions rφm,m′(τ) equal to unity when m = m
′ and τ = 0. Except at these points,
the correlation functions are small everywhere. However, for the LFM waveforms, the correlation
functions have several extraneous peaks which also form peaks in the ambiguity function.
4.8 Conclusions
In this chapter, we have derived several properties of the MIMO radar ambiguity function and the
cross ambiguity function. These results are derived for the ULA case. To summarize, Property 1,
2, and 6 characterize the MIMO radar ambiguity function along the line {(0, 0, f, f)}. Properties
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Figure 4.9: Cross correlation functions rφm,m′(τ) of the LFM waveforms
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3, 4, and 5 characterize the energy of the cross ambiguity function and the MIMO radar ambi-
guity function. These properties imply that we can only spread the energy of the MIMO radar
ambiguity function evenly on the available time and bandwidth because the energy is confined.
Properties 7 and 8 show the symmetry of the cross ambiguity function and the MIMO radar am-
biguity function. These properties imply that when we design the waveform, we only need to
focus on the region {(τ, ν, f, f ′)|τ ≥ 0} of the MIMO radar ambiguity function. Property 9 and
10 show the shear-off effect of the LFM waveform. This shearing improves the range resolution.
We have also introduced a waveform design method for MIMO radars. This method is applica-
ble to the case where the transmitted waveforms are orthogonal and consist of multiple shifted
narrow pulses. The proposed method applies the simulated annealing algorithm to search for the
frequency-hopping codes which minimize the p-norm of the ambiguity function. The numerical
examples show that the waveforms generated by this method provide better angular and range
resolutions than the LFM waveforms which have often been used in the traditional SIMO radar
systems. In this chapter, we have presented the results only for the case of linear arrays. Neverthe-
less it is possible to further generalize these results for multi-dimensional arrays.
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Chapter 5
Waveform Optimization of the MIMO
Radar for Extended Target and Clutter
In this chapter, we consider the joint optimization of waveforms and receiving filters in the MIMO
radar for the case of extended target in clutter. An extended target can be viewed as a collection
of infinite number of point targets. While a point target is characterized by a scalar RCS (radar
cross section), an extended target can be characterized by an impulse response. A novel iterative
algorithm is proposed to optimize the waveforms and receiving filters such that the detection per-
formance can be maximized. The corresponding iterative algorithms are also developed for the
case where only the statistics or the uncertainty set of the target impulse response is available.
These algorithms guarantee that the SINR performance improves in each iteration step. Numer-
ical results show that the proposed methods have better SINR performance than existing design
methods. Most of the results of this chapter have been reported in our recent journal paper [18].
5.1 Introduction
The MIMO radar waveform design problems have been studied in [16, 36–38, 68, 69, 71, 72, 94, 95,
108, 109]. These methods can be broken into three categories: (1) covariance matrix based de-
sign [37, 38, 68, 94, 95], (2) radar ambiguity function based design [16, 69, 71, 72], and (3) extended
target based design [36, 108, 109]. In the covariance matrix based design methods, the covariance
matrix of the waveforms are considered instead of the entire waveform. Consequently, this kind
of design methods affects only the spatial domain. In [37, 38], the covariance matrix of the trans-
mitted waveforms is designed such that the power can be transmitted to a desired range of angles.
In [94], the authors have also designed the covariance matrix of the transmitted waveforms to con-
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trol the spatial power. However, in [94], the cross-correlation between the transmitted signals at a
number of given target locations is minimized. This can further increase the spatial resolution in
the receiver. In [68], the covariances between waveforms have been optimized for several design
criteria based on the Crame´r-Rao bound matrix. In [95], given the optimized covariance matrix, the
corresponding signal waveforms are designed to further achieve low PAR (peak-to-average-power
ratio) and higher range resolution.
The radar ambiguity function based methods optimize the entire waveforms instead of just
their covariances. Thus these design methods involve not only the spatial domain but also the
range domain. The angle-Doppler-range resolution of the radar system can be characterized by the
MIMO radar ambiguity function [2,83,89]. In [69,71,72], the sidelobe of the autocorrelation and the
cross correlation between waveforms are minimized. This sharpens the radar ambiguity function.
In [16], the waveforms are directly optimized so that a sharper radar ambiguity function can be
obtained. Thus the spatial and range resolution of point targets can be improved.
In the extended target based methods also, the entire waveform is considered as in the radar
ambiguity function based approaches. However, unlike the ambiguity function based methods
which consider the resolutions of point targets, these methods consider the detection or estima-
tion of extended targets. These methods require some prior information about the target and/or
clutter impulse response. The extended target based methods have been also studied in the SIMO
case [5, 21–24, 61, 65, 82]. In [65], the waveform is optimized to maximize the SINR subject to the
constraint that the waveform is similar to a desired waveform. This constraint improves the PAR,
and the range resolution of the waveform. In [21], the optimal radar code which considers detec-
tion probability, Doppler frequency estimation accuracy, PAR and the range resolution is proposed.
In [5,61], the mutual information between the received waveforms and the target impulse response
has been optimized by properly designing the transmitting waveforms. This idea has been ex-
tended to the MIMO radar case in [108]. The corresponding robust design has also been proposed
in [109]. However, in [5, 21, 61, 65, 108, 109] the effect of the clutter is ignored. In [22–24, 82], the
clutter impulse response has been considered. In these methods, the SINR has been maximized to
improve the detection performance by properly designing the transmitting waveform. Both [82]
and [22] have proposed different iterative algorithms to maximize the SINR. In [82], Pillai et al.
have proven that in the continuous-time SIMO radar case, the optimal transmitted waveform must
be minimum-phase. For the MIMO radar, SINR maximization with both target and clutter infor-
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mation has been considered in [36]. A MIMO extension of the method in [82] and a gradient based
method have been proposed in [36] to solve for the transmitted waveforms. Several suboptimal
solutions have also been studied in [36].
In this chapter, we consider the waveform design problem which maximizes the SINR in the
presence of clutter in the colocated MIMO radar case. As shown in [22, 36, 82], the difficulty of this
problem is that the objective function, namely the SINR, is not a convex function of the transmitted
waveforms. Moreover, it cannot be easily solved by Lagrange multiplier methods. In [22,36,82], dif-
ferent iterative methods have been developed. In [22], the algorithm guarantees the SINR improves
in each iterative step. However, it has not been extended to the MIMO case because the algorithm
is based on the symmetry of the SIMO radar ambiguity function [62], which is no longer valid in
the MIMO radar case. On the other hand, in [36,82], the algorithms work for the MIMO radar case.
However they do not guarantee nondecreasing SINR in each iteration step. Consequently, these al-
gorithms cannot guarantee convergence. In this chapter, we propose a new algorithm which works
in the MIMO radar case and guarantees nondecreasing SINR in each iteration step. The numerical
results show that it converges faster and has better SINR performances than the method in [36,82].
We also consider the case where only a partial information of the target impulse response is known.
This includes the case where only the statistics of the target impulse response are given and the case
where only an uncertainty set of the target impulse response is given. The corresponding iterative
algorithms have been developed for both cases.
The extended target based waveform design problem is very different from other types of radar
waveform design. It requires the knowledge of the clutter statistics and the target impulse response
or its statistics. It also requires the transmitted waveforms to adapt to the changing statistics in
real-time. Therefore it is more complicated than other methods. The clutter information can be es-
timated by previous received signals before the target appears. We assume the impulse response of
the target of interest is known. The goal is to design the waveforms which are best suitable for de-
tecting this particular target of interest. However, this assumption may not be practical because the
target impulse response depends on the orientation of the target. Therefore, in Sec. 5.4, we discuss
the case where only the statistics or the uncertainty set of the target impulse response is available.
The optimal waveforms for the detection are the waveforms which lead to the greatest SINR. Thus,
we consider the problem of maximizing the SINR with the total energy constraint. Some of the
important design issues such as constant modulus and range resolution are not considered in this
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chapter. From a practical stand-point, it is important that the radar transmitter has a low PAR
(peak-to-average-power ratio). Also, the optimal waveforms obtained by the proposed method
may not have good performance for range estimation. The waveform design problem which takes
into account these important issues will be explored in the future.
The rest of this chapter is organized as follows Sec. 2 introduces the signal model, formulates
the problem and reviews the existing algorithms. Sec. 3 proposes the new iterative algorithm for
jointly designing the transmitted waveforms and the receiving filters. Sec. 4 proposes the iterative
algorithms for random target and uncertain target cases. Sec. 5 shows the results of numerical
simulations. Finally Sec. 6 concludes the chapter.
5.2 Problem Formulation and Review
Fig. 5.1 (a) illustrates the model used in this chapter. Consider a MIMO radar system with NT
Modu
lation Ta(s)
Ca(s)
Demod
ulation
va(t)
H(z)
NT NR
f(n) Detection
T(z)
C(z)
v (n)
H(z)
NT NR
f(n) Detection
(a)
(b)
transmitted?waveforms target?and?clutter receiving?filter
D/A A/D
r(n)
r(n)
Figure 5.1: Illustration of (a) the signal model, and (b) the discrete baseband equivalent model
transmitting antennas and NR receiving antennas. A finite duration NT × 1 vector signal f(n) is
converted to analog waveforms, modulated, and emitted. The waveforms are reflected back by
the target and clutter with transfer function Ta(s) and Ca(s), respectively. In the receiver, NR
waveforms are received, demodulated and converted back to a discrete vector signal r(n). Then
the received signal r(n) is processed by a receiving filter H(z) to further determine the existence
of the target. Fig. 5.1 (b) illustrates the discrete baseband equivalent model where T(z) and C(z)
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represent the transfer functions of the target and clutter respectively. We assume T(z) is a known
FIR filter. It can be represented as
T(z) =
L∑
n=0
t(n)z−n,
where t(n) ∈ CNR×NT is the impulse response of the target (i.e., tk,l(n) = impulse response from
the lth transmitting antenna to the kth receiving antenna) and L is the order of the FIR filter. The
clutter transfer function can be represented as
C(z) =
∞∑
n=−∞
c(n)z−n,
where c(n) ∈ CNR×NT is the impulse response of clutter. We assume vec(c(n)) is a vector wide-
sense stationary (WSS) process with known covariance
Rc(m) , E[vec(c(n))vec(c(n−m))†]. (5.1)
The NR × 1 vector process v(n) shown in Fig. 5.1 (b) represents the noise in the receiver. We also
assume the covariance
Rv(m) , E[v(n)v(n−m)†] (5.2)
is known. The assumption of the availability of this prior information has also been made in [22–
24, 36, 82].
With the prior information of the target impulse response and the second order statistics of
the clutter impulse response and noise, our goal is to jointly design the NT × 1 transmitted vector
waveform f(n) and theNR×1 receiving filter H(z) to maximize the detection rate. It is well-known
that the optimal detection can be obtained by the log-likelihood ratio test [100]. In this case, the
detection rate is a nondecreasing function of the SINR. Therefore, our goal becomes to maximize
the SINR by choosing f(n) and H(z). The single-input single-output (SISO) case of this problem,
whereNR = NT = 1, has been studied by DeLong and Hofstetter in 1967 [22–24] and more recently
by Pillai et al. [82]. Two different types of iterative methods have been proposed for solving this
problem. DeLong and Hofstetter’s iterative method takes advantage of the symmetry property of
the cross ambiguity function. This method guarantees the SINR improves in each iteration step.
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Nevertheless, the symmetry property cannot be applied in the general MIMO case. Consequently
this method cannot be generalized to the MIMO case. On the other hand, Pillai’s method has been
generalized to the MIMO case by Friedlander [36]. However, this method does not guarantee that
the SINR improves in each iteration step. We will soon briefly review this method. In this chapter,
we propose a new iterative method for optimizing the MIMO radar transceiver. It works in the
MIMO case and also guarantees the SINR improves in every iteration step.
5.2.1 Problem Formulation
The received baseband waveform r(n) can be expressed as
r(n) =
LT∑
m=0
(t(n−m) + c(n−m)) · f(m) + v(n),
where LT is the order of the finite duration signal f(n). We define
r ,
[
r(0)T r(1)T · · · r(LR)T
]T ∈ CNR(LR+1)×1,
where LR is the order of the receiving filter H(z). Then the overall received signal can be expressed
as
r = (T + C)f + v,
where
f ,
[
f(0)T f(1)T · · · f(LT )T
]T ∈ CNT (LT+1)×1, (5.3)
v ,
[
v(0)T v(1)T · · ·v(LR)T
]T ∈ CNR(LR+1)×1,
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and T and C are block Toeplitz matrices defined as
T ,

t(0) 0 · · · 0
t(1) t(0)
. . .
...
... t(1)
. . . 0
t(L)
...
. . . t(0)
0 t(L)
. . . t(1)
...
. . . . . .
...
0 · · · 0 t(L)

, (5.4)
and
C ,

c(0) c(−1) · · · c(−LT )
c(1) c(0)
. . .
...
... c(1)
. . .
...
...
. . . . . . c(0)
...
. . . . . . c(1)
...
. . . . . .
...
c(LR) c(LR − 1) · · · c(L)

.
Fig. 5.2 illustrates the FIR equivalent model, where the NR × (LR + 1) vector h consists of the
impulse response of the receiving filter H(z). The receiving filter output can be expressed as
v
N L N L
T
C
h†
T T R R
f detectionr y
Figure 5.2: The FIR equivalent model
y = h†r = h†Tf︸ ︷︷ ︸
signal
+ h†Cf︸ ︷︷ ︸
clutter
+ h†v︸︷︷︸
noise
.
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Thus the SINR at the filter output can be expressed as
ρ(f ,h) , |h
†Tf |2
E[|h†Cf |2] + E[|h†v|2] . (5.5)
Our goal is to maximize the SINR subject to the power constraint, that is,
max
f ,h
ρ(f ,h) subject to ‖f‖2 ≤ 1. (5.6)
One can first observe that this problem is in general not convex because the objective function is a
fourth order rational function. In general, there will be multiple local maxima in the feasible set. It
is in general not easy to find the global maximum.
5.2.2 Review of Pillai’s method [82]
Now we briefly review the method proposed in [82] for solving the optimization problem in (5.6).
Note that the original method proposed in [82] uses a continuous-time SISO model. We review a
slightly modified version of this method which works in our discrete-time MIMO model as shown
in Fig. 5.1 (b).
To solve the problem in (5.6), we can first solve h in terms of f . In this case, the optimization
problem becomes
max
h
|h†Tf |2
h†E[Cff†C†]h + h†E[vv†]h
.
Define
Rc,f , E[Cff†C†] (5.7)
and Rv = E[vv†]. Note that Rc,f can be obtained by using the clutter covariance Rc(m) in (5.1)
and Rv can be obtained by using the noise covariance Rv(m) in (5.2). The above problem can be
recast as
min
h
h†(Rc,f + Rv)h
subject to h†Tf = 1.
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This is the well-known minimum variance distortionless response (MVDR) problem [12]. The so-
lution to this problem is
h = α(Rc,f + Rv)−1Tf . (5.8)
where α is a scalar which satisfies the equality constraint. Note that the scalar can be ignored
because it has no effect on the original objective function in (5.5).
Substituting the above h back into the objective function in (5.5). The new objective function
becomes f†T†(Rc,f + Rv)−1Tf which is a function of f only. Therefore the optimization problem
becomes
max
f
f†T†(Rc,f + Rv)−1Tf
subject to ‖f‖2 ≤ 1. (5.9)
Now this problem has only one parameter f . If Rc,f is a constant, the above problem is the well-
known Rayleigh quotient [48] and the solution to f will be the principal component of the matrix
T†(Rc,f +Rv)−1T. However, note that from (5.7), Rc,f is a function of f as well. To solve this prob-
lem, Pillai et al. proposed a method which starts with an initial f and then uses this f to compute
the matrix T†(Rc,f + Rv)−1T. Then the principal component of this matrix is computed to update
f . This process is repeated until the SINR is large enough. As we have shown here, this method
can be used in the MIMO case. Nevertheless, this method does not guarantee nondecreasing SINR
in each iteration step. Consequently, the convergence cannot be guaranteed.
5.3 Proposed Iterative Method
In this section, a new iterative algorithm is introduced for solving the SINR maximization problem
in (5.6). Different from the approach in [82], this proposed method guarantees nondecreasing SINR
in each iteration step. The technique applied here is that we first optimize the receiving filter h
for fixed transmitted waveforms f and then optimize f for fixed receiving filter h. This kind of
optimization technique has been applied in different fields such as multiuser transceiver design
[90], multicarrier transceiver design [81], and adaptive paraunitary filterbank design [97]. It can be
shown that the algorithm gives a solution which is not only a local optimum, but also the global
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optimum separately along the f dimension and the h dimension.
We have already solved h in terms of f in (5.8). Now we explain how to solve f in terms of
h and then we will explain the iterative process. For fixed h, the transmitted waveforms f can be
obtained by solving the following optimization problem
max
f
|h†Tf |2
f†Rc,hf + h†Rvh
subject to ‖f‖2 ≤ 1, (5.10)
where Rc,h , E[C†hh†C] and Rv , E[vv†]. Note that both Rc,h and Rv can be obtained by
using the prior second order information defined in (5.1) and (5.2). We first look at the Lagrange
multiplier method to solve this problem. The Lagrangian can be defined as
L(f , λ) , |h
†Tf |2
f†Rc,hf + h†Rvh
+ λ(f†f − 1), λ ≥ 0,
where λ is the Lagrange multiplier. Differentiating the above function with respect to f and setting
it to zero, we obtain
T†hh†Tf(f†Rc,hf + h†Rvh)− |h†Tf |2Rc,hf
(f†Rc,hf + h†Rvh)2
+ λf = 0.
One can see that the above equation has a high order polynomial of f in the numerator. This makes
it hard to solve in general.
We have already seen that directly solving the problem using the method of Lagrange multiplier
is not easy. To overcome this difficulty, we recast the problem by using the following proposition.
Proposition 1. If f? solves the optimization problem
max
f
|h†Tf |2
f†Rc,hf + h†Rvh · f†f (5.11)
then f?? , f?/‖f?‖ solves (5.10).
Proof: For any f ∈ CNT (LT+1)×1 satisfying ‖f‖2 ≤ 1,
|h†Tf??|2
f†??Rc,hf?? + h†Rvh
=
|h†Tf?|2
f†?Rc,hf? + h†Rvh · f†? f?
≥ |h
†Tf |2
f†Rc,hf + h†Rvh · f†f ≥
|h†Tf |2
f†Rc,hf + h†Rvh
.
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The first inequality is because of the definition of f?. The second inequality is from the fact that
‖f‖2 ≤ 1. We also have ‖f??‖2 ≤ 1. Therefore f?? is a solution to (5.10). 
Similar technique has been used in [90] to solve an MSE minimization problem in multiuser transceivers.
This proposition allows us to get rid of the power constraint in (5.10) and solve the unconstrained
problem in (5.11) instead. Eq. (5.11) can be further recast as the MVDR problem
min
f
f†(Rc,h + h†Rvh · I)f
subject to h†Tf = 1.
The solution to the above problem is [12]
f = α(Rc,h + h†Rvh · I)−1T†h, (5.12)
where α is a scalar which satisfies the power constraint. Note that this scalar can be ignored because
f needs to be normalized to unit norm according to Proposition 1.
Now we know how to solve h in terms of f and f in terms of h. We can iteratively solve for the
transmitted waveforms f and the receiving filter h. Thus the objective function, namely SINR, will
be nondecreasing in every iteration step. The algorithm is summarized as follows.
Algorithm 1. Given the target impulse response T(z), noise covariance Rv(m), the clutter co-
variance Rc(m), and an initial value of the transmitted waveforms f , the transceiver pair (f ,h) can
be optimized by repeating the following steps:
1. Compute Rc,f = E[Cff†C†]
2. h← (Rc,f + Rv)−1Tf
3. Compute Rc,h = E[C†hh†C]
4. f ← (Rc,h + h†Rvh · I)−1T†h
5. f ← f/‖f‖.
We stop when the SINR improvement becomes insignificant. Because the objective function is
bounded and is nondecreasing in each step, according to monotone convergence theorem the ob-
111
jective function will converge to some value Φ? [110]. Even though the point (f ,h) corresponding
to this result Φ? is not unique, the algorithm stops in one paticular (f?,h?) yielding Φ?. Since f?
and h? are local optimum along f and h dimension separately, the solution (f?,h?) is also a local
optimum, that is,
∃ > 0 such that
ρ(f?,h?) ≥ ρ(f ,h), ∀ ‖f − f?‖2 + ‖h− h?‖2 ≤ .
Moreover, the algorithm finds the global maximum along f dimension or h dimension in each step.
Therefore, when the algorithm converges, the solution (f?,h?) will be the global optimum along
the f dimension and h dimension separately, that is,
ρ(f?,h?) ≥ ρ(f?,h), ∀ h
ρ(f?,h?) ≥ ρ(f ,h?), ∀ ‖f‖2 ≤ 1.
So, the solution obtained by this iterative algorithm is actually stronger than a local maximum.
Matched Filter Bound.
To evaluate the performance of the suboptimal iterative algorithm, we are interested in how close
its SINR performance is to the global optimal solution of the problem in (5.6). However, it does
not appear to be a simple matter to obtain the global optimal solution. To avoid this difficulty, we
compare the performance of the proposed method to a computable upper bound of the global max-
imum. One way to obtain such an upper bound is to drop the clutter term in the SINR expression
in (5.5). This bound is often called the matched filter bound. It can be expressed as:
max
f ,h
|h†Tf |2
h†Rvh
subject to ‖f‖2 ≤ 1.
One can first solve h in terms of f as in (5.8) and obtain
h = αR−1v Tf ,
where α is a scalar which will be determined by the power constraint. Substituting the above
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solution into the objective function, the optimization problem becomes
max
f
f†T†R−1v Tf subject to ‖f‖2 ≤ 1.
This is the well-known Rayleigh quotient [48]. The solution of f is the principal component of the
matrix T†R−1v T and the maximum of the objective function is the largest eigenvalue of T†R−1v T
which is denoted as
λ1(T†R−1v T).
Therefore, this matched filter bound can be easily obtained. The numerical results for the proposed
iterative method and the matched filter bound will be presented in Sec. 5.5.
5.4 Iterative Method with Random and Uncertain Target Impulse
Response
The iterative method introduced in Sec. 5.3 requires the information of the target impulse response
T(z). In this section, we focus on the case where only a partial information of the target impulse
response is available. We consider two different cases. In the first, the target impulse response
is modelled as a WSS random process. We assume only the covariance of the process is known.
An iterative algorithm for maximizing the SINR in this case will be derived in this section. In
the second case, the target impulse response is deterministic but unknown. We assume the target
impulse response lies in a convex uncertainty set. An iterative algorithm will be proposed in this
section to maximize the worst SINR among all the possible target impulse responses in the given
uncertainty set.
5.4.1 Random Target Impulse Response
We first consider the random target impulse response case. We assume the coefficients of the target
impulse response vec(t(n)) is a WSS random process. We assume the covariance matrix, which is
defined as
Rt(m) , E[vec(t(n))vec(t(n−m))†]
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is known. In this case, the SINR at the receiving filter output is defined as
ρ(f ,h) , E[|h
†Tf |2]
E[|h†Cf |2] + E[|hv|2] . (5.13)
The goal is to solve the following optimization problem:
max
f ,h
ρ(f ,h) subject to ‖f‖2 ≤ 1.
The same technique used in Sec. 5.3 can be used to iteratively optimize the parameters h and f in
each step. To solve h in terms of f , the optimization problem can be written as
max
h
h†Rt,fh
h†Rc,fh + h†Rvh
,
where Rt,f , E[Tff†T†], Rc,f , E[Cff†C†] and Rv , E[vv†]. Define Lc,f as the lower triangular
Cholesky factor of Rc,f + Rv . In other words, the lower triangular matrix Lc,f satisfies Lc,fL
†
c,f =
Rc,f + Rv. Define x , L†c,fh. By changing variables, the optimization problem can be rewritten as
max
x
x†L−1c,fRt,fL
−†
c,fx
x†x
.
This is the well-known Rayleigh quotient [48] and the solution to the problem is the principal
component of the matrix L−1c,fRt,fLc,f . Thus, the solution h can be expressed as
h = L−†c,f · p(L−1c,fRt,fL−†c,f ), (5.14)
where p(A) denotes the principal component of matrix A.
To solve f in terms of h, the optimization problem becomes the following.
max
f
f†Rt,hf
f†Rc,hf + h†Rvh
subject to ‖f‖2 ≤ 1,
where Rt,h , E[T†hh†T] and Rc,h , E[C†hh†C]. It can be easily verified that a similar result as in
Proposition 1 still holds in this case. We can obtain the solution by solving the following problem
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instead.
max
f
f†Rt,hf
f†Rc,hf + h†Rvh · f†f .
Using the same technique for solving h, we can obtain
f = L−†c,f · p(L−1c,fRt,hL−†c,f ),
where Lc,f is the lower triangular matrix such that Lc,fL
†
c,f = Rc,h + h
†Rvh · I.
We summarize the iterative algorithm for optimizing the transceiver pair in the case of random
target impulse response as the following.
Algorithm 2. Given the target impulse response covariance Rt(m), the clutter covariance Rc(m),
the noise covariance Rv(m), and an initial value of the transmitted waveforms f , the transceiver
pair (f ,h) can be optimized by repeating the following steps:
1. Compute Rc,f = E[Cff†C†],Rt,f = E[Tff†T†]
2. Compute the Cholesky decomposition
Rc,f + Rv = Lc,fL
†
c,f
3. h← L−†c,fp(L−1c,fRt,fL−†c,f )
4. Compute Rc,h = E[C†hh†C],Rt,h = E[T†hh†T]
5. Compute the Cholesky decomposition
Rc,h + h†Rvh · I = Lc,fL†c,f
6. f ← L−†c,fp(L−1c,fRt,hL−†c,f )
7. f = f/‖f‖
We stop when the SINR improvement becomes insignificant.
We have extended the proposed iterative method to the random target impulse response case.
Note that it is not clear how to extend the method proposed in [82] to this case. The method
proposed in [82] requires substituting the solution of h in (5.8) back into the objective function and
obtain the optimization problem with only f parameter as in (5.9). In the random target impulse
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response case, substituting the solution h in (5.14) back, the objective function becomes
λ1(L−1c,fRt,fL
−†
c,f ), (5.15)
where λ1(A) denotes the maximum eigenvalue of matrix A. The iterative method proposed in [82]
treats the matrix Rc,f in (5.9) as a constant with respect to f in every iteration and obtains the
transmitted waveforms f by Rayleigh principle [48]. However, in the case of random target impulse
response, even if we treat the matrix L−1c,f as a constant with respect to f , it does not appear to be a
simple matter to choose f to maximize the objective function in (5.15). For similar reason, it does
not appear to be a simple matter to compute the matched filter bound which we have obtained for
the deterministic target case.
5.4.2 Uncertain Target Impulse Response
We now consider the second case where the target impulse response is deterministic but unknown.
We assume the target matrix T lies in a known convex set S. Our goal is to maximize the worst
SINR in this set. The worst SINR can be expressed as
ρ(f ,h) = min
T∈S
|h†Tf |2
E[|h†Cf |2] + E[|h†v|2] . (5.16)
So the goal is to solve the following optimization problem:
max
f ,h
ρ(f ,h) subject to ‖f‖2 ≤ 1. (5.17)
To solve this problem, we first recast the problem using the following proposition.
Proposition 2. Define
η(f ,h) , min
T∈S
|h†Tf |2
E[|h†Cf |2] + E[|h†v|2] · f†f . (5.18)
If (f?,h?) solves the problem
max
f ,h
η(f ,h), (5.19)
then (f??,h?) solves (5.17), where f?? , f?/‖f?‖.
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Proof: For any (f ,h) ∈ CNT (LT+1)×CNR(LR+1) satisfying ‖f‖2 ≤ 1, we have ρ(f??,h) = η(f?,h) ≥
η(f ,h) ≥ ρ(f ,h). Also, ‖f??‖2 ≤ 1. Therefore (f??,h?) solves (5.17). 
One can see that the logical flow of this proof is identical to Proposition 1. This proposition al-
lows us to get rid of the power constraint in (5.17) and solve the unconstrained problem in (5.19)
instead. To solve the max-min problem, one can first solve for the worst target matrix T in the mini-
mization problem in (5.18). Since the feasible set S is convex and the objective function is quadratic
with respect to T, the optimization problem in (5.18) is a convex problem. It can be solved numer-
ically if the values of f and h are given. However, the values of f and h have not yet been given
at this moment. They are parameters which will be maximized in (5.19). So, in order to solve the
problem in this manner, we need to solve T in terms of f and h analytically. Then the objective
function η(f ,h) in (5.18) can be expressed analytically in terms of f and h. However, in general, the
analytic solution may not be available. Even if we can obtain the analytic form of T, the resulting
function η(f ,h) might not be concave in terms of parameter f or h. If η(f ,h) is not concave in terms
of f or h, the problem in (5.19) is in general not easy to solve.
To overcome this difficulty, we apply the following proposition.
Proposition 3. If (x?,T?) solves
min
T∈S
max
x
|y†Tx|2
x†Rx
for some y and R, then it also solves
max
x
min
T∈S
|y†Tx|2
x†Rx
.
Proof: Applying Proposition 1 in [53], one can verify that (x?,T?) is a saddle point, that is,
|y†T?x|2
x†Rx
≤ |y
†T?x?|2
x†?Rx?
≤ |y
†Tx?|2
x†?Rx?
, ∀x 6= 0, T ∈ S.
By using the minimax theorem [106], the saddle point also solves the second optimization problem.

This proposition allows us to change the order of the maximization with respect f and h and the
minimization with respect to T in (5.18) and (5.19).
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To solve the optimization problem in (5.19), we use the iterative approach as before. In each
step, we optimize f with fixed h or optimize h with fixed f . We first demonstrate how to solve f
with fixed h, that is, to solve
max
f
min
T∈S
|h†Tf |2
f†Rc,hf + h†Rvh · f†f , for fixed h.
Applying Proposition 3, the above problem can be recast as
min
T∈S
max
f
|h†Tf |2
f†(Rc,h + h†Rvh · I)f .
Using the same MVDR approach for obtaining (5.12), one can obtain
f = α(Rc,h + h†Rvh · I)−1T†h,
where α is a scalar which will be determined by the power constraint. Substituting f into the
objective function, the optimization problem becomes
min
T∈S
h†T(Rc,h + h†Rvh · I)−1T†h.
Observing the above problem, one can see that the cost function is a convex function and the feasi-
ble set S is a convex set. Therefore it is a convex optimization problem. Note that since h is fixed
now, the solution T can be solved numerically. This T yields the worst case target in the uncertainty
set.
With similar technique, one can also solve h with fixed f , and obtain the following solution:
h = α(Rc,f + Rv)−1Tf ,
where α is a scalar which will be determined by the power constraint, and T is the solution to the
following convex optimization problem
min
T∈S
f†T†(Rc,f + Rv)−1Tf ,
which can be solved numerically.
With these methods, we can increase the worst SINR defined in (5.16) in each step by optimizing
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f or h one at a time. We summarize the algorithm as the following.
Algorithm 3. Given the target matrix uncertainty set S, the clutter covariance Rc(m), noise co-
variance Rv(m), and an initial value of the transmitted waveforms f , the transceiver pair (f ,h) can
be optimized by the following steps.
1. Compute Rc,f = E[Cff†C†]
2. T? ← arg min
T∈S
f†T†(Rc,f + Rv)−1Tf
3. h← (Rc,f + Rv)−1T?f
4. Compute Rc,h = E[C†hh†C]
5. T? ← arg min
T∈S
h†T(Rc,h + h†Rvh · I)−1T†h
6. f ← (Rc,h + h†Rvh · I)−1T†?h
7. f ← f/‖f‖.
We stop when the SINR improvement becomes insignificant.
Special Case: Sphere Uncertainty Set.
Now we consider a sphere uncertainty set, that is,
S = {T ∣∣ ‖T−T0‖2F ≤ r2}, (5.20)
where T0 is the origin and r is the radius of the sphere. Note that this is a special case of the convex
uncertainty set. We assume r is small enough so that 0 /∈ S. This is a reasonable assumption
because if 0 ∈ S , no matter how we choose f and h, the worst SINR in (5.16) will always be zero.
In this case, one can use the Lagrange multiplier method to solve for the worst SINR in (5.16) and
obtain
η(f ,h) =
|h†T0f − r‖h‖‖f‖ej](h†T0f)|2
E[|h†Cf |2] + h†Rvh . (5.21)
The derivation of the above worst SINR expression is shown in the Appendix in the end of this
chapter. Although an analytic solution for the worst SINR can be obtained, one can see that η(f ,h) is
not convex in either f or h. So it is difficult to maximize the worst SINR from the above expression.
We can apply Algorithm 3 to solve this problem. In this case, the convex optimization in Step 2
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of Algorithm 3 becomes
min
‖T−T0‖2F≤r2
f†T†(Rc,f + Rv)−1Tf . (5.22)
As we have mentioned earlier, this is a convex optimization problem and therefore can be solved
numerically. However, we will show that in this special case of the sphere uncertainty set, a simple
line search algorithm can be used to solve this problem. Define the Lagrangian as
L(T, λ) , f†T†(Rc,f + Rv)−1Tf +
λ(tr((T−T0)(T−T0)†)− r2),
where λ ≥ 0 is the Lagrange multiplier. Differentiating the above function with respect to T and
setting it to zero, we obtain
(Rc,f + Rv)−1Tff† + λ(T−T0) = 0. (5.23)
From the above equation, one can observe that T − T0 has rank one. Without loss of generality,
there exists some u ∈ CNR(LR+1)×1 such that
T−T0 = uf†.
Substituting T = T0 + uf† into (5.23) and solving for u, one can obtain
T = T0 − (λ(Rc,f + Rv) + ‖f‖2I)−1T0ff†.
We have almost finished solving for T except that there is still an unknown Lagrange multiplier λ
in the above equation. Note that usually the constraint in (5.22) can be either an active constraint
‖T−T0‖2F = r2 (5.24)
or an inactive constraint ‖T − T0‖2F < r2. The inactive constraint only happens when the cost
function reaches global minimum, that is, T = 0. But T = 0 cannot happen because we have
assumed 0 /∈ S. Consequently, the constraint will always be active as in (5.24). Thus the Lagrange
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multiplier λ can be obtained by solving (5.24). Define the eigenvalue decomposition
Rc,f + Rv = QDQ†,
where Q is unitary and D is diagonal. Eq. (5.24) can thus be expressed as
‖T−T0‖2F
= ‖(λ(Rc,f + Rv) + ‖f‖2I)−1T0ff†‖2F
= ‖f‖2 · ‖(λD + ‖f‖2I)−1Q†T0f‖2
= ‖f‖2 ·
NR(LR+1)−1∑
i=0
|(Q†T0f)i|2
(λ · (D)i,i + ‖f‖2)2 = r
2.
Note that (D)i ≥ 0 because Rc,f + Rv is positive semidefinite. Also, we have the Lagrange multi-
plier λ ≥ 0. Therefore, the left side of the last equality is a decreasing function of λ. This implies
the solution for λ is unique. In this case, the solution for λ can be easily found by some simple line
search algorithm such as Newton’s method [9].
Using the same argument, one can solve the convex optimization problem in Step 5 of Algo-
rithm 3 and obtain the following solution
T = T0 − hh†T0(λ(Rc,h + h†Rvh · I) + ‖h‖2I)−1,
where λ is the Lagrange multiplier. It can be solved by a line search algorithm using the following
relation
‖h‖2 ·
NT (LT+1)−1∑
i=0
|(QT†0h)i|2
(λ · (D)i,i + ‖h‖2)2 = r
2,
where QDQ† is the eigenvalue decomposition of the matrix (Rc,h + h†Rvh · I).
Therefore, in the sphere uncertainty set case, the numerical convex optimization in Step 2 and
Step 5 of Algorithm 3 can be replaced by the above-mentioned method which can be much more
efficient. In [73], similar result has been obtained for solving beamformer robust against steering
vector mismatch. The second order cone programming has been replaced by the line search algo-
rithm in [73], by using the Lagrange multiplier method.
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5.5 Numerical Examples
In this section, the SINR performances of the proposed method are compared to the method in [82]
which has been extended to the MIMO case in [36], and to the orthogonal LFM (linear frequency
modulation) waveforms. The orthogonal LFM waveforms is defined as
(f)l =
e
jpi 12(LT+1)
(l mod NT )
2 · ej2pib lNT c(l mod NT )√
NT (LT + 1)
.
Note that LFM waveforms are designed for a different purpose, namely, obtaining a sharp ambi-
guity function. They are good candidates for distinguish point targets, and in imaging. However,
the LFM waveforms may not have good SINR performances in the extended target case.
Example 5.1: SINR versus number of iterations
Consider a MIMO radar system with number of transmitting antennas NT = 4 and number of
receiving antennas NR = 4. The target impulse response is given by
(t(n))k,l =
 1, n = 0, 1, · · · , 200, otherwise .
The clutter impulse response is modelled as an AR (auto-regressive) process with covariance
Rc(n) = BA|n|B†,
where the parameters A and B are 16 × 16 real matrices shown in Fig. 5.3. Here A is a positive
semidefinite matrix with spectral radius less than unity. The noise v(n) is modelled as white noise
with unity variance. Fig. 5.4 shows the SINR performances defined in (5.5) as a function of the
number of iterations. The matched filter bound which has been derived in the end of Sec. 5.3 is
also shown in the figure. The matched filter SINR, which takes the clutter signal into account is
also shown in the figure. The Note that LFM waveform is fixed, so its SINR is not a function of the
number of iterations. The initial waveforms used in Algorithm 1 (the new algorithm proposed in
Sec. 3) and in the method in [36, 82] are identical. One can observe that Algorithm 1 has a better
performance than other methods. Algorithm 1 also converges very fast. It converges in about six
iterations in this example. Moreover, in Algorithm 1, the SINR is a nondecreasing function of the
number of iterations. The initial transmitted waveforms are shown in Fig. 5.5 (a)–(d). Note that the
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Figure 5.3: Example 5.1: The parameters used in the matrix AR model (a) matrix A and (b) matrix
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Figure 5.4: Example 5.1: Comparison of the SINR versus number of iterations
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vector f contains four waveforms as defined in Eq. (5.3). The optimized transmitted waveforms
and receiving filters are shown in Fig. 5.5 (e)–(l).
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Figure 5.5: Example 5.1: (a)–(d) real part of the initial transmitted waveforms, (e)–(h) real part of
the transmitted four waveforms f obtained by Algorithm 1, (i)–(l) real part of the four receiving
filters h obtained by Algorithm 1
Example 5.2: SINR versus CNR
In this example, the SINR performances are compared for different values of CNR (clutter-to-noise
ratio). Consider a MIMO radar with number of transmitting antennas NT = 2 and number of re-
ceiving antennas NR = 2. The order of the target impulse response T(z) is 20. The coefficients
{(t(n))k,l} are generated as i.i.d. (independent and identically distributed) circular complex Gaus-
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sian random variables with unity variance. The covariance of the clutter impulse response Rc(n)
is generated by using
Rc(n) = Uc(n) ∗Uc(−n)†,
where the notation ∗ denotes convolution, Uc(n) is a 4× 4 matrix sequence with length 31 and the
coefficients {(U(n))k,l} are i.i.d. circular complex Gaussian random variables. The noise v(n) is
a white process with unity variance. The initial waveforms used in the algorithms are randomly
chosen. The simulation is performed by averaging among 1000 different target, clutter and noise
realizations. Fig. 5.6 shows the comparison of the SINR defined in (5.5) under different CNR. The
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Figure 5.6: Example 5.2: Comparison of the SINR versus CNR
matched filter bound which has been derived in the end of Sec. 5.3 is also shown on the figure. The
matched filter SINR, which takes the clutter signal into account is also shown in the figure. One
can see that Algorithm 1 has the best SINR performances among all the methods under all CNR.
Both Algorithm 1 and method in [36,82] have much better performances than the LFM waveforms.
This shows that utilizing the prior information in the transmitter is very crucial for the SINR per-
formance.
Example 5.3: SINR versus CNR with random target impulse response
In this example, the SINR performances are compared under different CNR as in the last example.
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However, the coefficients of the target impulse response vec(t(n)) are modelled as a WSS random
process with covariance Rt(n). The covariance Rt(n) is generated by using
Rt(n) = Ut(n) ∗Ut(−n)†,
where Ut(n) is a 4 × 4 matrix sequence with length 21 and the coefficients {(Ut(n))k,l} are i.i.d.
circular complex Gaussian random variables. Except the target impulse response, all the parame-
ters used in this example are identical to Example 5.2. The simulation is performed by averaging
among 1000 different target, clutter, and noise realizations. Fig. 5.7 shows the comparison of the
SINR defined in (5.5) under various CNR. We have explained in Sec. 4.1 that it is not clear how to
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Figure 5.7: Example 5.3: Comparison of the SINR versus CNR with random target impulse re-
sponse
generalize the method in [36, 82] and the matched filter bound to this case. Thus we only compare
Algorithm 2 and LFM waveforms in this case. One can see that Algorithm 2 has a significantly
better SINR performances than the LFM waveforms.
Example 5.4: Worst SINR versus CNR with uncertain target impulse response
In this example, we consider that the target matrix T is in a sphere uncertainty set as shown in
(5.20). The worst SINR in (5.21) are compared under various CNR. All the parameters are identi-
cal to the last example, except the target impulse response. The center T0 of the sphere is a block
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Toeplitz matrix generated by the matrix sequence t0(n) as in (5.4). The order of t0(n) is 20. The
elements of t0(n), namely {(t0(n))k,l}, are generated as i.i.d. circular complex Gaussian random
variables with unity variance. The radius r is chosen to be 5% of ‖T‖F . The simulation is per-
formed by averaging among 1000 different target center T0, clutter, and noise realizations. In this
example, the following four different SINR results are compared:
1. Algorithm 1 without mismatch: The transceiver pair (f ,h) is obtained by using Algorithm 1
with the target matrix T = T0. The SINR is obtained by using (5.5) with T = T0 as well.
2. Algorithm 3: The transceiver is obtained by using Algorithm 3 with the origin T0 and radius
r. The SINR is the worst SINR obtained by using (5.16).
3. Algorithm 1: The transceiver is obtained by using Algorithm 1 with the target matrix T0. The
SINR is the worst SINR obtained by using (5.16).
4. Method in [36, 82]: The transceiver is obtained by using the method in [36, 82] with the target
matrix T0. The SINR is the worst SINR obtained by using (5.16).
Fig. 5.8 shows the SINR performances under different CNR. As expected, Algorithm 1 without
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Figure 5.8: Example 5.4: Comparison of the worst SINR versus CNR with uncertain target impulse
response
the target mismatch has the best SINR performance. Algorithm 3 which is designed for robustness
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against target mismatch has a significantly better worst SINR performance compared to Algorithm
1 in the high CNR region.
5.6 Conclusions
In this chapter, we have proposed an iterative algorithm for jointly designing the transmitted wave-
forms and the receiving filters to maximize the SINR in MIMO radar with the prior information of
the extended target and clutter. This iterative algorithm alternatively solves the optimal transmit-
ted waveforms and the receiving filters by fixing the other parameters. This algorithm finds a local
maximum which is also a global maximum along the dimension of the transmitted waveforms and
the dimension of the receiving filter separately. The proposed iterative algorithm has also been
extended to the case of random target impulse response and the case of uncertain target impulse
response. The numerical results show that the proposed iterative algorithm converges faster and
also has better SINR performances than previously reported algorithms. Some of the important de-
sign issues such as constant modulus and range resolution are not considered in this chapter. From
a practical stand-point, it is important that the radar transmitter has a low PAR (peak-to-average-
power ratio). Also, the optimal waveforms obtained by the proposed method may not have good
performance for range estimation. The waveform design problem which takes into account these
important issues will be explored in the future.
5.7 Appendix
In this appendix, we derive the worst SINR in the case of sphere uncertainty target impulse re-
sponse as shown in (5.21). For simplicity, we ignore the irrelevant denominator in (5.16). The
following optimization problem is considered
min
T
|h†Tf |2
subject to ‖T−T0‖2F ≤ r2. (5.25)
The Lagrangian of the above problem can be defined as
L(T, λ) , |h†Tf |2 + λ(tr((T−T0)(T−T0)†)− r2),
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where λ ≥ 0 is the Lagrange multiplier. Differentiating the Lagrangian with respect to T and
setting it to zero, we obtain
(h†Tf) · hf† + λ(T−T0) = 0.
From the above equality, without loss of generality, there exists a scalar α such that
T−T0 = αhf†. (5.26)
Note that usually the constraint in (5.25) can be either an active constraint
‖T−T0‖2F = r2 (5.27)
or an inactive constraint ‖T − T0‖2F < r2. The inactive constraint only happens when the cost
function reaches global minimum, that is, T = 0. But T = 0 cannot happen because we have
assumed 0 /∈ S. Consequently, the constraint will always be active as in (5.27). By substituting
(5.26) into (5.27), one can obtain the magnitude of α as
|α| = r‖h‖‖f‖ .
Substituting this result back into (5.26), we obtain
T = T0 − rhf
†
‖f‖‖h‖e
j]α.
Now the only unknown in the above equation is the phase ]α. To solve for the unknown phase,
substituting the above expression into the cost function, one can obtain
|h†Tf |2 = ∣∣h†T0f − r‖h‖‖f‖ej]α∣∣2.
One can easily verify that the phase which minimizes the above cost function is ]α = ]h†T0f .
Therefore the solution to the problem in (5.27) is
T = T0 − rhf
†
‖f‖‖h‖e
j](h†T0f).
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Substituting the above solution back into the cost function, one can obtain the minimum as
|h†Tf |2 = |h†T0f − r‖h‖‖f‖ej](h†T0f)|2.
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Chapter 6
Conclusion
In this thesis, we have presented a wide variety of signal processing algorithms for MIMO radar.
In Chapter 2, we focused on the design of the beamformer. We proposed a new beamformer robust
against DOA mismatch. The MVDR beamformer is known to be very sensitive to the DOA mis-
match. This approach quadratically constrains the magnitude responses of two steering vectors
and then uses a diagonal loading method to force the magnitude response at a desired range of
angles to exceed unity. Therefore this method can always force the magnitude responses at a desire
range of angles to exceed a constant level while suppressing the interferences and noise. The an-
alytic solution to the non-convex quadratically constrained minimization problem has been given
and the diagonal loading factor can be determined by a simple iteration method. The complexity
required is approximately the same as in the MVDR beamformer. The numerical examples demon-
strate that our approach has an excellent SINR performance under a wide range of conditions.
In Chapter 3, we focused on the space-time adaptive processing in MIMO radar. We first stud-
ied the clutter subspace and its rank in MIMO radar using the geometry of the system. The ex-
tension of Brennan’s rule for estimating the dimension of the clutter subspace in the MIMO radar
was derived. An algorithm for computing the clutter subspace using nonuniform sampled prolate-
spheroidal wave function was proposed. We also proposed a space-time adaptive processing al-
gorithm in MIMO radar. This algorithm utilizes the knowledge of the geometry of the problem,
and the structure of the jammer covariance matrix. Using the fact that the jammer matrix is block
diagonal and the clutter matrix has low rank with known subspace, we showed how to break the
inversion of a large covariance matrix into the inversions of several smaller matrices. Thus the new
method has much lower computational complexity. Moreover, we can directly null out the entire
clutter space for the strong clutter case. We have provided several numerical examples which show
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that for a given number of data samples, the new method has much better performance.
In Chapter 4, we studied the ambiguity function of the MIMO radar and the corresponding
waveform optimization problem. We derived several useful properties of the MIMO radar ambigu-
ity function and the cross ambiguity function. These properties characterize the energy, symmetry
and LFM (linear frequency modulation) of the ambiguity function. The energy properties imply
that we can only spread the energy of the MIMO radar ambiguity function evenly on the available
time and bandwidth because the energy is confined. The symmetry properties imply that when
we design the waveform, we only need to focus on half of the MIMO radar ambiguity function.
The LFM properties show that the LFM waveforms creates shear-off effect which improves the
range resolution of the ambiguity function. We have also introduced a waveform design method
for MIMO radars. The proposed waveforms sharpen the ambiguity function and therefore they
provide better system resolution. The proposed method applies the simulated annealing algorithm
to search for the frequency-hopping codes which minimize the p-norm of the ambiguity function.
The numerical examples show that the waveforms generated by this method provide better angu-
lar and range resolutions than the LFM waveforms which have often been used in the traditional
SIMO radar systems.
In Chapter 5, we focused on the waveform design problem with information about the target
and the clutter responses. We have proposed an iterative algorithm for jointly designing the trans-
mitted waveforms and the receiving filters to maximize the SINR in MIMO radar. This iterative
algorithm alternatively solves the optimal transmitted waveforms and the receiving filters by fix-
ing the other parameters. The algorithm finds a local maximum which is also a global maximum
along the dimension of the transmitted waveforms and the dimension of the receiving filter sepa-
rately. We also extended the proposed algorithm to the case of random target impulse response and
the case of uncertain target impulse response. The numerical results show that the proposed iter-
ative algorithm converges faster and also has better SINR performances than previously reported
algorithms.
6.1 Future Work
There are various topics worthy of future research. In Chapter 3, we have proposed a method
which uses the geometry of the problem to improve the MIMO STAP. This method is very effective
but may suffer from the model mismatch. A hybrid of the statistical and geometrical approaches
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may increase the robustness against geometrical model mismatch and reduce the required samples
for estimating the clutter subspace.
In the MIMO radar waveform design, we have considered the waveforms which optimize the
SINR. These waveforms are optimal for detection. However, after detecting the target, we often
need to estimate its position. In Chapter 4, we have studied the waveforms which provide good
resolutions for point targets. To obtain better estimation of the target location, it is also important
that the waveforms provide good range and angle resolutions for the extended target discussed
in Chapter 5. This may be done by incorporating more constraints in the waveform optimization
problem.
The concept of virtual array is the key for increasing the spatial resolution in MIMO radar. We
have obtained the virtual array through the transmission of orthogonal waveforms and match fil-
tering. However, transmitting orthogonal waveforms decreases the processing gain. There may
exist some better approach to obtain the virtual array resolution without compromising the pro-
cessing gain. This topic is also worthy of further investigation.
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