An essential component in Machine Learning processes is to estimate any uncertainty measure re¯ecting the strength of the relationships between variables in a dataset. In this paper we focus on those particular situations where the dataset has incomplete entries, as most real-life datasets have. We present a new approach to tackle this problem. The basic idea is to initially estimate a set of probability intervals that will be used to complete the missing values. Then, these values are used to obtain new bounds of the expected number of entries in the dataset. The probability intervals are narrowed iteratively until convergence. We have shown that the same processes can be used to estimate both, probability intervals and probability distributions, and give conditions that guarantee that the estimator is the correct one. Ó
Introduction
Automatic Learning is the process that allows us to obtain a model describing the behavior of a system from a dataset of variables, D. This model can be used to discover unknown relationships between variables or to update our belief www.elsevier.com/locate/ijar when we know a new piece of information. Automatic Learning algorithms overcome the problem of eliciting a model based on human experts criteria, which might be a laborious and expensive process.
One of the most promising tools to modelize a system are Belief Networks [10, 14] (also known as Bayesian Networks, causal networks and directed probability networks). Considering Belief Network as an abstract model we can distinguish two main components: the qualitative component representing independence relationships between variables by means of a directed acyclic graph, and the quantitative component, measuring the strength of these relationships. Probability theory can be considered the most relevant formalism to represent the quantitative component, although there are other formalisms for this purpose, as probability interval [3] or upper and lower probabilities [19] .
In learning Belief Networks we must distinguish two main subproblems: parameters and structural learning. Roughly speaking, parameter learning consists in estimating the quantitative component from the dataset whereas structural learning implies a search over the space of possible graphical models in order to obtain the network that best ®ts a given criterion.
Focusing on the probabilistic framework, there exist dierent methods to learn Belief Networks [1, 4, 8, 9, 17] , all of them relying on the assumption that the database is complete, i.e., there is no data record in the dataset with unknown values. Also, during the last few years an increasing eort has been addressed toward the development of learning methods from a dataset with missing values [6, 7, 15] . Mainly, these learning algorithms are based on the idea of obtaining an approximate estimator of the probability distribution of the dataset given a belief network. These algorithms dier in the way in which the probability estimator is obtained and also the way in which the search for the best structure is performed.
In this paper we will focus on the problem of estimating a set of probability intervals from a dataset with missing values. We only consider the situation in which the absence of an observation is independent of the actual values of the variables. Our approach consists in, initially, estimating the tightest probability intervals that are consistent with the dataset, representing upper and lower bounds for the estimator. Then, in an iterative process, we decrease the intervals length until the convergence is reached or the length of the intervals is smaller than a threshold, previously ®xed. We can also use the same process to estimate probability distributions. The approach is inspired in those methods used to estimate probability distributions from incomplete datasets.
Considering that most real-life datasets contain missing values, searching the estimator from these datasets plays a central role in a variety of statistical and machine learning problems, as learning Belief Networks, clustering, etc. Taking into account this fact, we will introduce the main ideas considering a more general formalism. Nevertheless, its application to the Belief Network framework is immediate. This paper is structured as follows: Section 2 presents a review of the techniques used for estimating probability distributions from a dataset with missing values; Section 3 introduces the basic concepts of probability intervals; Section 4 shows how to estimate probability intervals from the dataset; Section 5 describes the main contribution of the paper, i.e., the proposed algorithm to estimate probability intervals; Section 6 gives a method to approximate a probability distribution from a set of probability intervals; Section 7 presents some preliminary experimentation; Section 8 includes the concluding remarks; Appendix A includes the proof of some technical results.
Probability estimators from a dataset with missing values
When there exist incomplete records in the dataset, there are many probabilities that can be estimated. The estimation of the exact probability distribution needs a set of computations that is exponential in the number of missing cases, and sooner becomes an intractable problem. Thus, techniques to approximate this estimator are welcome. In the literature dierent techniques to perform this task can be found (see [13] for a review), going from naive ones, like ignoring records with unknown entries, to more sophisticated methods which take into account the fact that those data with missing entries might be relevant to our purpose. We only present two of them because they are related with our method: to estimate the probability distribution the ®rst one, Expectation±Maximization, uses an iterative method and the second one, Bound and Collapse, uses bounds of probabilities. · Expectation±Maximization (EM) algorithm [5] : This algorithm converges to a local Maximum Likelihood or Maximum A Posteriori value. Initially, an estimator is assigned, for instance at random. The algorithm iteratively improves the estimator using the following two steps: (i) ®ll the missing entries using the expectations obtained from the current estimator and (ii) becomes the usual estimation of the probability distribution from the completed dataset including both observed and ®lled values. Applications of EM to Belief Networks can be found in [11, 18] . · Bound and Collapse (BC) [16] : It is a deterministic method that starts by bounding the set of all possible estimators that can be obtained from the dataset, and in a second step collapses these bounds to a point via convex combination of the extreme values depending on the assumed pattern of missing data. Our methodology will share with EM the use of an iterative approach and with BC its deterministic nature and the use of probability bounds.
Probability intervals
Probability intervals [3] is a formalism to represent uncertain information. This formalism can be considered as a set of bounds of probability measures and combines a reasonable expressive power and ecient computation.
De®nition 3.1. Given a variable X taking its values in a ®nite set X fx 1 ; x 2 ; . . . ; x n g, we de®ne a set of probability intervals, as a family of intervals L flx i ; ux i Vx i P Xg, verifying
For probability intervals, the set of possible associated probabilities is given by means of
with P X being the set of probabilities that can be de®ned in the domain X. Eq. (2) guarantees that the set P is not empty, i.e., there exists a probability measure bounded by the upper and lower values. In addition to a (convex) set P, we can also associate with a set of probability intervals L a pair l; u of lower and upper probabilities [19] as follows:
So, probability intervals can be seen as particular cases of lower and upper probabilities, where the set of associated probabilities is de®ned by restrictions aecting only the individuals probabilities P x i . Also, we will impose on a family of probability intervals the following restriction: X jT i lx j ux i T 1 and
This restriction guarantees that the lower and upper bounds l and u can be reached by some probabilities in P, i.e.,
A family of probability intervals verifying Eq. (3) is said to be reachable. Anyway, if a family of probability intervals is not reachable, it is always possible to replace the original bounds by a narrower set without aecting the set P [3] . This replacement constitutes a more accurate representation of the same set of probabilities P.
The next result, proven in [3] , gives a method to calculate the upper and lower probability bounds for any subset A of X. Proposition 1. Let l; u be a set of reachable probability intervals over X and let A be a subset of X. Then the upper and lower probability values associated to A, lA and uA, can be calculated as follows:
with and being the maximum and minimum operators, respectively. It is interesting to note that the values lA and uA are reachable.
Now, we are going to present those basic concepts of probability intervals needed to understand this paper. The ®rst one is the concept of inclusion of probability intervals, which tries to clarify when a set of probability intervals is more precise or contains more information than another set. De®nition 3.2. Let l; u; l H ; u H be two sets of reachable probability intervals on the same domain X. Then l; u is included in l
The next concept being considered is Conditioning. This concept appears when we are dealing with a set of several variables, X fX 1 ; . . . ; X m g, de®ned on dierent domains, X 1 ; . . . ; X m . In that case, the relationships among variables can be represented by means of a family of probability intervals l; u de®ned over X taking its values in the Cartesian product X X 1 Â Á Á Á Â X m . Each particular element c in X will be de®ned as a con®guration. Thus, a con®gu-ration is a vector c x proposed de®nition of conditioning in probability intervals is based on the de®nition of conditioning for upper and lower probability measures [2] .
De®nition 3.3. Let l; u be a set of reachable probability intervals over X and let I and J be two disjoint subsets of variables such that J X n I. Then the conditional probability intervals l IjJ j ; u IjJ j are de®ned as follows:
Vi P I 7 and uijj uij uij lij
Vi P I 8
with ij being a subset of X verifying that ij fkj P X, s.t. k T ig.
Again, these conditional probability intervals are always reachable [3] , so that we can ®nd a probability P P P such that lijj P ijj (similarly for the upper bound u ijj ).
Propositions 2 and 3 are technical results that hold for probability intervals and will be needed in the subsequent sections of the paper. Basically, they say that union and conditioning preserve the inclusion property.
Proposition 2 (See [3] ). Let l; u and l H ; u H be two sets of reachable probability intervals over X such that l H ; u H l; u and let A be any subset in X. Then,
Proposition 3 (See Appendix A). Let l; u and l H ; u H be two sets of probability intervals over X such that l H ; u H l; u and let I and J be two disjoint subsets of variables such that J X n I. Then, the conditional probability intervals l IjJ ; u IjJ and l Example 1. Suppose two variables X and Y taking its values in fx 1 ; x 2 g and fy 1 ; y 2 g, respectively, and the dataset represented in Table 1 , with 100 records, where the ®rst column represents complete con®gurations, the second column represents the number of records in the dataset with these entries, the third column represents the incomplete entries (x i indicates that the value for variable Y is unknown) and the last column represents the number of records with this value in the dataset.
Missing values and probability intervals
Each missing entry can be de®ned as the partially speci®ed con®guratioñ c o u with o being the values assigned to the observed set of variables O with O & X , and u represents an unknown value for each variable in the unobserved component U, with U X n O. Note that each incomplete data can be matched with one partial con®gurationc. We say thatc is a compatible pattern for a complete con®guration c (and that c is a compatible con®guration with the partial con®gurationc) if each variable X k P O has the same value in bothc and c. For a given con®guration, c, we de®ne Mc to be the subset of all its compatible patterns, i.e., the subset of partial con®gurations that can be completed to con®guration c. For example, considering the dataset in Table 1 , we have that Mx 1 y 2 fx 1 ; y 2 g and Mx 1 y 1 fx 1 ; y 1 g. Given a con®guration a (complete or partially speci®ed), we de®ne f a as the frequency of entries in the dataset matching with a.
When all records in the dataset are complete, we can use the maximum likelihood estimator (MLE) or Bayesian estimator (BE) in order to obtain a joint probability distributionp over X. For instance, using MLE we have thatpc i f c i =N for each c i P X and using BEpc i h i f c i = h N with h i > 0 and h P i h i . If h i are the hyperparameters of a Dirichlet distribution, then the BE represents the maximum a posteriori estimator.
When there are incomplete records in the dataset, with some components having missing values, there are many dierent probabilities that can be estimated from the dataset using both, MLE or BE. Moreover, the number of possible probabilities increases with the number of missing data. In these cases, we can use probability intervals in order to bound the set of all probability distributions consistent with the database. Particularly, given a con®guration c, we can de®ne the lower and upper bounds for the number of entries in the dataset, denoted by nc and nc, respectively, as follows:
nc f c and nc f c X cPMc f c: 9
Lower bounds only consider the complete entries in the dataset with the con®guration c and the upper bounds represent that, whenever it is possible, we ®ll an incomplete entry with the values in con®guration c. In that case, using MLE, the upper and lower probability bounds can be obtained by means of lc i nc i =N and uc i nc i =N : 10
Similarly, using BE, the probability intervals become Table 2 represents the upper and lower probabilities obtained from the dataset in Example 1 using both MLE and BE, (l ml ; u ml ) and (l b ; u b ), respectively. For BE we consider that a i 1 Vi.
It can be easily shown that the estimated probability interval is the tightest one that can be estimated using MLE and BE from any possible completed dataset obtained by assigning a value for those that appear as unknown in the dataset.
Proposition 4. The set of probability intervals l; u defined in Eqs. (10) and (11) is reachable and includes all the probability distributions that can be estimated from the completed dataset.
Proof. In this proof we only consider MLE (the case of BE is analogous). First, we will prove that any probability distribution that might be estimated from the dataset belongs to the probability intervals.
Suppose that we can estimate (from the dataset) a probability P but P T P l; u. In this case, there exists a con®guration c i s.t. P c i < lc i or P c i > uc i . We will consider the lower bound (a similar reasoning can be used for the upper bound). Then, we have that 
Considering that nc i includes all the complete entries in the dataset, i.e., nc i f c i we get a contradiction since f H c i cannot be smaller than f c i . To prove reachability, we only need to consider that, given a con®guration c i , it is possible to complete the dataset in such a way that the number of entries with con®guration c i is equal to nc i or nc i . Ã
Completing missing values
In this section we focus on the problem of estimating more precise probability intervals when the dataset has missing values. Initially, we consider the set of probability intervals obtained using Eqs. (10) or (11) . Note that these intervals are the tightest estimable intervals consistent with the dataset and will be denoted as l 0 ; u 0 . Then, we start an iterative process, in such a way that at each step we obtain narrower probability intervals, until convergence.
The proposed methodology relies on three basic assumptions:
Missing Information Principle (MIP) [12] indicating that the missing values can be ®lled using the available information. Thus, for each incomplete entry we know its missing pattern mechanism, hence we can ®ll the unknown values in order to obtain a complete dataset.
Assumption 2. Missing at Random (MAR)
. The dataset is a representative sample of the complete dataset and the distribution of the missing data can be inferred from the available entries [12] . This assumption eliminates the situation in which a value is missing because of the particular values that would have been observed.
MAR implies that the entries with the same missing patternc o u can be ®lled by assigning fractions to each compatible con®guration c i proportional to the probability distribution P Ã c i n ojo and P Ã is the probability distribution that causes the original complete dataset. Thus, given a missing patternc, the amount of incomplete entries ®lled by taking the values of con®guration c i is proportional to the conditional probability P Ã u i jo, where u i c i n o represents the instantiation of the unobserved variables inc to the particular values in c i .
Therefore, under MIP and MAR assumptions, the expected number of entries in the completed dataset can be obtained as:
where the term Pc PMci f cP Ã u i jo i represents the expected number of incomplete entries completed to con®guration c i through P Ã .
Assumption 3. Right Completion (RC) expressing that the probability distribution P Ã can be estimated from the completed dataset. Therefore, by ®lling up the missing entries using Eq. (12), and using MLE we can estimate the probability P Ã c i by means of P Ã c i n Ã c i =N .
The main problem is that we do not know the parameters of probability P Ã and, due to eciency considerations, it becomes necessary for a search process. For instance, the EM algorithm is directed at ®nding the probability that maximizes the likelihood estimator. Nevertheless, we know for sure that the probability intervals contain all the possible probability distributions consistent with the dataset. Therefore, taking into account MIP, MAR and RC, we can conclude that P Ã is included in the probability intervals l 0 ; u 0 , i.e., l 0 c i T P Ã c i T u 0 c i Vc i P X . The next proposition shows conditions for bounding the expected number of entries for a given con®guration c i in a completed dataset. In this case, using probability intervals as the completion mechanism we can de®ne lower and upper bounds for expected entries in the completed datasets, denoted by n H and n H , by means of
Proposition 5. Let l; u be any set of probability intervals such that P Ã P l; u and let n H c i and n H c i be the lower and upper expected entries in the completed dataset defined in Eqs. (13) and (14) . Then,
Proof. We are going to prove that n H c i T n Ã c i (the proof for the upper expected value is similar).
In that case, considering the de®nition of n H and n Ã , it is sucient to show that for each con®guration c i and each compatible patternc it is veri®ed that
But taking into account that lu i jo i min P PP P u i jo i [2] and that P Ã P P, the above inequality holds trivially. Ã We can use these bounds for the expected number of entries in a completed dataset in order to obtain new probability intervals l H ; u H . Particularly, the Moreover, considering that P Ã P l 0 ; u 0 and using the above proposition, it can be concluded that l H ; u H are new bounds for the probability distribution P Ã .
Corollary 1. Under MIP, MAR and RC, the probability P Ã belongs to l H ; u H .
These new probability intervals can also be used iteratively in order to obtain new tighter bounds for the parameters in the probability P Ã . The next algorithm gives a procedure to estimate P Ã , where for a given completion mechanism V the term gMc i ; V denotes the expected number of entries that can be ®lled following the mechanism V, that is to say,
Probability Interval Estimator: // Input Dataset with incomplete data // Output probability interval k 0 Estimate l k ; u k using MLE or BE from dataset Repeat until convergence { n k1 c i f c i gMc i ; l k n k1 c i f c i gMc i ; u k Calculate l k1 ; u k1 with EPIMLE or EPIBE k k + 1 } Now, we are going to prove the convergence property of our algorithm. Particularly, the next proposition guarantees that at each iteration the length of the probability intervals does not increase. Proposition 6. Let l 0 ; u 0 be the set of probability intervals obtained using MLE or BE from the dataset and let l i ; u i ; i > 0 be any set of probability intervals obtained using EPIMLE or EPIBE in the algorithm above. Then,
Proof. We are going to use induction: When i 1 the result is immediate.
As induction hypothesis, consider that l k ; u k l kÀ1 ; u kÀ1 holds. Now, we need to prove that l k1 ; u k1 l k ; u k also holds, i.e.,
Let us consider the case l k1 c i P l k c i (the upper case is analogous). Considering the de®nitions of EPIMLE and EPIBE and the de®nitions of n k1 and n k , we need to show that gMc i ; l k P gMc i ; l kÀ1 , i.e.,
To prove this inequality it is sucient to demonstrate that
But, considering that l k ; u k l kÀ1 ; u kÀ1 and Proposition 3 we have that the inequality holds directly. Ã Therefore, Proposition 6 indicates that the intervals never increase its size. Previous to demonstrating the convergence property, we need the following technical results.
Proposition 7 (See Appendix A). Let l
iÀ1 ; u iÀ1 and l i ; u i be two sets of probability intervals such that l i ; u i l iÀ1 ; u iÀ1 . Let S and R be two disjoint subsets of variables s.t. R X n S and let k be a configuration such that k sr.
RjS rjs.
Proposition 8 gives conditions to guarantee that we always obtain narrower probability intervals. Particularly, we need that the lower probability intervals obtained from the dataset must be strictly positive. This restriction implies that if we use MLE it must exist for each possible con®guration at least one complete data in the dataset, and if we were using BE we only need to impose that the hyperparameters h i in the con®guration must be strictly positive. Note that we are assuming a dataset with missing data. Proposition 8. Let l 0 ; u 0 be the set of probability intervals obtained using MLE or BE from the dataset with missing data, verifying that l 0 c is strictly positive Vc, and let l i ; u i ; i > 0 be any set of probability intervals obtained using EPI-MLE or EPIBE. Then,
Proof. First, consider that if there exists a con®guration c, such that l 0 c u 0 c we have that there is no compatible pattern in the dataset for this con®guration, i.e., Mc is empty. Therefore, using both EPIMLE or EPIBE, we always obtain that l i c u i c Vi and l i c l 0 c; u i c u 0 c Vi.
Thus, we will focus on these con®gurations c such that Mc T Y verifying l 0 c < u 0 c. Note that if there are missing data in the dataset we can ®nd at least one of these con®gurations.
In this case, we need to prove that, if Mc T Y, the next inequalities hold l i c < l i1 c and u i1 c < u i c:
Again, we only present the demonstration for the lower bounds where we need to prove that for any con®guration c s ,
We will prove the last inequality using induction. So, we can guarantee that the length of the intervals always decreases. Theorem 1. Let l 0 ; u 0 be the set of probability intervals obtained using MLE or BE from the dataset such that l 0 c is strictly positive Vc, and let l i ; u i ; i > 0 be any set of probability intervals obtained using EPIMLE or EPIBE. Then, the algorithm converges as i increases.
Proof. By using the result obtained in Proposition 8 we know that at each iteration of the algorithm the size of the probability intervals always decreases. Therefore, the lower values l i c k ; i 0; 1; 2; . . . represent an increasing (or constant) sequence of positive terms bounded by u 0 c k . Similarly, the upper values represent a decreasing (or constant) sequence of positive terms also bounded by l 0 c k . In both cases the convergence is guaranteed. Ã An important consequence of Theorem 1 and Corollary 1 is that P Ã always belongs to the probability interval. Corollary 2. Under MIP, MAR and RC, if l i ; u i ; i > 0 is any set of probability intervals obtained using EPIMLE or EPIBE, then P Ã belongs to l i ; u i . Moreover, if the probability interval estimator algorithm converges to a probability distribution, i.e., lc k uc k Vc k , then the algorithm converges to P Ã .
To conclude this section, and in order to illustrate the main concepts exposed, we will present a simple example.
Example 1 (cont.). Consider the dataset in Example 1 and the set of probability intervals l 0 ; u 0 presented in Table 2 . Then, for each con®guration x i y j , the upper and lower expected entries at each iteration of our algorithm are de®ned as: Table 3 displays the estimated probability distribution considering EPIMLE (p ml ) and EPIBE (p b ). We also illustrate in Tables 4 and 5 the convergence process. We show, for each con®guration, the length of the intervals obtained in each iteration. Both techniques, EPIMLE and EPIBE, reach in the seventh iteration a probability distribution.
Approximating a probability distribution
In many applications our interest is on estimating a probability distribution from an incomplete dataset. In that case, the computational eort needed to obtain an exact estimator is prohibitive (it grows exponentially in the number of missing data) and therefore, the search of``good'' estimators becomes necessary.
When the proposed algorithm converges to a probability distribution, we have proven that it is the one that we are looking for. But sometimes the output of the algorithm is a probability interval: because we have decided to stop the convergence process in an early step or because it really converges to a probability interval (it is the case when the number of missing entries in the dataset is very large). In this situation we need a method to transform the upper and lower values into a probability distribution. Now we are going to present the guidelines of the proposed approach: We are looking for a probability distribution more or less``centered'' in the probability intervals. We will consider an approach that in a ®rst step assigns the lowest bound lc i for each con®guration c i . After this step, there still remains some probability mass which has not been assigned to any particular event, particularly 1 À P i lc i . Then, in the second step, we distribute this probability mass among the con®gurations proportionally to the length of the intervals. Therefore, the approximate probability distribution, P a , can be estimated by means of
Proposition 9. Given a set of probability intervals (l,u), P a is a probability distribution and P a P l; u.
Proof. We need to prove that P i P a c i 1 and this result is obtained by trivial manipulations in Eq. (19) . It is also immediate to check that lc i T P a c i T uc i Vi. Ã It is interesting to note that P a can also be expressed as a convex combination of the upper and lower bounds in the probability intervals with weights depending on how close are these bounds to a probability distribution.
Note that it is a deterministic method, as Bound and Collapse [16] is. Note that BC also uses a convex combination of the extreme values, but depending on the assumed pattern of missing data.
To illustrate the methodology, consider the set of probability intervals in Table 6 , representing l 1 ; u 1 from Example 1. The third column represents the approximate distribution P a . Note that it is quite similar to the probability distribution obtained if we wait for convergence, p ml in Table 3 (the Kullback± Leibler (KL) divergence measure is 0.00179).
Experimental results
In this section we present some experimental results. Our aim is to study the convergence mechanism of our algorithm and, whenever the algorithm converges to a probability distribution, compare this distribution with the probability obtained using a classical method like EM.
In the ®rst experimentation we consider two variables X and Y taking values in the sets fx 1 ; x 2 ; x 3 g and fy 1 ; y 2 ; y 3 g, respectively, and ®ve dierent probability distributions P i ; i 1; . . . ; 5. For each distribution we generate a sample of 3000 data obtaining ®ve datasets, D i ; i 1; . . . ; 5. Then, for a given dataset, D i , we generate ®ve datasets by randomly removing some entry in the, respectively, 17%, 33%, 47%, 58% and 67% of the records. Then, for each incomplete dataset we estimate the joint probability distribution using both EM and EPIMLE(BE) estimators. Considering these datasets, our algorithm always converges to probability distributions. Moreover, they are the same probability distributions as the ones obtained using the EM algorithm. In Table 7 we summarize the obtained results considering MLE and Bayesian estimators. In this table we compare the estimated probability distributions with the original ones, P i . As comparison criterion we use the KL divergence measure. Second and third columns represent the mean and standard deviation, respectively, of the KL measures using MLE. Similarly, columns four and ®ve present the same measures considering a Bayesian estimator.
It is also interesting to consider how fast is the convergence. In order to measure this property we consider the mean size of the length of the probability intervals in each iteration. Fig. 1 plots these data for each missing percentage. From this ®gure we can conclude that, as it could be expected, the time needed to convergence grows in the number of incomplete entries in the datasets. As we can see, the interval length quickly decreases in the former iterations and most of the time is used to reach the stability in the convergence process. Particularly, in our experimentation we obtain that for datasets with, respectively, the 17%, 33%, 47%, 58% and 67% of missing data, the mean of the lengths for the probability intervals becomes less than 0.0005 in the iterations 5, 8, 12, 24 and 32, respectively, whereas the total convergence is reached in the iterations 13, 21, 33, 57 and 112, respectively. Comparing these results with the ones obtained using EM we must say that EM seems to converge a little bit faster than the proposed algorithm, mainly due to the time needed to compute the conditional probability intervals.
In the second experiment we test our methodology in a more complex situation. We consider four bivaluated variables X , Y , Z and W and four dierent probability distributions P H i ; i 1; . . . ; 4. For each distribution we also generate a sample of 3000 data obtaining four datasets and randomly remove some entries in the, respectively, 35%, 66%, 76% and 87% of the records.
In these cases, the algorithm does not converge to a probability distribution only when we have 87% of missing entries. In this case, we use our approximation algorithm in order to obtain a ®nal probability distribution. It is interesting to note that, again, if EPIMLE(BE) converges to a probability distribution it is the one obtained by EM. In case of convergence the mean of the KL divergence measures, with respect to the original distributions P H i , is 5.10e)03 and the standard deviation is 2.65e)03.
In Table 8 we present the results obtained using MLE and the datasets with 87% of missing entries. Similar results have been obtained using the Bayesian estimator. Table 8 shows the KL (with respect to P H i ) and the Log-Likelihood measure, for both EM and EPIMLE. In Fig. 2 we present the convergence process. In this case, we present both sums of the upper and lower bounds in Fig. 1 . Convergence of probability intervals to a probability value. each iteration. As in the previous experimentation, it can be shown that most of the time is used to reach the stability. Particularly, it is``almost'' steady at 34th iteration, whereas the convergence is reached at iteration 110. This fact suggests that the convergence can be stopped in an early step without aecting seriously the quality of the estimator. From our experiments we can conclude that EM outperforms EPIMLE(BE) when we need to use the approximation method, but we must note that the obtained results are quite similar. Nevertheless, from our point of view, there are many cases where it is not necessary to wait for stability. For example, we can assert the dependence between two variables without knowing the exact probability distribution. Let us consider the dataset in Example 1. In this case, we can assert that X and Y are dependent variables in the ®rst iteration of the algorithm. Using Table 6 , that displays the l 1 ; u 1 probability intervals, we can calculate the marginal probability interval on X, i.e, l 1 x 1 ; u 1 x 1 0:29204; 0:29863 and the conditional probability intervals l 1 x 1 jy 1 ; u 1 x 1 jy 1 0:24174; 0:25074. Recall that if X and Y were probabilistically independent then we would have that P x i P x i jy j Vx i P X ; y j P Y . But, we know that the inequality P x 1 jy 1 T u 1 x 1 jy 1 < l 1 x 1 T P x 1 holds, avoiding the possibility of independence.
Conclusion
We have shown that probability intervals can be used in order to estimate both, probability intervals and probability distributions, from a dataset with missing values. Basically, the algorithm is an iterative method that in each step decreases the length of the probability intervals. We demonstrate the convergence of the proposed algorithm under some common assumptions. Moreover, whenever the algorithm converges to a probability distribution, it has been proved that it is the one that controls the missing pattern mechanism. We also include a method to approximate a probability distribution from a set of probability intervals using a convex combination of the probability bounds. The experimental results have shown the reliability and eectiveness of our methods. It is also interesting to note that, as would be expected, the convergence speed depends on the number of variables and the number of missing entries in the dataset. Future works are to develop a speci®c algorithm for learning Belief Networks from an incomplete dataset and investigate on the use of methods to accelerate the convergence. Now, considering that a rs > 0, b rs P 0 and that l iÀ1 rs > 0 and u iÀ1 rs > 0 (because l iÀ1 c > 0Vc), the inequality above represents a contradiction. Ã
