INTRODUCTION
Cancer is a big challenge for mankind, cancer can affect various parts of the body. Breast cancer is the most common cancer found among women (Dellen, Walker, & Kadam, 2005, p 2) . Information about tumors from certain examinations and diagnostic tests collected determines how malignant the cancer is. By knowing the malignancies of the cancer, treatment measures can be performed better and the mortality rate can be reduced.
In this research will be applied Neural Network method optimized with Genetic Algorithm in predicting breast cancer.
I. METHOD
a. Neural Network -Neural Network is a parallel distributed processor, made up of simple units, and has the ability to store experimental and ready-to-use knowledge for various purposes (Haykin, 1999, p 23) . This Neural Network manipulated the human brain in term of:
-Knowledge gained by the network from the environment, through a learning process. -The power of connection between units called synaptic weights, serves to store the knowledge that has been obtained by the network.
b. Genetic Algorithm
Optimization is about finding the optimal parameter values for an object or system that minimizes goals (costs) and functions (Shukla, 2010, p. 147) . In optimization, we are given a function, known as a function of purpose. The goal is to minimize or maximize the value of the objective function by adjusting various parameters. Each combination of parameters marks solutions that may be good or bad, depending on the value of the purpose function. Soft-computing techniques produce the best set of parameters that provide the best values of the destination function in view of the constraints of the time. The genetic algorithm (GA), developed by John Holland in the 1960s and 1970s, is an attempt to mimic the computational process in which natural selection operates. The steps in the Genetic Algorithm are as follows:
Ultimately, the Genetic Algorithm processes from the initial population through a series of genetic operations, such as selection, crossover and mutation, to find a better space, step by step until it reaches the optimal solution.
II. RESULTS
The purpose of this research is to develop the model that has been formed with Neural Network algorithm. Data were analyzed by doing two comparison that is using Neural Network Algorithm and Neural Network Algorithm based on Genetic Algorithm.
Neural Network Calculation Result
Neural network modeling will be performed on a dataset consisting of 9 attributes that are attributes of breast cancer, and a class representing benign or malignant. From that data, the hidden layer will be calculated by the calculation with (number of attributes + results) / 2 + 1 is 7 hidden layers, the weights for the hidden layer are initially randomly assigned, the models with randomly assigned weights can be seen in Figure 1 Model will be formed with momentum of 0.1 and learning rate 0.3. 
Conducting crossovers (cross-breeding)
With a crossover probability value of 0.5, only chromosomes whose R value is less than 0.5 will mutate. then in addition to C1 all will be replaced with chromosomes of marriage results, C3 and C5 values have the highest fitness value, so C3 and C5 pass the selection process. Only C2 and C4 that need to be replaced by crossover marriage process is done by taking a random value of a number of attributes that is 1-3. The number of chromosomes undergoing mutase in one population is determined by the percentage of p mutation. The mutation process is performed by substituting one randomly selected gene with a new value obtained randomly. Total gen = (gene in chromosome) * number of chromosomes = 3 * 5 = 15
In determining the position of the mutated gene is done by using a random number between 1 to total genes, ie between 1 to 15. Suppose we determine 10% then the number of genes that have mutations is 10% of 15 that is 1.5 or 1 gene. Then using a random number and the selected gen position 12 that mutated. Thus the mutation will be the 3rd chromosome of the number 8 gene. Then the gene value in that position we replace with a random number 0-1 (Momentum 
III. DISCUSSION

Testing Results with Confusion Matrix
Evaluation Model with Confusion Matrix, confusion matrix model will form a matrix consisting of true positive or positive tuple and true negative or negative tuples, then input the test data that has been prepared into confusion matrix so that the results obtained in Table 2 as below: 
Testing Results With ROC Curve (AUC)
In Figure 6 shows the ROC graph with the value of AUC (Area Under Curve) of 0.994. ROC is continued up to 9 hidden layers. Accuracy has a diagnosis level that is (Gorunescu, 2011 The result of the experiment is to get accuracy value, and the value of AUC (Area Under Curve) using parameter value that has been determined to get the best result as Table 4 -13 as follows: The best neural network architecture obtained from the experiment can be seen in Figure 8 below: The model test to determine the parameter values on the neural network is done using 10 folds cross validation which will randomly take 10% of the training data for as data testing. Then this process is done in rapid miner with initial test which then parameter value in adjusted and optimized so as to increase accuracy value.
Determination of parameter values
Output
IV. CONCLUSION
Genetic Algorithms have been shown to improve prediction accuracy in breast cancer. The model formed by a neural network based on Genetic Algorithm produces better accuracy than a neural network without optimization. The increase can be seen from the increase of accuracy value for neural network algorithm model 95.42%, after optimized the accuracy value of algorithm of Neural Network based on Genetic Algorithm equal to 96.85% with difference of 1.43% accuracy. For evaluation using ROC curve so as to generate the value of AUC (Area Under Curve) for model Neural Network algorithm yield value 0.984, while for Neural Network algorithm based on Genetic Algorithm yield value 0,993 with value of diagnosis Excelent Classification, with difference of both value equal to 0.009.
As for the model that is formed, later can be developed or implemented into an application. so it can help and facilitate for health practitioners in diagnosing breast cancer, and the diagnosis can be more accurate and reliable.
