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With the rapidly increasing popularity of XML, more and more information is being
stored, exchanged and presented in XML format. The ability to efficiently query
XML data sources, therefore, becomes increasingly important.
This thesis studies the query processing of a core subset of XML query languages:
XML twig queries. An XML twig query, represented as a small query tree, is essen-
tially a complex selection on the structure of an XML document. Matching a twig
query means finding all the instances of the query tree embedded in the XML data
tree.
We present in this thesis a series of new holistic twig join algorithms by which
query trees are matched as a whole so that the size of irrelevant intermediate re-
sults can be greatly reduced. In particular, we first present a new algorithm called
TwigStackList for efficiently processing twig queries with parent-child edges. Com-
pared to previous work on holistic twig join, the advantage of our method is to
significantly reduce the size of useless intermediate results for queries containing par-
ent-child relationships. To handle ordered twig queries, we propose a new algorithm
OrderedTJ, which naturally extends TwigStackList to support order evaluation be-
tween sibling nodes. To the best of our knowledge, this is the first work on holistically
processing ordered twig queries.
We research two new data partition schemes, called tag+level scheme and prefix
path scheme (PPS). We develop a holistic twig join algorithm GeneralTwigStackList
which works correctly on both XML data partition schemes. GeneralTwigStackList
vi
vii
avoids unnecessary scanning of irrelevant portion of XML documents, and more im-
portantly, depending on different streaming schemes used, it can optimally process a
large class of twig patterns.
In order to reduce I/O cost, we propose a new labeling scheme extended Dewey
and an algorithm TJFast. To answer a twig query, the essential advantage of extended
Dewey is to read labels only for leaf nodes of twig queries and thus significantly
reduce I/O cost, in comparison with existing methods that need to read labels for
all query nodes. In addition, TJFast can also efficiently process twig queries with
wildcards. Finally, we apply the tag+level data partition scheme on extended Dewey
labeling scheme to propose TJFast+L algorithm, which further reduces I/O cost and
guarantees a larger optimal query class than TJFast.
In summary, this thesis proposes several novel holistic algorithms for XML twig
query processing. Through a performance study by comprehensive experiments, the
proposed solutions are shown to be effective, efficient and scalable, and should be
helpful for the future research on efficient query processing in a large XML database.
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Introduction
1.1 Background: XML and XML Query Language
XML stands for eXtensible Markup Language, which is a markup language for docu-
ments containing structured information. Originally designed to meet the challenges
of large-scale electronic publishing, XML is also playing an increasingly important
role in the exchange of a wide variety of data on the Web and elsewhere. The in-
creasing popularity of XML is partly due to the limitations of the other two tech-
nologies: Hypertext Markup Language (HTML) and Standard Generalized Markup
Language (SGML, ISO 8879) for representing structured and semi-structured docu-
ments. HTML provides a fixed set of tags; these tags are mainly for presentation
purposes and do not bear useful semantics while SGML is too difficult to implement
for most applications because of its complex specifications. XML lies somewhere
between HTML and SGML and is a simple yet flexible format derived from SGML.
An XML document always starts with a prolog markup. The minimal prolog
contains a declaration that identifies the document as an XML document. XML
identifies data using tags, which are identifiers enclosed in angle brackets. Collectively,
the tags are known as “markup”. The most commonly used markup in XML data is
1
21. <?xml version="1.0" encoding="UTF−8"?>
3.     <book>
4.       <author>Suciu</author>
5.       <author>Chen</author>
6.      <title> Advanced Database System </title>
7.     <chapter><title>XML</title>
8.                     <section><title>XML specification</title>
9.                                     <text><keyword>markup</keyword> XML stands for...
10.                                    </text>
11.                   </section>

















Figure 1.2: Example XML tree model
3element. Element identifies the content it surrounds. For example, Figure 1.1 shows
a simple example XML document. This document starts with a prolog markup that
identifies the document as an XML document that conforms to version 1.0 of the
XML specification and uses the 8-bit Unicode character encoding scheme (line 1).
The root element (line 2-14) of the document follows the declaration, which is named
as bib element. Each XML document has a single root element. Next, there is an
element book (line 3-13) which describes the information (including author, title and
chapter) of a book. In line 9, the element text contains both a sub-element keyword
and character data “XML stands for...”.
Although XML documents can have rather complex internal structures, they can
generally be modeled as trees1, where tree nodes represent document elements, at-
tributes and character data, and edges represent the element-subelement (or parent-
child) relationship. We call such a tree representation of an XML document an XML
tree. Figure 1.2 shows a tree that models the XML document in Figure 1.1.
XML has grown from a markup language for special-purpose documents to a stan-
dard for the interchange of heterogeneous data over the Web, a common language for
distributed computation, and a universal data format to provide users with different
views of data. All of these increase the volume of data encoded in XML, consequently
increasing the need for database management support for XML documents. An es-
sential concern is how to store and query potentially huge amounts of XML data
efficiently.
To retrieve such tree-structured data, a few XML query languages have been
proposed in the literature. Examples are Lorel [1], XML-QL [24], XML-GL [11],
1For the purpose of this thesis, when we model XML documents as trees, we consider IDREF
attributes as not reference links, but sub-elements.
4Quilt [12], XPath [6] and XQuery [7]. Of all the existing XML query languages,
XQuery is being standardized as the major XML query language. XQuery is derived
from the Quilt query language, which in turn borrowed features from several other
languages such as XPath. The main building block of XQuery consists of path ex-
pressions, which addresses part of XML documents for retrieval, both by value search
and structure search in their elements. For example, the following path expression
“/bib/book [author=‘Suciu’]/title” asks for the title of the book written by “Suciu”.
In Figure 1.1, this query returns the title “Advanced Database System”.
1.2 Research Problem: XML Twig Pattern Match-
ing
In this thesis, we study novel algorithms to process a core subset of the XML query
languages: twig queries, which have been widely considered ([9, 18, 29, 31, 35, 37, 58,
60, 88]) as a core operation in XML query processing because matching twig queries
takes a significant share of the computation time in XML query processing.
An XML twig query is essentially a complex selection on the structure of an XML
document, and can be used to locate element nodes in the data tree corresponding to
the XML document. Twig pattern nodes may be elements, attributes and character
data. Twig pattern edges are either Parent-Child (P-C) relationships (denoted by
“/”) or Ancestor -Descendant (A-D) relationships (denoted by “//”). Figure 1.3 shows
three example XML twig patterns. For example, in the twig pattern of Figure 1.3(a),
the edge between bib and chapter is the A-D relationship and the edge between
chapter and title is the P-C relationship.












Figure 1.3: Example XML twig pattern queries
by a mapping from the nodes in Q to the elements in D, such that: (i) the query
node name predicate is satisfied by the corresponding database elements and (ii) the
structural relationships (i.e. P-C and A-D relationships) between query nodes are
satisfied by the corresponding database elements. The answers to query Q with n
query nodes can be represented as a list of n-ary tuples, where each tuple (q1, · · · , qn)
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Figure 1.4: Example twig query and answers
Consider. for example, the query twig pattern and the XML tree in Figure 1.4.
We use the subscript number with the element tag to specify the document order of
elements2. This twig query has two answers (A1, B1, C2) and (A2, B2, C1) in the
2We use this notation to differentiate the different instances of elements with the same name.
6example document tree.
In this thesis, we consider the following twig pattern matching problem, which
consists of the complex structural selection on XML data:
Research problem:
Given an XML query twig pattern Q and an XML database D,
find all matches of Q on D efficiently.
1.3 Approach Overview
The main framework in this thesis to efficiently process an XML twig pattern includes
two steps: (i) first develop a labeling scheme to capture the structural information of
XML documents, and then (ii) perform twig pattern matching based on labels alone
without traversing the original XML documents.
1.3.1 XML Document Labeling Schemes
For solving the first sub-problem of designing a proper labeling scheme, the previous
methods use a textual positions of start and end tags (e.g. containment [9]) or
path expressions(e.g. Dewey ID [77]). By applying these labeling schemes, one can
determine the relationship (e.g. ancestor-descendent and parent-child) between two
elements in XML documents from their labels alone. We introduce two most popular
labeling schemes as follows.
Containment Labeling Schemes
In the containment labeling scheme ( or called region encoding) [9], each label includes
































Figure 1.5: Example XML documents with containment labels
them to evaluate the P-C and A-D relationships between element pairs in a data tree.
Formally, element u is an ancestor of another element v if and only if
u.start < v.start and v.end > u.end
That is, the region of v is contained by that of u. To check the P-C relationship,
we additionally test whether element u is exactly one level above element v in the
data tree (i.e., u.level = v.level-1). For example, Figure 1.5 shows an example XML
tree with containment labels.
Dewey ID Labeling Schemes
In the Dewey ID labeling scheme [77] (or called prefix scheme), each label is presented
by a vector:






"Suciu" "Chen" "Advanced ..."




























Figure 1.6: Example XML documents with Dewey ID labels
2. for a non-root element u, label(u)= label(s).x, where u is the x-th child of s.
For example, Figure 1.6 shows an XML document tree with Dewey ID labels.
Dewey ID supports efficient evaluation of structural relationships between elements.
That is, element u is an ancestor of element v if and only if
label(u) is a prefix of label(v)
In order to check the P-C relationship, we additionally test whether the number of
integers in the label of element u is one more than that of element v.
1.3.2 Holistic XML Twig Join
For solving the second sub-problem of answering twig queries efficiently, several algo-
rithms [9, 40, 38] based on the containment labeling scheme have been developed to
process twig queries. Prior work [2, 50] on XML twig pattern p
9a twig pattern into a set of binary relationships which can be either parent-child or
ancestor -descendant relationships. After that, each binary relationship is processed
using structural join techniques and the final match results are obtained by merging
individual binary join results together. The main problem with the above solution is
that it may generate large and possibly unnecessary intermediate results because the
join results of individual binary relationships may not appear in the final results.
Based on the containment labeling scheme, Bruno et al. [9] proposed a novel
“holistic” XML twig pattern matching method called TwigStack. It is called as a
“holistic” algorithm, since TwigStack does not need to decompose a twig query to
several smaller binary relationship, but to process it holistically. When queries con-
tain only ancestor -descendant (A-D) relationships in all edges, TwigStack avoids stor-
ing intermediate results unless they contribute to the final results. In other words,
TwigStack does not output any useless intermediate results when the twig query has
only A-D edges.
Note that, in this thesis, we follow the terminology on “optimality” used in
TwigStack and other related papers [37, 38, 40]. That is, when we say an algo-
rithm A is optimal for a certain query class C, we mean that A does not output any
intermediate path solutions that do not participate in final solutions for any query
Q∈C. According to this definition, we say that TwigStack is optimal for queries that
contain only A-D relationships. Without the ambiguity, in the rest of this thesis, we
directly say the algorithm A is optimal without explicitly mentioning that it is with
respective to output intermediate path solutions. Note that the reduction of the size
of useless intermediate path solutions is one of the main purposes in the proposed
algorithms of this thesis.
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While TwigStack and other existing holistic algorithms (such as TSGeneric [40])
show the advantage over the decomposed-based method [2, 50] (i.e. method that
needs to decompose a twig query to several binary relationships for processing), there
are several shortcomings in these algorithms.
• Firstly, TwigStack can only guarantee the optimality for queries with only A-D
relationships. When the query contains any P-C relationship, previous algo-
rithms may output many intermediate results which do not contribute to final
results 3. In practice, it is very common that twig queries contain some P-C re-
lationships. Therefore, it is a challenge to holistic XML twig pattern matching
P-C relationships.
• Secondly, to the best of our knowledge, there are few twig join algorithms for
ordered4 twig queries. That is, the existing work on holistic twig query matching
only considered unordered twig queries. But XPath defines four axes about
element order, such as following-sibling, preceding-sibling, following, preceding.
Therefore, we need new holistic algorithms to handle ordered XML twig pattern.
• Thirdly, wildcard steps in XPath are commonly used when element names are
unknown or do not matter. Previous holistic twig matching algorithms are in-
efficient to answer queries with wildcards in branching nodes. For example,
consider the XPath: “//a/*[./b]/c”, where “*” denotes a wildcard as the com-
mon parent of b and c. By reading the containment labels of a, b and c, we
cannot answer this query.5 How can we answer such queries efficiently?
3An example in Section 3.2 illustrates the sub-optimality of TwigStack.
4Order twig query means that we consider the order of matching elements to the query. Otherwise,
it is an unorder twig query.
5Note that even if b and c are descendants of a and their level difference with a is 2, b and c
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• Finally, all previous algorithms are designed based on only the containment
labeling scheme. Why not try the Dewey ID labeling scheme? Each Dewey
label records the whole path information. For example, consider an element’s
label is “1.2.3”. From this label alone, we know that the parent of this element
is “1.2” and its grandparent is “1” and so on. More research can be done to
exploit the good feature of Dewey ID and design a more efficient holistic twig
join algorithm.
1.4 The Contributions
The overall contribution of this thesis work is that it provides several new approaches
for efficient XML twig pattern matching. In other words, it gives several new solutions
to the main issues involved in holistic XML twig pattern processing, including the
reduction of intermediate results for twig queries with P-C relationships, the efficient
processing of ordered XML twig pattern, the study of the impact of different streaming
partition schemes, and the use of Dewey labeling scheme on efficient query processing.
We discuss them in details as follows.
1. We propose a novel holistic6 twig join algorithm, namely TwigStackList in Chap-
ter 3 based on the containment labeling scheme. Our main technique is to
look -ahead scan some elements in input data steams and buffer limited number
(strictly bounded by the size of the longest path in the XML document) of them
in the main memory. We analytically and empirically show that TwigStackList
can efficiently control the intermediate result for evaluating queries with both
A-D and P-C relationships.
may not be query answers, as they may not have the common parent.
6We call it “holistic” as it is similar to TwigStack which take the whole twig query into account.
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2. We call a twig query where the order of matching elements satisfies the order of
query nodes an ordered twig query. We develop a new holistic algorithm, namely
OrderedTJ, to efficiently answer such ordered XML twig query in Chapter 4.
We show that OrderedTJ can identify a large query class to guarantee the I/O
optimality. In addition, our experiments show the effectiveness, scalability and
efficiency of OrderedTJ.
3. Building structural indexes over XML documents can avoid unnecessary scan-
ning of source XML data [14, 43, 61]. We regard XML structural indexing as a
technique to partition XML documents and call it streaming scheme in this
thesis7. According to this definition, TwigStackList and OrderedTJ are based on
Tag streaming scheme, which partitions elements of XML documents according
to their tags alone. By studying two streaming schemes: Tag+Level scheme,
which partitions elements according to their tags and levels; and Prefix Path
Streaming (PPS), which partitions elements according the label path from the
root to the element, we show rigourously the impact of choosing XML streaming
schemes on the optimality of processing different classes of XML twig patterns.
Based on the containment labeling scheme, we develop a holistic twig join algo-
rithm GeneralTwigStackList which works correctly on both Tag+level and PPS
streaming scheme in Chapter 5. GeneralTwigStackList avoids unnecessary scan-
ning of irrelevant portion of XML documents, and more importantly, depending
on different streaming schemes used, it can optimally process a large class of
twig patterns.
7Note that the term “stream” in this thesis has the different meaning as data “stream” used in
telecommunications to describe a sequence of data packets to transmit or receive information. Here
the stream denotes a list of data which are accessed by a sequential scan.
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4. Finally, we propose an enhanced Dewey ID labeling scheme, called extended
Dewey, by incorporating element-name (i.e. element-type) information in Chap-
ter 6. Our approach is based on using modulo function and a Finite State Trans-
ducer(FST) to derive the element Dewey IDs and names along a path. Based
on extended Dewey, we develop a novel holistic twig join algorithm, called TJ-
Fast. Unlike all previous algorithms based on containment labeling scheme, to
answer a twig query, TJFast only needs to access the labels of the query leaf
nodes. Through this, not only do we reduce disk access, but we also support
the efficient evaluation of queries with wildcards in branching nodes, which is
very difficult to be answered by algorithms based on containment labels. In
addition, based on the Tag+Level streaming scheme, we extend TJFast to the
algorithm TJFast+L8, which can achieve better performance than TJFast by
streams pruning, especially for queries with P-C relationships.
Algorithm Chapter Labeling scheme Streaming scheme Query
TwigStackList 3 containment Tag unordered
OrderedTJ 4 containment Tag ordered
GeneralTwigStackList 5 containment Tag,Tag+Level, PPS unordered
TJFast 6 extended Dewey Tag unordered
TJFast+L 6 extended Dewey Tag+Llevel unordered
Table 1.1: Summary of algorithms proposed in this thesis
Overall, we propose a series of new holistic algorithms to efficiently process XML
twig queries with two different labeling schemes, i.e. the containment and extended
Dewey labeling schemes, which are suitable to different application scenario. Table
8We do not apply PPS streaming scheme on TJFast, because extend Dewey can see the whole
path (including element names and labels) from a single label, and thus we do not need to cluster
elements by their prefix-path as PPS requires. The detailed explanation can be found in Section 6.1.
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1.1 summaries the algorithms proposed in this thesis and their applied query types, la-
beling schemes and streaming schemes. We have implemented all proposed algorithms
and made the comprehensive experimental comparisons among different algorithms.
These experiments help to validate our proposed approach and provides the empirical
studies for the application of our algorithms on a real XML query processing engine.
1.5 Thesis Outline
The remainder of this thesis is organized as follows. We review the related work
in Chapter 2. Chapter 3 presents a new holistic twig algorithm TwigStackList for
efficient processing of XML twigs with parent-child edges. Chapter 4 proposes the
notion of ordered twig pattern and introduces a novel algorithm for answering ordered
twig pattern. In Chapter 5, we study the impact of different stream partition schemes
(including Tag+Level and Prefix Path Schemes) on XML twig pattern matching and
propose a general algorithm GeneralTwigStackList which can be used on both schemes.
All algorithms from Chapter 2 to 5 are based on the containment labeling schemes. In
Chapter 6, we first propose a new labeling scheme called extended Dewey ; and based
on the extended Dewey, we present a novel holistic algorithm TJFast to speedup the
processing of XML twig queries. Finally, Chapter 7 concludes this thesis and shows
some future research work.
Some of the material in this thesis appears in our papers [15, 52, 53, 54, 55, 56].
Chapter 2
Related work
In this chapter, we review the related work. We begin from the emergence of XML
data management, followed by a discussion of different XML twig pattern matching
algorithms. We then discuss different labeling schemes used for XML query process-
ing. Finally, the approaches on XML structural indexes are discussed as techniques
to accelerate query processing.
2.1 Emergence of XML Database
XML has penetrated virtually all areas of Internet-related application programming
and become the frequently used data exchange framework in the application areas.
When working with those XML data, there are (loosely speaking) three different
functions that need to be performed: adding information to the repository, search-
ing and retrieving information from the repository, updating information from the
repository. A good XML database must handle those functions well. Many solu-
tions for XML database have been proposed, including flat files, relational database
[26, 57, 71, 72, 77, 88], object relational database [62, 73], and other storage manage-
ment system, such as Natix [27], Timber [35, 36, 66, 86], Lore [58] etc. We briefly
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discuss these solutions as follows.
2.1.1 Flat File Storage
The simplest type of storage is flat file storage, i.e. the main entity is a complete
document; internal structure does not play a role. These models may either be
implemented on the top of real file systems, such as the file systems available on
UNIX, or inside databases where documents are stored as Binary Large Objects
(BLOBs). The operation: store, which can be support very efficiently - at the cost
however that other operation, such as search, which require access to the internal
structure of documents may become prohibitive expensive. Flat file storage is not
most appropriate when search is frequent, and the level of granularity required by
this storage is the entire document, not the element or character data within the
document.
2.1.2 Relational and Object-relational Storage
XML data can be stored in existing relational database. They can benefit from already
existing relation database features such as indexing, transaction, and query optimiz-
ers. However, due to XML data is a semi-structure data, converting this data model
into relation data is necessary. There are mainly two converting methods: generic
[28] and schema-driven [72]. Generic method does not make use of schemas, but
instead defines a generic target schema that captures any XML document. Schema-
driven depends on a given XML schema and defines a set of rules for mapping it to
a relational schema. Since the inherent significant difference between rational data
model and nested structures of semi-structured data, both converting methods need
a lot of expensive join operations for query processing. Mo et al [62] proposed to
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use object-relational database to store and query XML data. Their method based
on ORA-SS (Object-Relationship-Attribute model for Semi-Structured Data) data
model [25], proposed by Ling et al. in National University of Singapore, which not
only reflects the nested structure of semi-structured data, but also distinguishes be-
tween object classes and relationship types, and between attributes of objects classes
and attributes of relationship types. Compared to the strategies that convert XML to
relational database, their methods reduce the redundancy in storage and the costly
join operations.
2.1.3 Native Storage of XML Data
Native XML Engines are systems that are specially designed for managing XML data
[60]. Compared to the relational database storage of XML data, native XML database
does not need the expensive operations to convert XML data to fit in the relational
table. The storage and query processing techniques adopted by native XML database
are usually more efficient than that based on flat file and relational, object-relational
storage. In the following, we introduce three native XML storage approaches.
The first approach is to model XML documents using the Document Object Model
(DOM) [1]. Internally, each node in a DOM tree has four pointers and two sibling
pointers. The filiation pointers include the first child, the last child, the parent, and
the root pointers. The sibling pointers point to the previous and the next sibling
nodes. The nodes in a DOM tree are serialized into disk pages according to depth-
first order (filiation clustering) or breadth-first order (sibling clustering). Lore [58, 59]
and XBase [51] are two instances of such a storage approach.
The second approach is TIMBER project [33], at the University of Michigan, aim
to develop a genuine native XML database engine, designed from scratch. It uses
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TAX, a bulk algebra for manipulating sets of trees. For the implementation of its
Storage Manager module, it uses Shore a back-end storage system capable for disk
storage management, indexing support, buffering and concurrency control. With
TIMBER, it is possible to create indexes on the document’s attribute contents or
on the element contents. The indexes on attributes are allowed for both text and
numeric content. In addition, another kind of index support is the tag index, that,
given the name of an element, it returns all the elements of the same name.
Finally, Natix [27] is proposed by Kanne and Moerkotte at the University of
Mannheim, Germany. It is an efficient and native repository designed from scratch
tailored to the requirement of storing and processing XML data. There are three fea-
tures in Natix system:(1) subtrees of the original XML document are stored together
in a single (physical) record; (2) the inner structure of subtrees is retained; and (3)
to satisfy special application requirements, the clustering requirements of subtrees
are specifiable through a split matrix. Unlike other XML DBMS which provide fully
developed functionalities to manage data, Natix is only a repository. It is built from
scratch and has no query language, few work done on indexing and query processing
and no use of DTDs or XML Schema.
2.2 XML Twig Pattern Matching Algorithms
Since XML twig pattern matching is widely considered as a core operation in XML
queries processing, there has been a rich set of XML twig pattern matching algorithms
proposed in literatures.
Based on the containment labeling scheme, prior work [2, 33, 82, 88] decomposes
a twig pattern into a set of binary relationships, which can be either parent-child or
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ancestor-descendant relationships. After that, each binary relationship is processed
using structural join techniques and the final match results are obtained by “merging”
individual binary join results together. In particular, Zhang et al [88] proposed a
multi-predicate merge join (MPMGJN) algorithm based on containment labeling of
XML elements. The later work by Al-Khalifa et al [2] gave a stack-based binary
structural join algorithm, called Stack-Tree-Desc/Anc which is optimal for an A-D
and P-C binary relationship. Wu et al. [85] studied the problem of binary join order
selection for complex queries. The main problem with the above solution is that it
may generate large and possibly unnecessary intermediate results because the join
results of individual binary relationships may not appear in the final results.
Bruno et al. [9] proposed a novel holistic1 XML twig pattern matching method
TwigStack which avoids storing intermediate results unless they contribute to the
final results. The method, unlike the decomposition based method, avoids computing
large redundant intermediate results. But the main limitation of TwigStack is that
it may produce a large set of “useless” intermediate results when queries contain
any parent-child relationships. More examples and discussion about the limitation of
TwigStack can be found in Chapter 3.
There is much research on the use of indexes to accelerate XML twig pattern
matching. In particular, Chien et al. [17] propose a stack-based structural join algo-
rithm that can utilize the B+-tree indexes. For example, when the current ancestor
element CA is behind the current descendant element CD, a probe on the B-tree index
of the descendant element node list can effectively forward CD to the first descen-
dant element of CA and avoid accessing those in between. An enhancement to the
1They choose the word “holistic” because their algorithm consider the twig query holistically
without decomposing it to small binary relationships.
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algorithm using B+ indexes is to add sibling pointers based on the notion of “con-
tainment” so that some ancestor elements without matches can be skipped as well.
Tang et al. [75] proposed a structural join algorithm called R-locator, which use R
Tree to skip elements which are useless to final answers. Their experiments showed
that R-locator can skip more useless elements than algorithms based on B+ tree [17].
Jiang et al. [39] proposed XML Region Tree, which is a dynamic external memory
index structure specially designed for strictly nested XML data. The unique feature
of XR-tree is that, for a given element, all its ancestors (or descendants) in an element
set indexed by an XRtree can be identified with optimal worst case I/O cost. They
propose a new structural join algorithm that can evaluate the structural relationship
between two XR-tree indexed element sets by effectively skipping ancestors and de-
scendants that do not participate in the join. Li et al [49] explored the state-of-the-art
indexes, namely, B+-tree [17], XB-tree [9] and XR-tree [39], and analyzed how well
they support XML structural joins. Their experimental results showed that all three
indexes yield comparable performances for nonrecursive XML data, while XB-tree [9]
outperforms the rest for highly recursive data.
Although these existing algorithms used B+ tree [17], R tree [75], XB-tree [9]
or XR tree [39] to skip useless elements to read as a small portion of input data as
possible, their methods cannot achieve a larger optimal query class than TwigStack
[9]. In other words, their methods may output many useless intermediate results for
queries with parent-child relationships.
BLAS by Chen et al. [16] proposed a bi-labelling scheme: D-Label (Descendant-
label) and P-Label (Path-label) for accelerating parent-child relationship processing.
Their method decomposes a twig pattern into several parent-child path queries and
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then merges the results. Their method is not based on holistic join strategy, but it
can efficiently answer path queries with only parent-child relationships.
Based on Dewey labeling scheme, several algorithms are proposed to answer an
XML twig pattern (or an XPath query). XPath-SQL algorithm [77] is proposed to
convert an XPath query to several SQL queries against a relational storage of XML
documents. Table-Join in [65] uses a variant labeling scheme of Dewey (called OR-
DPATH) to answer a twig pattern query by decomposing it to several small binary
relationships. This approach has the problem of large intermediate results. In Chap-
ter 6. of this thesis, we will exploit the nice property of Dewey labeling scheme
and develop a new holistic twig query matching algorithm based on Dewey labeling
scheme.
Although there has been much research on efficient answering XML twig pattern
queries, most of them only focus on unordered twig queries and cannot be applied
on ordered queries. There are only a few methods proposed in the literature for
ordered XML twig query. In particular, Vagena et al. [78] studied the problem of
supporting XPath queries with the order-based axes such as following and preceding.
They propose the single forward axis step to process following-sibling axis. Strictly
speaking, their method is not a holistic approach. This is because when they process
query nodes with parent-child and ancestor-descendant relationships in the first phase
of their algorithm, they do not consider other order -based axis. Therefore, their
method processes query nodes separately and cannot provide the control on the size
of intermediate results. Recently, Vagena et al. [79] also research the support of
positional predicate within XML queries (e.g. query: “bib/book[5]”).














2004 BLAS[16] Table Join[65]
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Figure 2.1: Taxonomy of algorithms based on Containment and Dewey labeling
scheme
based on the containment and Dewey labeling scheme by chronological order. Since
BLAS [16] utilized both Dewey and containment scheme (called D-label and P-label
in their paper). We draw it at the middle of two labeling schemes.
Subsequence matching
Recently, two sequence indexes [68, 81] are proposed to process twig pattern queries.
Their common approach is to represent both XML document and twig queries in
structure-encoded sequences and to perform query evaluation by subsequence match-
ing to avoid joins. In particular, for ViST [81], the sequence is of (symbol, prefix)
pairs, (a1, p1), (a2, p2), ..., (an, pn) where ai represents a node in the XML document
tree, and pi represents the path from the root node to node ai. The nodes a1,a2,...,an
are in preorder. ViST performs subsequence matching on structure-encoded sequences
to find twig patterns in XML documents. Unfortunately, the main drawback of ViST
is that it may produce false alarm. In PRIX [81], it presents XML documents and
queries in Pu¨fer sequences which is more space efficient than ViST. To process queries,
it first checks subsequence matching and then does refinement tests on the matched
sequences to ensure there is no false alarm in the tree. But this refinement test is
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usually very time consuming. Recently, Wang et al.[80] researched the problem of
performance-oriented sequencing that uses certain schema information to maximize
the performance of indexing and querying.
Unlike the holistic approach adopted by this thesis, which strictly needs to scan
the input data once in any case, the approaches based on sub-sequence matching
are not a robust and predictable solution in that it possibly achieves a very good
performance when the query selectivity is very small (as they use B+ tree to skip
elements), but in most cases, they waste time to scan the same data block several
times and thus deteriorate their performance. Recently, Moro et al. [63] made the
comprehensive experiments and compared different twig pattern approaches including
holistic approach and sub-sequence matching. Their results are
“ ... the family of holistic processing methods, which provides performance guar-
antees, is the the most robust alternative ... ”.
Interesting readers may refer to their paper [63] to see the experimental data.
Comparisons of different approaches
All algorithms which will be proposed in this thesis belong to the family of holistic
processing methods. We compare the the family of holistic processing methods with
other possible solutions for XML twig pattern matching as follows.
Intermediate results size The main advantages of holistic methods is the effi-
cient control of intermediate results. Previous binary structural join algorithm
such as [2, 33, 82, 88] may generate large and possibly unnecessarily interme-
diate results. BLAS by Chen et al. [16] decomposes a twig pattern to several
parent-child query paths. It may also output large results that only match the
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individual single query path and do not appear in the final results. In contrast,
the algorithms to be proposed in this thesis provide the guarantee for a large
kind of queries to avoid outputting any useless intermediate results (paths).
One-pass scan of input data The subsequence matching approach [68, 81] is not
a robust and predictable approach, since it may scan the same data several times
and consequently deteriorate the performance. All algorithms to be proposed
in this thesis only need the one-pass scan of all input data.
2.3 Labeling Schemes
There are a rich set of labeling schemes proposed in literatures. The containment
labeling scheme (or called region encoding) is considered as the work of Consens
and Milo [21], who discuss a fragment of PAT text searching operators for indexing
text database. Then Zhang et al. [88] introduced it to XML query processing using
inverted list. Dewey labeling scheme comes from the work of Tatarinov et al. [77]
to represent XML order in the relational data model, and to show how this labeling
scheme can be used to preserve document order during XML query processing. The
focus of their work was on storing and querying ordered XML in a relational database
system, without elaborating on efficient holistic algorithms for matching an XML twig
pattern.
Recently, there are much research work [10, 20, 44, 45, 47, 74, 84, 87, 50] on
labeling schemes for dynamic XML documents. Li et al. [50] proposed to leave some
spaces between two adjacent containment labels to prepare for the future insertion.
Their method can alleviate problems of insertion, but when the spaces is completely
consumed, they have to relabel the document. Thus, their method cannot really solve
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this problem. Generally speaking, the Dewey labeling scheme is more update-friendly
than containment labeling scheme. For example, appending the right-most subtrees
can be done without affecting other nodes. However, if we want to insert a new
tree node that will be between two existing sibling nodes, then relabeling could still
be required. The ORDPATH [65], which is a variant of the Dewey encoding, solves
this problem by dynamically extending the code space at the insertion point so that
no relabeling is required for any type of insertion. The main idea of ORDPATH is
to use only positive, odd integers to label elements in an initial load and even and
negative integers component values are reserved for later insertions into an existing
tree. ORDPATH can avoid relabeling in any case of inserting elements, but the
label length may increase significantly in the worst case. For processing dynamic
documents, Wu et al. [84] proposed the prime-based labeling scheme, their method
only used the prime number to label the document and use the prime property to
determine the ancestor-descendant relationship. The main limitation of this method
is that the computing of prime number is very expensive, and it cannot be used to
label a large XML document.
Recently, Li et al. [48] proposed the Compact Dynamic Binary String (CDBS)
encoding to efficiently process the updates of labeling schemes. The nice property
of CDBS is that CDBS guarantees that element data can be inserted between any
two consecutive CDBS labels with the orders maintain and without re-labeling any
existing codes. Experimental results in [48] show that CDBS encoding can achieve
smaller label size for dynamic XML trees than previous labeling schemes [65, 84].
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2.4 XML Structural Indexes
There has been much research on constructing efficient structural indexes for matching
path or twig queries based on tree or graph structural model.
Milo et al [61] proposed 1-Index to compute simulation and bisimilation sets of
graph to partition data nodes. Dataguide provides concise and accurate structural
summaries of semi-structured databases. Index Fabric [22] is an index over the prefix-
encoding of the paths in an XML data tree. Paths are encoded as strings and inserted
into a special index structure based on Patricia tries. Refined paths are proposed to
avoid multiple index lookups for path queries that do not originate from the docu-
ment root. But 1-index and Index Fabric cannot support twig queries with branches
efficiently.
Kaushik et al [41] propose the use of Forward and Backward bisimilation as a
covering index for XML branch queries. F&B index [41] can be used to answer all
branching path expressions, but the size of F&B index is usually as large as the
original document. So it makes F&B index be infeasible in practice. Then Kaushik
et al. [43] propose A(k) index that is based on the notion of local similarity to provide
a trade-off between index size and query answering power. Recently, He et al. [32]
propose two workload-aware indexes: M(k) and M*(k) , which allows different index
nodes to have different local similarity requirement, providing finer partitioning only
for parts of the data graph targeted by longer path expression. Other example of
approximate structure indexes include APEX [19], D(k) [14] and UD(k,1) [83] indexes.
They provide a trade-off in terms of their sizes and the class of queries supported by
them.
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Tang et al. [76] proposed an XML structural join algorithm, called PSSJ (Partitioned-
based Spatial Structural Join). Their approach partitions elements by the spatial
positions, that is, the start and end value of a containment label in a two dimen-
sional plane. Algorithm PSSJ focuses on the structural join for binary relationships
including A-D and P-C relationships and they did not propose any holistic algorithm
for XML twig pattern matching based on their spatial partition approach.
Kaushik et al. [42] proposed to process XML Path query by using the integration
of structural indexes and inverted lists. They augment the inverted lists with an
indexid. Before structural join, they first use structural indexes to prune some index
ids. In ordered to skip parts of the lists, they add a pointer for each entry to point
to the next entry with the same indexid, called as extent chaining. However, the
problem of extent chaining is that it may use more I/O cost than a linear scan when
the number of lists matching an extent is high. They also propose hybrid scan. But
the worst case for hybrid scan is that the entries in a list matching the selected extent
are spread uniformly apart.
2.5 Summary
The idea of holistic XML twig pattern processing is first proposed in paper [9]. This
thesis follows the line of holistic twig query processing [39, 40]. The main advantage
of holistic approach is to efficiently control the size of intermediate results. Previous
methods are efficient for queries with only ancestor -descendant relationships, but we
will propose a new algorithm, called TwigStackList in Chapter 3, to efficiently control
the size of intermediate results for queries with parent-child relationships. Further-
more, previous holistic twig join algorithms process the queries without considering
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the order condition. But XPath includes the axes such as “following” and “preceding”
to specify the order among document nodes. Our algorithm in Chapter 4 considers
the ordered-based twig query. To the best of our knowledge, this is the first step to
holistically process twig queries with order conditions. Further, in Chapter 5, we are
motivated by the idea of previous research on XML structural indexing and propose
prefix-path data streaming scheme, which can be considered a kind of 1-index [61] on
tree structure data. In addition, previous twig join algorithms only uses containment
labels to process queries, but our research shows that Dewey labeling scheme have
many advantages that the traditional containment labeling scheme cannot achieve.
Thus, we propose a new algorithm based on the extended Dewey labeling scheme in
Chapter 6, which outperforms the previous algorithms by significantly reducing I/O
cost.
Chapter 3
Twig Matching with Parent-Child
Edges
3.1 Introduction
In the past few years, several algorithms [2, 9, 33, 50, 85] are proposed based on the
containment labeling scheme to answer a query twig pattern. In particular, Al-Khalifa
et al. [2] proposed to decompose the twig pattern into many binary relationships, and
then use Tree-merge or Stack -tree algorithms to match the binary relationships, and
finally join together basic matches to get the final results. The main disadvantage of
such a decomposition based approach is that intermediate result sizes can get very
large, even when the input and the final result sizes are much more manageable. To
address the problem, based on the containment labeling scheme, Bruno et al. [9]
propose a holistic twig join algorithm, namely TwigStack. With a chain of linked
stacks to compactly represent partial results of individual query root-to-leaf paths,
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their approach is optimal with respect to output I/O cost among all sequential al-
gorithms that read the entire input for twigs with only ancestor-descendant (A-D)
edges.
The work reported in this chapter is motivated by the following observation: al-
though TwigStack has been proved to be I/O optimal in terms of output sizes for
queries with only A-D edges, their algorithms still cannot control the size of interme-
diate results for queries with parent-child (P-C) edges. To get a better understanding
of this limitation, we experimented with TreeBank dataset which was downloaded
from University of Washington XML repository [64]. We use three twig queries pat-
terns (as shown in Table 3.1), each of which contains at least one P-C edge. TwigStack
operates two steps:
1. a list of intermediate path solutions is output as intermediate results; and
2. the intermediate path solutions in the first step are merge-joined to produce the
final solutions.
Table 3.1 shows the numbers of intermediate path solutions and the merge-joinable
paths among them. An immediate observation from the table is that TwigStack out-
puts many intermediate paths that are not merge-joinable. For all three queries, more
than 95% intermediate paths produced by TwigStack in the first step are “useless”
to final answers. The main reason for such bad performance is that in the first phase
of TwigStack, it assumes that all edges in queries are A-D relationships and therefore
output many useless intermediate results when queries contain P-C relationships.
In this chapter, we propose a new holistic twig join algorithm, which is significantly
more efficient than TwigStack for queries with the presence of P-C edges. The main
technique of TwigStackList is to make use of two data structures: stack and list for
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Query Output paths Useful paths Useless paths
V P [./DT ]//PRP DOLLAR 10663 5 99.9%
S[./JJ ]/NP 70988 10 99.9%
S[.//V P/IN ]//NP 702391 22565 96.8%
Table 3.1: Number of intermediate path solutions produced by TwigStack against
TreeBank data
nodes in query twigs. A chain of linked stacks is used to compactly represent partial
results of individual query root-leaf paths. We look-ahead read some elements in
input data streams which potentially become query answers and buffer limited number
of them in the list. The number of buffered elements in any list is bounded by the
length of the longest path in XML documents.
The contributions of this chapter can be summarized as follows:
• We propose a novel holistic twig join algorithm, namely TwigStackList, based
on the containment labeling scheme. When all edges below branching nodes in
the query pattern are A-D relationships, the I/O cost of our algorithm is equal
to the sum of sizes of the input and the final output. In other words, unlike
previous algorithms, our algorithm can guarantee the I/O optimality even for
queries with P-C relationships below non-branching nodes. This improved result
mainly owe to the look-ahead reading and buffering technique.
• Furthermore, even when there exist P-C relationships below branching nodes,
we show that the intermediate solutions output by TwigStackList are guaranteed
to be subsets of TwigStack.
• We present experimental results on a range of real and synthetic data, and
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query twig patterns. Our experiments validate our analysis results and show
the superiority of TwigStackList over TwigStack.
The rest of this chapter proceeds as follows. We first discuss the previous algorithm
TwigStack and show our intuitive observation in Section 2. The novel algorithm
TwigStackList is presented in Section 3. We report the experimental results in Section
4 and Section 5 concludes this chapter.
3.2 TwigStack and Our Observation
Bruno et al. [9] propose a novel holistic twig join algorithm TwigStack to match
XML twig patterns. When all edges in query patterns are ancestor -descendant (A-
D) relationships, TwigStack ensures that each root-to-leaf intermediate solution is
merge-joinable with at least one solution to each of the other query paths. Thus,
none of those intermediate path solutions is redundant.
TwigStack guarantees that each output element eq (with name q) has a descen-
dant eqi (with name qi) for each qi ∈ children(q). Note that even when the query
edge between qi and q is the P-C relationship, TwigStack only requires that eqi is a
descendant of eq. This “relaxed” condition makes TwigStack to output many useless
intermediate results when query contains P-C edges. To understand this point, let
us see an example. If we evaluate the twig pattern in Figure 3.1(b) on the XML
document in Figure 3.1(a), TwigStack outputs all root-to-leaf path solutions: (a1, b1,
c1), (a1, b1, c2),...,(a1, bn−1, cn), (a1, bn, cn), because a1 has descendants b and d in
the data tree, and each b also has a descendant c. Notice that in this example, there




















Figure 3.1: Illustration to the sub-optimality of TwigStack
by TwigStack can be in the order of O(|D|d) where |D| is the size of the XML tree
and d is the length of the longest path in the tree. Since the size of intermediate path
solutions has a great impact on the performance of holistic twig joins algorithms and
parent-child relationships are very common in XML queries, it is an important chal-
lenge to shrink the size of intermediate path solutions for queries with parent-child
relationships.
The main problem of TwigStack is that it assumes that all edges are ances-
tor -descendant relationships in the first phase and only considers parent-child rela-
tionships in the second merge phase. The level information of nodes, on the other
hand, is not sufficiently exploited in the first phase. A straightforward solution for
this problem is to guarantee that each output element eq has a child eqi for each
qi ∈ children(q) when (qi, q) is the parent-child relationship. Let us see the data
tree of Figure 3.1 again. We can easily modify TwigStack and avoid outputting any
intermediate path involving a1, since we cannot find any child with name d for a1.
Although this straightforward modification is effective for this example of Figure 3.1,
it may encounter a big problem of missing useful results, as illustrated follows.













Figure 3.2: Illustration to the problem of naive extension
of algorithm, we read four elements a1, b1, c1 and d1. Note that (b, d) edge in the
query pattern is the parent-child relationship and element b1 is not the parent of d1.
According to the above straightforward idea, b1 and d1 cannot contribute to any query
answer, since d1 is not a child of b1. But it is wrong! Note that both b1 and d1
can contribute to final results with other elements in the remaining portion of input
streams. Note that the final solutions in this example are (a1, b1, d2, c1) and (a1, bn,
d1, c1).
The above example illustrates that due to our limited “fields of vision” (that is,
we can see only the current accessed element)1, the fact that we cannot find the
proper element to satisfy the parent-child relationship currently does not guarantee
that the corresponding element cannot contribute to final results with elements in the
remaining part of input data streams.
In the following, we propose a new holistic twig matching algorithm to address
this problem. Our new algorithm not only returns all correct solutions but also
1we cannot relax this constraints because of the size of the main memory is limited, we cannot















Figure 3.3: Illustration to the intuition of TwigStackList
produces much less useless intermediate path solutions than TwigStack for queries
with parent-child relationships.
3.3 Twig Join Algorithm
In this section, we present TwigStackList, a new efficient algorithm for finding all
matches of a query twig pattern against an XML document. We start this section
with intuition examples.
3.3.1 Intuitive Examples
As mentioned before, the straightforward extension of TwigStack by naively consid-
ering parent-child relationships may miss some useful solutions. Our new idea is to
buffer limited elements in the main memory to avoid missing useful solutions and
avoid outputting useless elements.
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Example 3.2. Let us consider the query and data tree in Figure 3.2 again (see Figure
3.3 now). At the beginning of algorithm, we scan four elements a1, b1, c1 and d1. Note
that d1 is not a child of b1. At this point, we do not hurryingly determine whether
b1 is a matching element or not, but buffer
2 all elements from b1 to bn to the main
memory (in fact, we store them in a list in our algorithm). Since we finally find that
bn is the parent of d1, we are now sure that (a1, bn, d1, c1) is a real match to the
query. Later on, when we read d2 from the input stream, we scan the in-memory list
and find that b1 is the parent of d2. Therefore, we do not miss the second solution
(a1, b1, c1, d2).
In the above example, astute readers may wonder whether we can buffer d1 in a
list, and read d2 to find the real solution (a1, b1, d2, c1), instead of buffering b1 to
bn as our approach. Our answer is that this idea is not effective in some case. It is
possible that there are many d’s as the children of bn in an XML document such that
we cannot fit all these d ’s in the main memory. In contrast, all elements from b1 to
bn strictly lie in the same path; thus we can guarantee that all of them fit in the
main memory, since the maximal depth of XML documents is usually very limited.
The above example illustrates the property of TwigStackList with regards to in-
serting elements to lists. That is, informally, when two elements ai, bi in data streams
are found to be an A-D pair, but not a P-C pair as specified in the query (e.g. b1, d1
in Example 3.2 is such a pair), we buffer all elements “a” from ai to bi to see whether
the parent of bi is “a”. If yes, then we know that bi satisfy the P-C relationship in the
query, otherwise we guarantee that bi does not contribute to any final answer and we
safely discard bi (note that we cannot also discard ai in such case, as it still possibly
2We guarantee that b1 to bn are fit in the main memory, as they lie in the same path and the
maximal depth of an XML document is usually small.
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contributes to one of final answers). In addition, if ai has more than one path that
needs to be buffered, we do not buffer all of them in the list together. We only buffer
the right-most path, as we will explain in the next section.
In the next sections, we will describe TwigStackList in details, starting with the
notation and data structures in TwigStackList.
3.3.2 Notation and Data Structures
A query twig pattern can be represented with a tree. The self-explaining functions
isRoot(q) and isLeaf(q) examine whether a query node q is a root or a leaf node. The
function children(q) gets all child nodes of q , and PC-Children(q) , AD-Children(q)
returns child nodes which has the parent-child or ancestor-descendant relationship




In the rest of the chapter, “node” refers to a tree node in the query twig pattern (e.g.
node q), while “element” refers to an element in the data set involved in a twig join
(e.g. element e).
There is a data stream Tq associated with each node q in the query twig. We use
Cq to point to the current element in Tq. Function end(Cq) tests whether Cq is at the
end of Tq. We can access the attribute values of Cq by Cq.start, Cq.end, Cq.level. The
cursor can be forwarded to the next element in Tq with the procedure advance(Tq).
Initially, Cq points to the head of Tq.






































(d) Intermediate path solutions
(c) Stack Encoding
(a) Data tree (b) Twig Query
a
Figure 3.4: Illustration to stack encoding
Stacks structure
The use of stacks in our algorithm is similar to that in TwigStack. That is, each data
node in the stack consists of a pair: (positional representation of an element from Tq ,
pointer to an element in Sparent(q) ). The operations over stacks are: empty, pop, push,
topStart, topEnd. The last two operations return the start and end attributes of the
top element in the stack, respectively. At every point during computation: (i) the
elements in stack Sq (from bottom to top) are guaranteed to lie on a root-to-leaf path
in the XML document (ii) the set of stacks contains a compact encoding of partial
and total answers to the query twig pattern, as illustrated below.
Example 3.3. Consider the query and data tree in Figure 3.4(a) and (b). In Fig-
ure 3.4(c), the pointer from element b1 to a2 indicates that a2 is an ancestor of b1,
consequently, all elements below a2 are all ancestors of b1. Figure 3.4(d) shows the
intermediate path solutions encoded in the linked stack of Figure 3.4(c).
The following two properties show the conditions for an element eq (with name q)
to be pushed to and popped from the stack Sq, respectively.
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(1)An element eq is pushed to the stack Sq if and only if for each qi=children(q),
there is an element eqi to be a descendant of eq and each eqi recursively satisfies this
property.
(2) An element eq is popped from the stack Sq in either of the following conditions:
(i) there is a new element e′q that is pushed to stack Sq and eq is not an ancestor of e
′
q;
or (ii) there is a new element e′c, where c is a child query node of q, which is pushed
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Figure 3.5: Illustrate to stack operations
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Example 3.4. Consider the query and data tree in Figure 3.5. We show the stacks
encoding with the varying positions of cursors in data streams in Figure 3.5(a)-(e).
At the beginning (in Fig 3.5(a)), all cursors point to the first nodes a1, b1, c1. Since
a1 is an ancestor of b1 and c1, a1 is inserted to stack Sa in Fig. 3.5(b). Then we
advance stream a to read a2 (as a1 is the smallest node in the current three nodes).
a2 is also pushed to the stack (in Fig. 3.5(c)), since it is also an ancestor of b1 and
c1. Next, b1 and c1 are pushed to stacks and point to a2. At this point, the algorithm
output four intermediate paths (a1, b1), (a2, b1), (a2, c1) and (a1, c1). Next, when a3
is inserted to the stack, a2 is popped out, since a2 is not an ancestor of a3. Finally,
b2 and c2 are pushed to stacks and output another four intermediate paths (a1, b2),
(a3, b2), (a3, c2) and (a1, c2). All these eight intermediate paths are merged to get
the final results to this query.
List properties
For each list Lq, we declare an integer variable say pq, as a cursor to point to an
element in the list Lq. We use Lq.elementAt(pq) to denote the element pointed by pq.
We can access the attribute values of Lq.elementAt(pq) by Lq.elementAt(pq).start,
Lq.elementAt(pq).end and Lq.elementAt(pq).level. At every point during compu-
tation: elements in each list Lq are strictly nested from the first to the end, i.e.
each element is an ancestor of the element following it. The operations over list are
delete(pq) and append(e). The first operation delete Lq.elementAt(pq) in list Lq and
the last operation appends element e at the end of Lq . At every point during com-
putation, the elements in list Lq are guaranteed to lie on a root-to-leaf path in the














Figure 3.6: Illustration to buffering in lists
As mentioned before, when two elements ea and eb (with name a and b respectively)
are found to be an A-D pair, but not a P-C pair as specified in the query. We buffer
all elements with name a from ea to eb into the list La. But if query node a has
more than one child node with P-C relationship and consequently ea has multiple
paths that may be buffered, then we only need to buffer the right-most path, as
illustrated below.
Example 3.5. Consider the query and data in Figure 3.6. Query node a has two
PC-Children b and c. At the beginning, we read three nodes a1, b1 and c1. We only
need to buffer the path from a1 to c1 into the list La (including a1, a4 and a5). We
guarantee that a2 and a3 do not contribute to final answers. This is because if a2 or a3
contributed to final answers, then c1 were not the first element in the stream c. Thus,
only a1, a4 and a5 potentially contribute to final answers and should be buffered.
Next, we show the condition to move an element from the list to the stack. Given
an element eq (with name q) pointed by the cursor in the list Lq, we move eq from Lq
to stack Sq if and only if
(i) for each AD-Children qi of q, there is an element eqi in data such that eqi is a
descendant of eq; and
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Figure 3.7: Illustration to the condition for moving from lists to stacks
(ii) for each PC-Children qj of q, there is an element e
j
q in the list Lq and an
element eqj in data such that eqj is a child of e
j
q, illustrated as follows.
Example 3.6. Consider the query and data in Figure 3.7(a) and (b). Query node
a has two PC-Children b, c and one AD-Children d. At the beginning, we read four
nodes a1, b1, c1 and d1. We buffer two elements a1 and a2 to the list La. At this
point, a1 can be moved from the list La to the stack Sa, because a1 has one descendant
d1; a1 and a2 are the parents of b1 and c1, respectively. In contrast, let us see the
data tree in 3.7(c). We cannot move a1 to stack, because b1 cannot find the parent in
the list La. Note that, at this point, we cannot guarantee that a1 is a useless element
to final solutions, since there is a possibility that a1 has a child named b behind b1.
But we may safely discard b1 in Figure 3.7(c) which is guaranteed to not contribute
to final solutions, since the parent of b is e1, not a.
3.3.3 TwigStackList
Algorithm TwigStackList, which computes answers to a query twig pattern, is pre-
sented in Algorithm 2. This algorithm operates in two phases. In the first phase (line
1–16), it repeatedly calls the getNext algorithm (see Algorithm 1) with the query
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root as the parameter to get the next node for processing. We output solutions to
individual query root-to-leaf paths in this phase. In the second phase (line 17), these
solutions are merge-joined to compute the answer to the whole query twig pattern.
Next we first explain the getNext algorithm and then presents the main algorithm
in details.
getNext algorithm
getNext(q) is a procedure called in the main algorithm of TwigStackList. It returns
a node eq with three properties:
(i) eq has a descendant eqi in each of Tqi stream for qi ∈ children(q); each eqi
recursively satisfies the three properties (this property is checked in Line 8-9);
(ii) if q is not a branching node in the query twig (i.e. q has only one child qi)
and (q, qi) is the parent-child relationship, then element eq has a child eqi in Tqi; in
addition eqi recursively satisfies the three properties (this property is checked in Line
12);
(iii)3 if q is a branching node, for all qi ∈ PC-Children(q), there is an element
eqi in each Tqi such that there exists an element e
i
q(with tag name q) in the path
from eq to eqmax such that e
i
q is the parent of eqi, where eqmax has the maximal start
attribute in all eqi ; and each eqi recursively satisfies the three properties (this property
is checked in Line 12).
In the main algorithm of TwigStackList, for each node q returned from getNext(root),
we push the current element in stream q to stack and advance the stream q to read
the next element. In other words, when q is returned from getNext(root), we have
3In fact, Property (ii) is a special case of Property (iii). We distinguish it from Property (iii) for
explaining the optimality of TwigStackList later on.
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Algorithm 1 getNext(q)
Input: q is a query node
Output: a new query node which may or may not be q
1: if isLeaf(q) then return q
2: for each qi in children(q) do
3: gi = getNext(qi)
4: if (gi 6= qi) return gi
5: end for
6: getStart(nmax) = max{getStart(ni)|ni ∈ children(q)}
7: getStart(nmin) = min{getStart(ni)|ni ∈ children(q)}
8: while ( getEnd(q) < getStart(nmax)) do proceed(q)
9: if ( getStart(q) > getStart(nmin)) then return nmin
10: MoveStreamToList(q,nmax)
11: for each qi in PC-Children(q)
12: if (there is an element eiq in list Lq such that e
i
q is the parent of getElement(qi))
then
13: if (qi is the only child of q) then
14: move the cursor pq of list Lq to point to e
i










1: if ¬empty(Lq) then return Lq.elementAt(pq) else return Cq
Procedure getStart(q)
1: return the start attribute of getElement(q)
Procedure getEnd(q)
1: return the end attribute of getElement(q)
Procedure MoveStreamToList(q, nmax)
1: while Cq.start < getStart(nmax) do






1: if empty(Lq) then advance(Tq)
2: else Lq.delete(pq)













Figure 3.8: Examples to illustrate the necessary for the relaxation in Property (iii)
made a decision about whether current(q) should be output as an intermediate re-
sult. Note that it is possible that current(q) does not contribute to final answers,
but it is output as an intermediate result (called sub-optimal). Let us see the above
three properties again to understand the reason. In Property (i), when all edges
are ancestor-descendant relationships, this property guarantees that current(q) con-
tributes to final answers. So the queries with only ancestor-descendant edges are
guaranteed to be processed optimally here. In Property (ii), when the non-branching
edge (q,qi) is the parent-child relationship, we guarantee that eqi is a child of eq,
and thus non-branching parent-child edge also can be processed optimally. Finally,
consider Property (iii). When branching edges are parent-child edges, this property
does not require that eq has a child eqi for each qi ∈ children(q) (as the naively idea
mentioned before), but it requires that each current(qi) has the corresponding parent
eiq in the same path. So this “relaxed” requirement cannot guarantee the algorithm
to be optimal when queries contains parent-child relationships in branching edges.
Note that, this relaxation is necessary and unavoidable, because of the limited main
memory size, as illustrated below.
Example 3.7. Let us consider Figure 3.8. At the beginning, when a1,b1 and c1 are
read, c1 is not a child of a1. In order to accurately determine whether a1 has a child
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with name c, we have to buffer all elements from c1 to cn in the main memory until
we find cn+1. Since the maximal fan-out of XML documents may be very large, it
is unreasonable to assume that all elements from c1 to cn fit in the main memory.
Therefore, in the above property (iii), we relax our condition and only require c1
has the parent with name a, which may not be a1. Although this relaxed condition
may output some useless intermediate elements in some cases, it guarantees that our
algorithm correctly return all answers by using a small main memory.
Next we go though the getNext algorithm. At line 2-5, in Algorithm getNext, we
recursively invoke getNext for each qi ∈ children(q). If any returned node gi is not
equal to qi, we immediately return gi (line 4) ( that means, qi cannot satisfy the three
properties of getNext algorithm), otherwise, we will try to locate a child of q which
satisfies the above three properties. Line 6 and 7 get the max and min elements for
the current head elements in lists or streams, respectively. Line 8 skips elements that
do not contribute to results. If no common ancestor for all Cqi is found, line 9 returns
the child node with the smallest start value, i.e. nmin .
In Line 10, we look-ahead read some elements in the stream Tq and cache elements
that are ancestors of Cqmax into the list Lq. This step guarantees that all elements
in the same list have ancestor -descendants relationships, because all of them are
ancestors of Cqmax. Whenever any element qi cannot find its parent in list Lq for
qi ∈ children(q), algorithm getNext returns node qi (in line 17). In addition, if we
find that more than one element cannot find its appropriate parent, Line 17 randomly
return one of them.
In procedure getElement(q), if the list Lq is not empty, we return the element
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Figure 3.9: Example data and queries
in procedure proceed(q), if Lq is not empty, we delete the current element pointed by
pq and then move pq to point to the first one (not the next one, because pq possibly
points to the tail of Lq), otherwise we advance Tq to read the next element.
Main Algorithm
Algorithm 2 shows the main algorithm of TwigStackList. It repeatedly calls getNext(root)
to get the next node q to process, as follows.
First of all, line 2 calls getNext algorithm to identify the node qact to be processed.
Line 4 and 7 remove partial answers from the stacks of parent(qact) and qact that
cannot be extended to total answer. If q is not a leaf node, we push element Cq into
Sq (line 8); otherwise (line 10), all path solution involving Cq can be output. Note
that path solutions should be output in root-leaf order so that they can be easily
merged together to form final twig matches (line 17).
Compared to the previous algorithm TwigStack, the benefit of the new algorithm
TwigStackList can be illustrated with the following two examples.
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Algorithm 2 TwigStackList
1: while ¬end() do
2: qact = getNext(root)
3: if (¬isRoot(qact)) then
4: cleanParentStack(qact,getStart(qact))
5: end if
6: if (isRoot(qact) ∨¬empty(Sparent(qact))) then
7: clearSelfStack(qact,getEnd(qact))
8: moveToStack (qact,Sqact,pointertotop(Sparent(qact)))










1: return ∀qi ∈ subtreeNodes(q) : isLeaf(qi)
∧
end(Cqi)
Procedure moveToStack(q, Sq, p)















Example 3.8. Consider the query twig pattern Q1 in Fig 3.9(a) and Doc1 in Fig
3.9 (b). Initially, we read a1, b1, c1, d1 and e1. The first call of getNext(a) in
TwigStack returns node a, but the first call of getNext(a) in TwigStackList returns
node c, since TwigStackList insert c1, c2 to lists and find that c2 has a child d1, but has
no parent with name b. So in Line 17 of getNext, c is returned. As a result, unlike
TwigStack, TwigStackList does not output the intermediate path (a1, e1), which does
not contribute to any final answers. 2
Example 3.9. Consider Q2 in Fig 3.9(c) and Doc2 in Fig 3.9 (d). Initially, we
scan elements a1, b1 and d1. getNext(a) returns node a in both TwigStack and
TwigStackList. After this, (a1,b1) is output as intermediate results in both TwigStack
and TwigStackList. Subsequently, we read a2, b2 and d1. In TwigStack, getNext(a)=a
again. But in TwigStackList, getNext(a)=b, since the parent of b2 is not a. Thus,
unlike TwigStack, TwigStackList does not output the intermediate result (a2, d1) and
the following (a2, d2), which do not contribute to any final answers. 2
Example 3.8 illustrates that, in TwigStackList, when query twig patterns contain
only ancestor-descendant relationships below branching nodes, each solution to each
individual query root-leaf path is guaranteed to be merge-joinable with at least one
solution to each of the other root-leaf paths. On the other hand, Example 3.9 il-
lustrates that even if there exist parent-child relationships in edges below branching
nodes, TwigStackList is still superior to TwigStack in that it output less useless inter-
mediate path solutions. In the next section, we will develop theorems to prove these
two results.
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3.3.4 Analysis of TwigStackList
In this section, we discuss the correctness of Algorithm TwigStackList, and then we
analyze its complexity. Finally, we compare TwigStackList with TwigStack in terms
of the size of intermediate results.
Definition 3.3.1. (head element eq) In TwigStackList, for each node q in the query
twig pattern, if the list Lq is not empty, then we say that the element indicated by
the cursor pq of Lq is the head element of q, denoted by eq. Otherwise, we say that
the first element in the stream Tq is the head element of q.
Definition 3.3.2. (child and descendant extension) We say that a node q has the
child and descendant extension if the following three properties hold:
(1) for each qi ∈ AD-Children(q), there is an element eqi (with element name qi)
which is a descendant of eq, and;
(2) for each qi ∈ PC-Children(q), there is an element e
i
q (with element name q)
in the path from eq to eqmax such that e
i
q is the parent of eqi , where eqmax has the
maximal start attribute value for all head elements of child nodes of q; and
(3) each of children of q has the child and descendant extension.
The above definition is important for the following lemma.
Lemma 3.1. Suppose that for an arbitrary node q in the twig query, we have getNext(q) =
qN . Then the following properties hold:
• qN has the child and descendant extension.
• Either (a) q = qN or (b) parent(qN ) does not have the child and descendant





























Figure 3.10: Illustration to the proof of Lemma 3
Lemma 3.2. Suppose getNext(q) = qN returns a query node qN (qN 6= q) in the
line 17 of Algorithm getNext. If the stack is empty, then the head element does not
contribute to any final solutions.
Proof: Suppose that on the contrary, there is a solution using the head element.
In line 10 of algorithm getNext, we insert all elements with the name parent(qN )
which are in the path from eparent(qN ) to eqmax into the list Lparent(qN ). According to
line 12, the parent of eqN is not in Lparent(qN ). Using our hypothesis, we know that
parent(eqN ) also participate in the final solution. But using Lemma 3.1, we see that
this is a contradiction, since the start attribute of parent(eqN ) is less than that of
eparent(qN ) and the stack Sparent(qN ) is empty. 2
Lemma 3.3. At every point during computation of Algorithm TwigStackList: ele-
ments in each stack Sq are strictly nested, i.e. each element is a descendant of the
element below it.
Proof: This lemma is obvious in the previous Algorithm TwigStack. But since
algorithm TwigStackList may change the cursor of the list, this lemma is not trivial. In
TwigStackList, we can insert elements into the stack only in Procedure moveToStack.
There are four cases for relationship between the new element enew to be pushed into
stack and the existing top element etop in stack(see Figure 3.10).
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Case(i): Since etop.end < enew.end, the element etop will be popped in Procedure
cleanSelfStack . So this case is impossible.
Case(ii): In this case, enew will be added into the stack safely.
Case(iii): Similar to case (i), since etop.end < enew.end, the element etop will be
popped. We also ensure that etop cannot participate in final answers any longer.
Case(iv): This case is impossible. Because, in algorithm TwigStackList, we can change
the cursor of a list only in line 14 of getNext. The new element indicated by the cursor
is guaranteed to be a descendant of the previous one.
Therefore, this lemma holds in all cases. 2
Lemma 3.4. In TwigStackList, any element that is popped from the stack Sq does
not participate in any new solution any more.
Proof: Any element is popped from stack Sq in either Procedure cleanParentStack
or cleanSelfStack. In the following, we prove the correctness of the lemma in these
two cases respectively.
• In cleanParentStack, suppose on the contrary, there is a new solution involving
the popped element epop. According to line 1 of cleanParentStack, epop.end <
actStart, where actStart is the start attribute of the head element of parent(q)
(i.e. eparent(q) ). Using the containment property, epop cannot be contained by
any element in the path from the root to eparent(q) and after eparent(q), which is a
contradiction.
• In cleanSelfStack, using the containment property, we see that cleanSelfStack
pops elements that are descendants of eq , where eq is the head element of node
q. The popped element does not participate in new answers any more. This is
because, at this point, q has only one child with parent-child relationship. Thus,
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the start value of any child of epop is less than that of the head element of node
child(q). Thus, there is no element that is a child of epop in the remaining
portion of the stream Tchild(q). Therefore, epop does not participate in any new
solutions. 2
Theorem 3.5. Given a query twig pattern Q and an XML database D, Algorithm
TwigStackList correctly returns all answers for Q on D.
Proof: Using Lemma 3.2, we know that when getNext returns a query node
q in the line 17, if the stack Sparent(q) is empty, then the head element eq does not
contribute to any final solutions. Thus, any element in the ancestors of q that use
eq in the descendant and child extension is returned by getNext before eq . By using
Lemma 3.3 and Lemma 3.4, we can maintain, for each node q in the query, the
elements that involve in the root-leaf path solution in the stack Sq. Finally, each time
that q = getNext(root) is a leaf node, we output all solutions that use eq. 2
While correctness holds for query twig patterns with both A-D and P-C relation-
ships in any edges, we can prove the optimality only for two cases: (1) there are
only A-D relationships in all edges; or (2) there is P-C relationships to connect the
non-branching node and its single child node. These two cases correspond to the
Property (i) and (ii) in getNext function. When there are P-C relationships below
branching nodes, as mentioned before, Property (iii) is a relaxed condition, so we
cannot guarantee the optimality of TwigStackList in such case.
Theorem 3.6. Consider a query twig pattern with n nodes, and there are only
ancestor-descendant relationships below branching nodes (in other words, this pat-
tern may have parent-child relationships below non-branching nodes), and an XML
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database D. The worst-case I/O complexities of TwigStackList is equal to the sum
of sizes of the input data and the output list. 2
Since the worst-case size of any stack and list in TwigStackList is equal to the
maximal length of the root-leaf path in the XML database, we have the following
results about the space complexity of TwigStackList.
Theorem 3.7. Consider a query twig pattern with n nodes and an XML database D.
The worst-case space complexity of algorithm TwigStackList is equal to 2n times the
maximal length of a root-leaf path in D. 2
3.4 Experimental Evaluation
In this section we present experimental results on the performance of the twig pat-
tern matching algorithms, namely TwigStackList and TwigStack, with both real and
synthetic data. We evaluated the performance of these algorithms using the following
metrics. (1) Number of partial solutions This metric measures the total number
of partial path solutions, which reflects the ability of algorithms TwigStackList and
TwigStack to control the size of intermediate results for different kinds of query twig
patterns, and (2) Running time The running time of an algorithm is obtained by
averaging the running times of several consecutive runs.
3.4.1 Experimental Setting
We implemented all algorithms in JDK 1.4. All our experiments were performed on
1.7GHz Pentium 4 processor with 768MB RAM running on windows XP system. We
used the following four real-world and synthetic data sets for our experiments:
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TreeBank We obtained the TreeBank data set from the University of Washington
XML repository [64]. The document in the TreeBank is deep and has many
recursions of element names. The data set has the maximal depth 36 and more
than 2.4 million nodes.
DTD data set In order to test the performance of algorithms on highly and less
recursive data trees respectively, we used the following simple DTD to create
data sets: a → bc | cb | d; c → a; where a and c are non-terminals and b and
d are terminals. We generated about 114M bytes raw XML data according to
this DTD. The maximal depth of each data tree varied from 3-30.
Random We generated random data trees using two parameters: fan-out, depth.
The fan-out of nodes in data trees varied in the range of 2-100. The depths of
data trees varied from 10-100. We use seven different labels, namely: A1,A2,...,A7,
to generate the data sets. The node labels were uniformly distributed.
XMark We obtained the XMark data set from the XML Benchmark Project [70].
The size of data set is 115M bytes with factor 1.0, which is a parameter defined
by XMark generator and used to specify the size of a generated document.
3.4.2 TwigStackList Vs TwigStack
We compared algorithm TwigStackList against TwigStack with different twig pattern
queries over above three data sets.
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TreeBank
We first used the queries shown in Table 3.2 over the real-world Treebank data.
These queries have different twig structures and different distribution of ancestor-
descendant (A-D) and parent-child (P-C) edges. In particular, all edges in Q1 are
A-D relationships. All branching edges in Q2,Q3 are A-D, but the non-branching
edges are P-C edges. Further, Q4 contains both P-C and A-D edges in branching
edges. Finally, Q5, Q6 contains only P-C relationships in all edges. We choose these




Q2 S/V P//PP [.//NP/V BN ]/IN
Q3 S[.//V P/IN ]//NP
Q4 V P [./DT ]//PRP DOLLAR
Q5 S/V P/PP [./NP/V BN ]/IN
Q6 S[./JJ ]/NP
Table 3.2: Queries over TreeBank data
Figure 3.11 shows the execution time of queries for two algorithms and Table 3.3
Queries TwigStack Path TwigStackList Path Reduction percentage Useful Path
Q1 35 35 0% 35
Q2 25892 4612 82% 4612
Q3 702391 22565 96.8% 22565
Q4 10663 11 99.9% 5
Q5 2957 143 95% 92
Q6 70988 30 99.9% 10
Table 3.3: Number of intermediate path solutions produced by TwigStack and
TwigStackList for TreeBank data
57
shows the number of partial solutions, where the last column is the number of merge-
joinable path that can contribute to at least one final answer, and the computing
formula in the fourth column as follows:
Reduction percentage =
(# of TwigStack Path)− (# of TwigStackList Path)
# of TwigStack Path
From the table and figure, we have several observations and conclusions:
• When the query twig pattern contains only ancestor-descendent edges, both
TwigStackList and TwigStack are I/O optimal in that each of path solutions
can contribute to final answers(see Q1 in Table 3.3). Thus, in this case, both
algorithms have very similar performance( see Q1 in Fig 3.11).
• When all edges below branching nodes contain only ancestor-descendant rela-
tionships, TwigStackList is still I/O optimal, but TwigStack has not the nice
property. For example, see Q2 in Table 3.3. The numbers of intermediate path
solution in TwigStack is 25892, while Algorithm TwigStackList produces only
4612 solutions. Considering the number of merge-joinable path is also 4612,
each of path solutions in TwigStackList contributes to final answers.
• When edges below branching nodes contain parent-child relationships, both
TwigStackList and TwigStack are suboptimal (see Q4,Q5,Q6 in Table 3.3). But
in this case, we observed that the number of intermediate paths produced by
TwigStackList is usually significantly less than that by TwigStack. For example,
in queries Q4 and Q6, TwigStack produced 10663 and 70988 intermediate paths,
while TwigStackList only produce 11 and 30 solutions. About 99% partial solu-


























Figure 3.11: Execution time of TwigStack and TwigStackList against TreeBank data
of TwigStack is considerably slower than that of TwigStackList for these queries.
In summary, Algorithm TwigStackList have similar performance with TwigStack
when all query edges are ancestor -descendant relationships, but it performs better













































Fraction of tag d relative to tag b and c
TwigStack
TwigStackList
(a)Execution time (b) Number of path solutions
Figure 3.12: TwigStack vs. TwigStackList for query a[.//c]//b/d on DTD data
We then used the query a[.//c]//b/d over different synthetically generated data












































Fraction of tag d relative to tag b and c
TwigStack
TwigStackList
(a)Execution time (b) Number of path solutions
Figure 3.13: TwigStack vs. TwigStackList for query a[./c][./d]/b on DTD data
According to the DTD rules “a → bc|cb|d” and “c → a”, since b is a terminal and
has not any child nodes, clearly, there is no answer for this query in the data set.
So any path solution does not contribute to final answers. We varied the size of tag
d relative to the size of the sum of tag b and c from 10% to 90% . We generated
nine data sets and each of them has about 1 million nodes. Figure 3.12(a) and (b)
show the execution time of TwigStack and TwigStackList and the number of partial
path solutions each algorithm produces. The consistent gap between TwigStack and
TwigStackList results from the fact that the optimality of the latter allows the presence
of parent-child relationships in edges below non-branching nodes, but the former does
not. As seen in Figure 3.12(b), the number of solutions produced by TwigStack is
very large, but TwigStackList does not produce any intermediate solutions at all!
We issued the second XPath query a[./c][/d]/b over the previous nine data sets.
As before, there is no match for the query in data sets. But the main difference
with the previous experiment is that TwigStackList is also not optimal in the second
case (since there are P-C relationships below the branching node a). Therefore, both
TwigStack and TwigStackList output some intermediate path solutions that do not
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Queries TwigStack Path TwigStackList Path Reduction percentage Useful Path
Q1 9048 4354 52% 2077
Q2 1098 467 57% 100
Q3 25901 14476 44% 14476
Q4 32875 16775 49% 16775
Q5 3896 1320 66% 566
Table 3.4: Number of intermediate path solutions produced by TwigStack and
TwigStackList for random data
contribute to the final answers. Figure 3.13(a) shows the execution time and Figure
3.13(b) shows the number of partial solutions for two algorithms. We can see that
even in the presence of parent-child relationship below the branch node, TwigStackList
is again more efficient than TwigStack.
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(a) Queries over random data (b) Execution time
Figure 3.14: Queries and performance on random data
We used random data set to compare TwigStack and TwigStackList. In particular,
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we generate random XML documents consisting of seven different labels, namely:
A1,A2,...,A7. The random data set has about 1 million nodes, and the average depth
is 50 and the average fan-out is 4. Thus, this is a very deep and thin data set.
We issued five twig queries shown in Figure 3.14(a), which have more complex twig
structures than that of the queries in the previous experiments. The experimental
results, including the execution time and the number of partial solutions are shown
in Fig 3.14(b) and Table 3.4 respectively. From the figure and table, we see that for
all queries, TwigStackList is again more efficient than TwigStack.
XMark
Finally, we used the queries shown in Table 3.5 over the synthetic XMark data. These
queries have different twig structures and different distribution of ancestor-descendant
(A-D) and parent-child (P-C) edges. Figure 3.15 shows the execution time of queries
for two algorithms and Table 3.5 shows the number of partial solutions, where the
last column is the number of merge-joinable path that can contribute to at least
one final answer. We see that for all tested queries, both algorithms have almost
the same performance. This is because XMark is a shallow and less recursive data
set and the sub-optimality of TwigStack is not fully demonstrated here. Generally
speaking, TwigStackList achieves the similar performance with TwigStack for shallow
and regular data set (such as XMark), but it is significantly better than TwigStack
for deep and recursive data set (such as TreeBank).
62
Query XPath TwigStack TwigStackList Useful Path
Q1 text[./bold]/keyword 71956 71956 71956
Q2 description[.//text]/partilist 65940 65940 65940
Q3 text[./bold][./keyword]/emph 71522 71522 71522
































Figure 3.15: Execution time on XMark
3.5 Summary
In this chapter, we have proposed an enhanced holistic twig pattern matching al-
gorithm TwigStackList. Unlike the previous Algorithm TwigStack [9], our approach
takes into account the level information of elements and consequently output much
less intermediate paths for query twig patterns with parent-child edges. We have
analytically shown that when all edges below branching nodes in the query pattern
are ancestor-descendant relationships, the I/O cost of TwigStackList is only equal to
the sum of sizes of the input and the final output. In other words, TwigStackList
identifies a larger query class to guarantee the I/O optimality than TwigStack, which
only guarantee the optimality for queries with entirely ancestor-descendant relation-
ships. Experimental results showed that our method achieves the similar performance
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with TwigStack for queries with only ancestor -descendant relationships, but is much
more efficient than TwigStack for queries with parent-child relationships, especially
for deep data sets with complicated recursive structure.
Chapter 4
Ordered Twig Pattern Matching
4.1 Introduction
In Chapter 3, we have proposed a new algorithm to efficient answer XML twig pattern
with parent-child edges. Note that XPath defines four order-based axes: following-
sibling, preceding-sibling, following, preceding. For example, the XPath:
“//book/text/following-sibling::chapter”
is an ordered pattern, which finds all chapter in the data set that are following siblings
of text which should be a child of book. TwigStackList in chapter 3 cannot handle such
query, since it does not consider the order of match elements. In this thesis, we call
a twig query where the order of matching elements satisfies the order of query nodes
as an ordered twig query and denote a twig query that does not consider the order of
matching elements as an unordered twig query.
In this chapter, we research how to efficiently evaluate an ordered twig query.
To handle an ordered twig query, naively, we can use the existing holistic algorithm
to output the intermediate path solutions for each individual root-leaf query path,
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and then we merge path solutions to guarantee that the final solutions satisfy the
order predicates of elements. Although existing algorithms are applied, such a post-
processing approach has a serious disadvantage: many intermediate results may not
contribute to final answers. Motivated by the success in efficient processing unordered
twig queries holistically in Chapter 3, we present here a novel holistic algorithm for
ordered twig queries. The contributions of this chapter can be summarized as follows:
• We develop a new algorithm, called OrderedTJ, for holistic ordered twig pattern
processing. In OrderedTJ, an element contributes to final results only if the
order of its children accords with the order of corresponding query nodes.
• If we call edges between branching nodes and their children as branching edges
and denote the branching edge connecting to the n’th child as the n’th branching
edge, we analytically demonstrate that when the ordered query contains only
ancestor -descendant relationship from the second branching edge, OrderedTJ
is I/O optimal among all sequential algorithms that read the entire input. In
other words, the optimality of OrderedTJ allows the existence of parent-child
edges in non-branching edges and the first branching edge.
• Our experimental results show that the effectiveness, scalability and efficiency
of our holistic twig algorithms for ordered twig pattern.
The remainder of this chapter is organized as follows. Section 4.2 presents the
definition of ordered twig pattern. The novel ordered twig join algorithm is described
in Section 4.3. Section 4.4 is dedicated to our experimental results. Finally, we close
this chapter by conclusion in Section 4.5.
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4.2 Ordered Twig Pattern
Given an ordered twig pattern Q and an XML database D, a match of Q in D is
identified by a mapping from the nodes in Q to the elements in D, such that: (i) the
query node name predicates are satisfied by the corresponding database elements; and
(ii) the parent-child and ancestor-descendant relationships between query nodes are
satisfied by the corresponding database elements; and (iii) the order of query sibling
nodes are satisfied by the corresponding database elements. In particular, based on the
containment labeling scheme, given any query node q and its right-sibling r (if any),
their corresponding elements, say eq and er, must satisfy that eq.end<er.start. In
other words, we do not allow eq to be an ancestor of er. The answers to query Q with
n nodes can be represented as a list of n-ary tuples, where each tuple (eq1 ,eq2,...,eqn)
consists of the database elements that identify a distinct match of Q in D.
Figure 4.1(a-c) show three example ordered twig patterns based on the data tree
of Fig 4.1 (d). For each branching node, we used a symbol “<” in a box to mark its
all children ordered. For example, the query solution for Q2 is only (book1, chpater2,
title2, ”related work”, section3 ). Note that if Q2 were an unordered query, then there
are two more answers to involve in section1, section2.
4.3 Holistic Algorithm for Ordered Twig Query
4.3.1 Algorithm
In this section, we present OrderedTJ, a novel holistic algorithm for finding all matches
of an ordered twig pattern against an XML document. OrderedTJ makes the exten-





































Figure 4.1: Example ordered twig query and an XML tree
intuition in this extension is that besides the parent-child and ancestor-descendant
relationships, we also need to check the order condition among elements before we
push any element into stacks. Next, We will use examples to intuitively show the main
difference between OrderedTJ and TwigStackList, and then introduce data structures
and notations to be used by OrderedTJ, followed by the presentation of the algorithm.
Intuitive examples
Consider the queries and documents in Figure 4.2. In order to answer the unordered
query of Fig 4.2(b) on the data of Fig 4.2(c), TwigStackList buffers a1, a2 to the list and
finds a match (a2, b1, c1). In contrast, consider the ordered query of Fig 4.2(a). (a2,
b1, c1) is not a solution, since the order of c1 and b1 does not match the ordered query.
In our algorithm OrderedTJ, before we push a1, a2 to the stack, we first check whether
their children are in order. In this case, c1 and b1 is in the wrong order. Thus, we do










(c) Data(b) unordered query(a) ordered query
for OrderedTJ
Figure 4.2: Intuitive example to illustrate OrderedTJ
without the order consideration. This example shows that unlike TwigStackList which
inserts elements to stack by only checking P-C and A-D relationships, OrderedTJ
should additionally check the order condition among elements.
Our second observation is that OrderedTJ can guarantee the optimality in some
(not all) cases when TwigStackList can not, as illustrated below.
Consider the document in Figure 4.3(c) and the query in Figure 4.3(b). When
TwigStackList read a1, b1 and c1, it inserts a1 and a2 to the list and find that a2
is the parent of b1. TwigStackList outputs one useless path (a1, c1), because of the
possibility that a1 has a child b following b1. In contrast, OrderedTJ does not output
such useless path, because when OrderedTJ reads a1, b1 and c1, it finds that c1, b1
do not satisfy the order condition and simply discard c1. This observation shows a
somewhat surprising fact that when we take the order into the account, we can indeed
enlarge the optimal query class.
Next, before we present the OrderedTJ algorithm in details, we will first present

















Figure 4.3: Intuitive example to illustrate OrderedTJ
Notation and data structures
Most of notation and data structures used in OrderedTJ are the same as that in
TwigStackList. The only exception is that we add the function rightSibling(n) to
return the right sibling node of n (if any). TwigStackList does not have this notation,
since it does not distinguish the right and left sibling nodes.
For the convenience of readers, we briefly discuss the main notation and struc-
tures used in TwigStackList and OrderedTJ again. The function PC-Children(n),
AD-Children(n) return child nodes which has parent-child or ancestor-descendant
relationships with n, respectively. There is a data stream Tn associated with each
node n in the query twig. We use Cn to point to the current element in Tn. We
can access the values of Cn by Cn.start, Cn.end and Cn.level. The cursor can be
forwarded to the next element in Tn with the procedure advance(Tn). Initially, Cn
points to the first element of Tn. Our algorithm will use two types of data structures:
list and stack. Given a query, we associate a list Ln and a stack Sn for each node.
At every point during computation: the nodes in stack Sn (from the bottom to top)
are guaranteed to lie on a root-leaf path in the database. Similarly, at every point
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during computation, elements in each list Ln are strictly nested from the first to the
end, i.e. each element is an ancestor or parent of that following it. For each list
Ln, we declare an integer variable, say pn, as a cursor to point to an element in Ln.
Initially, pn =0 , which points to the first element of Ln.
Algorithm: OrderedTJ
Algorithm OrderedTJ, which computes answers to an ordered query twig, operates in
two phases. In the first phase (line 1-12), the individual query root-leaf paths are
output. In the second phase (line 13), these solutions are merged-joined to compute
the answers to the whole query. Next, we first explain getNext algorithm which is a
core function and then presents the main algorithm in details.
getNext(n) is a procedure called in the main algorithm of OrderedTJ. It identifies
the next stream to be processed and advanced. The checking of ancestor -descendant
(in line 6-10) and parent-child relationships (in line 18-26) is the same as that in
TwigStackList. The important steps are in line 12-16, where we check the order
condition for document elements. In particular, Line 12 sorts the current elements
according to their start label. Line 14 returns the smallest elements (according to
their start values) which violates the query order. In Line 15, we also check their end
label. This is because when we say that element a precedes b, we do not allow that
a is an ancestor of b. In Line 15, if getEnd(n′i−1) > getStart(n
′
i), this means that
the current element in stream n′i−1 is an ancestor of that in stream n
′
i ( note that
getStart(n′i−1) > getStart(n
′
i) by line 12). So we return n
′
i, which shows that the
current elements do not satisfy the order condition.
Now we discuss the main algorithm of OrderedTJ. First of all, Line 2 calls getNext
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Algorithm 3 OrderedTJ
1: while ¬end() do
2: qact = getNext(root)






















1: if ((getEnd(n)<top(Srightsibling(n),start) then












1: if isLeaf(n) then return n
2: for all ni in children(n) do
3: gi = getNext(ni)
4: if (gi 6= ni) return ni
5: end for
6: getStart(nmax) = max{getStart(ni)|ni ∈ children(n)}
7: getStart(nmin) = min{getStart(ni)|ni ∈ children(n)}
8: while ( getEnd(n) < getStart(nmax)) proceed(n)
9: if (getStart(n) > getStart(nmin)) then
10: return nmin
11: end if






13: for all i = 1 to k do
14: if (n′i 6= ni) return n
′
i







18: for all ni in PC Children(n) do
19: if (there is an element e′i in list Ln such that e
′
i is the parent of Cni ) then
20: if (ni is the first child of n) then










1: if ¬empty(Lq) then return Lq.elementAt(pq) else return Cq
Procedure getStart(n)
1: return the start attribute of getElement(n)
Procedure getEnd(n)
1: return the end attribute of getElement(n)
Procedure MoveStreamToList(n, g)
1: while Cn.start < getStart(g) do






algorithm to identify the next element to be processed. Line 3-4 removes partial
answers that cannot be extended to total answer from the stack. In Line 6, when
we insert a new element to stack, we need to check whether it has a proper right
sibling. This step is used to guarantee each element that is inserted to stack satisfies
the order condition. Obviously, TwigStackList does not require such check. Finally, if
n is a leaf node, we output the whole path solution in line 8, otherwise we read the
next element in the stream Tq or list Lq.
In summary, compared to TwigStackList in Chapter 3, the main extension of Or-
deredTJ is to additionally check the order condition among document elements (in
Line 6 of Algorithm 3 and Line 12-16 of Algorithm 4).
Example 4.1. Consider the ordered query and data tree in Fig 4.1 (b) and (d) again.
First of all, the five cursors are (book1, chapter1, title1,“related work”, section1). Af-
ter two calls of getNext(book), the cursors are forwarded to (book1, chapter2, title2,
“related work”, section1). At this point, TwigStackList directly pushes book to stack
and outputs path solution (book1, section1). But in OrderedTJ, since section1.start=
8<chapter2.end =17, we return section (in line 15 of getNext) and forward to sec-
tion2. Similarly, section2.start=15<chapter2.end =17. We forward to section3.
Then section3.start =22 > chapter2.end =17. The following steps push book1 to
stack and output path solutions. Finally, in the second phase of main algorithm, two
path solutions are merged to form one final answer. 2
Example 4.2. Consider an ordered query with the root a, which has two children b
and c (in order), and a data tree consisting of a1, with children (in order) b1,c1 and
b2. After the first call of getNext(a), a1 is pushed to stack and paths (a1,b1) and
(a1,c1) are output. Then we read b2. In line 1 of Function moveStreamToStack, we
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check b2.end>c1.start and avoid outputting (a1,b2). Thus, OrderedTJ does not output
any useless intermediate result. 2
4.3.2 Analysis of OrderedTJ
In the section, we show the correctness of OrderedTJ and analyze its efficiency.
Definition 4.3.1. (head element en) In OrderedTJ, for each node in the ordered
query, if the List Ln is not empty, then we say that the element indicated by the
cursor pn of Ln is the head element of n, denoted by en. Otherwise, we say that
element Cn in the stream Tn is the head element of n.
Lemma 4.1. In Procedure moveStreamToStack, any element e that is inserted to
stack Sn satisfies the order requirement of the query. That is, if n has a right-sibling
node n′ in query, then there is an element en′ in stream Tn′ such that en′.start >en.end.
Proof: The correctness of this lemma is guarantied by Line 14 and 15 of getNext
algorithm. In Line 14, we show that all start values of ni are sorted, then in Line
15 we show that they strictly satisfy the preceding and following relationship (i.e. not
ancestor-descendant relationship). Therefore, Line 14 and 15 guarantee all elements
that are pushed to stack satisfy the order requirement of the query. 2
Lemma 4.2. In OrderedTJ, (i) when any element e is inserted to stack, it satisfies
the order condition of the query and; (ii) when any element e is popped from stack ,
e is guaranteed not to participate a new solution any longer.
Proof: For each element e that is inserted to stack, OrderedTJ checks the order
condition in Line 1 of Procedure moveStreamToStack. Furthermore, when any element
eq is popped from stack Sq in Procedure cleanStack. We guarantee that the popped
element eq does not participate in new answers any more. This is because, at this
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point, q has only one child with parent-child relationship. Thus, the start value of
any child of eq is less than that of the head element of node child(q). Thus, there
is no element that is a child of eq in the remaining portion of the stream Tchild(q).
Therefore, eq does not participate in any new solutions. 2
Theorem 4.3. Given an ordered twig pattern Q and an XML database D. Algorithm
OrderedTJ correctly returns all answer for Q on D.
Proof: When getNext returns a query node n in the line 27 of getNext, if the
stack is empty, then the head element en does not contribute to any final solutions.
Thus, any element in the ancestors of n that use en in the solutions is returned by
getNext before en. By using lemma 4.1, we guarantee that each element in stack
satisfies the order requirement in the query. Further. By using lemma 4.2, we can
maintain that, for each node n in the query, the elements that involve in the root-leaf
path solution in the stack Sn. Finally, each time that n=getNext(root) is a leaf node,
we output all solution for en (line 8 of the main algorithm OrderedTJ). 2
Now we analyze the optimality of OrderedTJ. Recall that the unordered twig
join algorithm TwigStackList is optimal for query with only ancestor-descendant in
branching edges, but our OrderedTJ can identify a little larger optimal class than
TwigStackList for ordered query. In the beginning of this section, we have given an
intuitive example for this result. Next we show the theorem and proof.
Theorem 4.4. Consider an XML database D and an ordered twig query Q with only
ancestor-descendant relationships from the second branching edge. The worst case
I/O complexity of OrdereTJ is equal to the sum of the sizes of input and output lists.
The worst-case main memory space complexity of this algorithm is that the number
of nodes in Q times two times the length of the longest path in D.
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Proof: The key point of this theorem is to show that unlike TwigStackList, Or-
deredTJ can guarantee the optimality when queries contain the parent-child (P-C)
relationship in the first branching edge. Assume that (p,q) is the first branching P-C
edge, our purpose is to prove that each output intermediate path (ep,eq) contributes to
final solution. In OrderedTJ, for ∀c ∈ children(p), the current element ec definitely
follows eq, since q is the first child of p. Then eq has already all descendants ec for
∀c ∈ children(p), otherwise eq already were discarded. Since eq also has the child ep,
eq satisfies its own subtree query. Considering the recursive property of getNext in
OrderedTJ, we guarantee that (ep,eq) contributes to final solutions.
Similar to TwigStackList, the main memory space complexity can be proved by




We implemented three ordered twig join algorithms: straightforwardTwigStack (for
short STW), straightforwardTwigStackList (STWL) and OrderedTJ. The first two
algorithms use the straightforward post-processing approach. By post-processing,
we mean that the query is first matched as an unordered twig (by TwigStack [9]
and TwigStackList in Chapter 3, respectively) and then we merge all intermediate
path solutions to get the answers for an ordered twig. We use JDK 1.4 with the
file system as a simple storage engine. All experiments were run on a 1.7G Pentium
IV processor with 768MB of main memory and 2GB quota of disk space, running
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(a)XMark (b) TreeBank (c) Varying XMark size
Figure 4.5: Execution time for different data set
well-known benchmark data: XMark. The size of file is 115M bytes with factor 1.0.
The second is a real dataset: TreeBank[7]. The deep recursive structure of this data
set makes this an interesting case for our experiments. The file size is 82M bytes
with 2.4 million nodes. For each data set, we tested three XML twig queries (see
Fig 4.1). These queries have different structures and combinations of parent-child
and ancestor-descendant edges. We choose these queries to give the comprehensive
comparisons of algorithms.
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Table 4.1: The number of intermediate path solutions
Query Dataset STW STWL OrderedTJ Useful solutions
Q1 XMark 71956 71956 44382 44382
Q2 XMark 65940 65940 10679 10679
Q3 XMark 71522 71522 23959 23959
Q4 TreeBank 2237 1502 381 302
Q5 TreeBank 92705 92705 83635 79941
Q6 TreeBank 10663 11 5 5
4.4.2 Results Analysis
Figure 4.5(a) and (b) show the experimental results on execution time. An immedi-
ate observation from the figures is that OrderedTJ is more efficient than STW and
STWL for all queries. This can be easily explained that OrderedTJ outputs much
less intermediate results. Table 4.1 shows the number of intermediate path solutions
output by three algorithms. The last column shows the number of path solutions
that contribute to final solutions. For example, STW and STWL could output 500%
more intermediate results than OrderedTJ (see XMark Q2).
We tested queries XMark Q2 for scalability. We use XMark factor 1(115MB),
2(232MB), 3(349M) and 4(465M). As we can see in Fig 4.5(c), OrderedTJ scales
linearly with the size of the database. With the increase of data size, the benefit of
OrderedTJ over STW and STWL correspondingly increases.
As explained in Section 4.3, when there is any parent-child relationship in the n’th
branching edges (n≥2), OrderedTJ is not optimal. But even in this case, OrderedTJ
performs much better than STW and STWL. As shown in Treebank Q1,Q2 of Table
4.1, none of algorithms is optimal. The sub-optimality is evident from the observation
that the number of intermediate results produced by each algorithm is larger than
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the useful solutions. OrderedTJ outperforms STW and STWL by outputting much
less intermediate results.
Summary of experiments
According to the experimental results, we draw two conclusions. First, the holistic
join algorithm, OrderedTJ, proposed in this chapter could be used to evaluate ordered
twig pattern because it has obvious performance advantage over the straightforward
approach: STW and STWL. Second, OrderedTJ guarantees the I/O optimality for a
large query class.
4.5 Summary
In this chapter, we have proposed a new holistic twig join algorithm, called OrderedTJ,
for processing ordered twig query. Although the idea of holistic twig join has been
proposed in unordered twig join, applying it for ordered twig matching is nontrivial.
To the best of our knowledge, OrderedTJ is the first algorithm for holistically pro-
cessing ordered twig queries. By maintaining stacks and lists structures to compare
the order and parent-child relationships of elements, OrderedTJ can control the or-
der while guaranteeing the optimality of algorithm. Experimental results showed the
effectiveness, scalability, and efficiency of OrderedTJ.
Chapter 5
Twig Matching on Different Data
Streaming Schemes
5.1 Introduction
In Chapter 3 and 4, we have proposed two holistic algorithms for efficiently answering
unordered and ordered twig queries. An important assumption in these two methods
is that an XML document is clustered into element streams1 which group all elements
with the same tag name together and assign each element a containment label. We
call this data partition method as Tag Streaming in the rest of the thesis. In
recent years, there have been considerable amount of research on XML indexing
techniques [14, 32, 43, 61] to speed up queries upon XML documents. In general,
these XML indexes can be regarded as summary of XML source documents and
thus has much smaller sizes compared to the original source. From another point
1Note that the term “stream” in this thesis has the different meaning as data “stream” used in
telecommunications to describe a sequence of data packets to transmit or receive information. Here
a stream is a list of data which are accessed by a sequential scan.
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of view, XML structural indexing can also be viewed as methods to partition XML
documents for query processing. Interestingly, Tag Streaming used in TwigStackList
and OrderedTJ can be regarded as a simple XML data partition technique which
groups all elements with the same tag together. Up to now, very little research has
been done on performing holistic twig matching on XML documents partitioned by
other data partition techniques than Tag Streaming. Furthermore, little is known
about if more sophisticated data partition techniques may allow optimally processing
for other classes of twig pattern. In view of the terminology used in the original
holistic pattern matching paper [8, 9], we call the combination of XML indexing
methods as XML streaming schemes.
In this chapter, we demonstrate that in general a more “sophisticated” (we will
give a formal definition in later sections) XML streaming scheme has the following
two advantages over Tag Streaming used in TwigStackList and OrderedTJ: (1) reducing
the amount of input I/O cost; and (2) reducing the sizes of redundant intermediate
results.
The main contributions of our work in this chapter are:
• By studying in detail two XML streaming schemes: (1) a new Tag+Level
scheme, which partitions elements according to their tags and levels; (2) Pre-
fix Path Streaming (PPS), which partitions elements according the label path
from the root to the element, we show rigourously the impact of choosing XML
streaming schemes on optimality of processing different classes of XML twig
patterns.
• We develop a holistic twig join algorithm GeneralTwigStackList which works
correctly on both Tag+level and PPS XML streaming schemes. Applied on the
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Tag+Level scheme, the algorithm can process queries with only A-D relationship
in branching edges (called A-D branching query) or with only P-C relationship
in all edges (called P-C only query). Applied on the PPS scheme, the algorithm
can process A-D branching query, P-C only query and query with only one
branching node (called 1-branching query). Figure 5.1 illustrates the optimal
classes for different streaming schemes.
• Through experiments we study the tradeoff between the increase in overhead
to manage more element streams and the reduction in both input I/O cost and
intermediate result sizes caused by various XML streaming schemes.
The remaining parts of this chapter are organized as follows: Section 2 introduces
three streaming schemes. Section 3 describes how to prune away irrelevant streams for
a twig pattern. Section 4 explains in detail the properties of these streaming schemes
used in twig pattern matching. Section 5 shows a new general algorithm which can
be used in different streaming schemes. Finally, Section 6 makes the comprehensive
experimental comparison and Section 7 concludes this chapter.
5.2 Tag+Level Streaming and PPS
In this section, we formally introduce various streaming techniques used in this chap-
ter and notations about XML streams.
Tag Streaming In this scheme, we cluster elements to streams according to their
name alone (see Figure 5.2).
Tag+Level Streaming The level of an element in an XML document tree is equal
to the number of nodes from the root to the element. A Tag+Level stream
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GeneralTwigStackList on PPS: Circle I and II and III
I :  P−C only











Optimal query classes for different algorithms:
GeneralTwigStackList on Tag : Class II
GeneralTwigStackList on Tag+Level: Class I and II















































































Figure 5.3: Example of Tag+Level and PPS Streaming scheme
contains all elements in the document tree with the same tag and level. Any
Tag+Level stream can be uniquely identified by the common tag and level of
elements (See Figure 5.3).
We use the notation T nM to denote the stream for Tag M and the Level n. For
example, a stream T 2A contains all elements of Tag A and located in Level 2.
Prefix-Path Streaming (PPS) The prefix-path of an element in an XML docu-
ment tree is the path from the document root to the element. A prefix-path
stream (PPS) contains all elements in the document with the same prefix-path,
ordered by their start value of the containment label.
A PPS stream T can be uniquely identified by its path, which is the common
prefix-path of its elements. For example, a stream TABA contains all elements
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of tag A and of prefix-path ABA.
Independent of the concrete XML streaming schemes applied, we generally call a
stream in class q if it contains partial or all elements with the tag name q.
Identical to the notion of refinement [61] in XML structural indexes, we call a
streaming scheme α is a refinement of streaming scheme β, if one stream in scheme β
is separately into more than one stream in scheme α. It can be proven that Tag+Level
streaming is a refinement over Tag Streaming and PPS Streaming is a refinement of
both Tag and Tag + Level streaming.
5.2.1 Notions of XML Streams Related to Twig Pattern Match-
ing
We first define the following notions of ancestor/descendant streams and parent/child
streams.
Under Tag+Level streaming, a stream T1 is an ancestor stream of stream T2 if the
level of T1 is larger than that of T2. T2 is called the descendant stream of T1. T1 is the
parent stream of the level if T1 is equal to that of T2 plus 1. T2 is T1’s child stream.
Likewise under PPS streaming, a PPS stream T1 is an ancestor stream of PPS
stream T2 if path(T1) is a prefix of path(T2). T1 is the parent stream of T2 if label(T1)
is a prefix of path(T2) and path(T2) has one more tag than path(T2).
Given a P-C or A-D edge <q1, q2> for which q1 is the parent node in a twig pat-
tern Q, two streams T1 of class q1 and T2 of class q2 are said to satisfy the structural
relationship of edge <q1, q2>: (1) under Tag Streaming, the two streams automati-
cally qualify, since query node q1 is already the parent of q2; and (2) under Tag+Level
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Streaming or PPS Streaming, if <q1, q2> is a P-C edge, then T1 is the parent stream
of T2 ; otherwise ( <q1, q2> is an A-D edge), T1 is an ancestor stream of T2.
Intuitively, two streams are said to satisfy an edge if there exist two elements, one
from each stream, that satisfy the P-C and A-D edge relationship. Finally we have
the following definition which will be frequently used later on.
Definition 5.2.1. (Solution streams) The Solution Streams of a stream T of class q
for q’s child edge < q, qi > in a twig pattern Q, denoted as soln(T, qi), are the streams
of class qi which satisfy the structural relationship of edge < q, qi > with T . 2
5.3 Pruning XML Streams in Various Streaming
Schemes
Since Tag+Level and Prefix-Path streaming scheme have provided the information
about elements’ tags, levels and paths respectively, we can prune away streams that
apparently contain no match to a twig pattern. The technique used in stream pruning
for Tag+Level and PPS schemes are very similar.
The following recursive formula helps us determine the useful streams for evaluat-
ing a twig pattern Q using the two streaming schemes. For a stream T of class q, we
define UT to be the set of all descendant streams of T (including T ) which are useful










{T} if none of Yqi is ∅;




















Figure 5.4: Two queries for tag+level streaming
The base case is simple because if q is a leaf node, any stream of class q must
contain matches to the trivial single-node pattern Qq. As for the recursive relation-
ship, note that for a stream T of class q to be useful to the sub-twig Qq, for every
child node qi of q, there should exist some non-empty set UTc which are useful to the
sub-twig Qqi AND the structural relationship of T and Tc satisfies the edge between
q and qi. In the end, the set UTr contains all the useful streams to a query pattern Q,
where Tr is a stream of class root(Q). Notice that the above recursive relationship
can be easily turned into an efficient algorithm using standard dynamic programming
without the redundant re-computation.
Example 5.1. For the XML document in Fig.5.4(a) under Tag+Level streaming there










D : {d1, d2, d3}
and T 4C :{c1, c2}. For the twig pattern query in Fig.5.4(b), T
2
E is obviously a useless
stream, since there are no E node in the query.
Firstly, we have UT 3
D
is {T 3D}, UT 4C is {T
4
C} (since B,C are leaf nodes), UT 2B is
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∅, since child(B)=C, soln(T 2B,C)={T
3
C}, and there is no T
3
C stream. Next, UT 3B is
{T 3B, T
4
C} and UT 1A is ∅, since there is no T
2















B}, UT 3D = {T
3
D} and UT 3B =
{T 3B, T
4
















So the final useful streams are UT 2
A





Given a twig pattern query Q and a set of streams under some streaming schemes,
we say those streams after pruning as useful streams. It is obvious that we only need
to search useful streams for matches and from now on all the streams mentioned in
the remainder of this chapter are assumed to be useful.
5.4 Theoretical Foundation for Twig Pattern Match-
ing
With the help of more sophisticated streaming schemes, in this section we show that
a large class of twig patterns can be processed optimally.
5.4.1 Intuition for the Benefit of Refined Streaming Scheme
Based on the simple cursor-element-access-only XML streaming model, we have to
decide if the current element pointed by the cursor is in a match to a given twig pattern
before we can move to the next element in the stream. However, the difficulty to devise
efficient XML twig pattern matching method lies in the fact that we can not determine
only from the current elements of various streams if any current element is in a match
to a given twig pattern. Instead, the current elements of some streams may form a
match to a given twig pattern with the remaining portions of other streams. However,
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Figure 5.6: Tag+Level Streaming for files in Fig. 5.5 (a) and (b)
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since we can not see the “future” element in streams, any premature declaration saying
such current elements are indeed in some matches can result in misjudgement and in
consequence useless intermediate output.
Example 5.2. Suppose we evaluate the pattern A[./B]/C on the XML document
in Fig. 5.5(a). Element a1 is in match < a1, b1, cn+1 >. However, under the tag
streaming scheme, with stream cursor positions shown in Fig. 5.5(a), we can not tell
from the current elements (i.e. a1, b1, c1 ) that a1 is indeed in a match. We observe
that under Tag Streaming, the XML document in Fig. 5.5(b) can not be distinguished
from the XML document in Fig. 5.5(a) because they have exactly the same set of
streams and corresponding current elements. However, in Fig. 5.5(b), a1 is not in
any match. Consequently, for the document in Fig. 5.5(a) we have to scan and stored
all the elements in the stream TC until cn+1 before we are certain that a1 is in a match.
By doing so, we cannot guarantee that all elements fit in the main memory and may
incur frequent disk access2.
If we use Tag+Level streaming (Fig. 5.6(a)) for the document in Fig. 5.5(a), the
above problem does not arise anymore because now we have two matches < a1, b1,
cn+1 > and < a2, b2, c1 >, which consists of only current elements of their respective
streams. Therefore a1 is confirmed to contribute to one of final solutions. Note that
the documents in Fig. 5.5(a) and (b) now can be distinguished by Tag+Level streaming
and we can determine for sure that a1 is not in any match using Fig. 5.6(b). 2
In the next subsection, we will define three kinds of elements to differentiate
current elements for efficient process of twig queries based on different streaming
schemes.
2Note that, even by the look-ahead technique, TwigStackList also cannot guarantee the optimality
for the query A[./B]/C.
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5.4.2 Classifying the Current Elements Pointed by Cursors
We classify the current elements of useful streams to the following three types with
respect to a twig pattern Q:
1. (Current-match element) Element e is called a current-matching element if e
participate in a real match to Q with only current elements.
2. (Current-useless element) Element e is called a current-useless element if e
cannot participate in a real match to the query with only current or future
elements.
3. (Current-blocked element) Otherwise e is a current-blocked element.
Informally, we can think a current-blocked element as an element that cannot be
determined whether it is a useful element or not from the current elements. Note
that a current-useless element may not be useless to all final solutions, because it
may participate in a solution involving in some previous elements. Informally, we
also can consider current-useless elements as possible-previous-match elements and
consider current-blocked elements as possible-future-match elements. Next, we use
the following example to illustrate the above three definitions.
Example 5.3. Under Tag+Level Streaming, for the XML file in Fig.5.7(a), and query
in Fig.5.7(b), suppose no stream cursor has moved, we have the types for current
elements as follows.
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Figure 5.7: Illustration to three types of current elements
Stream Current Element Type
T 1A a1 current-match
T 2A a2 current-useless
T 3B b1 current-blocked
T 2B b2 current-match
T 3C c1 current-blocked
T 2C c2 current-match
For an optimal twig pattern matching algorithm, it should never happen that all
current elements are current-blocked because in such a situation we can not advance
any stream without outputting elements which cannot be accurately decided about
whether the current element is in a real match. Next, we show an example where all
current elements are current-blocked. In other words, it is possible to output useless
intermediate path in such example.
Example 5.4. Under Tag+Level Streaming, for the XML file in Fig.5.8(a), and query


















Figure 5.8: Illustration to all current-blocked case based on Tag+Level
Stream Current Element Type
T 1A a1 current-blocked
T 2A a2 current-blocked
T 3B b1 current-blocked
T 2B b2 current-blocked
T 4C c1 current-blocked
T 3D d1 current-blocked
All elements are current-blocked. 2
Next, we show how to decide the types of current elements. We first show the
base cases for the binary relationships, including A-D and P-C relationship.
Given two streams TA and TD, assume that (A, D) is a A-D relationship in query
and TD is a solution stream of TA. There are four cases for the position of the current























case (i) case (ii) case (iii)
Figure 5.9: Four possible cases for a query “A//D”
Given two streams TP and TC , assume that (P , C) is a P-C relationship in query
and TC is a solution stream of TP . There are five cases for the position of the current
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Figure 5.10: Five possible cases for a query “P/C”
The above two figures show all possible types of current elements for binary re-
lationships (including P-C and A-D). Next we use a bottom-up algorithm to classify
all current elements for a twig pattern query Q.
Given the current element eq with type (name) q from a useful stream Tq with
respective to Q, then
1. if q is a query leaf node, assume that p is the parent of q in Q,
95
(1.1) if there is a stream Tp, of which Tq is a solution stream, such that eq is a
binary current-match element with respect to Tp, then eq is labeled as a current-
possible-match element now, which indicates that eq is possibly a current-match
element.
(1.2) otherwise, if there is a stream Tp, of which Tq is a solution stream, such
that eq is a binary current-blocked element with respect to Tp, then eq is a
current-blocked element.
(1.3) finally, eq is a current-useless element.
2. if q is not a leaf node, then for each child c of q (<q, c> may be P-C or A-D
relationship),
(2.1) if there is a stream Tc, which is a solution stream of Tq, such that eq is a
current-matching element and ec is a current-possible-match element, then if q
is the root, eq is a current-matching element and update all current elements of
the useful descendant streams in set UTq (See definition of UTq in Section 5.3) to
current-matching elements, otherwise eq is labeled as a current-possible-match
element.
(2.2) otherwise if there is a stream Tc, which is a solution stream of Tq, such that
eq is a binary current-matching or current-blocked element with respect to Tc,
then eq is a current-blocked element. Further, update all current-possible-match
elements of streams in UTq to current-blocked elements .
(2.3)Finally, eq is labeled as a current-useless element. Further, update all
current-possible-match elements of streams in UTq to current-useless elements.
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Example 5.5. We use Fig.5.7 to illustrate how to classify the current elements ac-
cording to the above algorithm. Firstly, according to case (iii) in Figure 5.10, b1
and c1 are current-blocked elements. Consequently, a2 is a current-useless element.
According to case (i) in Figure 5.10 and the above condition (1.1), b2 and c2 are
current-possibly-match elements. Then by the condition (2.1), since a is the root
node in query, a1, b2 and c2 are current-match elements.
It is important to note that, in our twig join algorithm (which will be presented
in Section 5.5), we do not need to identify the types for all current elements. We
use a lazy-identification technique in that once we find any current-useless or current-
matching element, then we directly process this element and advance to read the next
element in this data stream.
5.4.3 Properties of Different Streaming Techniques
Before we introduce our new holistic twig join algorithm, we first discuss the properties
of different streaming techniques. Figure 5.8 shows that it is possible that all current
elements are blocked for a given query and document. Now we prove that for a certain
class of twig pattern query, a particular streaming scheme can prevent the situation
whereby all current elements are blocked. In other words, based on such particular
streaming scheme, we can design a holistic algorithm to guarantee its optimality for
this certain class of query. We first introduce an auxiliary lemma.
Lemma 5.1. Given two streaming schemes α and β, suppose α is a refinement of β.
Suppose we have a set of streams in β being further partitioned under α, we have
(1) A current-matching element in β is also a current-matching element in α.
(2) A current-useless element in β is also a current-useless element in α.
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It is easy to find example to prove that the opposite direction in each of the two
conclusions in the lemma is not true.
Lemma 5.2. Under Tag Streaming, for an A-D only query Q, there always exists a
stream Tq such that the current element in Tq is either a current-match or current-
useless element for Q.
Proof. We use induction on the sub-queries of Q.
(Base case) Suppose a node q in Q which is the parent of leaf nodes q1, q2, . . . , qn
and Tq has not ended. Note that if any stream Tqi has ended, current(Tq) is a useless
element for Qq and we are done. Otherwise all streams Tq1, . . . , Tqn do not end and
it is obvious that each sub-twig Qqi for i from 1 to n has a real match. There are the
following cases:
(1) If current(Tq).end < current(Tqi).start for some qi, then current(Tq) is a
useless element for Qq.
(2) Else if current(Tq).start > current(Tqi).start for some qi, then current(Tqi)
is a matching element for Qq.
(3) Otherwise current(Tq) is an ancestor of current(Tqi) for each qi, and current(Tq)
is a matching element for Qq.
Note that in the base case we can find either a current-useless or current-matching
element with respect to (w.r.t) Qq.
(Induction) Suppose a node q in Q has child nodes q1, . . . , qn, by the induction
hypothesis, if there is a node qi for which current(Tqi) is not a matching element for
Qqi, we must find either a useless element for Qqi (which is also a useless element
for Qq) under the above case 1. or a matching element for a sub-twig of Qqi but
not in possible match to Qqi (which is also a matching element for Qq) under case
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2. and thus done. Otherwise each current(Tqi) is a matching element for Qqi, we
proceed with the same argument (with the three cases) in the base case. Note that
the induction step ends when q is the root of Q and in such case current(Tq) is a
matching element.
Lemma 5.3. Under Tag+Level streaming, for an A-D only or P-C only query Q,
there always exists a stream T such that the current element e in T is either a current-
useless or current-matching element.
Proof. According to Lemma 5.1, for an A-D only twig pattern, the above statement
is true.
Given a P-C only query Q with n nodes, we can partition the streams into a few
groups each of which has n streams and contains possible matches to Q. For example,






C form a group for the query A[./D]/B/C in Figure 5.4.
Notice that it is impossible that two elements from streams of different groups can be
in the same match. For each group of n streams, we can perform the same analysis
as in the proof of Lemma 5.2 to find out either a current-useless or current-matching
element for Q.
Lemma 5.4. Under Prefix-Path streaming, for an A-D only or P-C only and one-
branching-node only queries, there always exists a stream T such that the current
element e in T is either a current-useless or current-match element.
Proof. According to Lemma 5.1, for an A-D or P-C only twig pattern, the above
statement is true. For only one-branching-node queries, we first prove the special
case where the root node is also the branching node. Suppose the PPS stream Tmin
is the one whose current element has the smallest start value among all streams.
99
1. Tmin is of class q where q is not the root of Q and L is the path of Tmin. Suppose
ql is a leaf node of Q and a descendant of q. Suppose T
min
ql
is a stream of class ql
having path L′ with the following properties: (1) L′ = L+L′′ and the string L′′
matches the path query Qq (2) T
min
ql
has the current element with the minimum
start value among all streams of class ql. Now if current(Tmin) is not an ancestor
of current(Tminql ), then current(Tmin) is a useless element and we have done.
Otherwise take any stream Tm of class qm where qm is a node between q and ql
and having a path which is prefix of L′ and for which L is a prefix. If for any
such Tm, current(Tm).end < current(T
min
ql
).start then current(Tm) is a useless
element; otherwise current(Tmin) is a matching element.
2. Tmin is of class q where q is the root of Q. We can consider the leaf nodes for
each branching-node of Q and repeat the same argument as (1).
Finally, in the case where the branch node is not the root node, we can reduce it
to the first case.
Interested readers may wonder if there is a streaming scheme whereby the all
blocked situation never occurs, we point out that at least the costly FB−BiSimulation
scheme [41] is able to do that because the scheme is so refined that paper [41] shows
that from the label (i.e. index node) of each stream, FB − BiSimulation can tell if
all elements in the stream are in a match or not.
As the final point of this section, astute reader may wonder how to explain the
optimality for the algorithm TwigStackList proposed in Chapter 3, which is based on
Tag Streaming scheme but has the larger optimality class than that defined in Lemma
5.2. In fact, TwigStackList guarantees the optimality for some (not all) cases where













Figure 5.11: Illustration to the optimality for TwigStackList in all-current-blocked
cases
Example 5.6. See the query and data in Figure 5.11. Let us consider the TwigStack-
List algorithm based on Tag Streaming scheme. At the beginning, all current elements
are a1, b1, c1 and d1. According to the case (i) in Figure 5.10, d1 and c1 are current-
blocked elements and consequently a1, b1 are also current-blocked elements. In such
all-current-blocked case, TwigStackList buffers c1, c2 in the main memory and finds a
real match (a1, b1, c2, d1). This all-current-blocked case is “conquered” in TwigStack-
List by using the look-ahead technique.
The above example demonstrates that the look-ahead technique can solve the
problem for all-current-blocked cases when P-C relationships occur in only non-
branching edges. Unfortunately, this technique is not effective to conquer other sub-
optimality cases caused by all-current-blocked. The main reason is the limited main
memory size so that we cannot buffer too many elements in the main memory ( See
Example 3.7 in Chapter 3 for more explanation ). Next, we will demonstrate a new
algorithm, called GeneralTwigStackList, which not only can be applied on different
streaming schemes, but also use the look-ahead technique to enlarge the optimality
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query class identified by the above lemmas in this section.
5.5 Twig Join Algorithm
In this section, we describe a twig pattern matching method GeneralTwigStackList
applicable to any streaming schemes discussed so far. Our method can work correctly
for all twig patterns and meanwhile they are also optimal for certain classes of twig
patterns depending on the streaming scheme used.
5.5.1 Main Data Structures
There are two important components in our twig pattern matching algorithm, namely:
(1) a stream management system to control the advancing of various streams and; (2)
a temporary storage system to store partial matching status and output intermediate
paths.
The role of the temporary storage system can be summarized as follows: it only
keeps elements from streams which are in possible matches with elements which are
still in the streams. The elements in the temporary storage system has dual roles:
(1) they will be part of intermediate outputs (2) when a new element e with tag E
is found to be in a possible match to sub-twig QE of twig pattern Q, we can know if
e is in a possible match to Q by checking if e has a parent or ancestor element p in
the temporary storage which is a possible match to QP where P is the parent node
of E in Q. Similar to TwigStackList, we associate each node q in a twig pattern with
a stack Sq and a list Lq. At any time during computation, all elements in a stack
are located on the same path in source XML documents. The property is ensured
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through the following push operation: when we push a new element e with tag E into
its stack SE , all the elements in the stack which are not ancestor of e will be pop out.
Similar to TwigStackList, the purpose of lists is to buffer elements in the same path
to main memory to help the determination on whether current elements contribute
to final answers.
As for the stream management system, depending on different streaming schemes,
each node q is associated with all useful streams of class q. Each stream has the
following operations: cur(T ) returns the current element of stream T pointed by the
cursor; advance(T ) moves the stream cursor to the next element.
5.5.2 Algorithm: GeneralTwigStackList
Overview
The flow of our algorithm GeneralTwigStackList is similar to that of TwigStackList. In
each iteration, an element e is selected by the stream management system from the
remaining portions of streams. To avoid useless intermediate output, we always try
to select a current-match or current-useless element unless all current elements are
current-blocked. When all elements are current-blocked, we select one of the current
elements in the stream of class root of the query. This element is then used to update
the contents of stacks associated with each query node in the twig pattern. The detail
of updating process will be discussed shortly. During the update, partial matching
paths will be outputted as intermediate results. The above process ends when all
streams corresponding to leaf query nodes end. After that, the lists of intermediate
result paths will be merged to produce final results.
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Algorithm 5 GeneralTwigStackList
1: Prune-Streams(Q) //See Section 5.4
2: while ¬end(root) do
3: q = getNext(root);
4: Tmin = the stream with the smallest start value among all getStart(Tn), n belong to
class q
5: pop out elements in Sq and Sparent(q) which are not ancestor of getElement(Tmin)
6: if (isRoot(q) ∨ existParAnc(current(Tmin),q)) then
7: push getElement(Tmin) into stack Sq








1: return true if all streams associated with leaf nodes of Qq end;
2: Otherwise return false;
Function: existParAnc (Element e, Node q)
1: return true if e has a parent or ancestor element in stack Sparent(q) depending on edge
< parent(q), q >)
Procedure getElement(Tq)
1: if ¬empty(Lq) then
2: return Lq.elementAt(pq)
3: else return Cq
Procedure getStart(Tq)
1: return the start attribute of getElement(Tq)
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Algorithm 6 getNext(q)
1: if isLeaf(q) then
2: return q
3: end if
4: for for i = 1 to n do
5: qx =getNext(qi) //q1,. . .,qn are children of q




10: for each stream T jq of class q do
11: for i = 1 to n do
12: Tminqi = min(soln(T
j
q ,qi)); //See Definition 5.2.1 for soln
13: end for
14: Tmax = max({T
min
q1
,. . .,Tminqn });
15: while current(T jq ).getEnd() < current(Tmax).getStart() do
16: T jq .advance();
17: end while
18: end for
19: Tminq = min(streams(q))











25: for all qi in PC Children(q) do
26: if (∃ e′i in any list Lq for class q such that e
′
i is the parent of getElement(q) ) then
27: if (qi is the only child of q) then








34: return qc where T
min
child is of class qc
Procedure MoveStreamToList(q, Tmax)
1: while Cq.start < getStart(Tmax) do





Function: min(a set of streams)
1: return the stream with the smallest start value in the set
Function: max(a set of streams)
1: return the stream with the largest start value in the set
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Algorithm Details
We divide our algorithm into two parts. One is about the stream management system
(Algorithm 5) and the other is for the temporary storage system(Algorithm 6).
The stream management system of GeneralTwigStackList, in each iteration, dis-
cards useless elements and selects a current element e of tag E from the remaining
portions of streams with the following two properties:
1. e is in a possible match to QE but not in a possible match to QP where P is
the parent of E in Q. (Notice that e can be either a current-matching element
or a current-blocked element but not a current-useless one.)
2. e is the element with the smallest start among all non-useless current elements
of tag E ′ where E ′ is a node in the sub-twig QE .
The first property guarantees that the element e is at least in a possible match
to QE . Equally importantly, a parent/ancestor element in a match is always selected
before its child/descendant by the property. The second property is important to
ensure that the space used our temporary storage system is bounded as we will
explain in the next section.
Before studying in detail how the stream management system works, let us first
look at the temporary storage system in Algorithm 5. After the element e with tag
E is selected (line 3) , we first pop out elements in SE and Sparent(E) whose end value
is smaller than e.start (line 5) as they are guaranteed to have no more matches as we
will prove shortly. In line 6, we check in our temporary storage system if there is an
element in stack SP which is parent or ancestor of the selected element e (depending
on edge < P,E >) where P is the parent node of E. If there is such an element, e is
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then pushed into SE (line 7) and if E is a leaf node, a number of intermediate paths
containing e as the leaf element are output (line 9); otherwise e is discarded.
Now we study how the stream management system works. The function call
getNext(root) (Algorithm 6) plays the role of selecting an element from the remain-
ing portions of the streams with the two aforementioned properties. It works re-
cursively: (1) For the base case where q is a leaf node in Q, it just returns q (line
1-2). (2) Suppose q has children q1,q2,. . .,qn, we first call getNext(q1),. . . ,getNext(qn)
(line 5). If any of the recursive call does not return qi, we have found the element
because it satisfies the above two properties mentioned w.r.t Qqi and is not in a pos-
sible match to Qqi; thus it also satisfies the two properties w.r.t Qq and consequently
Q. So it returns what the call returns (line 6-7). Otherwise for each stream T jq of
class q, for each child node qi of q from 1 to n, in line 11-12 we find the stream
Tminqi which is of class qi and also has the smallest start value among all solution
streams of T jq for edge < q, qi >. Let Tmax be the stream whose current has the
largest start value among Tminqi for i from 1 to n (line 14) . We next advance T
j
q until
current(T jq ).end>current(Tmax).start (line 15-17). Notice that all elements skipped
are useless elements because they are not in possible match to Qq. After the advanc-
ing, current(T jq ) is in a possible match to Qq and can be either blocked or matching.
Finally, let Tminq be the current stream of class q with the smallest start and T
min
child
be the stream with the smallest start among ALL streams of class qc where qc is any
child node of q. If current(Tminchild).getStart() < current(T
min
q ).geStart(), the element
current(Tminchild) satisfies the two properties aforementioned: it will not be in any possi-





the satisfaction of property 2 is obvious. Thus the child node is returned. Otherwise
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q is returned and the recursion proceeds because current(Tminq ) may be in a match
to Qparent(q).
Example 5.7. For the XML document in Fig.5.8(a) and the twig pattern query in
Fig.5.8(b), the PPS streaming scheme can provide an optimal solution. The following
table traces the entire matching process with the elements selected in each iteration by
getNext(root) and the corresponding stack operation. The word “push” means that
an element of tag E is pushed into its stack SE.
Step Selected Stack Operation
1 a1 push
2 d1 push , output a1/d1
3 a2 push
4 d2 push , pop d1,output a1/d2,a2/d2
5 b1 push
6 c1 push , output a2/b1/c1
7 b2 push
8 d3 push , pop d2, output a1/d3
9 c2 push , pop c1, output a1/b2/c2
Note that all elements selected are matching elements. As an example, when a1 is
selected, it is in the match (a1, d1, b2, c2) which are all current elements of their Prefix
Path streams.
On the other hand, for the query in Fig. 5.12(b) and the document in Fig. 5.12(a),
GeneralTwigStackList based on PPS streaming scheme is no longer optimal because the
query has two branching nodes and there are P-C relationships in branching nodes.






















Figure 5.12: Illustration to the all-blocked case for PPS
Step Selected Stack Operation
1 a1 push
2 c1 push , output a1/c1
3 a3 push
4 c2 push , pop c1,output a3/c2
5 b4 push
6 e1 push , output a3/b4/e1, a1/b4/e1
7 d1 push , output a3/b4/d1
8 b3 push , pop b4
9 e2 push , pop e1, output a1/b3/e2
10 d2 push , pop d1, output a1/b3/d2
GeneralTwigStackList, applied on Tag Streaming, is essentially identical to TwigStack-
List. Except the definition of Solution Streams (Algorithm 6 line 12), GeneralTwigStack-
List is independent of the underlying streaming scheme used. Thus given a new
streaming scheme (assuming elements in the stream are of the same tag and arranged
by the document order) other than the three discussed, GeneralTwigStackList is still




In this section, we first prove the correctness of our algorithm. Next we are going to
show that depending on streaming schemes used, our algorithm is optimal for several
important classes of twig pattern queries.
Lemma 5.5. The getNext(root) of Algorithm GeneralTwigStackList returns all ele-
ments which are in matches to a given twig pattern Q.
Proof. Essentially, we can show that the getNext(root) call of our algorithm returns
all elements e of tag E which are in possible match to sub-query QE of Q, which is a
superset of elements in matches to Q.
The most important observation is that Property 1 of the element returned by
getNext() guarantees that a parent/ancestor element in a possible match is always
returned before its child/descendant element.
Lemma 5.6. In Algorithm GeneralTwigStackList, when an element is popped out of
its stack, all its matches have been reported.
Proof. An element e of tag E is popped out of its stack SE because we push into SE or
child stack SC (line 5 of Algorithm 1) an element e
′ and e′.start() > e.end. Suppose e
has some matches yet output, there must exist a child/descendant element c (with tag
C) of e not yet be returned by getNext(root). It is easy to see that e′.start > c.end
too. Since c will also be in a possible match to QC , by the second property of
the getNext(root) function, c will be returned before e′ because c.start < e′.start.
Contradiction.
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The above two lemmas show that all elements in matches will be reported by our
stream manager and no element will be removed from our temporary storage system
before all its matches have been reported. Thus we come to the following theorem.
Theorem 5.7. The algorithm GeneralTwigStackList correctly reports all matches
to a given twig pattern .
The following lemma shows that the space complexity of our algorithm is bounded.
Lemma 5.8. Algorithm GeneralTwigStackList uses space bounded by O(|Q|∗L) where
L is the longest path in the XML source document and |Q| is the number of nodes in
Q.
Proof. This is easy to see because all the elements in any stack or list are located on
the same path of the source document.
Lemma 5.9. Depending on streaming schemes, the algorithm GeneralTwigStackList
is optimal in terms of OUTPUT complexity in the following classes of queries:
1. Tag Streaming: there are only A-D relationships in branching edges;
2. Tag + Level Streaming: there are only A-D in branching edges or all edges are
P-C relationships.
3. Prefix-Path Streaming: there are only A-D in branching edges or all edges are
P-C relationships or there is only one branching-node in twig pattern.
Proof. The above lemma shows the optimality of our algorithm for certain classes of
twig pattern queries depending on streaming schemes. The essential idea is that under
the combination of twig pattern types and streaming schemes, every getNext(root)
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call only returns an element which is a matching element. Note that compared to
the related lemmas in Section 5.4.3, the following lemmas slightly extend the optimal
query class by allowing the parent-child edges in non-branching edges. This is because
when we use list structure to buffer limited some elements in the main memory, we
can “conquer” partial cases when all elements are blocked.
Lemma 5.10. The time complexity of GeneralTwigStackList is O(|Streams| × |Q|
× |INPUT +OUTPUT |) where |Streams| is the total number of useful streams for
the twig pattern query Q.
Proof. In the actual implementation, for stream T jq of class q, we keep a number
min(T jq , qi) for each child edge of q: (q, qi) to keep track of the minimum start of
current elements of streams in soln(T jq , qi).
There are two places to scan an element in the program: Line 12 of Algorithm
5 and Line 16 of Algorithm 6. Notice that if the current scan occurs in Line 16 of
Algorithm 6, the time lapse after the previous scan event is at most O(|Streams|)
for update those min(T jq , qi) of various streams and at most O(|Q|) on lines 10 to 15
of Algorithm 6. If we scan an element in Line 12 of Algorithm 5, the maximum time
interval is O(|Q|∗|Streams|) when the previous scan also occurs at line 12 of algorithm
5. Therefore the total CPU time spent is O(|Streams|×|Q|×|INPUT +OUTPUT |)
when added the output size.
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5.6 Experiments
In this section we present experimental results. We first apply the two streaming
schemes (i.e. Tag+Level and PPS) to XML documents with different characteristics
to demonstrate their applicability of different kinds of XML files. Next we conduct
a comprehensive study of twig pattern processing performances based on various
streaming schemes. Our experimental results show that with the increase of the
number of data streams, GeneralTwigStackList can prune more irrelevant data streams
to reduce the I/O cost. But at the same time, the rise of the number of streams also
significantly increases the CPU cost of GeneralTwigStackList. Therefore, there is a
tradeoff between I/O and CPU cost among different data streaming schemes.
5.6.1 Experiment Settings and XML Data Sets
We implemented all algorithms in Java. All our experiments were performed on a sys-
tem with 2.4GHz Pentium 4 processor and 512MB RAM running on windows XP. We
used the following real-world (i.e. TreeBank [64]) and synthetic data sets (i.e. XMark
[70]) for our experiments. The reason why we select the above two XML data sets is
because they represent two important types of data: XMark is more “information
oriented” and has many repetitive structures and fewer recursions whereas TreeBank
has inherent tree structure because it encodes natural language parse trees.Table 5.2





Nodes 2.0 million 2.4 million
Tags 77 251
Max Depth 12 36
Average Depth 5 8
No. of Streams using Tag+Level 119 2237
No. of streams using PPS 548 338740
Table 5.1: XML Data Sets used in our experiments
Acronym
Tag+level T+L
Prefix path streaming PPS
Optimal class
Tag scheme only A-D relationship query
T+L scheme only A-D in branching edge or only P-C relationship query
PPS scheme only A-D in branching or only P-C or only one branching node query
Table 5.2: Summary of acronym and property of different streaming techniques
Number of Streams Generated by Various Streaming Techniques
Table 5.1 also shows the statistics of applying Tag+Levl and Prefix-Path streaming
schemes. It is easy to see that on an information-oriented data source like XMark,
the numbers of streams resulted from Tag+Level as well as Prefix-Path streaming are
small compared with the total number of nodes (2 million) in the document. This
shows that in the document, most of the elements with the same tag appear in rel-
atively few different “contexts”. On the other hand, in a much more deep recursive
data like Treebank, Tag+Level still results in relatively few number of streams com-
pared with element numbers (2.4 million). However the number of streams under
Prefix-Path streaming is so large that it is nearly 16% of the number of elements.
The above data shows that Tag+Level can be applied to a wider range of XML
documents whereas PPS streaming is better to use in more information-oriented XML
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Query Type
X-Q1 //site/people/person/name Path Query
X-Q2 //site/people/person[//name][//age]//income Only A-D in branching edges
X-Q3 //text[/bold]/emph/keyword Only P-C in all edges
X-Q4 //listitem[//bold]/text//emph One-branching query
X-Q5 //listitem[//bold]/text[//emph]/keyword Other kind query
T-Q1 S//ADJ[//MD] Only A-D in branching edges
T-Q2 S[/JJ]/NP Only P-C in all edges
T-Q3 S/VP/PP[/NP/VBN]/IN Only P-C in all edges
T-Q4 S/VP//PP[//NP/VBN]/IN One-branching query
T-Q5 S//NP[//PP/TO][/VP/ NONE ]/JJ Other kind query
Table 5.3: Queries used in our experiments
data.
5.6.2 Twig Pattern Matching on Various Streaming Schemes
We select representative queries (shown in Table 5.3) which cover the classes of twig
pattern query that fall within and outside the optimal sets of different streaming
schemes. The selected queries over the XMark data set include: (1) a path query
(X-Q1) (2)a query with only A-D in branching edges (X-Q2) (3) a query with only
P-C in all edges (X-Q3) (4) a one-branching-node (but neither A-D branching nor
P-C only) query (X-Q4) (5) A Query (X-Q5) which does not fall in the above four
types and are not theoretically optimal under any of our streaming schemes.
The selected queries over the TreeBank data set include: (1) a query with only
A-D in branching edges (T-Q1) (2) two P-C only queries (T-Q2 and T-Q3) (3) two
queries (T-Q4 and TQ5) which do no fall in the above two categories and are not
theoretically optimal under Tag+Level streaming.
We perform GeneralTwigStackList algorithm based on three data streaming schemes:
Tag, Tag+Level and Prefix-Path Streaming respectively. We consider the following
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T+L T+L pruning PPS PPS pruning
X-Q1 7 4 17 4
X-Q2 9 7 19 6
X-Q3 27 24 330 132
X-Q4 24 19 249 144
X-Q5 31 23 348 162
T-Q1 62 46 12561 1714
T-Q2 91 81 78109 18
T-Q3 177 138 123669 474
T-Q4 177 138 123669 1876
T-Q5 209 175 132503 1878
Table 5.4: Number of streams before and after pruning for XMark and TreeBank
Datasets
performance metrics to compare the performance of twig pattern matching algorithms
based on three streaming schemes: (1) number of elements scanned , (2) number of
intermediate paths produced and (3) running time. We also record the number of
streams whose tags appear in the twig pattern and the number of useful streams after
streaming pruning for each query under different streaming schemes in Table 5.4.
5.6.3 Performance Analysis
In terms of number of bytes scanned (Figure 5.13), based on the XMark benchmark,
we can see that both PPS and Tag+Level can prune large portions of irrelevant data:
PPS from 40% to 300% and Tag+Level from 4% to 250%. Meanwhile, PPS can prune
more data than Tag+Level. As for Treebank, Tag+Level saves fewer I/O (from 0%
to 5%) compared with PPS.
With respect to the numbers of intermediate paths output by various algorithms
(Figure 5.14), GeneralTwigStackList based on PPS and Tag+Level avoids redundant
















































(a) XMark data (b) TreeBank data
Figure 5.13: Bytes scanned
reduction ratio goes up to 25% (X-Q5) and for Treebank as high as 79800:10 (T-Q2).
A somewhat surprising result is that although there are queries which fall outside of
the theoretical optimal classes of Tag+Level and PPS (e.g. X-Q3,T-Q3 and T-Q4
for Tag+Level and X-Q5 for PPS), the numbers of intermediate paths output by
Tag+Level and PPS for these queries are also the numbers of merge-joinable paths!




















































(a) XMark data (b) TreeBank data
Figure 5.14: Number of intermediate paths
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Combining the savings in both input I/O cost and intermediate result sizes, Gen-
eralTwigStackList on Tag+Level and PPS schemes in general achieves faster running
time (Fig. 5.15). In particular, for XMark, GeneralTwigStackList based on PPS is
faster than that based on Tag+Level streaming which in turn is faster than that
on Tag scheme. However, for Treebank, GeneralTwigStackList based on Tag+Level
streaming loses slightly (−5%) in A-D only query (T-Q1) and the query T-Q5 where
there are over 175 streams involved but wins in other cases; however, except T-Q2
where there are 18 streams left after pruning, GeneralTwigStackList based on PPS
requires unacceptable running times (1415s for T-Q4 and 540s for T-Q5) because
it needs to join too many streams. GeneralTwigStackList, based on Tag+Level or
PPS, needs to join more streams than that of GeneralTwigStackList. This makes












































(a) XMark data (b) TreeBank data
Figure 5.15: Running time
Therefore, we summarize our experimental results as follows:
• GeneralTwigStackList is a general twig join algorithm, which is applicable for
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Tag, Tag+Level and PPS schemes.
• There is a tradeoff between I/O and CPU cost for GeneralTwigStackList based
on different streaming schemes. In particular, PPS scheme is suitable to be
used for large but shallow XML documents and Tag+Level scheme can be used
for documents with complicated recursive structure.
5.7 Summary
In this chapter, we apply XML structural indexing techniques to increase the amount
of “holism” in XML twig pattern matching. We have developed theory to explain
the optimal classes of different streaming schemes like Tag Streaming, Tag+Level
Streaming and Prefix-Path Streaming. We have developed a unified algorithm Gen-
eralTwigStackList to perform twig pattern matching on all three streaming schemes.
In particular, GeneralTwigStackList on Tag+Level Streaming is optimal for both A-
D branching and P-C only twig patterns. GeneralTwigStackList on PPS streaming
is optimal for A-D branching, P-C only and one-branching-node twig patterns. In
general, we argue that a more refined streaming scheme can provide optimal solution
for a larger class of twig patterns. Finally, our experiments show that the two new
streaming schemes are suitable for different kinds of XML documents.
Chapter 6
Holistic Algorithms based on
Extended Dewey Labeling Scheme
From Chapter 3 to 5, we have presented three new holistic twig join algorithms. All
these algorithms are based on the containment labeling scheme. In this chapter, we
will present a new labeling scheme, called extended Dewey, which extend the existing
Dewey ID labeling scheme to accelerate query processing. And then we present a new
algorithm, namely TJFast, which exploits the nice property of the extended Dewey
labeling scheme and efficiently evaluates XML twig queries.
6.1 Introduction
We have presented three new holistic algorithms for answering XML twig queries in
previous chapters. Interestingly, all these three algorithms use the same containment
labeling scheme. While the containment scheme preserves the positional information
within the hierarchy of an XML document, we observe that this is not the only
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labeling scheme that can be used for XML twig query processing. Indeed, there are
at least two limitations in the containment scheme.
1. The information contained by a single containment label is very limited. For
example, we cannot get the path information from any single containment label.
2. While wildcard steps in XPath are commonly used when element names are
unknown or do not matter([13]), the containment labeling scheme is difficult
to answer queries with wildcards in branching nodes. For example, consider
an XPath: “//a/*/[b]/c”. where “*” denotes a wildcard symbol which can
match any single element. The containment labels of a, b and c do not provide
enough information to determine whether they match the query or not. This is
because even if b and c are descendants of a and their level difference with a is
2, b and c may not be query answers, as they do not have the common parent.
For example, see Figure 6.1(a) and (b), (a1, b2, c2) is a query answer, but (a1,
b1, c1) is not. One cannot know if b1 and c1 share the same parent according to
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Figure 6.2: An XML tree with extended Dewey labels
However,Dewey ID [77] labeling scheme can efficiently overcome the above two
limitations. In Dewey ID, each element is labelled by a vector to show the path from
the root to this element. Figure 6.1(c) shows the example XML data with Dewey ID
labeling scheme. From this figure, we see that b1(“1.1”) and c1(“2.1”) have not the
same parent, for their prefixes are not the same (i.e. 1 6= 2). This example shows that
unlike containment, the Dewey ID labeling scheme can provide path information and
thus support the evaluation of queries with wildcards in branching nodes.
In this chapter, motivated by the above existing Dewey ID [77], we propose a new
powerful labeling scheme, called extended Dewey ID (for short, extended Dewey).
The unique feature of this scheme is that, from the label of an element alone, we
can derive the names of all elements in the path from the root to this element. For
example, Figure 6.2 shows an XML document with extended Dewey labels. Given the
label “0.5.1.1” of element text alone, we can derive that the path from the root to text
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is “/bib/book/chapter/section/text”. An immediate benefit of this feature is that, to
evaluate a twig pattern, we only need to access the labels of elements that satisfy the
leaf node predicates in the query. Further, this feature enables us to easily match a
path pattern by string matching. Take element “0.5.1.1” as an example again. Since
we see that its path is “/bib/book/chapter/section/text”, it is quite straightforward
to determine whether this path matches a path query (e.g. “//section/text”). As a
result, the extended Dewey labeling scheme provides us an extraordinary chance to
develop a new efficient algorithm to match a twig pattern.
Based on extended Dewey, we propose a novel holistic twig join algorithm, called
TJFast (i.e. a Fast Twig Join algorithm) based on extended Dewey labeling scheme.
To match a twig pattern, our algorithm only scans elements for query leaf nodes. This
feature brings us two immediate benefits:(i) TJFast typically access much less elements
than algorithms based on the containment scheme; and (ii) TJFast can efficiently
process queries with wildcards in internal nodes. In addition to the extended Dewey
and TJFast, we also make the contribution in this chapter by proposing TJFast+L
algorithm, which is based on Tag+Level Streaming scheme discussed in Chapter 5.
Figure 6.3 summarizes the optimal query classes for different algorithms. We
observe that TJFast+L identifies the same optimal query class as GeneralTwigStackList
on Tag+Level scheme. Therefore, our research indicates that the optimal query class
is independent of the concrete labeling scheme, but relative to the chosen streaming
scheme.
Note that we do not apply the PPS streaming scheme mentioned in Chapter 5
on TJFast algorithm. The reason is that extended Dewey enables us to see the whole
path (including elements names and labels) from a single label. Thus, we do not need
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Figure 6.3: Optimal query classes for three algorithms
to partition elements by their prefix-path as PPS scheme requires. Furthermore, the
experimental results in Chapter 5 have shown that PPS scheme has limited application
for shallow and simple structural document and it is not suitable for XML documents
with deep and complicated recursive structure.
In particular, our main contributions in this chapter are summarized as:
• We present a new labeling scheme, called extended Dewey, which provides an
extraordinary chance for us to design an efficient twig join algorithm.
• We present a new holistic twig join algorithm, namely TJFast, which exploits
the nice property of the extended Dewey labeling scheme and efficiently evaluate
XML twig queries with wildcards.
• We develop an algorithm TJFast+L based on Tag+Level Streaming scheme. We
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analytically show that TJFast+L achieves better performance than TJFast by
the reduction of disk access and the enlargement of optimal query class.
• Experimental results on a variety of queries and data sets are presented and
analyzed. These experimental results validate our analytical results and demon-
strate the significant superiority of our algorithms over the previous one.
The rest of this chapter is organized as follows. Some preliminaries, including XML
twig pattern with wildcards are covered in Section 6.2. In Section 6.3, we introduce a
new labeling scheme, named extended Dewey. Section 6.4 presents a novel holistic twig
join algorithm TJFast, together with the correctness and the complexity discussion.
Section 6.5 develops an algorithm TJFast+L based on Tag+Level. In Section 6.6 we
present thorough experimental studies about the performance comparison between
the novel algorithms and the prior methods, as well as the comparison between our
two new algorithms. Finally, Section 6.7 concludes this chapter.
6.2 Preliminaries
6.2.1 XML Twig Pattern with Wildcards
Similar to previous chapters, we model XML documents as rooted, ordered trees.
Queries in XML query languages make use of twig patterns to match relevant portions
of data in an XML database. The twig pattern node may be an element tag, a text
value or a wildcard ”*”. The query twig pattern edges are either parent-child or
ancestor -descendant edges. For convenience, we distinguish between query and data
nodes by using the term “node” to refer to a query node and the term “element” to
refer to a data element in a document.
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Given a query twig pattern Q and an XML document D, a match of Q in D
is identified by a mapping from the nodes in Q to the elements in D, such that:
(i) the query node predicates are satisfied by the corresponding database elements,
wherein wildcard “*” can match any single tag; and (ii) the parent-child and ances-
tor -descendant relationships between query nodes are satisfied by the corresponding
database elements. The answer to query T with n nodes can be represented as a list
of n-ary tuples, where each tuple (t1, · · · , tn) consists of the database elements that
identify a distinct match of T in D.
6.3 Extended Dewey and Finite State Transducer
In this section, we aim at extending Dewey ID labeling scheme to incorporate the
element-name information. A straightforward way is to use some bits to present the
element-name sequence with number presentation, followed by the original Dewey
label. The advantage of this approach is simple and easy to implement. However,
as shown in our experiments in Section 6.6, this method faces the problem of the
large label size. In the following, we will propose a more concise scheme to solve
this problem. In particular, we first encode the names of elements along a path into
a single Dewey label. Then we present a Finite State Transducer(FST) to decode
element names from this label. For simplicity, we focus the discussion on a single
document. The labeling scheme can be easily extended to multiple documents by
introducing document ID information.
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<!ELEMENT emph (#PCDATA | bold | keyword | emph) *>
<!ELEMENT bib (book*)>
<!ELEMENT book ( author+, title, chapter* ) >
<!ELEMENT author (#PCDATA)>
<!ELEMENT title (#PCDATA)>
<!ELEMENT chapter (title, section*)>
<!ELEMENT section (title, (text | section)*)>
<!ELEMENT text (#PCDATA | bold | keyword | emph) *>
<!ELEMENT bold (#PCDATA | bold | keyword | emph )*>
<!ELEMENT keyword (#PCDATA | bold | keyword | emph )*>
Figure 6.4: DTD for XML document in Fig 6.2
6.3.1 Extended Dewey
The intuition of our method is to use modulo function to create a mapping from an
integer to an element name, such that given a sequence of integers, we can convert it
into the sequence of element names.
In the extended Dewey, we need to know a little additional schema information,
which we call a child names clue. In particular, given any tag t in a document, the
child names clue is all (distinct) names of children of t. This clue is easily derived
from DTD, XML schema or other schema constraint. For example, consider the DTD
in Figure 6.4; the tag of all children of bib is only book and the tags of all children of
book are author, title and chapter. Note that even in the case when DTD and XML
schema are unavailable, our method is still effective, but we need to scan the document
once to get the necessary child names clue before labeling the XML document.
Let us use CT (t) = {t0, t1, · · · , tn−1} to denote the child names clue of tag t.
Suppose there is an ordering for tags in CT (t), where the particular ordering is not
important. For example, in Figure 6.4, CT (book) = {author, title, chapter}. Using
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child names clues, we can easily create a mapping from an integer to an element name.
Suppose CT (t) = {t0, t1, · · · , tn−1} , for any element ei with name ti, we assign an
integer xi to ei such that xi mod n = i. Thus, according to the value of xi, it is easy
to derive its element name. In the following, we extend this intuition and describe
the construction of extended Dewey labels.
The extended Dewey label of each element can be efficiently generated by a depth-
first traversal of the XML tree. Each extended Dewey label is presented as a vector
of integers. We use label(u) to denote the extended Dewey label of element u. For
each u, label(u) is defined as label(s).x, where s is the parent of u. The computation
method of integer x in extended Dewey is a little more involved than that in the
original Dewey. In particular, for any element u with parent s in an XML tree,
(1) if u is a text value , then x = −1;
(2) otherwise, assume that the element name of u is the k-th tag in CT (ts)
(k=0,1,...,n-1), where ts denotes the tag of element s.
(2.1) if u is the first child of s, then x = k;
(2.2) otherwise assume that the last component of the label of the left sibling













· n+ k otherwise.
where n denotes the size of CT (ts).
Example 6.3.1 Figure 6.2 shows an XML document tree that conforms to the DTD
in Figure 6.4. For instance, the labels of four nodes “author, author, title, chapter”
under book(“0”) are computed as follows. Firstly, “author” is labeled as “0.0”, as
this “author” is the first child of “book”. Secondly, the “author” is labeled as “0.3”.
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This is because 3 is the minimal number which is greater than 0, and 3 mod 3 = 0.
Thirdly, the “title” is “0.4”. Finally, the “chapter” is 0.5. This is because 5 is the
minimal number which is greater than 4, and 5 mod 3 =2. We also show how to get
the label “0.5” for “chapter” according to our formula. k = 2 (for “chapter” is the
third tag in its child names clue, starting from 0), y = 4 (for the last component of
“0.4” is 4), and n=3, so y mod 3 = 1 < k. Then x = ⌊4/3⌋ ∗ 3+2 = 5. So “chapter”
is assigned the label “0.5”.
We show the space complexity of extended Dewey using the following theorem.
Theorem 6.1. The extended Dewey does not alter the asymptotic space complexity
of the original Dewey labeling scheme.
Proof. According to the formula in (2.2), it is not hard to prove that given any
element s, the gap between the last components of the labels for every two neigh-
boring elements under s is no more than |CT (ts)|. Hence, with the binary repre-
sentation of integers, the length of each component i of extended Dewey label is at
most log2|CT (tsi)| more than that of the original Dewey. Therefore, the length dif-
ference between an extended Dewey label with m components and an original one
is at most
∑m
i=1 log2|CT (tsi)|. Since m and |CT (tsi)| are small, it is reasonable to
consider this difference is a small constant. As a result, the extended Dewey does not
alter asymptotic space complexity of the original Dewey.
6.3.2 Finite State Transducer (FST)
Given the extended Dewey label of any element, we can use a finite state transducer
(FST) to convert this label into the sequence of element names which reveals the whole
path from the root to this element. We begin this section by presenting a function
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F (t, x) which will be used to define FST.
Definition 6.3.1. Let Z denotes the non-negative integer set and Σ denotes the
alphabet of all distinct tags in an XML document T . Given an tag t in T , suppose
CT (t) = {t0, t1, · · · , tn−1}, a function F (t, x): Σ×Z → Σ can be defined by F (t, x) =
tk, where k= x mod n. 2
Definition 6.3.2. (Finite State Transducer) Given child names clues and an
extended Dewey label, we can use a deterministic finite state transducer (FST) to
translate the label into a sequence of element names. FST is a 5-tuple (I, S, i, δ, o),
where (i) the input set I = Z ∪ {−1}; (ii) the set of states S = Σ ∪ {PCDATA},
where PCDATA is a state to denote text value of an element; (iii) the initial state i
is the tag of the root in the document; (iv) the state transition function δ is defined
as follows. For ∀t ∈ Σ, if x = −1, δ(t, x) = PCDATA, otherwise δ(t, x) = F (t, x).
No other transition is accepted. (v) the output value o is the current state name. 2
Example 6.1. Figure 6.5 shows the FST for DTD in Fig 6.4. For clarity, we do not
explicitly show the state for PCDATA here. An input -1 from any state will transit
to the terminating state PCDATA. This FST can convert any extended Dewey label
to an element path. For instance, given an extended Dewey label “0.5.1.1”, using the
above FST, we derive that its path is “bib/book/chapter/section/text”. 2
As a final remark, it is worth noting three points:(i) the memory size of the above
FST is quadratic to the number of distinct tags in XML documents, as the number of
transition in FST is quadratic in the worst case; and (ii) we allow recursive element
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Figure 6.5: A sample FST for DTD in Fig 6.4
complexity of FST is linear in the length of an extended Dewey label, but independent
of the complexity of schema definition.
6.3.3 Properties of Extended Dewey
In this section, we summarize the following five properties of extended Dewey labeling
scheme.
1. [Ancestor Name Vision] Given any extended Dewey label of an element, we
can know all its ancestors’ names (including the element itself).
2. [Ancestor Label Vision] Given any extended Dewey label of an element, we
can know all its ancestors’ label.
3. [Prefix relationship] Two elements have ancestor -descendant relationships
if and only if their extended Dewey labels have a prefix relationship.
4. [Tight Prefix relationship] Two elements a and b have parent-child rela-
tionships if and only if their extended Dewey labels label(a), label(b) have a tight
prefix relationship. That is: (i) label(a) is a prefix of label(b); and (ii) label(b).length-
label(a).length=1.
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5. [Order relationship] Element a follows (or precedes) element b if and only if
label(a) is greater (or smaller) than label(b) with lexicographical order.
The containment labeling scheme also can be used for determining ancestor -
descendant, parent-child and order relationships between two elements. But it cannot
see the ancestors of an element and therefore has not Properties 1 and 2. The orig-
inal Dewey labeling scheme has Properties 2 to 5, but not Property 1. The first
property is unique for extended Dewey. Note that Property 1 and 2 are of paramount
importance among five properties for XML twig query processing, since they provide
us an extraordinary chance to efficiently process XML path (and twig) queries. For
example, given a path query “a/b/c/d”, according to the Ancestor Name and La-
bel Vision Property, we only need to read the labels of “d” to answer this query,
which will significantly reduce I/O cost compared to previous algorithms based on
the containment labeling scheme, because those algorithms need to read labels for
all four nodes a,b,c,d to answer the path query. In the next section, we will use ex-
tended Dewey labels to design a novel and efficient holistic twig join algorithm, which
efficiently utilizes the above five properties.
6.4 Twig Pattern Matching with Extended Dewey
Labeling Scheme
6.4.1 Path Matching Algorithm
It is quite straightforward to evaluate a query path pattern in our approach. Accord-
ing to the Ancestor Name Vision property, we only need to scan the elements whose
tags appear in leaf node of query. For each visited element, we first use FST to reveal
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the element names along the whole path, and then perform string matching against
it. As a result, we evaluate the path pattern efficiently by scanning the input list
once and ensure that each output solution is our desired final answer.
When path queries contain only parent-child relationships within the path, the
string-matching can be processed very efficiently by simply comparing element names.
When path queries contain ancestor -descendant relationships or wildcards “*” , the
queries can be processed by string-matching with don’t care symbols. Much research
has been done on this topic and there are a rich set of algorithms on efficient string
processing with don’t care symbol (e.g. see [30] and [67]).
It is worth noting that the I/O cost of our approach is typically much smaller
than that of previous algorithms for path pattern matching (e.g. PathStack [9]), for
we only scan labels for the query leaf node, while they need to scan elements for all
query nodes.
6.4.2 Twig Matching Algorithm: TJFast
This section presents a holistic twig pattern join algorithm, called TJFast. We will
first introduce some data structures and notations.
Data Structures and Notations
Let Q denote a twig pattern and Pn denote a path pattern from the root to the
node n∈Q. In our algorithms, we make use of the following query node operations:
isleaf: Node → Bool; isBranching: Node → Bool; leafNodes: Node → {Node}; direct-
BranchingOrLeafNodes: Node → {Node}. leafNodes(n) returns the set of leaf nodes
in the twig rooted with n. directBranchingOrLeafNodes(n)(for short, dbl(n)) returns
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the set of all branching nodes b and leaf nodes f in the twig rooted with n such that
in the path from n to b or f (excluding n, b or f) there is no branching nodes. For
example, in the query Q1 of Fig 6.6, dbl(a)={b,c} and dbl(c)={f,g}. In addition,
topBranchingNode denotes the highest branching nodes in the query Q.
Associated with each leaf node f in a query twig pattern there is a stream Tf . The
stream contains extended Dewey labels of elements that match the node type f . The
elements in the stream are sorted by the ascending lexicographical order. For example,
“1.2” precedes “1.3” and “1.3” precedes “1.3.1”. The operations over a stream Tf
include current(Tf), advance(Tf ) and eof(Tf). The function current(Tf) returns
the extended Dewey label of the current element in the stream Tf . The function
advance(Tf ) updates the current element of the stream Tf to be its next element.
The function eof(Tf) tests whether we are in the end of the stream Tf . We make use
of two self-explanatory operations over elements in the document: ancestors(e) and
descendants(e), which return the ancestors and descendants of e, respectively (both
including e).
Algorithm TJFast keeps a data structure during execution: a set Sb for each
branching node b. Each two elements in set Sb have an ancestor -descendant or parent-
child relationship. So the maximal size of Sb is no more than the length of the
longest path in the document. Each element cached in sets likely participates in
query answers. Set Sb is initially empty.
TJFast
Algorithm TJFast, which computes answers to a query twig pattern Q, is presented
in Algorithm 7. TJFast operates in two phases. In the first phase (line 1-9), some
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Algorithm 7 TJFast
1: for each f ∈ leafNodes(root)
2: locateMatchedLabel(f)
3: endfor
4: while (¬end(root)) do







/* Assume that the path from the root to element get(Tf) is n1/n2/ · · ·/nk and pf
denotes the path pattern from the root to leaf node f */




1: Return ∀f ∈ leafNodes(n)→ eof(Tf )
Procedure outputSolutions(f)
1: Output path solutions of current(Tf) to pattern pf such that in each solution s,
∀e ∈ s:(element e matches a branching node b→ e ∈ Sb )
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Algorithm 8 getNext(n)
1: if (isLeaf(n)) then
2: return n
3: else
4: for each ni ∈ dbl(n) do





8: ei = max{p|p ∈MB(ni, n)}//each ei is defined as global variable
9: end for
10: emax = max{ei}
11: emin = min{ei}
12: for each ni ∈ dbl(n) do




17: for each e ∈ MB(nmin, n)





1: if (isBranching(n)) then
2: Let e be the maximal element in set Sn
3: else
4: Let e = current(Tn)
5: end if
6: Return a set of element a that is an ancestor of e such that a can match node b
in the path solution of e to path pattern pn
Procedure clearSet(S, e)




2: Add e to set S
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solutions to individual root-leaf path patterns are computed. In the second phase (line
10), these solutions are merge-joined to compute the answers to the whole query.
Given the extended Dewey label of an element, according to the Ancestor Name
Vision property, it is easy to check whether its path matches the individual root-
leaf path pattern. Thus, the key issue of TJFast is to determine whether a path
solution can contribute to the solutions for the whole twig. In the optimal case,
we only output the path solution that is merge-joinable to at least one solution of
other root-leaf paths. Intuitively, if two path solutions can be merged, the necessary
condition is that they have the common element to match the branching query node.
For example, consider a simple query “a[b]/c” and two path solutions (a1, b1) and
(a2, c1). Observe that two solutions can be merged only if a1 = a2. Therefore, in
TJFast, in order to determine whether a path solution contributes to final answers,
we try to find the most likely elements that match branching nodes and store them
in the corresponding set.
It is not difficult to understand the main procedure of TJFast(see Algorithm 7).
In line 1-3, for each stream, we use Procedure locateMatchedLabel to locate the first
element whose path matches the individual root-leaf path pattern. In line 5, we
identify the next stream Tfact to be processed by using getNext(topBranchingNode)
algorithm, where topBranchingNode is defined as the branching node that is the
highest branching node. In line 6, we output some path matching solutions in which
each element that matches any branching node b can be found in the corresponding
set Sb. We advance Tfact in line 7 and locate the next matching element in line 8.
1
1Note that the second condition “nk matches f” in line 1 of locateMatchedLabel is necessary,
which avoids outputting duplicate solutions. For example, consider the element e with the path
“a1/b1/c1/b2” and the path query “a/b”. “a1/b1/c1/b2” can match the query “a/b”, but this



























(a)Q1 (b) Doc1 (c) Doc2
Figure 6.6: Example twig query and documents
Algorithm getNext(see Algorithm 8) is the core function called in TJFast, in which
we accomplish two tasks. The first is to identify the next stream to process; and the
second is to update the sets Sb associated with branching nodes b, discussed as follows.
For the first task to identify the next processed stream, Algorithm getNext(n)
returns a query leaf node f according to the following recursive criteria (i) if n is a
leaf node, return n (line 2); else (ii) n is a branching node, then for each node ni∈
dbl(n), (1) if the current elements cannot form a match for the subtree rooted with
ni, we immediately return fi(line 7); (2) if the current element from stream Tfi does
not participate in the solution involving in the future elements in other streams, we
return fi (line 14); (3) otherwise we return fmin such that the current element emin
has the minimal label in all ei by lexicographical order(line 20).
For the second task, we update set eb. This operation is important, since the
elements in eb decide the path solutions that can be output in Procedure outputSo-
lutions. In line 18 of Algorithm 2, before an element eb is inserted to the set Sb, we
ensure that eb is an ancestor of (or equals) each other element ebi to match node b in








(a) Query (b) Document
Figure 6.7: An example of XML data that illustrate output order management
Example 6.4.1 Consider Q1 and Doc1 in Fig 6.6(a-b). A subscript is added to
each element in the order of pre-order traversal for easy reference. There are three
input streams Tb, Tf and Tg. Initially, getNext(a) recursively calls getNext(b) and
getNext(c) (for b, c ∈ dbl(a) in Q1). Since b is a leaf node in Q1, getNext(b)=b.
Observe that MB(f,c)={c1} and MB(g,c)={c1,c2}, So emax = g and emin = f in line
10 and 11 of Algorithm 2. In line 18, c1 is inserted to set Sc. Then, getNext(c)=f .
Subsequently, a1 is inserted to Sa and getNext(a)=b. Finally path solutions (a1, b1),
(a1, c1, d1, f1) and (a1, c1, e1, g1) are output and merged. Note that although (a1, c2, e1, g1)
matches the individual path pattern a//c//e/g, it is not output for c2 6∈ Sc. 2
Note that the second phase(line 10 of Algorithm 1) of TJFast can be performed
efficiently, only when the intermediate path solutions are output in sorted order. To
achieve this purpose, we would need to “block” some answers. The details of how to
achieve this naturally in the scenario of TJFast are discussed in the next section.
6.4.3 Output Order Management
Consider the simple query and dataset in Fig 6.7 (a) and (b). When Algorithm
TJFast scans b1 and c1 and insert a1, a2 to set Sa , we cannot immediately output
solutions (a2, b1) and (a2,c1). This is because there remains the possibility of a new
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Figure 6.8: Possible set contents and algorithm actions when c1 is deleted from set
Sc
element after b1 or c1 which joins with a1 as long as a1 is in set Sa. Therefore, we
cannot output (a2, b1) and (a2, c1) until a1 is deleted from the set. We now propose a
procedure to guarantee the output path solutions are sorted, which is partly inspired
by TwigStack [9].
For this purpose, we maintain two lists associated with each element n in sets:
the first, (S)elf-list, represents all blocked solution with root element n , and the
second (I)nherit-list, represents all blocked solutions with root elements that are
descendants of n. When an element n is inserted to a set, for each stream Tq , we
initialize a list for each n and q. At any point of the algorithm, we do not directly
output path solutions for any element, but add it to the Self-list of its responding
nearest branching node. For example, in Fig 6.7(a) and (b), we scan b1. Then add
(a1, b1) to the Self-list of element a1 and (a2, b1) to the Self-List of a2.
In particular, suppose we are deleting element c1 from the set c. Depending on
the current configuration, we proceed as follows (see Fig 6.8):
(a) Element c1 is not the only element in set, but has ancestors c2, ..., cn . In
this case, we first identify c2, which is the lowest ancestor of c1. Then we append the
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Self-list and Inherit-list of c1 to the Inherit-list of element c2.
(b) Element c1 is the only element in set and node p is the lowest ancestor of node
c in the query. In this case, we append the Self-list and Inherit-list of c1 to
the Self-list of each element pi , where pi is an ancestor of c1 in set p.
(c) Element c1 is the only element in the set and node c has no ancestor that is a
branching node in the query. In this case, we output the contents of the self-list
and inherit-list of element c1.
Note that before the second phase of merge-join, unlike [9], our path solutions
only involve in elements that match branching nodes. After the path solutions are
merged, we can easily extend them to the full query solutions. This can be achieved
because of the Ancestor Name and Label Vision property of extended Dewey
labels. The benefit of this approach is to reduce the size of intermediate results. We
use the following two examples to illustrate the technique described above.
Example 6.2. Consider the query and data set in Fig 6.7 again. Initially, b1 and
c1 are scanned. We do not immediately output their path solutions, but add them to
the respective Self-lists. Subsequently, the path solutions of b2,c2 are also added
to Self-lists. Then after b3 and c3 are scanned, we delete a2 from the set. At this
point, according to the rules in Fig 6.8(b), all elements in the Self-list of a2 (here
the Inherit-list of a2 is empty) are appended to the Inherit-list of a1. Finally,
when a1 is output from the set, all path solutions in the Self- and Inherit-lists
of a1 are sorted. 2
Now we analyze the I/O complexity of our method. The only operation we perform
over Self-lists and Inherit-lists is “append” (except the final read out). We
only need to access the tail of each list in memory as computation proceeds. Each
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list page is thus paged out only once, and paged back in again only when the list is
ready for output. Therefore, the I/O cost required to maintain lists is proportional
to the size of the output, provided that there is enough memory to hold the tail of
each list in buffers.
6.4.4 Analysis of TJFast
Next, we first show the correctness of TJFast and then analyze its complexity.
Lemma 6.2. In Procedure clearSet of Algorithm TJFast, any element e that is deleted
from set Sb does not participate in any new solution.
Proof. Suppose that on the contrary, there is a new solution using element e. Since
e has not ancestor -descendant relationship with the new inserted element enew, ac-
cording to the Order Property, label(e)<label(enew) by lexicographical order. Note
that if a<b and a is not a prefix of b, then whatever postfix c, d is attached to a and
b respectively, a.c<b.d holds. Therefore, label(e) will not be a prefix of subsequent
elements in any stream, which contradicts that e participates in a new solution.
Lemma 6.3. In line 18 of Function getNext, if element e /∈ ancestors(emax) and e /∈
Sn , then e is guaranteed to not involve in any final solution.
Proof. (Induction on the number of calls to getNext): Consider the first call
to getNext for branching node n. Observe that set Sn is empty before this call. Since
element e is not a prefix of emax, e cannot become a prefix of any element in stream
Tfmax . Therefore e does not participate in any final solution. For subsequent calls
to getNext, we proceed as follows. Since element e is not a prefix of emax, e cannot
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involve in the solutions of the future elements in stream Tfmax . So the only possible
case is that e participates in the solution for the previous elements. But now e does
not appear in set Sb. Then either e is never added into set Sb or it has been wrongly
deleted from set Sb. In the first case, according to the inductive hypothesis, element
e does not participate in any final solution. The second case is impossible, since by
Lemma 1, each deletion operation is safe. Therefore, the lemma is proved.
Lemma 6.2 shows that any element deleted from sets does not participate in new
solutions, so the deletion is safe. Lemma 6.3 shows that for any element e that
matches a branching node, if e participates in any final answer, then e occurs in the
corresponding set. Thus the insertion is complete. The two lemmas are important to
establish the correctness of the following theorem.
Theorem 6.4. Given a twig query Q and an XML database D, Algorithm TJFast
correctly returns all the answers for q on D. 2
While the correctness holds for any given query, the I/O optimality holds only for
the case where there are only ancestor -descendant relationships between branching
nodes and their children.
Theorem 6.5. Consider an XML database D and a twig query Q with only ancestor-
descendant relationships between branching nodes and their children. The worst case
I/O complexity of TJFast is linear in the sum of the sizes of input and output lists.
The worst-case space complexity is O(d2 ∗ |b| + d ∗ |f |), where |f | is the number of
leaf nodes in Q, |b| is the number of branching nodes in Q and d is the length of the
longest label in the input lists. 2
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Proof. We first prove the I/O optimality. The following observation is important to
prove the optimality of TJFast: if all branching edges are only ancestor -descendant
relationships, then in line 18 of getNext, since e ∈ ancestors(emax), e ∈ MB(ni, n) for
each ni ∈ dbl(n). That is, e is guaranteed to be a common element in each current
path solution. Note that we only output path solutions, in which elements that match
branching nodes occur in the corresponding set(line 6 of Algorithm 1). Therefore,
each intermediate path solution output in TJFast is guaranteed to contribute to final
results when the query contains only ancestor -descendant relationships in branching
edges.
As for space complexity, our result is based on the observation that in the worst
case, the number of elements in branching node set Sb is at most d, where d is the
length of the longest label in the input lists. Considering each extended Dewey label
records its prefix, the total space complexity of Sb is O(d
2).
6.5 Twig Join on Tag+Level with Extended Dewey
In this section, we present the extension of TJFast on Tag+Level streaming scheme.
6.5.1 Level Pruning
To answer a twig query, before structural join, we explore the advantage of Tag+Level
scheme and prune away those streams in which all elements do not involve in the solu-
tions. The pruning formula is similar to that in Chapter 5.3 for GeneralTwigStackList
algorithm on Tag+level streaming scheme. The only slight difference is that in the
method of Section 5.3, we need to prune streams for all query nodes, but here we
only need to prune for leaf query nodes.
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Algorithm 9 getNext of TJFast + L
/* This following algorithm is used to evaluate query with only parent-child edge.
Here only Function getNext is different to that in TJFast. */
Function getNext(n)
1: if (isLeaf(n)) then
2: return n
3: else
4: for each ni ∈ dbl(n) do





8: ei = MB(ni, n)
9: end for
10: max = maxargi{ei}
11: min = minargi{ei}
12: for each ni ∈ dbl(n) do




17: if (emin==emax) updateSet(Sn, emin)
18: return fmin
19: end if
It turns out that when the twig query contains more parent-child edges, the effect
of level pruning is more significant. This is because parent-child edges strictly specify
the level difference between parent and child nodes. But with ancestor -descendant
edges, we only require the level number of descendant node to be greater than that
of ancestor node, which dampens the effect of level pruning.
6.5.2 TJFast+L Algorithm
Now we present algorithm TJFast + L to evaluate a twig pattern query based on










(a)Example query (b) Example XML data
Figure 6.9: Illustration to the necessary of tag+level data partition
queries based on whether the query contains ancestor -descendant edges.
Query with Only Parent-Child Edges
Algorithm TJFast+L, which evaluates queries with only parent-child relationships, is
presented in Algorithm 9. Note that the difference between TJFast and TJFast+L is
only in getNext function. Before evaluating the query, we first partition streams to
several matching groups so that only elements in the same group possibly match the
twig query. For example, consider the XML data in Figure 6.9. There are two groups
which likely match the query. One is T 2c , T
2





for example, the combination of T 2c , T
3
d unlikely provides any query solution.
The only changes of getNext between TJFast + L and TJFast are in the lines 8,17.
In line 8, since there is only one element to match branching node n, we do not use
max function and directly let ei=MB(ni, n). In line 17, emin=emax means all ei are the
same element. Recall that in the similar scenario, Algorithm TJFast can only ensure
that all ei have ancestor -descendant relationships, which possibly causes its sub-
optimality for some queries. But here since all ei are identical, emin matches branching
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node n in the path solutions of current element of each stream Tfi. Therefore, when
query contains only parent-child edges, TJFast + L guarantees that each intermediate
path solution contributes to final query answers.
Query with Parent-Child and Ancestor-Descendant Edges
Let us now consider how to evaluate a query with both parent-child and ancestor -
descendant edges based on Tag+Level scheme. Intuitively, we hope to reuse the
TJFast algorithm. This is because we cannot always guarantee the optimality of
algorithms for queries with any combinations of parent-child and ancestor -descendant
relationships. But here our main problem is that for each tag, there are typically more
than one stream so that TJFast cannot be directly applied. In order to solve this
problem, we propose to simulate multiple streams with the same tag to one sorted
stream. In particular, our idea is that during twig pattern matching, we always
retrieve the minimal element in all streams with the same tag name so that multiple
streams work like a single sorted stream. This can be done by storing the head
element of each stream in the main memory and maintain a min-heap data structure
to efficiently retrieve their minimal one. Therefore, TJFast can be reused to evaluate
query in this new scenario.
6.5.3 Analysis of TJFast+L
In the section, we show the correctness of TJFast + L and analyze its efficiency.
Theorem 6.6. Given a twig query Q and an XML database D, Algorithm TJFast + L
correctly returns all answers for Q on D.
147
Proof. There are two cases. The first case is that when query contains only parent-
child edges, we use Algorithm 9 to evaluate it. Here the key difference between
TJFast+L and TJFast is in line 17 of getNext, where TJFast+L pushes emin to set Sn
only if emin=emax. We now show the correctness of this step. Based on Tag+Level
scheme, elements with the same tag name but different level numbers have been
separated to different streams. Thus, it is impossible that there exists an element e0
such that e0 is an ancestor of emax and e0 involves in query answers. The second case
is that when query contains both parent-child and ancestor -descendant edges, we
reuse TJFast by simulating multiple streams with the same tag to one sorted stream.
The correctness is obvious if the original algorithm TJFast is correct.
While the correctness holds for any kind of query, the I/O optimality of TJFast+L
holds for two cases (e.g. see three queries in Figure 6.3): (i) only parent-child rela-
tionships in all edges; and (ii) only ancestor -descendant relationships in branching
edges. That is, TJFast+L broadens the optimal class of TJFast by including queries
with only parent-child edges.
Theorem 6.7. Consider an XML database D and a twig query Q with (i) only parent-
child relationships in all edges or (ii) only ancestor-descendant relationships between
branching nodes and their children. The worst case I/O complexity of TJFast + L is
equal to the sum of the sizes of input and output lists.
It is worth to note two advantages of TJFast + L over TJFast: (1) TJFast + L
typically scans less elements than TJFast by using level pruning ; and (2) TJFast + L




Testbed and Data Set
We implemented five XML twig join algorithms: TJFast,TJFast+L, TwigStack [9],
TwigStackList in Chapter 3 and GeneralTwigStackList in Chapter 5 in JDK 1.4 using
the file system as a simple storage engine. TJFast and TJFast+L, which are novel
algorithms proposed in this chapter, are based on extended Dewey labeling scheme,
and the other three use containment labeling scheme.
The reason that we choose these three existing algorithms for comparisons is that
TwigStack, TwigStackList and GeneralTwigStackList are efficient for different applica-
tions. TwigStack[9] is very efficient when query contains only ancestor -descendant
relationships. TwigStackList is efficient on answering queries with parent-child rela-
tionships. Finally, unlike the above two algorithms, which partition elements to one
stream according to their tags alone, GeneralTwigStackList is a general twig join algo-
rithm, which can be used on different streaming schemes. Chapter 5 shows two data
streaming schemes: Tag+Level and Prefix Path Streaming (PPS). Such refined data
streaming schemes enable GeneralTwigStackList to reduce I/O cost by pruning irrele-
vant data streams. Note that TJFast+L also use Tag+Level streaming scheme, but
unlike GeneralTwigStackList, TJFast+L is based on our new extended Dewey labeling
scheme.
All experiments were run on a 1.7G Pentium IV processor with 768MB of main
memory and 2GB quota of disk space, running windows XP system. We use four
different datasets, including two synthetic and two real datasets. The first synthetic
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Table 6.1: XML Data Sets
XMark Random DBLP TreeBnk
Data size(MB) 582 90 130 82
Nodes(million) 8 5.1 3.3 2.4
Max/Avg depth 12/5 10/5.1 6/2.9 36/7.8
Table 6.2: Labels size
XMark Random DBLP TreeBank
Original Dewey(MB) 56.2 36.1 18.1 22.8
Containment(MB) 71.9 45.2 21.6 23.3
Naive extension(MB) 92.9 55.8 27.7 41.9
Extended Dewey(MB) 72.6 43.3 19.5 28.7
data is the well-known XMark benchmark data [69](with factor 5). The second is
a random data set. We used ten different labels, namely A1,A2,...,A10. The node
labels in the tree are uniformly distributed. The two real datasets are DBLP and
TreeBank[64]2. We chose these two datasets since they have different characteris-
tics. DBLP is a shallow and wide document, but TreeBank has very deep recursive
structure. Table 6.1 summarizes their characteristics.
UTF-8 encoding
In our experiments, extended Dewey labels are not stored by the dotted-decimal
strings displayed (e.g. “1.2.3.4”), but rather a compressed binary representation. In
particular, we used UTF-8 encoding as an efficient way to present the integer value,
which was proposed by Tatarinov et al. [77]. In UTF-8, a variable number of bytes
are used to encode different integer values. Smaller values use a smaller number
2Since there is no DTD available for TreeBank and random data, we first scan this document
once to get the child names clue of each tag.
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of bytes. For example, if the value is smaller than 1,111,111 (by decimal 27=128),
it is encoded with a single byte 0xxxxxxx where x represents a bit used for value
encoding. The value between 1,111,111 (27) and 11,111,111,111 (211) are encoded
with two bytes 110xxxxx 10xxxxxx , and so on. To represent an entire label with
UTF-8, each component of the label is encoded in UTF-8 and then concatenated.
This enables each label to be stored and compared as a variable length label, without
incurring a large space overhead. Our experimental results show that compared to
the naive implementation, where each integer value is presented as a fixed number of
bytes, the UTF-8 encoding can save about 50% space cost.
It is worth noticing that unlike containment labeling scheme, where the length
of each label is fixed: 9-byte (i.e. start:4, end:4 and level:1 in our implementation),
labels in extended Dewey usually have different lengths. Further, the average length
of labels rely on the characteristics of documents. For example, in our experiment,
the average length for DBLP data is 6.15 bytes, XMark is 9.08 bytes and TreeBank
is 11.09 bytes.
Note that Li et al. recently propose another dynamic way, called quaternary
encoding approach (QED), to present Dewey ID labels. Interested readers may refer
to [48].
Labels size
We compare the labels size of four labeling schemes in Table 6.2. From this table,
our first conclusion is that the size of the naive extension, which directly presents the
element-name sequence in number presentation ahead of the original Dewey labels,
is generally larger than that of our extended Dewey labeling scheme. Our second
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conclusion is that when the document tree is shallow and wide (i.e. DBLP), the size
of extended Dewey is smaller than that of containment. But while the document
tree is deep (i.e. TreeBank), the size of containment is smaller. This is because
extended Dewey is a variation of prefix labeling scheme, whose size is closely related
to the average depth of documents. Our third conclusion is that the size of extended
Dewey is about 10%-30% more than that of original Dewey. As we will show in our
experiments, it is worth using this additional space-overhead, since it helps to improve























































































(a)Number of elements scanned (b) Size of disk files scanned (c) Execution time















































































(a)Number of elements scanned (b) Size of disk files scanned (c) Execution time
Figure 6.11: PathStack versus TJFast using random data
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Table 6.3: Path Queries on XMark data
Path Query
PQ1 /site/closed auctions/closed auction/price
PQ2 /site/regions//item /location
PQ3 /site/people/person/gender
PQ4 /site/open auctions/open auction/reserve
6.6.2 Performance Analysis
Path Queries
In the first experiment, we compare our algorithm TJFast with the previous work
PathStack to match path pattern without branching nodes. For this purpose we first
use XMark benchmark data and four path queries3 shown in Table 6.3. Figure 6.10(c)
shows the execution time for two algorithms. We also show the number of elements
scanned and the size of disk files read by two algorithms in Figure 6.10(a)(b).
An immediate observation from the figures is that TJFast is more efficient than
PathStack. In particular, PathStack could perform 400% more disk I/Os than those
required by TJFast (e.g. PQ2).
In order to research the effect of query path length on TJFast and PathStack,
we then use the random data set consisting of ten different labels A1,A2,...,A10, and
issue path queries of different lengths such as A1/A2/.../A10. Figure 6.11 shows the
execution times of both techniques, as well as the number of elements read and the
size of disk files. Clearly, TJFast results in considerably better performance than
PathStack. The performance of PathStack degrades significantly with the increase of
the path length, but that of TJFast is almost not affected at all.
3We choose these queries according to XMark benchmark queries in [69].
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(a)Number of elements scanned (b) Size of disk files scanned
Figure 6.12: TwigStack,TwigStackList versus TJFast
Twig Queries
We now focus on twig queries, and compare five holistic twig join algorithms TwigStack,
TwigStackList, GeneralTwigStackList and TJFast, TJFast+L. We tested several XML
queries on DBLP and TreeBank data(see Table 6.4). We chose these two data sets,
because they are two extremes of the spectrum in terms of the structural complex-
ity, that is, DBLP is a highly regular and shallow data, but Treebank is a highly
irregular and deep data. The tested queries have different twig structures and combi-































Figure 6.13: TwigStack,TwigStackList versus TJFast
TQ1, TQ2 contain only ancestor -descendant relationships, while TQ4 contains only
parent-child relationships. TQ3 contains only ancestor -descendant relationships be-
tween the branching node and its children, but TQ5 contains both parent-child and
ancestor -descendant relationships to connect the branching node.
TJFast vs. TwigStack We first compare the performance between TJFast and
TwigStack. From Figure 6.12 and 6.13, we see that TJFast outperforms TwigStack for
all queries. We now analyze the query performance under two scenarios namely the
cost of disk access and the size of intermediate results.
Cost of disk access Figure 6.12(a) shows that TJFast read far fewer elements
than TwigStack. For example, in TQ1, TwigStack read 442167 elements, but TJFast
read only 2380 elements (over two orders of magnitude). This huge gap results from
the fact that TwigStack scans the elements for all nodes in the query, but TJFast
scans only elements for leaf nodes.
Size of intermediate results Table 6.5 shows the number of intermediate path
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solutions output by different algorithms. The last column is the number of interme-
diate solutions that contribute to final answers. An immediate observation is that
TwigStack outputs many “useless” path solutions when query contains parent-child
edges. For example, in TQ3, TwigStack produced 702391 intermediate paths, while
only 22565 are useful. More than 95% intermediate solutions output by TwigStack
are “useless” to the final answers. Note that, unlike TwigStack, TJFast is optimal for
queries TQ3, since the number of paths produced by TJFast is 22565, which equals
the number of useful solutions.
Table 6.5: Number of intermediate path solutions
Query TwigStack TwigStackList TJFast TJFast+L Useful
TQ3 702391 22565 22565 22565 22565
TQ4 2237 388 316 302 302
TQ5 10663 9 9 9 5
TJFast vs. TwigStackList For all queries, TJFast outperforms TwigStackList
again (see Fig 6.12, 6.13). This can be explained by the fact that TJFast reduces the
I/O cost of TwigStackList by reading labels of only leaf nodes.
When queries contain parent-child relationships between the branching node and
its children (i.e. queries TQ4,TQ5), both TwigStackList and TJFast are sub-optimal.
Their sub-optimality is evident from the observation that the number of intermediate
path solutions by TwigStackList and TJFast is slightly larger than the number of useful
solutions.
TJFast vs. GeneralTwigStackList We now compare the performance be-
tween TJFast and GeneralTwigStackList. GeneralTwigStackList proposed in Chapter
5 is based on containment labeling scheme, but it can be applied on different data
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partition strategies. Since Chapter 5 adopts two data partition strategies: tag+level
and PPS, we compare both with TJFast (labeled as GeneralTwigStackList-TL and
GeneralTwigStackList-PPS, respectively).
Performance results and the number of elements read for GeneralTwigStackList-
TL, GeneralTwigStackList-PPS and TJFast on DBLP and TreeBank data are shown
in Figure 6.14. As shown in this figure, we can see that for all queries, TJFast
is again more efficient than GeneralTwigStackList-TL and GeneralTwigStackList-PPS.
Although GeneralTwigStackList uses the refined data partition strategies and scan
less elements than TwigStack and TwigStackList, the number of elements processed
by GeneralTwigStackList is still more than that by TJFast.
Interestingly, the performance of GeneralTwigStackList-PPS is fairly bad for all
queries in TreeBank data ( i.e. TQ3, TQ4 and TQ5). This can be explained that
TreeBank is a deep and irregular data, which leads to a great number of streams and
thus significantly increases the CPU cost. This result shows that PPS partition is not
suitable for deep data set. This also explain the reason why we do not combine PPS

























































(a) # of elements read (b) Execution time
Figure 6.14: GeneralTwigStackList v.s. TJFast
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TJFast vs. TJFast+L We now compare the performance between TJFast
and TJFast+L. TJFast+L is based on extended Dewey labeling scheme and it uses
Tag+Level scheme. Figure 6.15(a) shows that TJFast+L always read fewer elements
than TJFast for seven twig queries. This is because TJFast+L uses level information
to prune some useless streams. For example, in TQ4, TJFast+L accesses only 736
elements, but TJFast needs to access 115864 elements. This also explains the better
performance of TJFast+L than that of TJFast in Figure 6.15(b).
As mentioned in Theorem 6.7, unlike TJFast, TJFast+L is optimal for queries with
only parent-child edges. This result can be confirmed by TQ4 in Table 6.5, which
contains only parent-child relationships in all edges. For this query, TJFast outputs
316 intermediate path solutions, but TJFast+L outputs only 302. Notice that, for
TQ4, the number of final useful path solutions is also 302. This observation shows





















































(a) # of elements read (b) Execution time
Figure 6.15: TJFast and TJFast+L
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Table 6.6: Execution time for two wildcard queries
Query TwigStackList GT+L GT+PPS TJFast TJFast+L
WQ1 //NP[.//CD]/*/V 8.4s 7.2s 15s 0.9s 0.88s
WQ2 Q2://VP/*[PP-8]/PP-7 N/A N/A N/A 0.3s 0.25s
Wildcards Query
Finally, we tested two wildcards queries in TreeBank dataset (see Table 6.6, where
GT+L denotes GeneralTwigStackList on Tag+Level and GT+PPS denotes Gener-
alTwigStackList on PPS ). We chose these two queries because they have different
characteristics. In particular, Q1 is a twig query consisting of a wildcard in a non-
branching node, but Q2 is a branching wildcard twig query. For Q1, all five algorithms
can be applied (with little modification for those algorithms on containment). But
the performance of TJFast (and TJFast+L) is much better than the best algorithms
on containment4(0.9s vs. 7.2s). For Q2, the family of algorithms on containment
labeling scheme is significantly affected by wildcards in branching nodes, as they do
not know which elements can be used to match this wildcard. Since there is no
DTD available for TreeBank data, a brute-force solution is to access all elements to
answer this query. Clearly, this method is unacceptably slow. In contrast, the exis-
tence of wildcard in branching nodes does not affect TJFast (and TJFast+L), which
takes 0.3s to answer Q2. This shows that TJFast supports efficient processing of both
non-branching as well as branching wildcard queries.
4In this case the best algorithm on containment labeling scheme is GeneralTwigStackList-TL.
159
Summary
According to the experimental results, we draw the following two conclusions.
(1) TJFast, which uses the extended Dewey labeling scheme, outperforms TwigStack,
TwigStackList and GeneralTwigStackList based on the containment labeling scheme
under our tested queries and documents. The improvement is due to the facts that
TJFast only scans labels for query leaf nodes. Algorithms on containment labeling
scheme are comparable to TJFast only when the number of elements for all internal
query nodes is small.
(2) Algorithm TJFast+L, which partitions data by Tag+Level, speedup the twig
query processing than TJFast, since it can further decrease the number of elements
scanned and the size of intermediate results, especially when the query twig contains
only parent-child relationships.
6.7 Summary
In this chapter, we have proposed TJFast as an efficient algorithm to address the
problem of XML twig pattern matching by using a novel labeling scheme: extended
Dewey. Although the idea of Dewey labeling scheme is not new, extending it to ef-
ficiently process XML twig pattern matching is nontrivial. This is because based on
the Dewey labeling scheme, we cannot know the element names along a path. To
answer a twig query, we need to access the labels of all query nodes. Considering the
fact that prefix comparison is less efficient than integer comparison, the performance
of algorithm with the original Dewey is usually worse than that with containment
labeling scheme. However, owing to our extension, extended Dewey has the important
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property: Ancestor Name Vision, which derives names of all elements along the
path from the root to a specified element. So TJFast only needs to access labels of
query leaf nodes to answer queries and significantly reduce I/O cost. In addition,
TJFast can efficiently evaluate branching wildcards queries, which cannot be han-
dled by algorithms with the containment labeling scheme. Furthermore, this chapter
also proposes the algorithm TJFast+L, which extends TJFast to base on tag+level
streaming scheme. TJFast+L has two advantages over TJFast: (i) TJFast+L uses
level pruning algorithm to skip useless data streams and (ii) TJFast+L guarantees
the I/O optimality for queries with only parent-child relationships.
Chapter 7
Conclusion and Future Work
As XML gains unprecedented popularity as the standard format for presenting and
exchanging information over the Internet in both the commercial and academic com-
munities, the XML database becomes a suitable semi-structured alternative to store
data. The hierarchial structure of XML documents renders traditional query process-
ing techniques for relational databases inapplicable or inadequate in the new context.
This thesis addresses the problem of query processing for a core subset of XML query
languages, namely XML twig queries. An XML twig query, represented as a small
query tree, is essentially a complex selection on the structure of an XML document.
Efficient XML twig patten matching is widely considered as a new challenge for effi-
cient XML query processing [9, 16, 34, 35, 40]).
7.1 Thesis Contributions
Unlike the traditional structural join approach which decomposes a twig query to
many small binary relationships (including P-C and A-D relationships), all algorithms
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proposed in this thesis are based on the “holistic” approach [9] which matches the
query tree as a whole so that the size of irrelevant intermediate results can be greatly
reduced. The main framework adopted in this thesis includes two steps: (1) to develop
a labeling scheme to capture the structural information in XML documents (including
A-D, P-C and order information); and then (2) to perform twig pattern matching
based on labels alone without traversing the original XML documents. Recall that in
this thesis, when we say that an algorithm is optimal for a certain class of queries,
we mean that this algorithm does not output any useless intermediate paths with any
input XML document for twig pattern matching.
In particular, the main contributions of the thesis can be summarized as follows.
1. We have proposed a novel holistic twig join algorithm, namely TwigStackList
based on the containment labeling scheme. The key technique in TwigStackList
is to buffer limited elements in the main-memory structure lists to efficiently
control the size of output intermediate paths. We theoretically and experi-
mentally showed that TwigStackList identifies a larger query class to guarantee
the I/O optimality and achieve better performance than the existing method
TwigStack [9] for queries with parent-child relationships.
2. By naturally extending TwigStackList for the order conditions among query sib-
ling nodes, we have developed a new holistic algorithm, namely OrderedTJ, to
efficiently answer ordered XML twig query. To the best of our knowledge, this
is the first holistic algorithm to answer the twig query with order conditions.
OrderedTJ can guarantee the optimality of algorithm for queries with the exis-
tence of parent-child relationship in the first branching edge of each branching
node and in the edge to connect a non-branching node and its child node. Our
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experiments showed the effectiveness, scalability and efficiency of OrderedTJ.
3. By studying in detail two XML streaming schemes: Tag+Level Scheme, which
partitions elements according to their tags and levels; and Prefix Path Stream-
ing (PPS), which partitions elements according to the label path from the root
to the element, we have rigourously showed the impact of choosing XML data
partition schemes on the optimality of different classes of XML twig patterns.
We developed a holistic twig join algorithm GeneralTwigStackList which works
correctly on both aforementioned XML streaming schemes. GeneralTwigStack-
List avoids unnecessary scanning of irrelevant portion of XML documents, and
more importantly, depending on different streaming schemes used, it can op-
timally process a large class of twig patterns, as we will mentioned later in
detail.
4. We have proposed an enhanced Dewey labeling scheme, called extended Dewey,
by incorporating element-name (i.e. node type) information. Our approach is
based on using modulo function and a Finite State Transducer(FST) to derive
the element names along a path. We have developed a novel holistic twig join
algorithm, called TJFast based on extended Dewey labeling scheme. The main
advantage of TJFast is that, to answer a twig query, TJFast only needs to
scan the labels of leaf query nodes, which significantly reduce the I/O cost for
queries with P-C and/or A-D edges. In addition, TJFast also can efficiently
process twig pattern with wildcards in branching nodes. Finally, we further
partitioned the extended Dewey labels streams based on Tag+Level streaming
scheme and propose an algorithm called TJFast+L, which can guarantee a larger
optimal query class than TJFast.
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I :  P−C only
a
cb
III :  1−branching node
II :  A−D only





V:  A−D branching from 2nd edge 
GeneralTwigStackList on Tag+level:
OrderedTJ : Class V
TwigStackList, TJFast : Class IV
TwigStack, TSGeneric : Class II
Optimal query classes for different algorithms:
a
cb
d TJFast+L : Class I and IV
GeneralTwigStackList on PPS : Class I and III and IV
Note: TwigStack and TSGeneric are previous work.
Other algorithms are proposed in this thesis.
Figure 7.1: Summary of optimal query classes
Figure 7.1 summaries the optimal query classes of algorithms discussed in this
thesis. From this figure, we can make the following three conclusions.
• All algorithms proposed in this thesis can identify a larger optimal query class
than the previous algorithms TwigStack [9] and TSGeneric [40].
• GeneralTwigStackList on PPS scheme identifies the largest query class to guar-
antee the optimality in all algorithms. In particular, the optimal query class
of GeneralTwigStackList includes A-D branching query, P-C only query and 1-
branching-node query. In other words, GeneralTwigStackList on PPS scheme
cannot guarantee optimality only for queries with at least two branching nodes
and at least one P-C relationship in a branching edge.
• None of algorithms shown in Figure 7.1 can guarantee the optimality for all
query classes. But, as mentioned in Chapter 5, GeneralTwigStackList on F&B
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indexes (or called FB − BiSimulation [41]) can guarantee the optimality on
all queries with the combinations of parent-child and ancestor-descendant re-
lationships. Unfortunately, the number of streams in F&B is usually too large
(which may equal the number of elements in XML documents), which makes
this approach not be practical but only interesting in theoretical research. On
the other hand, GeneralTwigStackList on Tag+Level and PPS1 can be considered
as a practical optimal algorithm, as it is very difficult to find a real query to
demonstrate their sub-optimality even for a very deep XML data like Treebank
[64] (see experimental part in Chapter 5 for more details).
Finally, it is very important to note that the optimality discussed above is only
applied on the intermediate result size. This “optimality” does not consider the CPU
cost and input data size. Although TJFast+L algorithm proposed in Chapter 6 does
not have the largest optimal query class among all our proposed algorithms ( which
is slightly smaller than GeneralTwigStackList on PPS, see Figure 7.1), compared to
GeneralTwigStackList, it has a lower input I/O cost by only reading labels of query leaf
nodes and does not have the problem of the high CPU cost in GeneralTwigStackList
on PPS for deep documents. Therefore, we make the following recommendations.
1. TJFast+L algorithm can be used in most applications for efficient XML twig
pattern matching (including deep recursive data such as TreeBank2 [64]), since
this algorithm achieve a very good balance between the I/O cost and CPU cost.
1Note that the number of streams in GeneralTwigStackList on PPS is often very large. So this
practical optimality property is only applied on the size of intermediate results, not for CPU cost.
GeneralTwigStackList on Tag+level (and TJFast+L) is much better than that on PPS in terms of the
number of streams. Detailed comparison data can be found in the experimental parts of Chapter 5
and 6.
2The total number of streams in Tag+Level on TreeBank data is only 2237, which is relatively
much smaller compared with that of PPS (338740).
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2. Only in some special cases, where the XML document is very shallow and wide,
like DBLP data [46], GeneralizeTwigStackList on PPS is also a very good option
because it can significantly reduce I/O cost by streams punning.
3. If an XML query engine can only support the containment labeling scheme,
then GeneralizeTwigStackList on Tag+level is generally a good option for efficient
XML twig matching.
Some of the material in this thesis appear in our papers [15, 52, 53, 54, 55, 56]. In
particular, Algorithm TwigStackList in Chapter 3 also can be found in paper [52] and
this thesis shows more intuitive examples and formal proofs of theorems. Algorithm
OrderedTJ in Chapter 4 can be found in paper [56] and more extensive experiments are
performed here. Algorithm GeneralTwigStackList in Chapter 5 borrows some idea from
iTwigJoin algorithm in paper [15]. But here we make a significant extension to enlarge
the optimal query class of iTwigJoin by including queries with P-C relationships in
non-branching edges. Finally, Algorithm TJFast in Chapter 6 also can be found in our
paper [54], but TJFast+L never appeared before and was first proposed in Chapter 6
of this thesis. Finally, our papers [53, 55] give a deep research on the properties of
Dewey labeling scheme and contribute to some contents in Chapter 2 and 6 of this
thesis.
7.2 Future Research Directions
While this thesis has presented efficient algorithms for XML twig pattern matching,
a number of issues need to be further investigated.
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Full-fledge XML query engine Although there have been some encouraging re-
sults (i.e. efficient twig query matching algorithms) in XML query process-
ing reported in this thesis, there is still much work to be done toward a full-
fledge XML query engine. For example, the first step can be done to extend
our algorithms to optimally process the XPath with positional predicates (e.g.
book/author [2]). The existing method [79] solves this problem by decompos-
ing such a query to different axes, which may cause large useless intermediate
results. We are considering to extend our TJFast based on extended Dewey la-
beling scheme to design a new holistic algorithm. Specifically, we plan to extend
the set structure in TJFast to contain the positional information for elements.
Thus any element can be output from set only if it satisfied the respective posi-
tional predicate. More research can be done on concise and efficient presentation
of positional information in sets.
Directed graph XML model While XML data can be modeled as tree structure,
further study can be conducted to handle labeled directed graph models. This is
because the labeled directed graph model of XML data contains more informa-
tion (i.e. ID references) than tree models do. We expect to use ID reference lists
to record the reference information for each element in XML documents. By the
combination of ID reference lists and extended Dewey labels, we can know both
the referencee and path information for each element in XML documents. But
the main problem is that we need extra computation cost on ID reference lists
to answer an XML query based on graph model. How to efficiently organize
data in ID reference list for efficient query processing is the main concern of
future research.
168
Extended Dewey labeling scheme for ordered query In this thesis, based on
the containment labeling scheme, we have proposed a holistic algorithm Or-
deredTJ for ordered twig query. The future research could be done on algo-
rithms based on the extended Dewey labeling scheme for ordered twig query.
This is a promising research direction because (1) similar to the containment la-
beling scheme, extended Dewey also can be used to compare the element order.
For example, “1.5” is a left-sibling of “1.8”; and (2) analysis and experiment
results in Chapter 6 have showed that algorithms based on extended Dewey has
much better performance in terms of execution time than algorithms on the
containment labeling scheme. Our research plan includes two steps.
• Firstly, we need extend the set structure of TJFast to contain the order
information of elements. Before any element is inserted to a set in TJFast,
we need check its order restriction to see whether we can find the proper
following and preceding elements.
• Secondly, we need to modify the output condition of TJFast. In the original
algorithm, any element can be output if it satisfies the parent-child or
ancestor-descendant relationship in query, but, to handle ordered query,
we additionally check its order relationship according to respective set
contents.
Index structure based on TJFast We expect to accelerate our algorithm by us-
ing some index structures such as B+-tree on the individual data streams. We
believe the extension of TJFast can make the use of B+ indexes to skip ele-
ments and improve the algorithm performance. An immediate thought is that
we can arrange the data in each stream by their lexicography order of extended
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Dewey labels and skip elements by using similar strategy in TwigStackXB [9].
On the other hand, more research also can be done on the indexes for the con-
tents data (i.e. character data) in XML documents. This thesis mainly focuses
on the structural part of XML queries. But an XML query normally includes
both structural and content search (i.e. text search). For example, in query
“book[author= ‘Jimmy’ ]/title”, “author=‘Jimmy’ ” is a content search, while
“book[author]/title” is a structural search. To answer a content search, the
existing papers [3, 4, 5, 23] use the inverted lists to map words in document to
their positions and create B+ tree on words for efficient search. In this thesis,
we have proposed tag+level and prefix path streaming scheme for efficient par-
titioning nodes to streams (i.e. inverted lists). Thus, a direction of future work
is to investigate the index structure which can be used for both contents and
structural parts of queries by integrating different types of indexes.
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