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ABSTRACT 
M. Razzaghi (*) 
In this paper important properties o f  the conjugate points are discussed and illustrated for the 
problem of  optimizing the control  of  a direct-current electric motor. These properties are 
shown to have significant implications for the optimization problems. 
The conjugate point nearest o the initial time determine the maximum duration of  an optim- 
al control for this process. 
In a previous study of  this problem the conjugate points were not considered and the obtain- 
ed trajectories were assumed to be optimal. 
1. INTRODUCTION 
Of the methods in use for optimizing engineering 
problems, many do not provide a test to ascertain 
whether or not the Jacobi necessary condition is 
satisfied or otherwise guarantee the minimizing 
character of the extremal obtained.Thus the question 
of possible occurance of conjugate points in these 
problems is of considerable importance. For a 
minimizing solution the second variation must be 
positive. 
Bullock [1] has rightly pointed out that with the 
exception of a few papers conjugate points are not 
discussed in the literature of control theory. Lee [2] 
and Breakwell and Ho [3] discuss methods that can 
be used to test for the presence of conjugate points. 
Moyer and Kelley [4] have shown that the conjugate 
points do occur on extremal rocket paths. 
In this paper, the optimization of a direct current 
electric motor, studied by Petrov [5] is considered. 
The results indicate that conjugate points do indeed 
OCCUr .  
T 
a=f  0 vdz (2) 
T 
L = f0 i2dz (3) 
The problems to be studied are : 
a) Minimum loss formulation (with la = constant) 
To find the functions i(T) and ~('r) which yield a 
minimum of the integral of eq. (3), for a given value 
of cc subject o the boundary conditions 
~(0) = v I and v(T) = v 2 
b) Maximum efficiency formulation (with/a = constant) 
To find i(r) and V('C) which 'maximize a for a given 
L. 
c) Minimum loss formulation (with ta = ~o + kv) 
This is the same problem as case (a) but for ~a to be 
proportional to the velocity . .  In this case a numer- 
ical study is also included. 
2. FORMULATION OF THE PROBLEM 3. STUDY OF THE PROBLEM 
The simplified equation of an electric motor with 
constant magnetic flux can be written as in [5] : 
dx) ~, i=~+~ = + ~ (1) 
t 
• - [ -~_  m 
T M 
Where i is the armature current,  is the angular 
velocity of the armature, ¢ is the loading torque, 
and T M is the mechanical time constant. The angle 
of rotation cx and the losses in the armature L can 
be expressed as 
For the case (a) we have an isoperimetric problem 
with the resulting Euler equation 
3H 1 3H 1 
daT ('~7-~,) -3"o = 2V"-X1 = 0 
where 
H I=(~'+ t02+ ~1 v 
The solution of eq. (4) is a parabola given by 
=a l+a2"r  +- -~z  2 
where ~1 is the Lagrange mukiplier and a I and a 2 
(4) 
(5) 
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are arbitrary constants determined from the eq. (2) 
and the boundary conditions as 
a 1 = x) 1 (6a) 
6 c~-4`)1T-2`) 2 T 
a 2 = T2 (6b) 
24ct - 12(`) 1 + ` )2)T 
)`1 = T3 
When ` )1 = ')2 = 0, we have 
z2 6or ( z -  ) 
`) = -~-- --f 
(6c) 
(7) 
6a 12~ 
i= tJ + T--- ~- T--- ~- "~ 
The optimum velocity and current diagrams are 
shown in Fig. (1). 
"--.1 
Fig. 1. Optimum velocity `)and current i. 
From eq. (5), it is seen that 
82H1 
- -=2> 0 
3`) '2 
Therefore the Legendre condition is satisfied. To 
determine the permissible values of T, it is required 
to study the conditions under which the problem 
has conjugate points in the interval (0,T). This is 
similar to the problem considered by Fox [6] and is 
defined as the limiting point of intersection of 
neighbouring extremals passing through A. 
Eq. (7) can be written as 
d~(`),'r, T) = ,0T3-6c~TT + 6a-c2 = 0 (8) 
To find the intersection of neighbouring extremals 
through A, we substitute T + ~T for T in eq. (8). 
This gives 
`)(T+ 6T)3 -6~(T+ 6T)T +6ctT2 =0 (9) 
To obtain the conjugate point we substract eq. (8) 
• from eq. (9), divide by ~T and let 6T tend to zero. 
This requires that the conjugate point must lie on 
the line A whose equation is 
2c¢ 
= ~-~ T (10) 
The slope of the optimum velocity in eq. (7) at the 
6a 2a 
origin is ~-~ and of the line A in eq. (10) is ~-~. 
Thus the line A always intersects the parabola of 
eq. (7). The conjugate point to A is found to be 
2T -[  ~ - -  
3 
which is the point of intersection of the line A with 
eq. (7). 
Alternatively, the envelope of the family of extre- 
mals passing through A can be obtained by solving 
simultaneously the equations 
qb--0 
and 
qb T = 3`)T 2 -6az= 0 (11) 
From eq. (11) the required envelope is given by 
8ct 
`) 9T 
which is a rectangular hyperbola nd touches the 
family of extremals passing through A at T = 2_~T. 
3 
We conclude that in this case the conjugate point 
always exists. 
For the case (b) we have an isoperimetric problem 
with the resulting Euler equation 
~H 2 ~H 2 
ddT ( '~ ' )  . . . .  3`) 2~2~)"- 1 = 0 (12) 
where 
H2 = )`2(`)' + tj)2 + `) (13) 
The solution of eq. (12) is a parabola 
1 2 (14) ` )=b I + b2"r + 4-~2 "r 
where )'2 is the Lagrange multiplier and b I and b 2 
are arbitrary constants determined from the eq. (3) 
and boundary conditions. 
For `)1 =`)2 = 0 
b 1 = 0 (15a) 
b2 = • [ 3(L- la2T) ]1/2 (15b) 
T 
T 3(L 2T) -112 
= _+ .~ [ ~ ] )`2 (15c) 1.  
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From eq. (3) it is seen that 
32H 2 
_ -=  2) ,  2 
3 9 ,2 
Therefore, using the Legendre condition, the 
maximum displacement can be reached only for 
X2 < 0, i.e. for a negative sign in front of eq. (15c). 
Hence 
[ 3(L~T~2T) 1' /2 [3(LT~2T~'/: z2 (16) 
k) = ~ 't - -  -~-  
Eq. (16) has a real value for ~) only if 
L L- v2T> 0 or W < ~-  (17) 
This equation can be written as 
3 
-- 2 1/2,~., V(v ,  z ,T )=vT  2 - [3 (L -v  T)] 1 .  
+ - - [3(L- ~2T)] 1/2 T 2 = 0 (18) 
In order to find the conjugate point, we differentiate 
eq. (18) with respect o T and set it equal to zero. 
That is 
3 t/2 
S T=~T 'o- [3(L- I j2T)] I /2z 
+ 3~2T'r  [3(L-  ~2T)] -1/2 
3 .  - -  ~2~o2 [3(L-  V 1}1 =0 (19) 
2 
Equation (19) implies that 
(2L -31 j2T)T+ ~2z2 
X)= 
[3T(L - ]a2T) ] ~2 
(20) 
The conjugate point is found to be 
.~ = LT  (21)  
3L-2~2T 
which is the intersection of equations (16) and (20). 
Alternatively, the envelope can be obtained by solv- 
ing simultaneously the equations ~b'= 0 and ~/? = 0 as 
= 2 x) ~-~ J (L -  ~2T)3T 
and the conjugate point is found to be the same as 
eq. (21). The conjugate point occurs in the interval 
(0,T) i f0< "~< T, 
0< LT <T 
3L - 21a2T 
This implies 
L 
0< T< la 2 
Consequently, using equation (17), it is seen that, in 
this case also, the conjugate point will always exist. 
For the case (c), the solution of the Euler equation 
is a catenary given by 
v = b + Cl ekz + c2 e-k't 
and 
i = ~2 o + 2kCl ek'c 
vo  )B 
where b = - (--~- + 2k 2 ); )`3 is the Lagrange 
multiplier and c 1 and c 2 are arbitrary constants de 
termined from the eq. (2) and the boundary con 
ditions. 
For x2 l =x) 2 =0, we have 
be kT b 
Cl ekT + ! c2 = 
b--"  kct(ekT + 1) 
T(ekT + 1)- 2(e kT - 1) 
hence  
kcx[e kT + 1 - e k'r - e kT e -kx] . 
~= 
kT (e kT + 1) - 2(e kT - 1) 
Eq. (22) can be written as 
~(v, z, T) = x)kT(e kT + 1) - 2v(e kT - 1) 
- kct [e kT + 1 - e kz -  ekTe -kz] 
e kT + I 
(22) 
dp T = 0 implies that 
v = kctekT(1 - e-kz) (23) 
kTe kT - e kT + 1 
The conjugate point is given by 
ek z= e kT -kT -1  
e -kT + kT - 1 
which is the intersection of equations (22) and (23). 
The conjugate point occurs in the interval (0,T) if 
0< z< Tor  
kT e -kT -  1 e kT 
1 < e_kT+kT_  1 
In a previous tudy of these problems [5] the above 
conditions were not considered. 
Example 
This example was first considered by Petrov [5]. 
Find the optimum current and velocity diagrams for 
an electric drive with ~ = 0.4 + 0.8 v which assures 
a displacement angle ct = 1 within time T = 2. 
For this problem 
v =2.94(1 - 0.168e 0"8- 0.832e -0"8) 
and 
i = 2.75 -0 .79e 0"8z 
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The conjugate point is obtained at z = 1.3 which 
is in the interval (0,2). For the same problem but 
with T = 1, the conjugate point is at z = 2.7 which 
is not in the interval (0,1). 
Non-zero end condition for the minimum loss formula- 
tion : 
In this case from eq. (6) with ~1 = 0 we obtain 
x) (6or 2~2 3~2 6(x z2 
F ~- )T+ ) (24) = iT2 T 3 
similarly 
~(%z,T) = x~T 3 - (6ctT - 2xa2T2)z - (3x~2T- 6ct)T 2 
~T = 0 implies that 
2T~ 4'02 "02 2 (25) 
x~=(_ 3T )~+T-2  
The conjugate point is the point of intersection of 
equations (24) and (25), that is 
x~2 T2 - 6c~T 
Tm 
3x~2T - 9c~ 
The conjugate point occurs in the interval (0,T) if 
0 < ~ < T. In this case the problem has no con- 
jugate point if and only if 
3cx < 6ct 3ct 6ct 
2X---~< T x)-~ or "~<~ lJ2<~'-~" 
4. CONCLUSIONS 
In a particular engineering optimal control problem 
it is shown that in certain cases the existence of a 
conjugate point can cause the problem to have no 
true optimum solution. A possible way of avoiding 
this situation by altering the boundary conditions is 
suggested. 
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