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Abstract. Many optimization problems involve integer and continuous variables that can be modeled as mixed integer
nonlinear programming (MINLP) problems. This has led to a wide range of applications, in particular in some engineering
areas. Here, we provide a brief overview on MINLP, and present a simple idea for a future nonconvex MINLP solution
technique.
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INTRODUCTION
Many optimization problems involve discrete and continuous variables that can be modeled as mixed integer nonlinear
programming (MINLP) problems. For instance, integer variables can represent the number of workers needed to
perform a certain task whereas continuous variables can denote physical values, such as pressure or temperature.
This has led to a wide range of applications in the field of process systems engineering [10]. In particular, one may
find applications which include gas network problems, nuclear core reloaded problems, cyclic scheduling trim-loss
optimization in the paper industry, synthesis problems, layout problems [1]. Other examples are efficient management
of electricity transmission, contingency analysis and blackout prevention of electric power systems [15].
A mixed integer nonlinear program formulation can be represented as:
min f (x,y)
s. t. g j(x,y)≤ 0, j ∈ J
x ∈ X , y ∈ Y (1)
where X ⊆ Rn is assumed to be a convex compact set, Y ⊆ Zp corresponds to a polyhedral set of integer points,
f :Rn+p →R and g :Rn+p →Rm are continuously differentiable functions, J is the index set of inequality constraints,
and x and y are the continuous and discrete/integer variables, respectively. If the objective function f and the constraint
functions g are convex, the problem is known as convex, otherwise the problem is a nonconvex MINLP. In the last
decades, significant progress has been made in the solution techniques for convex MINLP. However, techniques and
solvers for nonconvex MINLP problem have just started to appear in the literature [14].
The paper is organized as follows. First, we briefly present the main techniques for solving convex MINLP problems.
We then present a future idea for nonconvex MINLP based on a heuristic linear/quadratic interpolation model-based
method.
MINLP SOLUTION TECHNIQUES
Here, we assume that the problem is a convex MINLP. The available methods to solve this type of problem can
be derived from three basic nonlinear programming (NLP) subproblems and from one cutting plane mixed integer
linear programming (MILP) problem, related with (1) [2, 10]. Different methodologies have been proposed to solve
convex MINLP, in particular: Branch-and-Bound (BB), Outer-Approximation (OA), LP/NLP-based branch-and-bound
(LP/NLP-BB), Generalized Benders Decomposition, Extended Cutting Plane, and Branch-and-Cut, [9, 10, 11, 15, 19].
Our brief presentation below will focus mainly on the BB, OA and LP/NLP-BB methodologies.
Branch-and-Bound. Although BB was originally devised for MILP, it can also be applied to MINLP. We refer the
reader to Leyffer [13] and the references therein included. The method solves a NLP relaxation subproblem at each
node of the tree, instead of an LP, represented by
LBk ≡min f (x,y)
s. t. g j(x,y)≤ 0, j ∈ J
x ∈ X , y ∈ YR
yi ≤ uki ,
yi ≥ lki
(NLP-rel-k)
for some i, where YR is a continuous relaxation of the set Y and uki = byhi c (floor function applied to the noninteger value
yhi of a previous step h < k), l
k
i = dymi e (ceiling function applied to the noninteger value ymi of a previous step m < k).
When k = 0, problem (NLP-rel-k) corresponds to the continuous NLP relaxation of the MINLP problem (1). The BB
method starts by solving the subproblem (NLP-rel-k) with k = 0. If all the integer variables of the problem take integer
values, the optimal solution is found and the algorithm stops. Otherwise, a tree search is performed in the space of the
integer variables. Simple bounds yi ≤ uki ,yi ≥ lki are added successively (at nodes of the tree) yielding subproblems
(NLP-rel-k) at each kth step in the branch and bound search. The solution of each subproblem (NLP-rel-k) provides
a lower bound for the subproblems in the descent nodes of the tree. This process continues until the lower bound
exceeds the current upper bound, the NLP subproblem is infeasible, or the solution provides integer values for the
integer variables. The integer solutions (at the nodes of the tree) give upper bounds on the optimal integer solution. An
example of the enumeration tree is represented on the left of Figure 1. Double boxed nodes represent integer solutions.
The optimal solution is LB5. The BB method is only attractive if the NLP relaxation subproblems are inexpensive to
solve, or when only a few of them need to be solved. Otherwise the tree can grow very large and solving a large number
of NLP can be time-consuming. The well-known solvers Bonmin [3], KNITRO [4], MINLP-BB [12] and SBB [8], are
branch-and-bound based methodologies and available for convex MINLP.
Outer-Approximation. The OA method was introduced by Duran and Grossman [6] and later used by Fletcher and
Leyffer [7]. The OA method performs a cycle of major iterations, k= 1, . . . ,K, in which the NLP reduction subproblem
(NLP-red-k), for a given yk,
f kU ≡min f (x,yk)
s. t. g j(x,yk)≤ 0, j ∈ J
x ∈ X (NLP-red-k)
is solved, being xk the solution, and the MILP relaxation master problem (M-OA):
LBK ≡min l
s. t. f
(
xk,yk
)
+∇ f
(
xk,yk
)T [ x− xk
y− yk
]
≤ l
g j
(
xk,yk
)
+∇g j
(
xk,yk
)T [ x− xk
y− yk
]
≤ 0, j ∈ J
x ∈ X , y ∈ Y
k = 1, . . . ,K
(M-OA)
is updated with the corresponding objective and constraint function linearizations at the point (xk,yk), and solved to
generate a new vector of discrete values. Usually, not all yk ∈ Y give rise to a feasible (NLP-red-k) subproblem, i.e.,
does not exist xk ∈ X that satisfies g j(xk,yk)≤ 0, j ∈ J. If subproblem (NLP-red-k) is feasible, the solution xk is used
to define the first MILP master problem. Otherwise, the following feasibility NLP subproblem
min u
s. t. g j(x,yk)≤ u, i ∈ J
x ∈ X , u ∈ R+ (NLP-F)
FIGURE 1. Enumeration tree in branch-and-bound (on the left) and flowchart of outer-approximation (on the right)
for a fixed yk, is solved to provide the corresponding xk. The feasibility NLP subproblem (NLP-F) can be interpreted
as the minimization of the infinity-norm measure of infeasibility of the corresponding NLP subproblem. The OA
algorithm starts with a vector (x0,y0) that can be either a feasible solution to (1) or to the continuous NLP relaxation
of the MINLP problem. The solution of problem (M-OA) LBK corresponds to a lower bound for problem (1).
Since the linearizations are accumulated as k increases, the master problems (M-OA) generate a sequence of lower
bounds LB1 ≤ LB2 ≤ . . . ≤ LBK . This cycle of iterations continues until the difference between the upper bound
UBK = mink f kU , provided by subproblems (NLP-red-k), and the lower bound provided by the MILP relaxation master
problem LBK is sufficiently small. The flowchart on the right of Figure 1 shows the major steps in OA type algorithms.
The successive accumulation of linearizations generating master problems (M-OA) with large number of constraints
is the main drawback of OA based methods. Keeping only the last linearization point is not appropriate since
the monotonic increase of the lower bound is not guaranteed. It is shown in [18] that the aggregation of linear
approximations to the objective and constraint functions can be carried out for the efficient solving of MILP master
problem. Experience shows that the OA method requires in general a reduced number of major iterations. If f and
g are linear functions in x and y then OA method converges in one iteration, since the MILP master program (M-
OA) corresponds to the problem (1). Furthermore, the master problem (M-OA) need not be solved to optimality. It is
sufficient to find a new point (yk,xk) that gives a solution to the MILP that is below UBK within a specified tolerance.
LP/NLP-based Branch-and-Bound. The LP/NLP-BB is a clever extension of OA, which avoids solving an alter-
nating sequence of MILP master problems (M-OA) and NLP subproblems. The basic idea consists of performing
an LP-based branch-and-bound for the continuous relaxation to (M-OA) and enforcing integrality of the variables y
by branching. This approach avoids solving multiple MILP master problems by interrupting the MILP tree search
whenever an integer feasible solution yk, say, is found to solve the NLP subproblem ((NLP-red-k) or (NLP-F)). Then
it updates the representation of the master problem in the current open nodes of the tree with the corresponding lin-
earizations, and the MILP tree search continues. The algorithm is stated in full detail in [11]. A list of some available
solvers based on linearizations is: Bonmin [3], Dicopt (http://www.gams.com/dd/docs/solvers) and FilMINT [1].
Recent and future work
Branch-and-bound type methods have already been proposed for solving nonconvex MINLP [14]. The list
of the available software, mostly deterministic optimizers for nonconvex MINLP is the following: BARON
(http://archimedes.cheme.cmu.edu/baron/baron.html), Couenne (https://projects.coin-or.org/Couenne) and LaGO
[16]. Most of these codes are available for use free of charge and/or are open source. The difficulty with nonconvex
MINLP is that common optimizers when solving NLP problems with nonconvex f and g functions are able to
guarantee convergence only to a local minimum. This means that the solution of the NLP relaxation subproblem does
not provide a lower bound on the solution of the original problem (1). An additional relaxation process is required,
typically involving the decomposition of the nonlinear functions into components, see [15].
An alternative idea, keeping a classic branch-and-bound approach, is to solve nonconvex NLP subproblems using
a heuristic combination of deterministic and stochastic algorithms, that is able to guarantee convergence to a global
solution with a high probability. This is a matter for future research. Since our proposal aims to focus on derivative-
free methods, the required linear and/or quadratic approximation models are typically constructed via interpolation
model-based methods [5, 17].
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