It can be seen that a number of "self-selection thresholds" are used. Their purpose is to filter out, at each layer, those elements which are least useful, "harmful" in Ivakhnenko's words, for predicting the correct output <j>. Only those elements whose performance indices exceed the threshold at that layer are allowed to pass to the next layer. Therefore, the network representation is a feed-forward transformation, whereby each succeeding layer in the network increases by two the degree of the multinomial fit to the input properties x t . Ivakhnenko has described the "selection hypothesis" used to select elements to be used in succeeding layers as the following.* . . . Our first conclusion is that composite control systems must be based on the use of signals which control the totality of elements of the system. The second conclusion . . . involves the extension to cybernetics of the principle of selection of plants and animals. The long history of the art of selection must be carefully studied by cyberneticists.
. . . Let us examine the principle selection scheme. To obtain, say, plants (in the agricultural sense-Ed.) with certain properties, a large number of plants are sown which may have this property (the first heuristic being the selection of "elementary algorithms"); then the first crossing occurs (a generation of combinations of first complexity), and then the first harvest.
From the harvest of the first generation (the first threshold selfselection), plants are chosen which better our requirements as compared to others; the seeds of these plants are again sown, and the plants are crossed (a generation of combinations of second complexity). From the second harvest one again selects certain seeds (the second threshold self-selection) which are sown, etc.
The rules of the mass selection process are as follows. 1) For each generation there exists a certain optimal number of seeds being sown. Any change from this amount leads to slowing down and deterioration of selection.
2) The selection process cannot be completed in a single generation; several generations (at least three or four) are needed.
If the selection process is too long (too many generations), the plants degenerate. The more complicated the selection problem, the more generations are needed. Now let us examine the perceptron algorithm. It fully duplicates all the main principles of selection. For example, a perceptron can be used for identification of extremal plants (in the control theory sense-Ed.). The complex surface of the extremal hump is approximated by polynomials. The signals applied to the perceptron input contain information about the surface of interest to us. The surface is usually described by a number of experimental points and simple functions of their coordinates ("elementary algorithms"). In accordance with the selection hypothesis, we first take simple polynomials of second degree that are easiest to inscribe in this surface. These simple combinations of data are subjected to the first threshold selection, and only some of the polynomials (namely, those which fit best into the sought surface) pass into the second layer, where they form more complex combinations (polynomials of fourth degree).
From the second "generation," one again is singled out (by threshold selection) the most suitable, which can best be fitted into the sought surface. Here there is again an optimum number of combinations selected. Only these combinations pass into the third layer, where even more complex third "generation" combinations are formed (polynomials of sixth degree), etc. This constitutes the group method of data handling (GMDH-Ed.) for the problem under consideration. In deterministic problems with "smooth" solution functions and a small number of measurements, the best solution is obtained at once after the first selection, in the first "generation" of combinations. The greater the data spread and the more complex and higher dimensional the functions, the more "generations" are needed for obtaining optimum results.
In complex problems, just as in selection of plants, at least three or four "generations" are needed for obtaining satisfactory results ("the perceptron must have at least four layers"). If the perceptron has too many layers, the combinations degenerate. This is indicated by an accuracy check (a correlation criterion or mean-square-error criterion) (on the independent testing data set-Ed.). To preclude degeneration, the best solution must be chosen based not on the results of the last layer, but on data from all layers of the perceptron. Hence all aspects of the selection process mentioned above occur in the perceptron.
The six coefficients of each element in the network are determined in the following way. Consider one element in the first layer. It implements the function A 2 (X) shown in the preceding. Assume that there are TV input vectors in the training set, each composed of p property values,
, n -1, • • • ,N. Denote the nth desired output as (t> n . A set of six coefficients for this element (which has inputs x ni and x nj ) must be found such that the mean-square error between the outputs of this element y n , and the true outputs <!>" is minimized.
The coefficients are obtained from the "Gauss normal equations" as follows. First write the system of equations in matrix form <D = XA where matrices O, X, and A are of order N x 1, TV x 6, and 6x1, respectively. (The first element in each row of the X matrix is unity.) The normal equations are formed by premultiplying both sides by the transpose of X:
Matrix is a 6 x 6 matrix, and the solution is found by inverting this matrix:
Matrix A contains the set of six coefficients which enables this element to approximate the true outputs with minimum mean-square error. This procedure is repeated for each element in the first layer, with the components in matrix ^changing each time depending on the identity of the two inputs to the particular element. The same technique is used to find the six coefficients of each element in succeeding layers. After the coefficient values are computed based on the training data, the performance index of a given element (and, hence, of its two input properties) is determined by either correlating or computing the mean-square error between the output of the element and the true output for each vector in the independent testing set. Only those elements whose performance index exceeds the "self-selection threshold" for that layer are allowed to be used in the next layer. This use of the independent testing set to filter out poor properties is what Ivakhnenko calls "decision regularization."
The editor of this paper is joined by Mr. Barren and J. N. Warfield, Co-Editor of this TRANSACTIONS, in expressing gratitude to Acad. Ivakhnenko for the enjoyable correspondence which has taken place throughout the revision procedure.
Abstract (written by paper editor)-A complex multidimensional decision hypersurface can be approximated by a set of polynomials in the input signals (properties) which contain information about the hypersurface of interest. The hypersurface is usually described by a number of experimental (vector) points and simple functions of their coordinates. The approach taken in this paper to approximating the decision hypersurface, and hence the input-output relationship of a complex system, is to fit a high-degree multinomial to the input properties using a multilayered perceptronlike network structure. Thresholds are employed at each layer in the network to identify those polynomials which best fit into the desired hypersurface. Only the best combinations of the input properties are allowed to pass to succeeding layers, where more complex combinations are formed.
Each element in each layer in the network implements a nonlinear function of two inputs. The coefficients of each element are determined by a regression technique which enables each element to approximate the true outputs with minimum mean-square error. The experimental data base is divided into a training and testing set. The training set is used to obtain the element coefficients, and the testing set is used to determine the utility of a given element in the network and to control overfitting of the experimental data. This latter feature is termed "decision regularization."
In contrast to the statistical decision theoretic approach which is "single layered," it is argued that the type of multilayered structure presented should be used to solve complex problems for four primary reasons: 1) a smaller training set of data is required; 2) the computational burden is reduced; 3) the procedure automatically filters out input properties which provide little information about the location and shape of the decision hypersurface; and 4) a multilayered structure is a computationally feasible way to implement multinomials of very high degree.
A network-implemented model of the British economy and results forecasted by the model are presented to demonstrate the utility of the polynomial theory.
I. INTRODUCTION
M ODERN control theory, based on differential equations, is not an adequate tool for solving the problems of complex control systems. It is necessary to construct differential equations to trace the input-output paths, that is, to apply a deductive deterministic approach. But it is impossible to use this approach for complex systems because of the difficulty in finding these paths. The method of heuristic self-organization [1], [2] is more appropriate for the problem.
The starting point of the heuristic self-organization approach can be formulated in the following way. I know that I know nothing; let us generate and compare all possible input-output combinations. Self-organization uses mathematical combinatorial methods and a series of "threshold self-selections" on the different heuristic criteria [2] .
"Examinations" of the threshold type are widely used in the selection of botanical plants. To obtain plants with certain desired characteristics, a number of generations ("seeds") of those plants are selected in which the properties (of interest-Ed.) are more pronounced. Our hypothesis of selection states that algorithms of selection are optimal for solving the interpolation problems of prediction, pattern recognition, identification, or optimal control of complex physical plants by any form of (commonly-Ed.) used basic functions. The only demand is as follows: the complexity of mathematical description relative to the inputs must increase with every new "generation" of formulas.
Using polynomials as the basic (plant describing-Ed.) functions, we obtain the polynomial theory; using Bayes' formulas, we obtain the probabilistic theory, etc. Each type of basic function gives us a different theory of complex systems.
II. POLYNOMIAL DESCRIPTIONS: THE BASIC MEANS OF THE NEW THEORY
The formulas of a predictive model have been previously used only for calculating the future values of the predicted variables. The polynomial theory proposes to use predictive polynomials as the basic means for the general investigation of complex dynamic systems [1] .
The predictive polynomial is a regression equation which connects a future value of the output variable with past or running (current-Ed.) values of all input and output variables. Regression analysis allows us to evaluate the coefficients of the polynomial by the criterion of minimum mean-square error.
A more general mathematical theory to synthesize an optimizing decision algorithm using the information given in a few points of interpolation is not yet available [3] . So, the polynomial theory realizes the "hypothesis of selection": the polynomials are treated in the same manner as are seeds in agricultural selection. This enables us to obtain the polynomial description of a component or of the whole complex plant by observing their inputs and outputs during a comparatively short time.
The main problem solved by the polynomial theory is to find the polynomial description of optimum complexity, i.e., that which is adequate to describe the complexity of the plant. Only such descriptions can give high prediction accuracies.
There is an analogy between the polynomial description in the new theory and the operator transfer function in control theory; neither conception requires information about initial conditions. (Although information about the initial conditions is required to obtain a series solution to a finite difference or differential equation, it is possible to construct a polynomial description from a data base of input and output values without explicit initial conditions-Ed.)
The polynomial descriptions have some advantages for engineers. For example, there is no need to find solutions for the equations in finite difference form because the answers to all the interesting questions can be found from the polynomial description itself. So, the information about initial conditions and the solution of the equations are often not necessary.
No distinction is made between the statics and the dynamics of the plant in the polynomial theory. This division of the plant regimes is connected with the application of differential equations, and consequently, it is quite artificial.
There are at least three methods by which we can obtain the polynomial description of a component or of the whole control system: 1) by replacing the derivatives in the differential equations by finite differences; 2) by methods of indirect measurement of the disturbances by the so-called "differential fork;" these methods were taken from theory of invariance [5]; 1 3) by methods of active or passive experimentation.
The aforementioned regression analysis is a typical example of such methods. But many other methods of identification are known.
There is no reason to use identification methods for estimating the coefficients of the differential equations. It is much simpler to use them directly for the synthesis of polynomial descriptions. Less information is necessary for this operation. In particular, there is no need to know the type of differential equations.
The first two methods are used for deterministic problems. The experimental method is used also for stochastic problems where the differential equations are not known absolutely or are not applicable. Here, the polynomial theory has no rivals because only this theory allows us to obtain the optimum complexity mathematical model of the plant. Examples show that the most accurate description of extremely complex plants corresponds to polynomial descriptions of a rather high degree (e.g., to polynomials of up to the sixty-fourth degree). It is impossible to find nonlinear differential equations corresponding to such complex polynomials.
III. APPLICATION OF THE POLYNOMIAL THEORY TO DETERMINISTIC SYSTEMS
The advantages of the polynomial theory for deterministic systems are not obvious but nevertheless are essential. The theory enables us to find the optimization equation, thereby making structure transformations for nonlinear systems much simpler.
It is easy to deduce the polynomial descriptions for any differential equation by replacing the derivatives with finite differences. Using "lag differences" we obtain the predicting equation, and using "lead differences" we obtain the control equation. The control equation includes future values of the input variable among its arguments, but the predicting equation does not. The predicting equation is used to predict future values of the output variable for the conditions when the future values of any input are not known. The control equation can include these values because we consider them the manipulated variables used to control the plant.
The predicting equation for input x and output y is 1 The theory of invariance is a part of general control theory, considering conditions of complete compensation of disturbances by proper change of manipulated variables. An indirect measurement of variables by the "differential fork" is often used in this theory.
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The control equation is
The time instances are denoted as F future moment of time F -1 instant moment F -2 moment one step before F -3 moment two steps before and so on.
The optimization equation in its simplest form is
where the y F are the future values of the index of extremum (or performance index), and X F is the future value of the manipulated variable. In this case the control equation is the equation of the complete extremum system. In complex systems the variable y F is connected with the variable X F by nonlinear polynomials which enable us to apply the technique of mathematical programming and gradient methods to solve the problem of optimal control. When the regression analysis or group method of data handling (GMDH) is used to obtain the equations, we have the "algorithm of optimal control with storage of information."
IV. RULES OF STRUCTURE TRANSFORMATION
The system control equation can be obtained from its component equations using the following rules [1] . 1) Synthesize the polynomial description for the serial coupling of the components by the joint solution of the polynomial descriptions of all given components excluding the intermediate variables.
2) Synthesize the polynomial description for the parallel coupling of the components by the summation of the coefficients of the polynomial description members of each component having the same indices of time.
3) Synthesize the polynomial description for the component with feedback by subtracting the coefficients of the x F -j members from the coefficients of the y F -j members having the same indices of time.
Therefore, the structure transformation can be made as simple in the polynomial theory as in the common control theory. (4) gives us the characteristic equation (5) For stability the roots of this equation have to lie in a circle of unit radius.
So, the well-known criteria for impulse systems stability is valid in the polynomial theory also. This is quite understandable because the analysis of stability, as stated by Lyapunov, applies to the level of linear equations where the polynomial theory seems to have no considerable advantages. Its advantages are connected with complex optimal nonlinear descriptions.
VI. THE CONDITIONS OF INVARIANCE
To obtain compensation in the polynomial description of the stabilization system, all the coefficients must be equal to zero. We can satisfy this condition only in the case where all the coefficients are the differences of two values, compensating one another. This case occurs in systems with feedforward links and in multifeedback systems with the "differential forks" [5] for intermediate measurement of the disturbances.
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Example
The polynomial descriptions are obtained from the given differential equations and their transformations. The given differential equation is (6) Obtain the predicting equation using the lag finite difference: (7) Obtain the control equation using the lead finite difference: (8) The recurrent transform leads to increasing the interval of time taken into account: T = Nh, where TV is the number of prehistory steps.
For the predicting equation we obtain, when a = 1 -b,
The equivalent transform is the transformation of the argument set without any change in the time interval of the prehistory T, by the following formulas: (11) and so forth.
VII. APPLICATION OF THE POLYNOMIAL THEORY TO STOCHASTIC SYSTEMS
The interval of prehistory T -Nh, which we are to take into account, can be estimated from the correlation functions. In a deterministic system this interval is no shorter than the continuation of the dynamic transient processes in the given system. In a stochastic system the interval T is to be no shorter than the displacement time by which the correlation function is essentially different from zero (Fig. 1) .
The error associated with the limited number of steps A used is exactly equal to the error associated with the indetermination of the termination of the transient process. Therefore, the accuracy of the polynomial theory is no less than the accuracy obtained based on the solution of the differential equations. The GMDH is the best method for obtaining the polynomial description of a stochastic system from a small amount of experimental data. This algorithm follows.
VIII. THE MAIN RULE FOR CONSTRUCTING THE GMDH ALGORITHMS
The "complete" description of the plant (12) is to be constructed of several layers of "partial" descriptions :
and so forth, where c n 2 and c m 2 are the number of pairwise combinations of n and m for the first and second layers, respectively.
The function / A is usually the same in all the equations. Eliminating the intermediate variables, we obtain the "analog" of the complete description. Comparing the analog and the actual complete description in its general form, we find the equations for the construction of the coefficients of the complete description.
In the polynomial theory the functions f l are the Kolmogorov-Gabor polynomials:
IX. RULES FOR VARIABLE SELECTION
All experimental data are divided approximately in half into training and checking (testing-Ed.) sets. Coefficients of the first layer of partial descriptions are calculated by solving small systems of Gaussian normal simultaneous equations according to the minimum mean-square-error criterion. The left-hand sides of the equations are set equal to values of the output function at every point. After finding the values of the coefficients, we calculate the values of the intermediate variables. Then, using the data of the checking set, the mean-square error is determined for each variable. Only the most accurate variables, i.e., those giving the least error, are selected for subsequent use. These variables are retained in the training and checking sets, and the other variables are discarded. In the second layer of selection coefficients of partial descriptions of the layer are calculated, and the accuracy is checked again to select the most accurate intermediate variables of the layer:
etc. The GMDH algorithm has a perceptron-like multilayer structure. Only the variables whose prediction accuracies in a given layer are larger than certain thresholds are optimized with respect to the next layer. The threshold values are optimized with respect to the criterion of minimum square output error also, which represents the third application of this criterion.
The accuracy of the GMDH is often extremely good due to the following considerations. The ordinary regression method of minimum mean-square error yields the optimum value only in the small domain where the number of the regression polynomial members is less than the number of points of interpolation. Optimization by the GMDH includes not only this domain but all other relationships between these two sets of numbers. It is possible to obtain the optimal complete descriptions of any complexity with respect to the mean-square error based on decisions on the separate testing data set. This much broader domain of optimization ensures us much higher accuracy.
X. THE RULE FOR ACCURACY CONTROL
Every intermediate variable is examined for its effect on the prediction accuracy. The main rule is to use the separate testing set for accuracy control. If the training data (which were used to estimate the coefficients) are used, incorrect solutions are obtained, since small changes in the training data will lead to large changes in the coefficient values (e.g., overfitting-Ed.). This is the reason for dividing the data into separate training (learning) and testing (checking) sets. The training set is used to calculate the coefficients of the partial descriptions, but the testing set is used to evaluate the quality of the partial descriptions. This is the basic method used for the so-called regularization of the decisions.
XL THREE BASIC ADVANTAGES OF THE GMDH
The basic advantages of the GMDH are as follows. 1) There are insufficient data to estimate the coefficients of the Gaussian normal equations (by the method of least squares-Ed.) if the complete polynomial is used directly without the partial polynomials.
2) The matrices of the complete polynomial equations are always ill conditioned. But we can always select well-conditioned matrices among the diversity of the small partial equation matrices.
3) When the training set is small some arguments and intermediate variables are "harmful." That is, the accuracy will increase if we eliminate them. This important task is fulfilled by the thresholds on the prediction accuracy test after every layer of selection.
XII. EXAMPLE OF GMDH ALGORITHMS (DECISION RULES)
The GMDH can be realized by many algorithms which differ with respect to the basic functions /\ used for the construction of the partial and complete descriptions. About 20 algorithms have been proposed up to the present. Some of them (the algorithm using probabilistic graphs, the algorithm using Bayes' formulas, and algorithms using second-order polynomials) are considered in [6] .
Consider, as an example, a very simple algorithm of the GMDH for the case of four arguments. The four arguments are binary taking on the values -1 and + 1. The complete polynomial has 2 4 = 16 terms and is (14) The partial polynomials for the pairwise combination of Xi,x 2 and x 2 ,x 4 are
The coefficients of the partial polynomials may be found by solving the Gaussian normal equations. Let us recall the basic rules of the minimum mean-square-error method. We obtain the system of conditional Gauss equations by writing every partial description a number of times equal to the number of points in the training set. For five points we shall obtain the system containing five equations. To obtain the A'th normal equation, every conditional equation is multiplied by the coefficient of b k , and all the equations are added. This results in a system containing four normal equations, each with four unknown variables b k , where k = 0,1,2,3.
When calculating the coefficients we assume y { = y 2 = z and then determine the variables _y t and y 2 for every interpolation point, which are then used in the third polynomial. The other combinations are x T ,x 4 and x 2 ,x 3 or x 1 ,x 3 and x 2 ,x 4 . We can choose any combination which gives the best accuracy.
The prediction accuracy is to be checked on the separate testing set of data. The most accurate two variables from y 1 (x l ,x 2 ), y 2 (x 3 ,x 4 ), y 3 (Xi,X4), y 4 (x 2 ,x 4 \ y 5 (x lt x 2 ), and y (> (x 2 ,x 4 ) are to be used as the arguments for z.
Using the first two combination of equations shown in (15), the coefficients of the complete polynomial can obviously be constructed by the following formulas: (16) It is easy to find similar formulas from the other two combinations of arguments if they prove to be more accurate than those shown in the preceding. Note that every term of the complete polynomial appears in (16). However, this does not mean that there are no additional limitations on the choice of coefficients. Using the complete polynomial does give more degrees of freedom when we attempt to minimize the mean-square error, but this is only one of several optimizations. Another algorithm of the GMDH (with second-order polynomials) follows.
XIII. THE POLYNOMIAL DESCRIPTION OF THE BRITISH ECONOMY
Let us obtain a polynomial description of the British economy. The set of characteristic variables (e.g., features, properties-Ed.) (or the characteristic vector) is to be established by experts.
2 They often can construct the credit and debit balances of energy, matter, or money for the given time unit. These balances are a great aid in selecting the characteristic vector. The polynomial descriptions constructed in this manner are called "after-balance models." This principle of model construction unites the deterministic balance with the self-organization approach. Let us consider an example of such an after-balance model.
The British scientists Parks and Pyatt [4] have established the characteristic vector for the British economy. There are 21 variables in this economic system from which 16 are interconnected by differential or algebraic equations. So, we can choose any 5 variables to be manipulated. We have chosen the following manipulated variables [1]:
As the performance indices, we choose the two following variables: where w is the income from employment, II is the gross trading surplus, and (for example, =0.71), and where I Fg is the net investment abroad from government and I Fc is the net investment abroad from companies (e.g., = -265). The economic situation is good if -» 1 and -*• 0, and it is bad if 0 and The input data are shown in Fig. 2 and Table I . Here we can see how all seven variables changed for the last 15 years (1954) (1955) (1956) (1957) (1958) (1959) (1960) (1961) (1962) (1963) (1964) (1965) (1966) (1967) (1968) . The problem is to find the polynomial description of the British economy for the future year 1969 and, therefore, to find the optimal values of the manipulated variables for this year. For every year thereafter the description changes according to the new data.
Solution of the Problem 1) Calculation of the Nonlinear Trends:
The trends are calculated by ordinary regression analysis as third-degree polynomials. The results are shown in Fig. 2 by dotted lines. Instead of absolute value, we use the normalized deviations of all variables measured from their trends:
We shall consider these deviations as mutual dependent stationary processes of time.
Example: We have 15 points shown in Fig. 2 and Table  I . Choose the cubic polynomial Writing it 15 times and inserting the data from Fig. 2 we obtain the system of conditional equations. Using the averaging rule we obtain the system of four normal Gaussian equations with four unknown variables: The solution is a 0 = 0.6873, a l = -0.0033 a 2 = 0.0018, « 3 = -0.0001.
The trend of the process is
The function for the trend is to be properly chosen. For example, it is clear from Fig. 2 that a polynomial trend is good for variable , but a better trend for predicting variable would be a harmonic function.
2) Choice of the Length of the Prehistory Interval
Let us show (for the sake of brevity only) how the control equation for the variable (the index of industry occupation) was deduced. The reader can find the other equations (two for predicting and and two for controlling and ) in [1] . For the first attempt we choose the interval of prehistory equal to (the first self-sampling threshold). The control equation for has the following form:
3) Sampling of the More Useful Arguments: To shorten the calculations let us choose only those 14 arguments which have the strongest correlations with the output variable (the second self-selection threshold on correlation criterion q(9 2 } = 14). Denote the selected variables by
In these denotations according to [1] we shall have the control equation of the form
4) Construction of the Training and the Testing Sets:
Having input data for only 15 yr (Fig. 2) and choosing the time interval of prehistory equal to 4 yr, we can construct only 13 points of interpolation. Ten of them, with the larger variation , we use for the training data set and three points (having less variation ) for the testing set (Tables  II-IV) . We denote the variables of the different layers by the letters:
The change in the prediction accuracy of the variables is shown in Tables IV and V. The first minimum of error is reached in the q layer (the sixth layer). Taking into account that this error is calculated for the separate testing set, it is already extremely low.
Weakness of Control Theory: Tracing the change in the error rate for each layer of the selection procedure, we can explain why the theory based on differential equations is not adequate for solving complex problems. What can control theory propose for the description of the dynamics of the British economy? It can yield linear differential equations of first or fifth order [4] . Such descriptions are equivalent to the linear polynomial descriptions, which are less accurate than the first layer of the quadratic selection. They provide very low correlation to experimental data (the error is more than = 100 percent). In the sixth layer of the selection process, where the degree of the complete polynomial is equal to 2 6 = 64, we obtain the error = 2.71 percent. Control theory cannot yield such an accurate description of the dynamics of the British economy.
We can insert in the control equation, valid for the year 1969, the following figures from properties, and = 14 variables. We have divided the set of the interpolation points in the training and the testing sets in the proportion 10:3. Then we find the trends of all variables as curves of third degree only (m = 3). All these figures can be optimized by the calculation and comparison of several variants to increase the accuracy (if it is necessary). The other indexes of the economic situation can be predicted and controlled very accurately in the manner shown in the preceding. 
9) Prediction for
XIV. THE CONSTRUCTION OF VERY ACCURATE TRENDS BY THE ALGORITHM OF GMDH WITH LINEAR POLYNOMIALS
Let us approximate the mean line of a given random process (f)(t) by the curve where m is rather high (for example, m = 128). The best value of m is to be found by optimization using the meansquare-error criterion on the testing set. Denoting , we have This is the complete description. The partial descriptions of the first layer are
The partial descriptions of the second layer are and so on. The minimum number of interpolation points in the training set is equal to the number of unknown coefficients of one partial polynomial plus one, whereas it is sufficient to know at least five points of interpolation (four in the training set and one in the testing set) to evaluate all the coefficients in the partial and, therefore, in the complete polynomial. The more points that are used, the more confident we can be in the results.
XV. LONG-TERM PREDICTIONS AND STABILITY OF CONTROL
The best way to predict the future values of the variable for two or three years ahead is to repeat the prediction year after year, two or three times. For a more long-term prediction the best way is to use the last two or three real points of interpolation and one, two, or three predicted points 4 to construct very accurate trends with high degree m. This very accurate trend can be used for long-term prediction and therefore for the stability investigation of the control processes in the system.
XVI. CONCLUDING REMARKS
The GMDH can be considered as the combination of regression analysis and the methods of decision regularization. Let us denote the number of interpolation points by N. Regression analysis gives us the possibility of finding the unique polynomial which has any number of terms from n = 1 to n = N -\ according to the criterion of minimum mean-square error. When the number of terms is n -N, we obtain the unique polynomial, with zero error, which fits all the points of interpolation exactly. When the number of terms is more than n = N, we can find an unlimited number of polynomials having zero errors, but none of them is applicable-they are too sensitive to changes in the input data.
The unique and stable (regular) decision (when the number of terms and the degree of polynomial are high) corresponds to the minimum mean-square error which is estimated on the separate testing set. As the complexity of the plant increases, so does the degree of the number of terms of the optimal polynomial. When the number of terms is more than n = N, the decision can be reached by the GMDH only.
Pessimistic conclusions have been drawn concerning the quality of solution found by regression analysis. It was stated in [6] that the coefficients of the regression equations cannot be considered as the true weighting coefficients for every particular argument. The second disadvantage is the necessity of very large experimental data sets for a regression equation of high degree. The GMDH shows that both of these statements are incorrect. It gives us the unique and regular regression equation in which every coefficient is the true weight of the argument associated with it. Large 4 The number of points used is to be defined by the minimum error criterion, again calculated on the separate testing set. data sets are not necessary for the regression equations of any complexity which is optimal. Consequently, the GMDH is the basis for the new polynomial theory of complex dynamic systems. The consequences of this new theory should be considerable.
The polynomial theory of complex dynamic systems will bring about a complete revolution of the art of prediction, pattern recognition, identification, optimalizing control with information storage, and to the other problems of engineering cybernetics. For example, there will be no need to wait for a half century to prove which economic system is best. It will be sufficient to identify the polynomial descriptions of two systems and to compare their potential possibilities. V. I. Lenin has pointed out that the main performance index of the economic system is the potential productivity of labor (i.e., not the productivity measured in the given instant of time, but the productivity which can be reached in the system based on its long-term trends). It will be possible to identify the polynomial descriptions for the productivity of labor in capitalist and in socialist economic systems to prove the potential advantages of the socialist system without waiting for many years. Such predicting, having been made very objectively, will have strong ideological influence, first to the minds of scientists, then to other people.
Many other problems of modern complex life can be solved by the use of the polynomial theory. The spectrum of these problems includes the models of the brain, controllers for complex industrial processes, the problems of clean environment (particularly the model for the formation of clean water), and economic and social problems.
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