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Abstract
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1. Introduction
Let H be a group, and let ϕ :H −→ H be a monomorphism. The ascending HNN extension
corresponding to ϕ is the group Hϕ = 〈H, t | t−1ht = ϕ(h)〉. A ring is (right) primitive if it has
a faithful irreducible (right) module. Let F be a free group and K a field. Our purpose of this
paper is the study of primitivity of the group ring KFϕ .
If H = 1 is a finite group or an abelian group, then the group ring KH can never be primitive.
The first non-trivial example of primitive group ring was offered by Formanek and Snider [7]
in 1972. After that, many examples which include the complete solution for primitivity of group
rings of polycyclic groups settled by Domanov [3], Farkas–Passman [4] and Roseblade [13] were
constructed. Perhaps one of the most interesting result is the one on free products obtained by
Formanek. His result [6, Theorem 2], as a special case of the theorem, says KF is primitive
for every field K provided that F is a non-abelian free group. Moreover, in the same paper, he
remarks that if G is the direct product of a free group F and the infinite cyclic group 〈t〉, then
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582 T. Nishinaka / Journal of Algebra 317 (2007) 581–592KG is primitive if and only if the cardinality of K is not larger than that of F . It is not difficult to
see the result applying to the case of the cyclic extension of F by 〈t〉 (see Theorem 1.1(i) below).
Now, the ascending HNN extension Hϕ of a group H , which is a generalization of the cyclic
extension of H by 〈t〉, is a well-studied class of groups. For example, Feighn and Handel [5]
described all subgroups of ascending HNN extensions of free groups and showed that ascending
HNN extensions of free groups are coherent (that is, their f.g. subgroups are finitely presented).
Hsu and Wise [9] have recently shown that ascending HNN extensions of polycyclic-by-finite
groups are residually finite (that is, each non-trivial element of those groups can be mapped to a
non-identity element in some homomorphism onto a finite group). They also study on residual
finiteness for ascending HNN extensions of finitely generated free groups, which is conjectured
in [8] (the condition ‘finitely generated’ cannot be dropped [1]). More recently, Borisov and
Sapir, in their paper [2], have shown that the conjecture has a positive solution. That is, the
ascending HNN extension Fϕ of a finitely generated free group F is residually finite [2, The-
orem 1.2]. Then by reduction method based on residual properties and on series in groups, we
can see that KFϕ is semiprimitive (that is, the Jacobson radical is trivial) if the characteristic of
K is zero. One might therefore hope that KFϕ is semiprimitive for any field K . In this paper,
we shall show that KFϕ is semiprimitive for all K even if the rank of F is countably infinite
(Corollary 3.7). In fact, KFϕ is often primitive, which is our main result:
Theorem 1.1. Let F be a non-abelian free group, and Fϕ the ascending HNN extension of F
determined by ϕ.
(i) In case ϕ(F ) = F , the group ring KFϕ is primitive for a field K if and only if either |K|
|F | or Fϕ is not virtually the direct product F × Z.
(ii) In case ϕ(F ) = F , if the rank of F is at most countably infinite, then the group ring KFϕ is
primitive for any field K .
2. Preliminaries
Throughout this paper, F denotes the non-abelian free group with the basis X, and Fϕ =
〈F, t | t−1f t = ϕ(f )〉 denotes the ascending HNN extension of F determined by ϕ. Let H be a
group and N a subgroup of H . We denote by [H : N ] the index of N in H . For a group N ′, H is
said to be virtually N ′ if N ′ is isomorphic to N and [H : N ] < ∞. If h is an element of H , we let
CN(h) denote the centralizer of h in N . Let C(H) be the center of H and (H) the FC center
of H , that is (H) = {h ∈ H | [H : CH(h)] < ∞}. We shall use basic results on free groups in
the proof of the following some statements. For these results and the details, refer to Lyndon and
Schupp [10].
Lemma 2.1. Let F be a non-abelian free group.
(i) (Fϕ) = C(Fϕ).
(ii) C(Fϕ) = 1 if and only if Fϕ is virtually the direct product F × Z. When this is the case, ϕ is
an automorphism of F and there exist n > 0 and f ∈ F such that C(Fϕ) = 〈tnf 〉.
Proof. Since (Fϕ) ⊇ C(Fϕ), we may assume (Fϕ) = 1. Let 1 = g ∈ (Fϕ). We shall show
C(Fϕ) = 〈g〉. Since [Fϕ : CFϕ (g)] < ∞, we have [F : CF (g)] < ∞, which implies g /∈ F be-
cause of (F ) = 1. By the normal form theorem, there exist n, l  0 and f ∈ F such that
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may assume that n  l  0, and then f /∈ ϕ(F ) unless l = 0. Since [Fϕ : CFϕ (g)] < ∞, there
exists m  1 such that tmgt−m = g, and so tm+nf t−l−m = tnf t−l ; thus f = ϕm(f ) ∈ ϕ(F ).
Hence we get l = 0, that is g = tnf with n > 0. Then we may assume that n is minimal in
{n′ > 0 | tn′f ′ ∈ (Fϕ) with f ′ ∈ F }. Again by [Fϕ : CFϕ (g)] < ∞, there exists k > 0 such
that for each x ∈ F , xkgx−k = g, and so xkgx−k = xktnf x−k = tnϕn(x)kf x−k = tnf ; thus
ϕn(x)k = (f xf−1)k . This implies ϕn(x) = f xf−1 because F is a free group. In particular,
ϕn(f ) = f and also x ∈ CFϕ (g). Furthermore we see that ϕn is an automorphism and so is ϕ.
Now, if f = 1, then g = tn ∈ C(Fϕ), which completes the proof, and therefore we may assume
f = 1. Since F is free, as is well known, CF (f ) is cyclic, and thus CF (f ) = 〈h〉 for some
1 = h ∈ F and f = hm for some m = 0. Then hm = f = ϕn(f ) = ϕn(h)m, and so ϕn(h) = h.
Moreover, ϕ(h) = ϕn(ϕ(h)) = f ϕ(h)f−1, which implies ϕ(h) ∈ CF (f ) and thus ϕ(h) = hl
for some l = 0. Since h = ϕn(h) = hln , we have that l = 1, that is, ϕ(h) = h. Hence we get that
ϕ(f ) = f which means g ∈ C(Fϕ). We have thus seen that the assertion of (i) holds and C(Fϕ) ⊇
〈g〉. Conversely, C(Fϕ) ⊆ 〈g〉. In fact, if g1 ∈ C(Fϕ), then we may assume that g1 = tn1f1 for
some n1 with n1  n and for some f1 ∈ F . It is obvious that g1 ∈ C(Fϕ) if and only if ϕ(f1) = f1
and ϕn1(x) = f1xf−11 for every x ∈ F . Let n1 = mn + k, where m > 0 and 0 k < n. For each
x ∈ F , f1xf−11 = ϕn1(x) = ϕk(ϕnm(x)) = ϕk(f mxf−m) = f mϕk(x)f−m, and therefore, if we
put f2 = f−mf1, then ϕ(f2) = f2 and ϕk(x) = f2xf−12 for every x ∈ F ; thus tkf2 ∈ C(Fϕ). By
the minimality of n, we get k = 0. That is, f2 ∈ C(F) = 1, and so f1 = fm. Hence we conclude
that g1 = tmnf m = (tnf )m = gm ∈ 〈g〉.
Since FC(Fϕ) = F 〈g〉  F × Z and [Fϕ : FC(Fϕ)] = [F 〈t〉 : F 〈tn〉] < ∞, we see that Fϕ
is virtually F × Z. Conversely, if Fϕ is virtually F × Z, then there exists 1 = g ∈ Fϕ such that
g ∈ (Fϕ), and so g ∈ C(Fϕ) by (i); thus C(Fϕ) = 1. This completes the proof. 
In what follows, for f ∈ F and i  0, we denote by f [i] the element t if t−i of t iF t−i . The
next assertions are elementary and some of them can be found in [5]. For the sake of complete-
ness, we include a proof.
Lemma 2.2. Let N0 be a subgroup of F with ϕ(N0) ⊆ N0. For each non-negative integer i, let
Ni = t iN0t−i and N =⋃∞i=0 Ni .
(i) Ni  N0 and Ni ⊆ Ni+1, where the equality holds if and only if ϕ(N0) = N0.
(ii) If N0 is a normal subgroup of F , then N is a normal subgroup of Fϕ .
(iii) If [Ni,Ni] is the derived subgroup of Ni , then [N,N ] =⋃∞i=0[Ni,Ni].
(vi) If the rank of N0 is finite and ϕ(N0) ⊂ N0, then ϕ([N0,N0]) ⊂ [N0,N0].
Proof. It is obvious that Ni is isomorphic to N0. If f [i] ∈ Ni then f [i] = ϕ(f )[i+1]. Hence,
Ni ⊆ Ni+1, and also Ni = Ni+1 if and only if ϕ(N0) = N0; thus (i) holds. Next, for f [i] ∈ Ni ,
if i  k  0 then t−kf [i]tk = f [i−k], and if k  i  0 then t−kf [i]tk = ϕk−i (f ), and therefore,
in either case, t−kf [i]tk ∈ Ni by (i). Moreover, by the normal form theorem, if ξ ∈ Fϕ , then ξ =
tkf t−l for some k, l  0 and f ∈ F , and thereby, it can be easily seen that N is a normal subgroup
of Fϕ if N0 is a normal subgroup of F . Now, let Di = [Ni,Ni] and D =⋃∞i=0 Di . It is clear that
D ⊆ [N,N ]. Conversely, if f [i], g[j ] ∈ N (i  j), then [f [i], g[j ]] = [f,ϕi−j (g)][i] ∈ Di , which
implies [N,N ] ⊆ D; thus D = [N,N ]. Finally, suppose that the rank of N0 is finite (recall that
subgroups of free groups are free). It is obvious ϕ([N0,N0]) = [ϕ(N0), ϕ(N0)] ⊆ [N0,N0]. If
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is a normal subgroup of N0. However, this contradicts the well-known fact that the rank of any
proper normal subgroup of a free group N0 is larger than that of N0 if the rank of N0 is finite.
Hence, we conclude ϕ([N0,N0]) = [N0,N0]. 
The next two lemmas are basic results on group rings. For more information, refer to Pass-
man [12].
Lemma 2.3. Let K be a field, H a group and N a subgroup of H .
(i) (See [15, Theorem 1].) Suppose that N is normal. If (H) = 1 and (H/N) = H/N , then
KN is primitive implies KH is primitive.
(ii) (See [14, Theorem 3].) If (H) is torsion free abelian and [H : N ] is finite, then KN is
primitive implies KH is primitive.
Lemma 2.4. (See [11, Theorem 2].) Let K be a field and H a group. If (H) = 1 and KH is
primitive, then for any field extension K ′ of K , K ′H is primitive.
For a set S, |S| denotes the cardinality of S.
Lemma 2.5. (See [6].) Let Z be infinite cyclic, F non-abelian free, and H = F × Z. Then, for
any field K , KH is primitive if and only if |K| |F |.
In view of Lemmas 2.1, 2.3(ii) and 2.5, we have immediately
Corollary 2.6. Let K be a field, and suppose that C(Fϕ) = 1. Then the group ring KFϕ is
primitive if and only if K is any field with |K| |F |.
3. Proof of the theorem
In what follows, let F be a free group with a countably infinite basis X, and Fϕ = 〈F, t |
t−1f t = ϕ(f )〉 the ascending HNN extension of F determined by ϕ. For an element w in F ,
R(w) denotes the reduced word equivalent to w on X, and we set L(w) = {x±1 ∈ X±1 |
x is a letter contained inR(w)}. For a non-negative integer i, let Gi be the subgroup of Fϕ gen-
erated by {t if t−i | f ∈ F }, and G =⋃∞i=0 Gi . Moreover, let K be a field with |K|  |G|, and
KG denotes the group ring of G over K .
Let N be the set of positive integers. Since |KG| = |N|, there exists bijection s from N to
the elements of KG except for the zero element. Let s(i) = si =∑mij=1 αijf [lij ]ij , where αij ∈ K ,
fij ∈ F , mi > 0, lij  0 and f [lij ]ij = t lij fij t−lij ∈ Gi satisfying
f
[lij ]
ij = f
[lij ′ ]
ij ′ if j = j ′, and fij /∈ ϕ(F ) if lij = 0. (1)
For si above, we set q1 = max{l1j | 1  j  m1}, S1 = L(ϕq1−l1j (f1j ) | 1  j  m1), and for
i > 1, inductively qi = max{qi−1 + 1, lij | 1  j  mi} and Si = L(ϕqi−lij (fij ), ϕqi−qi−1(x) |
1 j mi, x ∈ Si−1). We choose three elements x11, x12 and x13 in X \ S1 which are different
from each other, and set B1 = B̂1 = {x11, x12, x13} and SB1 = L(ϕq2−q1(x) | x ∈ B1). Moreover,
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SBi−1 ∪ B̂i−1) with xik = xik′ ( k = k′ ), and SBi = L(ϕqi+1−qi (x) | x ∈ SBi−1 ∪Bi). Because |X|
is countably infinite, X \ (Si ∪SBi−1 ∪ B̂i−1) is non-empty for every i > 0, in fact, it is an infinite
set, and thereby the above argument is valid. Then we have that
i = i′ ⇒ Bi ∩Bi′ = ∅, (2)
i′  i ⇒ {xi′1, xi′2, xi′3} ∩L
(
ϕqi′−lij (fij )
∣∣ 1 j mi)= ∅, (3)
i′ > i ⇒ {xi′1, xi′2, xi′3} ∩L
(
ϕqi′−qi (xik)
∣∣ 1 k  3)= ∅. (4)
Here we define the element ε(si) in KG for each si as
ε(si) = z[qi ]i siz[qi ]i
−1 + x[qi ]i1 z[qi ]i siz[qi ]i
−1 + αi1x[qi ]i2 z[qi ]i f [qi ]i1 z[qi ]i
−1
, (5)
where zi = x−1i2 xi3 and {xi1, xi2, xi3} = Bi .
In what follows, we set ξij = ziϕqi−lij (fij )zi−1, where i > 0 and 1  j  mi . Then the ex-
pression of (5) is replaced by
ε(si) =
mi∑
j=1
αij
(
ξ
[qi ]
ij + x[qi ]i1 ξ [qi ]ij
)+ αi1x[qi ]i2 ξ [qi ]i1 . (6)
Lemma 3.1.
(i) ξij = ξi′j ′ ⇐⇒ either i = i′ and ξij = ξi′j ′ = 1 or i = i′ and j = j ′.
(ii) ε(si)− αi1x[qi ]i2 ξ [qi ]i1 =
∑mi
j=1 αij (ξ
[qi ]
ij + x[qi ]i1 ξ [qi ]ij ) = 0 for each i ∈ N.
(iii) If i, j, j ′ ∈ N with j = j ′, then there exists a reduced word wijj ′ ∈ F such that wijj ′ = 1,
xik /∈ L(wijj ′) (1 k  3) and xi2ξij ξ−1ij ′ x−1i2 = xi3wijj ′x−1i3 .
Proof. (i): First, suppose that i = i′ and either ξij = 1 or ξi′j ′ = 1. If either ξij = 1 or ξi′j ′ = 1,
certainly, ξij = ξi′j ′ . By (3), if ξij = 1 and ξi′j ′ = 1, then the initial letter ofR(ξij ) is x−1i2 and the
one of R(ξi′j ′) is x−1i′2 . Hence ξij = ξi′j ′ because of xi2 = xi′2 by (2). Next, suppose that i = i′
and j = j ′. Then, by (1), 1 = f [lij ]ij f
[lij ′ ]
ij ′
−1 = tqi ϕqi−lij (fij )ϕqi−lij ′ (f−1ij ′ )t−qi , and this implies
that ξij ξ−1ij ′ = 1; thus ξij = ξij ′ . The converse is obvious.
(ii): If we set ζi =∑mij=1 αij ξ [qi ]ij then ε(si)−αi1x[qi ]i2 ξ [qi ]i1 = (1+x[qi ]i1 )ζi . Since (1+x[qi ]i1 ) = 0
and ζi = z[qi ]i siz[qi ]i
−1 = 0 in KGqi , we have (1 + x[qi ]i1 )ζi = 0 because Gqi is a free group and it
is known that every group ring of a free group has no zero divisors.
(iii): Let wijj ′ =R(ϕqi−lij (fij )ϕqi−lij ′ (f−1ij ′ )) for j = j ′. Then xi2ξij ξ−1ij ′ x−1i2 = xi3wijj ′x−1i3 ,
and also xik /∈ L(wijj ′) (1 k  3) by (3). Since j = j ′, we have wijj ′ = 1 by (i). 
In what follows, for i, j, j ′ ∈ N with j = j ′, let yijj ′ denote R(xi2ξij ξ−1ij ′ x−1i2 ); thus yijj ′ =
xi3wijj ′x
−1
, where wijj ′ is as described in the above lemma. Let Yi = {y[qi ]′ | 1  j, j ′  mi,i3 ijj
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⋃∞
i=1 Ui . For a
finite sequence u1, . . . , um consisting of elements in U, we consider the following condition:
For k ∈ {2, . . . ,m}, if uk−1 ∈ Y±1i for some i ∈ N, then uk /∈ Y±1i . (7)
Lemma 3.2. Let u = u1 · · ·um, where uk ∈ U. If the sequence u1, . . . , um satisfies the condi-
tion (7) and uk−1uk = 1 for each k ∈ {2, . . . ,m}, then u = 1.
Proof. We use induction on m to prove the statement above. Since yijj ′ = 1 for j = j ′ by
Lemma 3.1(i), the statement is obviously true if m = 1. Suppose now that m > 1 and the state-
ment holds for all numbers less than m. Let uk = v[qik ]k for 1 k m and set I = {i1, . . . , im},
where vk ∈ {x±1i1 , x±1i2 , y±1ijj ′ | i, j, j ′ ∈ N, j = j ′}. We set q = max{qi | i ∈ I } and k0 = min{k |
1 k m, qik = q}. Then uk = (ϕlk (vk))[q] for lk = q−qik , and so u = u1 · · ·um = V [q], where
V = ϕl1(v1) · · ·ϕlk0−1(vlk0−1)vk0ϕlk0+1(vlk0+1) · · ·ϕlm(vm). Suppose that u = 1; thus V = 1. Since
the terminal letter of vk0 is x
±1
ih0
for some h0 ∈ {1,2,3}, by virtue of (3), (4) combined with
the maximality of q and the minimality of k0, there exists k1 > k0 with qik1 = q such that the
initial letter of vk1 coincides with x
∓1
ih0
, and ϕlk0+1(vlk0+1) · · ·ϕlk1−1(vk1−1) = 1 if k1 > k0 + 1.
Then ϕlk0+1(vlk0+1) · · ·ϕlk1−1(vk1−1) = 1 forces uk0+1 · · ·uk1−1 = 1, which contradicts our induc-
tion hypothesis if k1 > k0 + 1. Hence k1 = k0 + 1. However, because uk0uk0+1 = 1 by the basic
hypothesis, we see h0 /∈ {1,2}. This forces h0 = 3; thus uk0, uk0+1 ∈ Y±1i , a contradiction. 
We shall show the next lemma:
Lemma 3.3. Let ε(si) be as defined by (5) and let ρ =∑∞i=1 ε(si)KG be the right ideal of KG.
Then ρ is a proper right ideal of KG.
In preparation for proving the above lemma, we present some definitions and state a few
lemmas. Let r = ∑i∈I ri be a non-zero element of ρ, where I is a finite subset of N and
0 = ri ∈ ε(si)KG. Then there exist ni > 0, βik ∈ K with βik = 0 and gik ∈ G such that
ri = ε(si)∑nik=1 βikgik with gik = gik′ (k = k′). For i ∈ I , we set
Li =
{
(l, i, j, k), (3, i,1, k)
∣∣ 1 l  2, 1 j mi, 1 k  ni},
Mi =
{
(i, j, k)
∣∣ 1 j mi, 1 k  ni},
Ni = {(i,1, k)
∣∣ 1 k  ni} (⊆ Mi),
and also set L = ⋃i∈I Li , M = ⋃i∈I Mi and N = ⋃i∈I Ni . If λ = (l, i, j, k) ∈ L and μ =
(i, j, k) ∈ M then we write λ = (l,μ). Note that all of Li , Mi and Ni are non-empty for every
i ∈ I because mi > 0 and ni > 0.
Let ξ [qi ]ij be as described in (6). For each μ = (i, j, k) ∈ M and each ν = (i,1, k) ∈ N , we
set a(1,μ) = ξ [qi ]ij gik , a(2,μ) = x[qi ]i1 ξ [qi ]ij gik and a(3,ν) = x[qi ]i2 ξ [qi ]i1 gik . Then we have the following
expression of ri :
ri =
∑
γμ(a(1,μ) + a(2,μ))+
∑
γνa(3,ν), (8)
μ∈Mi ν∈Ni
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(i, j ′, k′), then a(1,μ) = a(1,μ′) ⇐⇒ a(2,μ) = a(2,μ′) ⇒ j = j ′ and k = k′. In particular, if ν, ν′ ∈
Ni with ν = ν′ then a(1,ν) = a(1,ν′). If μ ∈ Mi , then l = l′ ⇐⇒ a(l,μ) = a(l′,μ). If ν, ν′ ∈ Ni , then
ν = ν′ ⇐⇒ a(3,ν) = a(3,ν′).
For μ and μ′ in Mi , define the relation μ ∼ μ′ by a(1,μ) = a(1,μ′). It is obvious that ∼ is an
equivalence relation on Mi . Let Ci(μ) be the equivalence class of μ ∈ Mi . Since Ni ⊆ Mi and
ν  ν′ for ν, ν′ ∈ Ni with ν = ν′, as a complete set of representatives for Mi/ ∼, we can
choose a set Ti which satisfies Ni ⊆ Ti . For μ ∈ Ti , let γμ be as described in (8). We set
γ ∗μ =
∑
μ′∈Ci(μ) γμ′ . Moreover we set
M∗i =
{
μ ∈ Ti
∣∣ γ ∗μ = 0},
N∗i = Ni ∩M∗i ,
L∗i =
{
(1,μ), (2,μ), (3, ν)
∣∣ μ ∈ M∗i , ν ∈ Ni},
M∗ =
⋃
i∈I
M∗i , N∗ =
⋃
i∈I
N∗i and L∗ =
⋃
i∈I
L∗i .
Clearly, if μ,μ′ ∈ M∗i then μ = μ′ ⇐⇒ a(1,μ) = a(1,μ′), and therefore if (l,μ), (l,μ′) ∈ L∗i
then (l,μ) = (l,μ′) ⇐⇒ a(l,μ) = a(l,μ′). Under the above notations, we can replace (8) by the
following expression:
ri =
∑
μ∈M∗i
γ ∗μ(a(1,μ) + a(2,μ))+
∑
ν∈Ni
γνa(3,ν), where i ∈ I. (9)
If M∗i = ∅ then 0 = ri −
∑
ν∈Ni γνa(3,ν) = uivi , where ui = ε(si) − αi1x
[qi ]
i2 ξ
[qi ]
i1 and vi =∑ni
k=1 βikgik . However, there exists i′  0 such that both ui and vi are in KGi′ . Since KGi′ is
a group ring of the free group Gi′ , either ui = 0 or vi = 0. By Lemma 3.1(ii), ui = 0, and so
vi = 0, which forces 0 = ri = ε(si)vi = 0, a contradiction. Hence M∗i = ∅. We have seen the
next lemma:
Lemma 3.4. For i ∈ I , let L∗i and M∗i be as described above.
(i) For μ ∈ M∗i , l = l′ ⇐⇒ a(l,μ) = a(l′,μ).
(ii) For (l,μ), (l,μ′) ∈ L∗i , μ = μ′ ⇐⇒ a(l,μ) = a(l,μ′).
(iii) M∗i = ∅.
Here we can define the map − :Ni \ N∗i −→ Ni ; ν = (i,1, k) −→ ν = (i,1, h) such that
a(1,i,1,k) = a(1,i,j,h) for some j = 1. In fact, for ν = (i,1, k) ∈ Ni with ν /∈ N∗i , because Ci(ν) \{ν} = ∅, we can choose an element μ = (i, j, h) in Ci(ν) \ {ν}. Then a(1,ν) = a(1,μ) with j = 1
and h = k. We define ν by (i,1, h) which is a element in Ni .
For λ = (l,μ) ∈ L∗ (l = 1,2,3), we set
λ† =
⎧⎪⎪⎨⎪⎪⎩
(2,μ) for l = 1,
(1,μ) for l = 2,
(1,μ) for l = 3 and μ ∈ N∗,
∗
(10)(3,μ) for l = 3 and μ /∈ N .
588 T. Nishinaka / Journal of Algebra 317 (2007) 581–592By the definition of a(l,μ), if μ ∈ M∗i , then a(1,μ) = x[qi ]i1
−1
a(2,μ) = x[qi ]i2
−1
a(3,μ). Moreover, if
μ = (i,1, k) ∈ Ni \ N∗i and μ = (i,1, h), then a(3,μ) = x[qi ]i2 ξ [qi ]i1 gih and a(3,μ) = x[qi ]i2 ξ [qi ]i1 gik =
x
[qi ]
i2 ξ
[qi ]
ij gih for some j = 1. Hence we have
Lemma 3.5. Let i  0. If λ ∈ L∗i , then u = aλ†a−1λ ∈Ui . In fact, if λ = (l,μ) ∈ L∗i (l = 1,2,3)
then
u =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
x
[qi ]
i1 for l = 1,
x
[qi ]
i1
−1 for l = 2,
x
[qi ]
i2
−1 for l = 3 and μ ∈ N∗,
y
[qi ]
i1j for some j = 1 for l = 3 and μ /∈ N∗.
In particular, aλ† = aλ for every λ ∈ L∗.
In what follows, for λ = (l,μ) ∈ L∗, let γλ = γ ∗μ in case of l ∈ {1,2} and γλ = γμ in case
of l = 3 respectively, where γ ∗μ and γμ are as described in the expression of r in (9). If for all
λ ∈ L∗, γλaλ = 1, we define Λ = ∅. On the other hand, if there exists λ ∈ L∗ such that γλaλ = 1,
then we choose an arbitrary λ0 in such λ’s, and define Λ = {λ0} and λ0 = (l0,μ0). In addition,
we set
Λ∗ =
{ {λ ∈ L∗ | λ† = λ0} if Λ = ∅,
∅ if Λ = ∅. (11)
Note that if l0 = 3 with μ0 ∈ Ni for some i ∈ I , and if Ni = N∗i , then Λ = ∅ but Λ∗ = ∅.
Lemma 3.6. Let Λ and Λ∗ be as described above, and let AΛ∗ = {aλ | λ ∈ Λ∗}.
(i) Λ∩Λ∗ = ∅, Λ∪Λ∗ ⊆ L∗i for some i ∈ I , and Λ = Li for every i ∈ I .
(ii) If |Λ∗| > 1, then there exists i ∈ I such that
AΛ∗ =
{ {x[qi ]i1 , x[qi ]i2 } if l0 = 1,
{y[qi ]ij11, . . . , y
[qi ]
ijk1}for some 1 < j1 < · · · < jk mi if l0 = 3.
In particular, AΛ∗ ⊆ U.
(iii) If λ ∈ L∗ \Λ∗ then λ† ∈ L∗ \Λ.
(vi) For λ,λ′ ∈ Λ∪Λ∗, aλ = aλ′ ⇐⇒ λ = λ′.
Proof. If Λ = ∅ then all of the assertions are clear, and therefore we may assume that Λ = ∅.
Let λ0 = (l0,μ0) be in L∗i for some i ∈ I . By (10) with (11), we have⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Λ∗ = {(1,μ0)} if l0 = 2,
Λ∗ = {(2,μ0)} if l0 = 1 and μ0 /∈ N∗i ,
Λ∗ = {(2,μ0), (3,μ0)} if l0 = 1 and μ0 ∈ N∗i ,
Λ∗ = {(3, ν1), . . . , (3, νk)} if l0 = 3 and νs = μ0 for some νs ∈ Ni \N∗i ,
Λ∗ = ∅ if l = 3 and ν = μ for every ν ∈ N \N∗.
(12)0 s 0 s i i
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Ni = ∅ and also M∗i = ∅ by Lemma 3.4(iii), we have that Λ = Li for every i ∈ I .
By (12), if |Λ∗| > 1 then either l0 = 1 and Λ∗ = {(2,μ0), (3,μ0)} or l0 = 3 and Λ∗ =
{(3, ν1), . . . , (3, νk)} for some νs ∈ Ni \ N∗i with νs = μ0. In either case, μ0 ∈ Ni for
some i ∈ I , and so let μ0 = (i,1, h0). If l0 = 1 then aλ0 = ξ [qi ]i1 gih0 = 1, and therefore
we have that a(2,μ0) = x[qi ]i1 ξ [qi ]i1 gih0 = x[qi ]i1 and a(3,μ0) = x[qi ]i2 ξ [qi ]i1 gih0 = x[qi ]i2 . If l0 = 3
then νs = (i,1, hs) satisfies a(1,i,1,hs ) = a(1,i,js ,h0) for some js = 1 because νs = μ0. Since
aλ0 = x[qi ]i2 ξ [qi ]i1 gih0 = 1 and thus gih0 = ξ [qi ]i1
−1
x
[qi ]
i2
−1
, we have that a(3,νs ) = x[qi ]i2 ξ [qi ]i1 gihs =
x
[qi ]
i2 ξ
[qi ]
ijs
gih0 = x[qi ]i2 ξ [qi ]ijs ξ
[qi ]
i1
−1
x
[qi ]
i2
−1 = y[qi ]ijs1. Then |Λ∗| = k < mi , because 1 < js  mi .
We have thus seen that for l0 = 1, AΛ∗ = {x[qi ]i1 , x[qi ]i2 } for some i ∈ I , and for l0 = 3,
AΛ∗ = {y[qi ]ij11, . . . , y
[qi ]
ijk1} for some i ∈ I and for some 1 < j1 < · · · < jk  mi . In particular,
in either case, AΛ∗ ⊆ X±1i ∪ Y±1i ⊆ U.
The assertion of (iii) is obvious by the definition of Λ∗.
If Λ∗ = ∅, assertion of (vi) is obvious, and therefore we may assume Λ∗ = ∅. Suppose
that λ,λ′ ∈ Λ ∪ Λ∗ with λ′ = λ. By (12), if λ,λ′ ∈ Λ∗, then {λ,λ′} = {(2,μ0), (3,μ0)} or
{(3, ν), (3, ν′)} for some ν, ν′ ∈ Ni . In either case, aλ = aλ′ by Lemma 3.4(i) and (ii), respec-
tively. If λ ∈ Λ∗ and λ′ ∈ Λ, that is λ′ = λ0, then aλ′ = aλ0 = aλ† = aλ by Lemma 3.5. We have
thus seen that λ = λ′ implies aλ = aλ′ . The converse is obvious. 
Proof of Lemma 3.3. Let r be an arbitrary element in ρ. It suffices to show that r = 1. Suppose,
to the contrary, that r = 1. Let r =∑i∈I ri for some finite subset I of N, where ri is a non-zero
element in ε(si)KG, and let ri be as described in (9). Since r =∑λ∈L∗ γλaλ = 1, if Λ = ∅ then
for each λ ∈ L∗, there exists λ′ ∈ L∗ such that λ′ = λ and aλ′ = aλ. If Λ = ∅ then r −γλ0aλ0 = 0,
because of γλ0aλ0 = 1. By Lemma 3.6(i), L∗ \Λ = ∅, and so
∑
λ∈L∗\Λ γλaλ = 0. Hence, in either
case, for each λ ∈ L∗ \ Λ, there exists λ′ ∈ L∗ \ Λ such that λ′ = λ and aλ′ = aλ. If Λ∗ = ∅, let
λ1 be an element in L∗ \ Λ, and if Λ∗ = ∅, let λ1 be an element in Λ∗, where λ1 = λ0 by
Lemma 3.6(i). Since λ1 ∈ L∗ \ Λ in either case, there exists λ2 ∈ L∗ \ Λ such that λ2 = λ1 and
aλ2 = aλ1 . Then, by Lemma 3.6(vi), λ2 /∈ Λ∗ even if Λ∗ = ∅, which means that it is necessary to
be L∗ \ (Λ∪Λ∗) = ∅. For m > 2, inductively, if λm−1 is chosen in L∗ \ (Λ∗ ∪Λ), then λ†m−1 ∈
L∗ \Λ by Lemma 3.6(iii), whence we can choose an element λm in L∗ \Λ satisfying λm = λ†m−1
and aλm = aλ†m−1 , where λm = λm−1 by Lemma 3.5. We can proceed with this procedure if
λm /∈ Λ∗. Consequently, we get a sequence; λ1, λ2, . . . , λm, . . . . On the other hand, because L∗
is a finite set, one of the following two cases occurs:
(i) There exist integers n and m such that n > m+ 1 2 and λn = λm.
(ii) Λ∗ = ∅, and there exists an integer n > 2 such that λn ∈ Λ∗.
We shall show that neither (i) nor (ii) is true, which completes the proof.
For λk above, we set λk = (lk,μk) and λ†k = (l†k ,μ†k). If λk /∈ Λ∗, then aλk+1 = aλ†k with
λk+1 = λ†k , and hence it follows from Lemma 3.4(ii) that
λk+1, λ† ∈ L∗i for some i ∈ I ⇒ lk+1 = l†. (13)k k
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if n > m > 1 and λk /∈ Λ∗ for every k with m k < n, then there exist um+1, um+2, . . . , un ∈ U
such that
aλn = unun−1 · · ·um+1aλm. (14)
Then by Lemma 3.5, uk /∈ Y−1i ∪Xi2 for every i ∈ I . If uk ∈ Yi for some i ∈ I , then λk−1, λ†k−1 ∈
L∗i and lk−1 = l†k−1 = 3 by Lemma 3.5 with (10), whence λk /∈ L∗i or lk = l†k−1 = 3 by (13).
Combining this with Lemma 3.5, it follows uk+1 /∈ Y±1i . In particular, we have seen that the
sequence un,un−1, . . . , um+1 satisfies the condition (7). Moreover we see that for each k with
m < k < n, uk+1uk = 1. In fact, if uk+1uk = 1 for some k, then there exists i ∈ I such that
uk+1, uk ∈ X±1i1 , because uk+1, uk /∈ Xi2 and the sequence satisfies (7). However this implies
that λk−1, λ†k−1, λk ∈ L∗i and lk−1, l†k−1, lk ∈ {1,2}. By (10), if lk−1 ∈ {1,2} then lk−1 = l†k−1, and
in addition l†k−1 = lk by (13). Hence lk−1 = lk ∈ {1,2}, and therefore uk = uk+1 by Lemma 3.5;
thus uk+1uk = (x[qi ]i1 )±2 = 1, a contradiction. We have thus seen that uk+1uk = 1 for m < k < n
and the sequence un,un−1, . . . , um+1 satisfies the condition (7). Hence by virtue of Lemma 3.2,
unun−1 · · ·um+1 = 1. Since aλ1 = aλ2 , if λn = λ1 then aλn = aλ2 . Consequently, because of (14),
it is impossible that (i) is true.
On the other hand, if (ii) is true: Λ∗ = ∅ and λn ∈ Λ∗ for some n > 2. Then we have that
aλn = unun−1 · · ·u3aλ2 (15)
for some u3, u4, . . . , un ∈ U by (14). Since aλ1 = aλ2 , if λn = λ1 then aλn = aλ2 , and therefore it
is the same case of (i). Hence we may assume that λn = λ1. Then |Λ∗| > 1 because λn,λ1 ∈ Λ∗.
By virtue of Lemma 3.6(ii) and (vi), there exists i ∈ I such that either l0 = 1 and {aλn, aλ2} =
{x[qi ]i1 , x[qi ]i2 } or l0 = 3 and {aλn, aλ2} = {y[qi ]ij11, y
[qi ]
ij21} for some j1 and j2 with j1 = j2. Since λ1 ∈
L∗i and aλ1 = aλ2 with λ1 = λ2, it follows from Lemma 3.4(ii) that
l1 = l2 if λ2 ∈ L∗i . (16)
Suppose first that l0 = 1 and {aλn, aλ2} = {x[qi ]i1 , x[qi ]i2 } = Xi . If we set u2 = aλ2 and u1 = a−1λn ,
then u1, u2 ∈ Ui , and unun−1 · · ·u3u2u1 = 1 by (15). It is obvious that the sequence u3, u2, u1
satisfies (7) and u2u1 = 1. Since λ1 ∈ Λ∗ and so λ†1 = λ0, we have 1 = aλ0 = aλ†1 = uaλ1 for
some u ∈ X−1i . If u3u2 = 1 then 1 = u3aλ2 = u3aλ1 = u3u−1; thus u3 = u. Since aλ†2 = u3aλ2 ,
we see that l2 = l1 and μ1,μ2 ∈ M∗i by Lemma 3.5. But this contradicts (16), and hence we have
that u3u2 = 1. Now, we have already seen that the sequence un,un−1, . . . , u3 satisfies (7) and
uk+1uk = 1, and therefore, it follows from Lemma 3.2 that unun−1 · · ·u3u2u1 = 1, a contradic-
tion.
Finally suppose that l0 = 3 and {aλn, aλ2} = {y[qi ]ij11, y
[qi ]
ij21}. In this case, we set u2 =
aλ2a
−1
λn
. Then u2 = y[qi ]ijj ′ ∈ Y±1i ⊆ Ui for some j and j ′ with j = j ′. By (15), we have that
unun−1 · · ·u3u2 = 1. However, λ†1 = λ0, and so l†1 = l0 = 3 which implies l1 = 3 by (10),
and therefore, if λ2 ∈ L∗i then l2 = 3 by (16). Since a † = u3aλ2 , l2 = 3 implies u3 /∈ Y±1i byλ2
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tion (7) and u3u2 = 1. As we saw in the above, the sequence un,un−1, . . . , u3 satisfies the condi-
tion (7) and uk+1uk = 1. Consequently, it follows from Lemma 3.2 that un+1unun−1 · · ·u3u2 =
1, a contradiction. 
We are now in a position to prove Theorem 1.1.
Proof of Theorem 1.1. (i): If ϕ(F ) = F then Fϕ/F is isomorphic to 〈t〉, and so (Fϕ/F ) =
Fϕ/F . In addition, if C(Fϕ) = 1 then (Fϕ) = 1 by Lemma 2.1(i). By [6, Theorem 2], KF is
primitive for any field K , and therefore it follows from Lemma 2.3(i) that KFϕ is primitive. By
virtue of Lemma 2.1, C(Fϕ) = 1 if and only if Fϕ is virtually F ×Z, and hence the result follows
from Corollary 2.6.
(ii): If ϕ(F ) = F , then (Fϕ) = C(Fϕ) = 1 by Lemma 2.1. By virtue of Lemma 2.4, we
may assume that K is a prime field. For each non-negative integer i, let Gi = t iF t−i , and G =⋃∞
i=0 Gi . Moreover, let Di = [Gi,Gi] = t i[F,F ]t−i , the derived subgroup of Gi , and D =⋃∞
i=0 Di . If we put N0 = F in Lemma 2.2(ii), then the lemma asserts that G is a normal subgroup
of Fϕ . It is obvious that Fϕ/G is isomorphic to 〈t〉, and thereby, by virtue of Lemma 2.3(i), it
suffices to show that KG is primitive. If the rank of F is finite, then D0 = [F,F ] is a free group
of countably infinite rank. If we put N0 = D0 in Lemma 2.2(i), then the lemma asserts that Di
is isomorphic to D0 and Di ⊆ Di+1 ( in fact, ϕ(D0) = D0; thus Di ⊂ Di+1 by (iv)) for every
i  0. Since G is locally free by Lemma 2.2(i), we see that the finite conjugate center of G is
trivial. Moreover, G/D is abelian by Lemma 2.2(iii), and therefore, again by Lemma 2.3(i), it
suffices to show that KD is primitive. In other words, we may further assume that the rank of
F is countably infinite. Then KG satisfies all of the conditions supposed at the beginning of this
section.
Let ε(si) be the element in KG defined by (5), and let ρ =∑∞i=1 ε(si)KG be the right ideal
of KG. By Lemma 3.3, ρ is a proper right ideal of KG, and therefore, ρ is extended to a max-
imal right ideal ρm of KG. To complete the proof, we shall show that KG acts faithfully on the
irreducible module KG/ρm. Let κ be the kernel of the action of KG on KG/ρm so that, certainly,
κ ⊆ ρm. Now, if κ = 0, then κ contains the element si for some i ∈ N, and therefore, by (5) the
definition of ε(si), we see that ε(si)− gi ∈ κ ⊆ ρm, where gi = αi1x[qi ]i2 z[qi ]i f [qi ]i1 z[qi ]i
−1
is a triv-
ial unit in KG. On the other hand, ε(si) is also contained in ρm; thus we conclude that gi ∈ ρm, a
contradiction. Hence the action is faithful, and KG is primitive. 
Corollary 3.7. Let F be a non-abelian free group of at most countably infinite rank, and Fϕ the
ascending HNN extension of F determined by ϕ. If K is any field then the group ring KFϕ is
semiprimitive.
Proof. Let K0 be the prime field of K . Since |K0|  |F |, by virtue of Theorem 1.1, K0Fϕ
is primitive and so semiprimitive. As is well known, semiprimitive group rings are separable
algebras, thus semiprimitivity of group rings close under extensions of coefficient fields, and
therefore KFϕ is semiprimitive. 
In the proof of Theorem 1.1, we have shown that KG is primitive for a certain locally free
group G, and therefore it is natural to pose the following problem:
Problem 3.8. Is it true that the group ring of any locally free group is primitive?
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