Summary. We propose a Dirichlet process mixture model (DPMM) for the P-value distribution in a multiple testing problem. The DPMM allows us to obtain posterior estimates of quantities such as the proportion of true null hypothesis and the probability of rejection of a single hypothesis. We describe a Markov chain Monte Carlo algorithm for computing the posterior and the posterior estimates. We propose an estimator of the positive false discovery rate based on these posterior estimates and investigate the performance of the proposed estimator via simulation. We also apply our methodology to analyze a leukemia data set.
Introduction
Recent advances in data-collection techniques in biological and related sciences have made it possible for scientists to study very complex problems and have also challenged statisticians to develop tools for analyzing the resulting complex data structures. In doing so, multiple testing has come to the forefront of statistical research. Multiple testing considers the problem of simultaneously testing m null hypotheses H 0,1 , . . . , H 0,m , where m can be considerably large. In such situations, false discoveries (true null hypothesis declared significant) are inevitable. Thus, it is important in any multiple testing problem to control the error rate of false discoveries. When m is small, the family-wise error rate (FWER) defined as probability of making at least one false discovery is the obvious analogue of Type I error probability. Thus, traditionally in multiple testing problems with small m, FWER has been the natural measure to control. However, in the analysis of modern biological data, such as microarray data, proteomics data, and functional Magnetic Resonance Imaging (fMRI) data, FWER is too stringent and counterproductive for the scientific goals of finding significant number of discoveries. To this end, Benjamini and Hochberg (1995) introduced the false discovery rate (FDR) as a relevant measure to be controlled in a multiple testing problem. The FDR is defined as the expected proportion of false rejections among the rejected hypotheses. Specifically, if R is the number of significances declared, and V represent the number of false discoveries made, then the FDR is defined as
Since its introduction, FDR has become the most popular measure to control in large multiple testing problems. Many related measures such as the positive FDR (pFDR) made popular by Storey (2002) , marginal FDR (Benjamini and Hochberg, 1995) , local FDR (Efron et al., 2001; Efron and Tibshirani, 2002) , and conditional FDR (Tsai, Hsueh, and Chen, 2003) have been suggested in the literature. Storey (2002 Storey ( , 2003 argue that the positive pFDR defined as pFDR = E(V /R | R > 0), may be conceptually more sound than the FDR. There are two key aspects in the estimation of FDR or pFDR-the estimation of the unknown number of true null hypothesis and the estimation of the P-value distribution when the alternative hypothesis is true. Storey (2002) proposed a mixture model setup for evaluating or estimating pFDR (or FDR) that seems convenient and appropriate in many multiple testing situations. In his framework, the test statistics are supposed to be independent and identically distributed. Each null hypothesis has a fixed probability, π 0 , of being true. Thus, the number of true null hypotheses, m 0 , is taken to be a random variable distributed as binomial (m, π 0 ). Also, marginal P-value distribution, F, is then a mixture of the uniform distribution (distribution when the null hypothesis is true) and an alternative distribution F 1 (distribution when the alternative hypothesis is true). If individual hypotheses are tested at nominal level α, then Storey (2002) showed that the pFDR is given by
Based on this relationship, Storey (2002) proposed estimators for pFDR and consequently that of FDR. Tsai et al. (2003) , Pounds and Morris (2003) , Pounds and Cheng (2004) , and Dalmasso, Broët, and Moreau (2005) , among others have also utilized the relationship (2) to propose estimators of pFDR and FDR. Although the above framework assumes a simple versus simple testing situation with a fixed alternative value, as Storey (2003) mentioned, the relationship (2) holds even for simple versus composite testing situation as long as one models the alternative parameter values as a random variable. Then F 1 is the mixture of the alternative distributions. Thus, even though the problem of multiple testing belongs to the classical frequentist paradigm, the probabilities that one would like to estimate seems more natural to arise in a Bayesian framework. The pFDR is written in the form of a posterior probability and in case of simple versus composite testing one needs to resort to mixed effect models (cf., Genovese and Wasserman, 2002) or a Bayesian model to incorporate the added variability of the alternative parameter into the analysis of pFDR.
In this article, we formulate a mixture model framework for the alternative P-value distribution under a simple versus composite testing situation and estimate π 0 and F 1 using a nonparametric Bayesian technique. Thus, in turn we propose a nonparametric Bayesian estimator for pFDR and FDR. In Section 2, we formulate our model and propose a prior for the model. In Section 3, we describe our algorithm for computing the posterior distribution and define the proposed estimator of pFDR. In Section 4, we illustrate our methodology with two simulation experiments and analyze a leukemia data set. Section 5 summarizes our findings.
Dirichlet Process Mixture Model
Consider the problem of testing m independent hypotheses. Let X = (X 1 , . . . , X m ) be the P-values for the m tests. Let H i = 1 if the ith null hypothesis is false and H i = 0 otherwise. Suppose that the density of X i under the null hypothesis is f 0 , and the distribution is f 1 under the alternative hypothesis. We model H i , i = 1, . . . , m, as independent Bernoulli trials with success probability π 1 = 1 − π 0 and assume that f 0 is the uniform distribution on [0, 1] . Then the P-values could be viewed as independent and identically distributed (i.i.d.) samples from the two-component mixture model:
As pointed out by Parker and Rothenberg (1988) , many distributions on the interval [0, 1] can be modeled as a mixture of beta distributions. A nonparametric mixture model (NMM) is extremely useful for modeling P-values in this sense. In NMM, f 1 is modeled as a nonparametric mixture of beta distributions:
where (a, b) is the probability density function (PDF) of the beta distribution, and B(a, b)
b−1 dx stands for the beta function. The P-value density under the alternative hypothesis tends to concentrate around zero. Thus, it is reasonable to model the P-value density under the alternative to have a "J " shaped form that decreases monotonically over the interval [0, 1] . To build this additional feature in our model, we impose a restriction that G put all mass on {(a, b) : a < 1, b ≥ 1}. Under this assumption the beta kernel and hence f 1 have a "J " shape and decreases monotonically over [0, 1] . The case b = 1 implies that the P-value density under the alternative is nonzero at one, i.e., f 1 (1) > 0 and that results in nonidentifiability in terms of the pair (π 0 , f 1 ). We will only consider the cases f 1 (1) = 0 in this article. However, extensions can be easily made by letting G put positive mass on (0, 1) × {1}. Allison et al. (2002) proposed a finite mixture of beta density model that is a special case when G is a finitely supported distribution. However, it seems that much more flexibility can be built into the model by recognizing the uncertainty in the mixing distribution. Moreover, if the alternative values arise randomly from a population distribution, then also the mixture model (4) continues to hold. Thus, our method covers much wider models and this is a distinct advantage over other methods proposed in the literature. We thus propose a Dirichlet process mixture model (DPMM) where the mixing distribution G is random and assumed to be drawn from a Dirichlet process (cf., Ferguson, 1973) . The parameters of a Dirichlet process DP(G 0 , τ ) are a base measure G 0 , and a scalar precision parameter τ > 0. The base distribution G 0 is the best guess of what the true G is believed to be and it is restricted to be supported on (0, 1) × (1, ∞). The realization of the process concentrates around the base measure G 0 as τ becomes larger.
The DPMM is equivalent to the following hierarchical model, where associated with each X i is a latent variable
Such a hierarchical representation in terms of the latent variables θ i 's is useful for developing the MCMC algorithm for posterior computation described in the next section. The random measure G could be further integrated out from the prior distribution, and the joint distribution of θ i 's is given by the generalized Polya urn scheme (cf., Blackwell and MacQueen, 1973) :
where δ θ j (·) denotes a unit point mass at θ j . The distribution (5) implies that θ i 's tend to share values in common. In a typical problem, there may be only few distinct θ i values (or there are only few distinct alternative values) but the number of such values is not fixed beforehand. The DPMM model has the flexibility to let the data update the shape of G, and determine clusters of P-values according to their association with the distinct latent components. This property has been used by McLachlan, Bean, and Peel (2002) for gene clustering using microarray data.
In the model, we reparameterize a as L a and b as L b , where
2 ) to denote both a normal distribution with mean u and standard deviation σ, and the corresponding PDF. The prior for
and a priori π 1 is assumed to be independent of f 1 . Our specific formulation of the model and the prior makes the task of designing a random walk chain in the MCMC simulation straightforward. It is well known (cf., Tierney, 1994 ) that random walk chains are more efficient than independence chains. We also tested the sensitivity of the posterior to the particular prior formulation, by using a G 0 that is the product of a beta and a truncated gamma distribution and choosing the prior for π to be a beta, and using the independence chain for posterior computation. The results from the two models were very similar, indicating that the inference in the DPMM model is not sensitive to the particular functional form of G 0 . The independence chain moved very slowly and thus increased the computational time substantially.
Posterior Computation
In this section, we describe an MCMC algorithm that could be used to sample from the posterior distribution of (
. . , k, be the number of elements s j that are equal to i. Let the subscript "−i" stand for all the variables except the ith one. Thus, m −i,j will be the number elements s r = j, where s r are computed based on all θ's except the ith one and let k −i denote the set {1, 2, . . . , k} except s i .
In the standard MCMC scheme based on the generalized Polya urn scheme (cf., Escobar and West, 1995) , a Gibbs step is used to sample θ i (equivalently, s i ) from its posterior distribution
When G 0 is not conjugate with f, the integral q i,0 will be difficult to evaluate and drawing sample from G i will be extremely challenging. To overcome this difficulty, MacEachern and Muller (1998) developed an extremely innovative algorithm, called the no-gaps algorithm, which can bypass the problems of drawing samples from (6) and evaluating q i,0 . Alternative MCMC schemes for handling the nonconjugate prior may be found in Neal (1998) and MacEachern and Muller (2000) . In the no-gaps algorithm, the vector of distinct φ's is augmented with an additional set of variables as follows:
with the same independent prior φ j ∼ G 0 and the same definition of configuration s. The vectors φ F and φ E are, respectively, referred to as the full and the potential clusters. The augmentation relies upon the constraint that there be no gaps in the values of the s i , that is, m j > 0 for j = 1, . . . , k and
To implement the algorithm, initialize π, s and φ F and repeat the following steps until the algorithm converges:
(1) For i = 1, . . . , m, repeat (ia) and (ib).
(ib) If m s i = 1, with probability 1 − k −1 , leave s i unchanged. Otherwise rearrange the indices of φ j and correspondingly s and m j 's such that s i = k, and then resample s i according to (7).
Note that the integral expression for q i,0 in (6) is replaced by simple density evaluations required by (7).
(2) Both prior and posterior distributions for
Because the number of distinct components k is typically small, φ i ∈ φ E is generated only if new distinct components are needed. The posterior distribution for
We use a random walk Metropolis step to update
The values of V a and V b are determined automatically by the program such that the average acceptance probability of φ i 's is roughly between 0.20 and 0.65. The choice of V a and V b makes a compromise between the jump distance in the parameter space and the acceptance frequency, both of them ensure the efficiency of the MCMC algorithm.
We update it with a random walk Metropolis step. The "candidate" π
. Again, V π was automatically determined by the program so that the average acceptance probability of π is roughly between 0.20 and 0.65. MacEachern and Muller (1998) showed that the no-gaps algorithm converges almost surely under a very mild sufficient condition. In our empirical studies, convergence of the no-gaps algorithm, assessed through multiple chain together with informal graphical methods, was found to be quick. A burn-in period of 15,000 was adequate for all examples.
Estimators
Posterior inference using Monte Carlo approximation is based on the general formula in the Web Appendix. Suppose M posterior observations were collected from the MCMC simulation after a burn-in period to ensure that the chain has reached stationarity. Also sufficient MCMC iterations were allowed between consecutive sample observations to reduce dependence. Let us use an additional superscript (j) , j = 1, . . . , M to denote the sample index. Based on the posterior sample of π 1 and θ 1 , . . . , θ m , define the jth posterior sample of the P-value density by f (j) = 1 − π
1 , where
is the jth posterior sample of the P-value density under the alternative. Let F (j) and F (j) 1
be the jth posterior sample of the corresponding distribution functions. The proportion of true null hypotheses π 0 can be estimated aŝ
Note that this estimate is also the minimum value of the predictive density. Also for any function
. This leads to the computational formula for the Bayes estimator of pFDR as
Storey's nonparametric estimators of pFDR (defined in the next section) have a desirable property that they remain conservative even when the null distribution is stochastically larger than uniform. This is a consequence of the monotonicity of the empirical cdf in the observed values.
because the proportion of P-values greater than a particular threshold will be bigger for the stochastically larger distribution. A similar property holds for Bayes estimators obtained from Dirichlet mixtures. Here is a sketch of the proof. Let π = π 0 = 1 − π 1 . From (8), the P-value cumulative distribution function (CDF) obtained from the jth posterior sample is
andG is the beta CDF. Then the expression for pFDR from the jth posterior sample is απ
/F (j) (α). Thus, it is enough to show that after reaching the stationary distribution, the MCMC chains pick larger values of π and stochastically larger values of F with greater probability for the X sample than compared to the Y sample. From (11), the second condition is satisfied if the MCMC chains for θ i = (a i , b i ), i = 1, . . . , m, pick larger values with greater probability for the X sample than for the Y sample. Here by larger value of θ we mean with respect to the ordering θ < θ iff a(θ) > a(θ ) and b(θ) < b(θ ). In order to prove this, it suffices to claim the stochastic ordering property for transition densities component by component. For the transition densities of π, the fact that beta densities in the mixture are decreasing implies that the updating factor
i (X)}] favor larger π more than the updating factor
. This is because if the θ (j) i (X) are larger than θ (j) i (Y ) then the ratio of the two updating factors in that order is increasing in π. The quantity θ given the hidden (θ 1 , . . . , θ n ) has a distribution that is a mixture of point masses at those points and a new draw from the baseline posterior with certain weights. By the fact that for larger X more relative weight is given to higher values, it remains only to show that the stationary distribution of the n-vector (θ 1 , . . . , θ n ) is stochastically larger (in terms of partial ordering) for data X than for data Y. By the Polya urn scheme representation of Dirichlet mixture Gibbs sampling (5) and the fact that given π Consistency of an estimator is one of the most fundamental requirements in the frequentist set up. Recently, Ghosal, Roy, and Tang (2006) have shown that the nonparametric Bayesian estimators, (9) and (10), of π 0 and pFDR, respectively, are consistent in the frequentist sense. Specifically, they have demonstrated that the posteriors of π 0 and pFDR arising from the proposed model are consistent. Other frequentist properties of the proposed estimators should be investigated as well.
Numerical Examples
In this section, we will provide empirical illustration of the properties of the proposed Bayesian stimator. As a benchmark we will compare the Bayesian estimator with the three estimators proposed by Storey and a parametric maximum likelihood estimator (MLE) based on a single beta density model for the alternative distribution; see Pounds and Morris (2003) . Throughout we will refer to the proposed estimators in (9) and (10) as "Bayes." We will refer to the estimators proposed by Storey as "p-HALF," "SPLINE," and "BOOT" and we will refer to the parametric estimator as "MLE." The main formula for frequentist estimators of pFDR is
whereF (α) is based on the proportion of rejections among all hypotheses and the proportion of true null hypothesis, π 0 is usually estimated aŝ
where λ is a tuning parameter. The three estimators of Storey are based on three different estimators of the tuning parameter. In p-HALF, λ is chosen to be 0.5. In "Boot" λ is chosen by minimizing the bootstrap version of the mean square error of the pFDR estimator as a function of λ. We used 1000 bootstrap samples to compute the MSE of pFDR. In "SPLINE," a natural cubic spline is fitted toπ 0 (λ) for the entire range of λ and the final estimate of π 0 is the limiting value of the cubic spline fit as λ approaches one, i.e., the cubic spline fit evaluated at λ = 1; see Storey and Tibshirani (2003) . For the parametric estimator the P-value density model is
where g(x; a, b) is the beta density with parameters (a, b) .
where G is the beta CDF. The estimator for pFDR is found by substituting (π 0 , F (α)) by their corresponding MLE in the expression for pFDR.
For the simulation experiment we consider two different models. The first one is a two-way mixed model where the test of interest is the equality of the fixed effect across two groups and the alternative value is unknown but fixed for all the tests. Specifically, the model for the raw data (and hence the corresponding P-values) for the rth test is Model I : Then a test for H 0,r will be the usual level α F-test based on the averages z ij = 1 5 k y ijk . To study the empirical properties of the estimators, we set the following values for the parameters involved: The total number of hypothesis is m = 100, 1000, the proportion of true null hypotheses is π 0 = 0.8, ∼ N (µ, 1) , and the test of interest are H 0,r : µ = 0 vs H 1,r : µ > 0. However, while generating the data for the false null hypotheses, the alternative value of µ is taken from a mixture distribution. The test statistic under the alternative model is simulated according to 25N (1, 1) + 0.4N (1.5, 1) + 0.2N (2, 1) + 0.1N (2.5, 1) + 0 .05N (3, 1) .
The mean, standard error (STD), and the root mean square error (rMSE) of the estimators for π 0 for the two models are given in Table 1 . The biases of all of the nonparametric estimators except for the bootstrap estimator are comparable for the parameter values considered. The BOOT estimator seems to have a severe downward bias while estimating the true null proportion. The parametric estimator also has a severe bias in model I but the bias seems to be comparable with those of nonparametric estimators in model II. In terms of rMSE, the Bayes estimator outperforms the frequentist estimators, especially for the second model. In most practical examples, the proportion of false null hypotheses will be small compared to the total number of hypotheses that on the other hand will be large. The Bayes estimator of π 0 compares favorably with the frequentist estimators for small π 1 and large m cases. The MLE performs poorly compared to the nonparametric estimators. The relative performance of the Bayesian estimator and the frequentist estimators is more mixed in estimating Table 2 and those for model II are given in Table 3 , respectively. However, the nonparametric estimators are still much better than the parametric estimator. This is mainly because the parametric model is a misspecified model. The first columns in Table 2 and Table 3 give the values of m, π 0 , and α. The true pFDR values are given in the second columns of the tables. The three frequentist nonparametric estimators of pFDR have very similar performance in terms of their rMSE. When the size of individual tests is small (and hence the true pFDR is small as well), the Bayes estimator is slightly worse than the other three estimators in certain cases. However, in most cases for higher (and more commonly used) α-values, the Bayes estimator of the pFDR is significantly better (in terms of rMSE) than Storey's estimators.
Application: Leukemia Data
The leukemia data set was published by Golub et al. (1999) for the classification of two leukemia, acute myeloid leukemia (ALL) and acute lymphoblastic leukemia (AML). The two cancer types were identified based on their origins, lymphoid (lymph or lymphatic tissue related), and myeloid (bone marrow related), respectively. ALL could be further divided into B-cell and T-cell ALLs. There are 38 training samples (ALL B-cell: 19, ALL T-cell 8 and AML: 11) in the training set and 34 samples (ALL B-cell: 19, ALL T-cell 1 and AML: 14) in the testing set. For each sample, the expression values of 7129 genes were available. The leukemia data set has been widely studied in the literature for cancer classifications; see Tang and Zhang (2006) for a survey. Pan (2002) used this data set to compare various statistical procedures for the detection of significantly expressed genes. In this article, the leukemia data set was used to illustrate the Bayes nonparametric model by assessing the FDRs among statistically significantly expressed genes between two cancer types (ALL/AML) and between three classes (AML/ALL B-cell/ALL T-cell). All 72 samples were preprocessed according to the procedure described in Tang and Zhang (2006) : (i) thresholding (floor of 100 and ceiling of 16,000), (ii) filtering (exclusion of genes with max/min ≤ 5 and max − min ≤ 500 across the samples), and (iii) base 10 logarithmic transformation. We further removed eight genes that had no variation across the training samples. The preprocessing resulted in 3563 remaining genes. The P-values were evaluated using all the training samples by the standard ANOVA t-tests (two classes) and F-tests (three classes) implemented in SAS proc glm procedures, assuming homoscedasticity of errors. We also computed the P-values using the Welch's (1951) t-tests and F-tests (SAS proc glm) , that are robust to the assumptions of homogeneous within-group variance. As the overall performance was very similar under both assumptions, we report mainly the results based on the standard ANOVA models. Table 4 lists the estimates of π 0 obtained by the Bayesian nonparametric models, Storey's smoothing spline and bootstrap methods and the parametric MLE method. The estimated π 0 was quite small after gene screen procedure. The π 0 
Discussion
We introduced a flexible yet tractable model for the multiple testing problem. The proposed model allows us to compute posterior estimates of key components of the pFDR formula. Thus, we replaced the proportion of true null hypothesis and the probability of rejection by their posterior estimates to estimate the pFDR. Storey (2003) notes that the pFDR has a distinct Bayesian flavor even though inherently it is a frequentist quantity. Thus, it is natural to estimate the error rate under a Bayesian scheme that also allows the flexibility of viewing the P-value distribution under the alternative as a mixture of P-value distribution arising from different alternatives. Thus, the framework is broad enough to incorporate added uncertainty in the alternative values. Even though we have focused on the pFDR for the present article, the Bayesian scheme provides posterior estimates of other quantities such as the false negative rate, the probability of rejection, and the aggregate error rate as well. Thus, multiple aspects of the testing problem can be simultaneously analyzed in the proposed setup. The full potential of the Bayesian approach is apparent in the breadth of observable quantities. For example, the posterior probability that the ith null hypothesis is false is given by
Investigation of properties of such measures is part of ongoing research.
Supplementary Materials
A Web Appendix detailing how to perform posterior inference on functions such as the pFDR and the SAS Macros used to perform the simulation are available as supplementary materials under the Paper Information link at the Biometrics website http://www.tibs.org/biometrics.
