Automatic indoor modelling using crowd-sensed point clouds by Prabha Sekar, Suriya
Institute of Parallel and Distributed Systems
University of Stuttgart
Universitätsstraße 38
D–70569 Stuttgart
Master’s Thesis Nr.
Automatic Indoor Modelling
using Crowd-Sensed Point
Clouds
Suriya Prabha Sekar
Course of Study: Information Technology/InfoTECH
Examiner: Prof. Dr. Kurt Rothermel
Supervisor: Dr.-Ing. Mohamed Abdelaal
Commenced: 2018-03-01
Completed: 2018-09-01
CR-Classification: C.2.4, I.4

Abstract
There are many well-established approaches to model outdoor environments but it has been
a challenge to come up with an accurate and reliable approach for indoor modelling. Outdoor
automatic modelling and mapping are achieved using satellite positioning systems like GPS.
However, for indoor modelling, due to localization problems, positioning systems do not help.
Therefore, the indoor positioning is done by combining inertial sensors along with area learn-
ing. Previously, the 3D models for indoor environments were done either manually which is
a time-consuming process or by using range images obtained from laser range scanners which
are an expensive approach. For overcoming this drawback, we suggest utilizing crowd sensing
in order to obtain the environment’s spatial information.
Crowd-sensing is performed by a group of participants using their mobile devices to execute
certain assigned tasks. Nowadays modern mobile devices are used for many crowd sensing
applications with the help of the ubiquitous presence of such powerful devices. In our ap-
proach, the crowd sensing task involves collecting scans of rooms in public buildings using
these mobile devices.
Thus, we depend on the new wave of powerful devices, e.g. Google Tango, Microsoft Hololens
and Apple ARKit which generates optimal scanned data i.e. 3D point clouds which can be
crowd sensed and then processed to automatically generate indoor models. These devices
provide capabilities like depth perception, area learning and motion tracking, which help to
acquire the spatial information of the room and its relative position.
Even though there is more energy consumption on the mobile device which is responsible for
collecting large dataset, this can be reduced by applying Octree compression which reduces
the amount of data of the scanned point clouds. The scanned data is sent to the server where
it gets processed and generates the required indoor model.
The proposed tool will derive the 3D indoor model of a floor. The tool is capable of extracting
all the planes from the point clouds, detecting all the room surfaces (i.e. at least four walls, a
ceiling and a floor), classifying wall openings and classifying high-level semantics (i.e. furni-
ture). The basic model for all the rooms in the floor is generated and in order to build a floor
model, the ground truth of that floor is utilized. Finally, the accuracy of the basic model is
enhanced using the grammar model fitting tool. Using the point cloud scans from one of our
University campuses, the final indoor modelling tool was able to derive the complete 3D floor
plan in compliance with the ground truth.
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Chapter 1
Introduction
1.1 Motivation
The access to outdoor environment mapping and navigation is readily available with the help
of GPS and Google maps. Nowadays there is a growing demand for knowing the indoor envi-
ronment among people to be location-aware in a public or private area. For example, a person
may be interested to have the exact knowledge about his location inside the airport, office,
warehouse, manufacturing facility and so on [10]. The state-of-the-art Google Indoor Maps
[11] has detailed floor plans for certain (about 10,000) interiors which are done manually and
happens to be a time consuming, high maintenance, error-prone and expensive approach.
Therefore, the concept of using crowd sensing to automatically generate indoor floor plan was
proposed in many research papers. According to Guo et. al. [12], mobile crowd-sensing is a
new promising paradigm for large-scale sensing and with recent advancements in ubiquitous
mobile devices, enormous data can be collected and transmitted to the cloud. Several models
use crowd-sensed 2D images [13] or videos [14] for interior modelling. But the depth of the
environment cannot be measured in such approaches and hence can only be used for generating
two-dimensional models.
In order to model three dimensional indoor environment, it is necessary to have the input data
which has 3D information. Several approaches proposed point clouds as a perfect raw source to
get 3D geometric information where the point clouds are usually collected from laser scanning
[15, 16] or kinetic sensors (imagery) [17]. Laser scanner gives more accurate high-quality
point clouds but the data acquisition requires more trained personnel, is time-consuming and
expensive.
Google’s Advanced Technology and Projects team, developed Project Tango [18], where Tango
powered mobile device with spatial awareness of the surrounding environment was developed.
This was achieved through three core functions. The first feature is Motion Tracking, which
helps the devices to know their position and orientation using sensors. Second is Depth
Perception, where it detects the distance to objects in the environment. Finally, we have
Area Learning, which stores physical details like edges, corners, etc. and can be re-used later
by other Tango devices which can recognize the environment with those shared details.
In this thesis, smart mobile devices are used for data acquisition and the collected point clouds
were processed and the necessary geometric features were collected. Initially, planar surfaces
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(walls, ceiling, floor) will be extracted from the point clouds and labelled. Then, several
computer vision techniques are used to extract high-level semantics (door, window, furniture)
and labelled using a machine learning classifier. This information will be used to generate
the initial indoor model. Finally, a formal interior grammar [19] is applied to enhance the
accuracy of the initial indoor model and to reduce overall energy consumption.
1.2 Overview
1.2.1 Crowd Sensing
Modern mobile devices have become more powerful with more computational capability along
with different communication technologies like WiFi, Bluetooth, 4G and are embedded with
many sensors like GPS, cameras, microphones and many more. Mobile devices have become a
part of our daily routine and are now exploited in many public sensing applications [20]. The
factor that these mobile devices reduce hardware requirements and costs have led to numerous
research and contribution towards crowd sensing.
The main idea in Mobile Crowd Sensing (MCS) is to utilize built-in sensors of the smart mobile
device to sense people-centric information and feed the monitored/gathered data to the cloud
using wireless networks [21]. This multi-dimensional data which are sensed and combined,
can be used for various applications like traffic monitoring (e.g. VTrack [22]), environment
monitoring (e.g. LiFS [23]) and many more.
Based on individual participation in data collection, crowd sensing has two categories. First,
Opportunistic automatic sensing where the data is collected passively by the back-end servers
owned by the carrier without involving the carrier himself (e.g. sensing temperature of the
environment, detecting position or orientation of the device). Second, Participatory manual
sensing which involves the owner to collect data manually (e.g. potholes reported by pictures
taken by the user).
The crowd sensing architecture shown in Figure 1.1 consists of three main components,
1. Client application acts as the initiator and will send a sensing query (eg. to scan an
area and collect its point clouds).
2. Sensing server is responsible for managing all the requests sent by the client. Also,
it provides the coordination between client application with the participating mobile
devices via query interface. Thus, the received query will be forwarded to the server
through this interface. The server-side sensing system is responsible for decoding the
received queries (to fetch the information eg. what or when to scan, who should scan,
termination condition, etc.).
3. Participating mobile devices receives the decoded query. The sensing system in the
mobile device has two sub units, query listener which listens whether there are any
query request/-s and sensing engine controls the sensors of participating devices i.e.
will turn sensors on/off. Also, the status of participating mobile devices should be
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known to the server in order to track its position and this is taken care of by an update
position protocol. The sensed data will then be sent back to the server which will forward
it to the client application through the interface.
Figure 1.1: Mobile crowd sensing - architecture [1]
This sensing algorithm may lead to consumption of more resources (e.g. storage, band-
width, energy) from the participant’s sensing devices and this resource limitation may sacrifice
quality-of-service (QoS) of applications. In order to motivate the participants, care should
be taken in terms of QoS metrics where MCS should be made quality driven, privacy and
energy-aware. Thus to reduce the resource consumption, scanning of redundant data should
be avoided and the privacy of the participants should be secured. Quality of sensed data
should be checked before uploading it to cloud. Many researches have proposed an energy
efficient method to crowd sense the surroundings [24, 25].
1.2.2 Indoor Modelling
The modelling of an environment whether it is indoor or outdoor will mainly depend on the
map availability. Therefore the first step is to get the required information for building a
map and it relies on these three components. First, Geometric coordinates (x,y,z) of objects
in the environment. Second, Topology relations (connectivity) among indoor objects such as
"is within", "is someone’s boundary", "is touching". Finally, Semantics which classifies and
interprets the space (e.g. as a room, stair or corridor).
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Recently, level of attention towards Indoor modelling is increased due to high demand in
knowing the indoor environment which in turn has many applications like Indoor Navigation,
Facility Management, Monitoring of Indoor Environments, Disaster Management, etc. [26].
The process of indoor environment perception is not the same as outdoor space due to the
following aspects: The indoor constraints include rooms, walls, ceiling, floor, door, windows,
elevator, stairs, corridors; Indoor is a closed space and has artificial lighting; Positioning
systems like GPS or Galileo does not help. Indoor maps were then created using the manual
approach. MazeMap has given indoor maps for about 20 places where they use floor plans
and manually convert them to 2D indoor models [27].
Due to the complexity and time consumption to create manual indoor maps, several efforts are
made to automatically generate these maps. Many researches proposed to use crowd sensing
for deriving the indoor model which is proved to be efficient. The indoor model generation
by University of Stuttgart has given efficient and accurate 2D model of a floor [1] and the
result is depicted in figure 1.2. In most of the applications, it is necessary to have the 3D
information of indoors.
(a) Actual floor plan (b) Generated 2D model
Figure 1.2: Comparison - floor plan vs generated 2D model [1]
1.3 Contribution
Even though there are many research and contribution towards indoor mapping, some focus
on generating a visually realistic indoor model [28, 29] and some focus on generating a ge-
ometrically correct one [15]. This master thesis is about processing 3D point clouds which
4
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is crowd sensed from the Google Tango device and generating a geometrically perfect indoor
model along with detecting and classifying the high-level semantics.
In this thesis work, participatory sensing is utilized for crowd sensing where the owner exploits
their mobile devices to collect the 3D point clouds of surrounding environment, in our case
the 3D point clouds of a floor. We use Google Tango device to collect this 3D information
by utilizing the features like motion tracking to get the motion of that participating device
and depth sensors to get the depth data of the scanned environment. Also, Tango includes
various APIs to provide alignment, position or location data to Android apps.
The 3D point clouds of a floor obtained from the smart phones will be given to this pipeline as
input which is then processed and objects in all the rooms are labelled, detected and classified.
The labelling and detection of objects is done using many computer graphics algorithms. For
object classification, a machine learning classifier is utilized. The challenges in supervised
machine learning like overfitting should be taken care of during implementation.
Further, this resultant model is enhanced using formal grammars, GraMap [30]. Formal gram-
mars are already available in the ComNSense project [31] which has the structural information
of buildings. The model from Indoor pipeline (explained in Chapter 3.3) is not accurate and
complete. Thus the measurements extracted from 3D point clouds i.e. the room width is
given as input to the grammar which in turn generates the final and accurate indoor model.
The thesis contribution is summed up as follows.
• Collecting 3D point clouds is done using the participant’s smart mobile device which
has the features: depth perception, area learning, and motion tracking.
• Indoor Model generation pipeline has following stages,
1. Extracting and labelling walls, floor and ceiling.
2. Detecting and classifying openings like doors, windows.
3. Detecting and classifying furniture like tables and chairs.
• Grammar pipeline which improves the model accuracy and quality of the indoor model.
• Performance evaluation in terms of resource and energy consumption of participants
mobile devices, computation overhead and accuracy of the proposed pipeline.
1.4 Structure of the Thesis
The proposed method for extracting and labelling features, detecting and classifying objects
are documented in this work. Brief explanation and structure of this dissertation are given as
follows,
Chapter 2 – System Overview: The proposed system model, expected problems to build
this model and related research work in crowd sensing, indoor modelling and grammar is
explained.
5
1 Introduction
Chapter 3 – Methodology: A detailed explanation of each processing steps to process the
point clouds and to build the model is covered in this chapter.
Chapter 4 – Implementation: Details about the hardware and software required for this
implementation and explanation about the procedures to get the desired indoor model is
explained in this chapter.
Chapter 5 – Performance Evaluation: This chapter captures the initial and final model
results and evaluation of the implemented model with respect to efficiency and accuracy.
Chapter 6 – Conclusion and Future Work: The summary of this thesis work is described
here along with possible future works.
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Chapter 2
System Overview
In this chapter, the system architecture is explained along with the problems encountered dur-
ing crowd sensing, model generation and researches done related to this area are discussed.
2.1 System Model
The system model consists of mobile devices embedded with required sensors for sensing the
data requested by the application and the communication facilities available for uploading
those scanned data. There are three main components involved in this process as shown in
Figure 2.1. First, the application server which serves as the initiator to the whole process i.e.
it sends a query to all the participants available in that area and collects back the requested
data from those users. Second, the smart mobile devices to sense the requested environment,
in our case Tango devices carried by crowd sensing users to collect the point cloud. Finally, the
wireless network to establish communication between the mobile devices and the application
server.
Figure 2.1: System model
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2.1.1 Tango Devices
Project Tango is an augmented reality platform developed by Google’s Advanced Technology
and Project which uses the depth-sensing camera and motion tracking to obtain the depth
and perceive the environment as visualized by human beings. Therefore, with four built-in
camera sensors, including two extended Field of View sensors, an IR depth sensor and a
normal camera along with a processor, Tango can "learn" the environment around them.
The information about the environment is obtained in the form of infrared dot patterns (as
shown in Figure 2.2) using 3D camera [2]. This infrared dot pattern is said to be point clouds
which are represented as xyz 3D vector coordinates as float values in meters. The size of all
points is measured which is then used for depth measurement with the help of varying sizes
of these dots relative to the original source i.e. tango device.
Figure 2.2: Tango - infrared dot patterns [2]
Project Tango comes with two fish eye, one rear camera with 180◦ Field of View (FOV) and
another front camera with 120◦ FOV. Tango device allows on-board processing and comes
with 2.3 GHz quad-core NVIDIA Tegra K1 CPU, 4 GB RAM. Also, it provides storage space
and comes with an internal memory of 128 GB and has an external microSD memory slot.
There are three key functions included in Tango technology. First, Motion Tracking (MT)
helps the device to know about its position in space. Second, Depth Perception (DP) where
it uses IR sensors to get the depth and shape of the objects around them. This is helpful in
getting the information about the object’s position i.e. whether it lies far or close to the tango
device and is small or large in the vicinity of the device. Finally, Area Learning (AL) helps
the devices to learn the area which can be used to recognize spaces. These three features are
explained in detail below.
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2.1.1.1 Motion Tracking
The location of any object in space outdoor which is usually obtained using positioning systems
like GPS and Galileo, cannot be used in case of indoor modelling. Thus, positioning was done
using computer vision concepts along with inertial sensors. These techniques also map tango
device position with respect to the objects present in the scene.
Computer vision concepts mainly involve feature matching and feature tracking. Former will
match features of objects between frames and latter will help in mapping the position of source
i.e. tango device relative to those features. Along with the position of the device, speed is also
determined by getting the changes in its position between frames. The position and orientation
of the tango device are collected from inertial sensors like gyroscope, accelerometer, and
compass. The position/translation is obtained in meters and orientation/rotation is obtained
in the quaternion. Figure 2.3 shows the motion tracked by the user. The white line is the
path traced by user in indoor space.
Figure 2.3: Motion traced by the user [3]
Limitations
• Drift error which occurs when the error gets accumulated over a period of time (after
long distance walking) which leads to drifting of actual position by some value.
• Localization error which means that the device does not keep track of previous sessions
which leads to a new starting position for every new tracking session.
These errors are prevented by using area learning which is explained in the following section.
2.1.1.2 Area Learning
Google Tango will "learn" the environment to enhance the result obtained using motion track-
ing. This is done by storing the necessary information which is required for the device to
understand the space and match the current scene with ones seen before. This matching
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depends on some conditions in which the area learning is performed as well as the environ-
ment itself. That is, the conditions include changes in objects present in various scenes, time
(day/night) it gets registered, Also, features in the environment which are unique or can be
distinguished easily (e.g. corners and edges are easily recognizable than plain walls).
The learned area is stored as Area Description File (ADF) and can be loaded whenever
necessary. Therefore, with area learning mode on, the drift in motion tracking can be corrected
which is demonstrated in Figure 2.4. The figure shows the advantage in integrating motion
tracking with area learning. The motion traced in University Stuttgart building - corridor of
computer science department without area learning is showed in red lines which clearly shows
the drift of user’s path from the original path (background floor plan). This accumulated drift
is corrected by using data from ADF files which remembers the area travelled by the user
before. ADF is loaded when area learning mode is turned on when the user walks through
the same corridor as shown in black dotted lines.
Figure 2.4: Integration - area learning and motion tracking [1]
Limitation Environmental change may degrade area learning performance i.e. all the ex-
periments in area learning done during the day showed accurate results but data collected at
night with same ADF files still has drifts.
To avoid misplacement and drifts, it is necessary to get ADF files for different environmen-
tal conditions. This enables the users to select the appropriate ADF files according to the
conditions in which motion is traced.
2.1.1.3 Depth Perception
This technology allows determining the depth of the object by getting the distance between
the object in scene and Tango device. For measuring the depth, there are three approaches
available. 1. Structured light uses an infrared sensor to get this depth information. 2. Time-
of-flight also uses infrared sensor and the depth is obtained by calculating the time taken by
the infrared waves to get reflected by objects and received by the infrared sensor. 3. Stereo
gets depth by comparing two images taken from two cameras.
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The Depth APIs returns data in the form of point clouds represented as xyz coordinates
given in meters. According to developers guide[29], there are two different coordinate systems
: Right Hand Local Level and Right Hand Android. Even though Java API uses Right
Hand Android for DEVICE frame to represent coordinates for position and orientation, the
START_OF_SERVICE and AREA_DESCRIPTION (i.e. final point cloud) base frames
follows Right Hand Local Level frame coordinate system. Therefore, we consider only Right
Hand Local Level throughout this thesis report.
Right Hand Local Level coordinate system means Z-axis is aligned with gravity i.e. point-
ing upwards, having x-y axis, level with the ground plane and perpendicular to the gravity.
Also, Y-axis points towards the device camera’s optical axis and X-axis towards the right of
the device. Figure 2.5 depicts both the coordinate systems.
Figure 2.5: Tango coordinate systems [4]
Limitations
• Infrared interference for depth perception as infrared is the main source, the heat and
light from other sources may corrupt the data.
• Surface dependency where collecting point clouds for surfaces which are transparent or
reflecting will divert the waves from the infrared source and it does not get reflected
back to infrared sensors.
2.1.2 Application Server
The crowd sensing server also knows as the initiator is responsible for sending/requesting a
query/service to all the valid (i.e. registered and inside the sensing area) participant’s device.
There may be one back-end server or many servers contributing to a single application which
are connected via wireless networks. Each server is responsible for its mobile devices allocated
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in a defined area called crowd-sensing area as shown in figure 2.1. The information collected
by all the mobile devices according to query message will be uploaded back to the server.
In this thesis, one crowd sensing server is used. The participants will move within the defined
sensing area and will actively collect the required data from the environment. This validity
check and data completeness check is also done by the server using some protocols which are
out of the scope of this report.
2.1.3 Wireless Communication Facilities
The communication between the crowd sensing servers and participating mobile devices is
done using wireless networks like Bluetooth, WiFi, 3G/4G, etc. as shown in figure 2.1. There
are two main purposes for the communication: Sending sensing queries and receiving collected
data. Among the wireless networks available, WiFi network will cover the entire building and
hence it is selected as our wireless network in this thesis. The wide range is not the only
reason for this selection but also the energy consumption. Figure 2.6 compares the uploading
overhead of three dataset in terms of energy consumed using wireless networks, Wifi and
3G.
Figure 2.6: Uploading overhead - WiFi vs 3G [1]
The dataset used for this comparison are referred as single, double and triple. Each dataset
is the point clouds with the scan of a room (small, medium and large-sized). From the graph,
it is clear that the energy consumption is less when uploaded using WiFi.
2.2 Problem Statement
The main aim in this thesis work is to process the raw 3D point clouds to extract, detect
and classify the required features and to visualize it. The problems encountered during crowd
sensing, generating the model and the proposal to overcome them are explained in this sec-
tion.
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Problems
1. Crowd Sensing
• Indoor mapping utilizes mobile devices for collecting and updating the sensed data
which may result in increased battery usage of the participant’s device. This huge
energy consumption may be because of, (a) Sensing overhead: In order to get the
modelling accuracy, the devices have to scan the same places (i.e. room) over and
over again, (b) Uploading overhead: The data transmission between the mobile
devices and the server also contribute to excessive overhead.
2. Model Generation
• The accuracy of collected 3D point cloud data using mobile device is less compared
to the data obtained using laser scanners. Therefore, detecting indoor objects
(walls, ceiling, floor, openings and furniture) from this inaccurate input data is
difficult.
• Distinguishing between surfaces (walls, floor, ceiling) in presence of furniture is
challenging.
• The openings and furniture should be detected and classified which is another
challenge in this model generation.
Proposed Solutions
1. Compression of point clouds is necessary to reduce the energy consumption of mobile
devices before transmitting it to the server. Octree Compression is employed to serve
this purpose. This Octree also helps during opening detection which will be discussed
later in the section 3.3.2.
2. While generating the initial model, there were gaps between rooms and to avoid this
repeated scanning of rooms by the mobile device was necessary. Now it is replaced by
using Grammar which generates the actual measurements of the map with just the room
width. This information can be integrated with the initial model to gain the modelling
accuracy.
3. Surface extraction and opening detection should work even if the data is inaccurate
or the scene is occluded by the furniture. For this, 3D Hough Transform and several
OpenCV algorithms are used.
2.3 Related Work
In this section, the contribution towards indoor model generation and grammar are discussed.
In indoor mapping, we review the research works done in generating 2D or 3D indoor model
with or without crowd sensing. Also, we discuss the literature for detecting and classifying
high-level semantics like door, windows, and furniture.
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2.3.1 Indoor Mapping
In this section, we explore the current approaches which use different technologies, input
data and resources for generating indoor modelling. Philipp et al.[9] proposed MapGENIE
which uses odometry traces and formal grammar to generate indoor maps. Luo et al. [32]
suggested iMap which is based on opportunistic sensing to automatically construct the indoor
model. Also, they detect high-level semantics like stairs, elevators, escalators and doors.
These approaches use crowd sensed data but are limited to 2D floor plan generation.
But most of the indoor applications require 3D information and therefore many contributions
towards 3D indoor mapping were done. For example, Meyer zu Borgsen et al. [33] used a 2D
range camera to get 3D point clouds. The planes were extracted using region growing tech-
nique based on normal vectors. For 3D indoor model generation, Jigsaw [13] was introduced
by Gao et al. The crowd sensed images and motion traces are merged to get 3D point clouds
which are then exploited to generate the indoor model. This causes huge energy overhead on
participating devices as Jigsaw needs two hundred images per scene to just obtain a single 3D
point cloud.
Some approaches used laser scanned point clouds. For instance, Sanchez et al. [34] explained
that planar surface can be used to represent ceilings, floor, walls and staircases. They used
RANSAC based plane fitting to filter ceiling, floor and staircase. Another approach with same
assumptions, Nuechter et al. [16] proposed an approach where the planar surface is extracted
using 3D Hough transform [6] and labelled based on normal vectors. Similarly, Budroni et al.
[28] proposed segmentation of point clouds to extract planar surface using the plane sweep
algorithm. These approaches are limited by the use of a single device to get 3D point clouds
instead of distributed crowd sensing devices.
The point clouds obtained by laser scanners are more accurate but those devices are expensive
and have energy overhead. It is proven that our approach does not have any impact even
with less accurate input and these point clouds are sufficient for generating accurate and
reliable indoor floor plan. The incites over the tango technologies explained in section 2.1.1
is demonstrated by Roberto et al. [35]. Similarly, Schöps et al. [36] use this Tango device to
generate large-scale outdoor scenes using motion stereo. In addition, Sra et al. [37] generates
immerse and interactive virtual reality environment using tango devices. In our approach,
Tango powered mobile devices are used for crowd sensing the environment to obtain its 3D
point clouds.
2.3.2 High-Level Semantics Mapping
The high-level semantics referred here are openings i.e. doors, windows and furniture present
inside the scene. These objects should first be detected and then classified from raw point
clouds. There are many related works done in this area and they are summarized in this
section.
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Openings Mapping
There are many approaches proposed to extract the door and windows from an indoor space.
Yang and Tian [38] and Marwa M. Shalaby et al. [39] suggested an approach to get the desired
features from 2D images. This is done by extracting the lines and corners in the colored image
and adding two vertical and two horizontal lines to get the potential opening frames. The
result was accurate even for glass doors but it was not working for occluded areas i.e. in
case of curtains, furniture inside the room etc. Andreopoulos et al. [40] also use geometric
features from the 2D images as aforementioned approaches but it also classifies doors using
their handles with a machine learning classifier with 1500 training samples. Likewise, Chen et
al. [41] use the deep learning algorithm to detect doors. These two approaches have proven to
avoid false positives but have failed to detect many openings i.e. have false negatives. Also,
all of these approaches use 2D data to get the openings and lack structural knowledge as to
which wall the door is placed and fail to work under occlusion.
Thus, to get more information about indoor space, motivation towards 3D data perception
was increased which proved to be cost-effective and reliable. Meyer zu Borgsen et al. [33]
proposed door detection algorithm which detects one only if the dimensions measured from
planar patches gets matched with the standard dimensions and if it has a handle. Some
approaches like Derry and Argall [42], Dai et al. [43] and Budroni et al. [28] uses a depth
sensor to detect doors using gaps in sensed 3D point clouds. However, these approaches
required the sensor to be placed exactly in the line of sight to the door. Díaz-Vilariño et al.
[44] focuses on detecting rectangles in colored data but can detect only if openings i.e. door
and windows have different colors. In paper [16], the openings are detected using computer
vision concepts and machine learning classifier. The machine learning classifier used here is
not reliable and has many false negatives.
For opening detection, we use computer vision concepts from paper [16] and a different ma-
chine learning classifier for reducing false negatives and overfitting.
Furniture Mapping
Numerous methods for furniture recognition was developed over the last few decades. For
instance, Rusu et al. [45], detects furniture and approximate it as a bounding box. Pangercic
et al. [46] build the semantic map with CAD models of furniture. Some approaches [47] used
mobile robots to get the features in order to detect the objects. Since a large number of
descriptors were involved in these approaches, even with good results they were consuming
large power. From various approaches suggested till now [48, 48], we came to a conclusion
that geometric features offered better performance than using descriptors.
In one approach [49], depth segmentation method was proposed which process colors and
generates depth image using kinetic sensors. They detected red chairs where the initial mask
segmented out all objects with the same color. This color limitation became a drawback when
there occurred an illumination change. Another approach [50] used 3D point cloud data and
extracted planar furniture with elliptical shapes. Many approaches also used machine learning
to detect and classify an object. For instance, SVM machine learning classifier was used by
Gupta et al. [51] and Lim et al. [52].
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In our thesis report, initially the furniture planes are filtered and their geometric features are
extracted. Then a machine learning classifier is applied to detect and classify those furniture
with trained samples.
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Chapter 3
Methodology
This chapter explains the theoretical background of the proposed approach. A detailed de-
scription of the algorithms, data structures, 3D computer vision concepts used for obtaining
the point cloud from mobile devices and for generating the indoor model are shown in the
following sections. Figure 3.1 gives an outline of the processing steps involved in the proposed
model. Many implementations for surface extraction and opening detection already exist [53]
[15]; changes are made according to the requirements and input point clouds.
Figure 3.1: Pipeline overview
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3.1 Assumptions
Some assumptions are made which should be formulated before going through the pipeline
overview. These set of assumptions are made for simplifying methods defined and to ensure
accurate results. These assumptions are for some architectural structures (e.g. surfaces which
are not flat) and materials (e.g. glass) which should be neglected in order for the proposed
pipeline to work properly. They are stated as follows,
1. Surface assumptions
• All surfaces have regular and flat shapes. This assumption will make sure that
surface extraction using plane detection algorithm is detecting all surfaces i.e. at
least four walls, a ceiling and a floor.
• Walls are vertical and ceiling, floor, furniture are horizontal.
• Surface of the room should always have at least four walls, a ceiling and a floor.
Therefore, the occlusion in 3D scene data should be within a certain acceptable
level where the pipeline is able to detect all the above-mentioned surfaces.
2. High-level semantics assumptions
• For pipeline to detect the openings, it is assumed to be kept open. In other words,
the pipeline can only detect opened doors/windows.
• All openings i.e. windows, doors present in the 3D scene are rectangular.
• In order to further reduce the computation time, high-level semantics (door, win-
dows, furniture) dimensions are limited by standard predefined values. That is, a
range for allowed openings, a range for allowed furniture dimensions (area of furni-
ture surface, the distance of furniture surface to the floor) is set to avoid redundant
and unnecessary computation.
3.2 Point Clouds
The point clouds are represented as a set of three-dimensional vectors i.e. each vector is
considered as xyz point vector in space. It can be viewed as a position vector in the Cartesian
coordinate system. Apart from its position information, these raw vectors do not possess any
semantics relationship with other points present in its 3D space. The point vector may also
carry some information like color, gray-scale intensity, etc. which may be useful for certain
applications.
With the position information, each point can be associated not only with other points/object
present in its own point cloud but also with other point clouds. This information are included
in .pose file and is mainly used for further processing of this raw data to collect the required
semantic relations.
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3.2.1 Octree Initialization
After collection of the point cloud using tango powered mobile devices, it is necessary to
compress the point cloud data in order to reduce the uploading overhead in those participating
devices. Thus, the first step of our approach would be octree compression.
Figure 3.2 depicts the octree representation. An octree is a three-dimensional tree data
structure which is an extension of binary and quadtrees where the data is represented in one
and two dimensions respectively. The rectangular cube as shown in Figure 3.2 is the volume
which indicates an octree node. Similar to the node with two or four children in case of binary
and quadtrees, an octree node has eight children. Leaf nodes are the bottom level of octree
which implies that there is no necessity to subdivide nodes further since the volume is now
uniformly distributed at this level. More information about octree is given in paper [54].
Figure 3.2: Octree representation [5]
In our approach, the level of octree has to be given as the points do not have any volume.
Also, in our approach the octree is used for searching if a certain point in space is occupied
or not during raytracing algorithm which is explained in the section 4.3.2.1.
3.3 Indoor Model
In this chapter, the algorithm behind each stage in the pipeline is elaborated in detail. All
the concepts and algorithms used are included as one executable, ’planes.exe’. The inputs to
this executable include (a) .xyz file: contains the position vectors of all point in defined space
and (b) .pose file: position and orientation of the whole 3D scene data. This program can
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either take a single scan scan000.xyz of the entire room with scan000.pose set to zeros or a
single room split to many scan files scanXXX.pose and each should have the corresponding
position and orientation in scanXXX.pose files. In the case of multiple scans, the position
and orientation will state the relation between each scan files. For building a complete floor
model, the first step is to get all the 3D room models belonging to that floor. Then the floor’s
ground truth information is used to group all rooms into a single 3D floor model.
3.3.1 Surface Extraction
This pipeline stage is the most important stage since all other pipelines depend on the results
obtained here. Unless all necessary segments are detected, the algorithm will not proceed
further step. Necessary segments include at least four walls, a ceiling and a floor. For our
approach, we use the concepts for room segment extraction proposed in paper [15]. In this
section, we will discuss in detail about the four steps involved in this pipeline, 1. Plane
Detection: to detect all possible planes in the raw 3D point clouds, 2. Plane Filtering: to
filter the vertical and horizontal plane surfaces, 3: Plane Labelling: to differentiate each
filtered segment as a wall or a ceiling or a floor and finally 4: Plane Intersection: to find the
corners of the room segments.
3.3.1.1 Plane Detection: 3D Randomized Hough Transform
Plane detection was first proposed by Paul Hough [55] in 1962. Hough transform was initially
used to detect the 2D object like lines, circles or any objects which can be represented in
terms of parameters.
Basic Approach: Line Detection
In case of line detection, a straight line y = mx + b can also be represented in terms of b
and m in parameter space. In order to avoid infinite slopes (m) for vertical lines, use of Hesse
normal form, r = xcosθ + ysinθ, was introduced by Duda et al. [56]. Here r is the distance
between the origin and the closest point in the line and θ is the angle between the distance
line (r) and the x axis. This (r,θ) space is referred to as Hough space.
Hough transform will be applied to all points i.e. pixels and will be represented in polar
coordinates also known as Hough space. The point representation in Hough space will be a
sinusoidal wave and set of points are said to belong to the same line when the representation
of these points in hough space (r,θ) is intersecting.
When hough transform is applied to every point, a voting system is used where the point
which belongs to a particular line will give an upvote and this information will be stored using
Accumulator. Representation of accumulator is explained by paper [6]. After processing all
the points, the cells corresponding to the actual line will have more votes.
The concept of detecting 2D parametrized objects was extended by Nuechter [6], Adan and
Huber [15] to detect 3D objects as well. The Standard Hough Transform is explained as
follows.
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Standard Hough Transform
As discussed earlier, hough transform was initially applied to pixel images to detect parametrized
objects. In our case, from 3D point clouds we have to extract planes which can be parametrized
in terms of distance to the origin (ρ), slope in the direction of x axis (mx) and slope in direction
of y axis (my) as given below,
z = mx.x+my.y + ρ (3.1)
In case of vertical lines or planes, the slopes will be infinite. To avoid this, Hesse Normal
Form is used which uses normal vectors of planes. Thus, the plane equation 3.1 will now be
represented in terms of distance to the origin as follows,
ρ = P.n = px.nx + py.ny + pz.nz (3.2)
In the above equation, P is the point on the plane and n is the normal vector which is
perpendicular to the plane. To calculate angles θ, φ between the coordinate system and the
normal vectors, nx and ny are factorized as shown in the following equation,
ρ = px.cosθ.sinφ+ py.sinφsinθ + pz.cosφ (3.3)
Hough transform will then be applied to each point in the 3D point clouds which is in Cartesian
coordinates. This will extract all the possible planes the point lies on. The point representation
as shown in fig 3.3 in Hough space, will be a 3D sinusoidal curve. Similar to line detection as
discussed above. The intersection of curves denotes that it belongs to the same plane. The
intersection of three points is shown in the figure marked as a black dot.
Figure 3.3: Hough space representation (θ, φ, ρ) of 3D point [36]
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This standard 3D hough transform has high computation cost and hence numerous variation of
3D hough transforms was proposed by Nuechter and are explained in detail in [6]. Algorithm
for standard hough transform is shown in figure 3.4.
Figure 3.4: Standard hough transform - algorithm [6]
Our approach is based on one of the algorithm i.e. Randomized Hough Transform (RHT) and
is explained below.
Randomized Hough Transform
RHT was used for its comparatively low computation cost and efficiency in real-time appli-
cations. The idea was extended from 2D RHT [57] to detect 3D data. Application of Hough
transform to each point is the reason for high computation cost and this was resolved in RHT.
For plane detection, three points are enough to find the intersection between them in Hough
space i.e. to check whether these three points belong to the same plane. This fact is used in
RHT where three points p1, p2, p3 will be randomly selected from our point cloud data. To
calculate θ and φ same equation 3.3 is used and ρ equation 3.2 is modified as follows,
ρ = n.p1 = ((p3 − p2)× (p1 − p2)).p1 (3.4)
The accumulator cell which has more votes is marked to be a plane. When points are selected
randomly, care should be taken when selecting points which are far i.e. points which are far
away mostly may not belong to the same plane. For this, a distance criterion is fixed i.e. the
point to point distance between p1, p2, p3 is below a defined value.
When the points vote for same plane and the cell reaches above a certain accumulator value
(fixed threshold t), those points will be considered lying in the same plane and hence will be
removed from the input which prevents processing the same points. This is the main purpose
for using RHT since the application of Hough transform to all points is not necessary.
3.3.1.2 Plane Filtering: Normal Estimation
The result of 3D Randomized Hough Transform is many planes. Since only vertical and
horizontal planes are required, other planes will be discarded. The plane normal is used for
identifying vertical and horizontal planes. Following are the steps involved in plane filtering,
1. Get the convex hull and normal for each plane.
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2. Check whether the normal is below certain epsilon value and discard other planes which
do not satisfy this criterion.
The epsilon value defined for normal filtering can be changed to effectively detect planes
according to input point cloud.
3.3.1.3 Plane Labelling: Concave Hull
In this section, we discuss how the filtered vertical and horizontal planes are labelled either
as wall or floor or ceiling. After plane filtering, we get at least four vertical segments and two
horizontal segments if the room has fewer irregularities. But if there are many gaps between
the point cloud data due to pipes or objects, then we get many planes which belong to a single
wall segment.
In case of labelling ceiling and floor, the process is much simpler since we consider highest
horizontal plane as the ceiling and lowest horizontal plane as the floor. For labelling wall
segments, the following steps are involved,
1. The application point of normal for the vertical planes is obtained by Hesse Normal
Form during plane detection. This point represents the center of gravity of points in a
plane’s hull.
2. The concave hull for all vertical planes are obtained by projecting these points onto the
horizontal plane.
3. To identify whether the concave hull of planes belong to the same wall, again consider
their normal and if they are corresponding up to a certain degree they are considered
to belong to the same plane.
4. Finally the averaging of the application points and normal of vertical planes belonging
to the same plane is done to get a single wall segment.
At this step, there will be at least four wall segments, a ceiling and a floor. Unless these
surfaces are obtained the pipeline will not proceed.
3.3.1.4 Plane Corner Detection: Cramer’s Rule
The final step of Surface Extraction is detecting the corners to build a complete 3D model
of the room. From the surfaces obtained before, the plane intersection between each wall,
ceiling and floor will be done to get the respective corners. The algorithm is clearly explained
in geomalgorithms [58] and Plane-Plane intersection is done using Cramer’s rule [59].
Planes in three dimensions are either parallel or intersect with each other and this intersection
can be defined as a straight line L. Consider two planes P1 and P2 with normal vectors n1 and
n2 (perpendicular to the plane) respectively where P1 is defined as a1x0 + b1y0 + c1z0 +d1 = 0
and P2 as a2x0 + b2y0 + c2z0 + d2 = 0
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Let the cross product of vectors n1 and n2 be u. When planes are parallel, their normal
vector will also be parallel which means u = n1 × n2 = 0. This condition will be helpful
during implementation which will be discussed later. While two planes are perpendicular, u
will give the direction vector for the line L and is perpendicular to the normal vectors n1 and
n2 as shown in the figure 3.5.
Figure 3.5: Plane intersection
For getting the intersecting point p0 which lies on L, we need a third plane P3 defined as
a3x0 + b3y0 + c3z0 + d3 = 0 and is perpendicular to this intersecting line L and have the
normal vector n3 = u = n1 × n2. All the normal vectors are linearly independent. Following
is the formula to find the intersection point of three planes,
p0 =
−d1(n2 × n3)− d2(n3 × n1)− d3(n1 × n2)
n1.(n2 × n3)
For robustness, it is recommended to first calculate the line of intersection of two planes and
then find the point p0 where the third plane intersects with that line. In our approach, we
use two walls as P1 and P2 and the third plane as the ceiling to get the upper corner and
floor as another third plane to get the lower corner of the room. These corners will be used
to generate the 3D model of the room.
3.3.2 Openings Detection and Classification
The opening detection and classification involves various computer graphics, image processing
and machine learning algorithms. The steps involved in this pipeline are: a. Image generation,
b. Opening classification and are discussed as follows.
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3.3.2.1 Obtaining Possible Openings
In this component, there are three further processes involved. They are computer graphics
algorithms such as octree querying, ray tracing and Bresenham’s line. These algorithms are
applied to each surface separately to convert the surface in terms of label and depth images.
Algorithm I: Ray Tracing is a rendering technique used in 3D images which trace the path
of light. The main idea is making use of reflection and refraction recursively and tracing the
light’s path in an environment. The rays are fired from the origin point (usually camera’s
position) through the center of each pixel. If the ray hits the object and is closest to the
camera’s point, i.e. if the ray intersects with the object, those pixel colors are set up with the
color of the object or any other color of choice. This will create an image of the object/scene
from the camera’s viewpoint. Following are the main steps involved in this algorithm as stated
in [60].
1. Ray casting: Loop over all the pixels in the image and ray is cast for each of these pixels
into the scene.
2. Ray-Object Intersection: When ray gets intersected, loop over to find if the same inter-
sected ray is hitting any other objects in the scene.
3. Shading: After ray is intersected, get the color of the object in the scene to shade the
pixel of the image.
Figure 3.6 depicts the ray tracing algorithm for a ball-shaped 3D object.
Figure 3.6: Basic ray tracing algorithm [7]
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Algorithm II: Bresenham’s Line Algorithm determines the line between two points on
n-dimensional raster grid. This algorithm was first published for two-dimensional pixel array
[61]. Given a set of points, this algorithm is commonly used for drawing lines onto a bitmap
image. The process is simple and faster as it involves just integer addition, subtraction and
bit shifting.
In our approach, ray tracing is applied to 3D point clouds and to perform this algorithm it
is necessary to have the starting and ending point of the ray. For this, the wall surface is
discretized and projected onto XZ plane. These discrete points represent the ray ending point.
The starting point is set to the origin of the scan. After getting the start and ending point,
we require the ray path. At this point, we use the 3D Bresenham’s line algorithms For ray to
get casted, we need all the intermediate points from start to end of the ray. Bresenham’s line
algorithm helps in determining this line where the line represents the ray path. After getting
this line, the ray gets fired from the origin towards all the projected discrete points of the wall
surface. Then we make use of octree which will have the information of all the points in the
wall surface. So we make a query to octree to check whether any of these points in the ray
path is present in octree or not. If it exists, it means that the point is occupied and the ray
will be stopped and will not be able to reach the destination.
The points in the wall surface will be assigned with either one of the three labels: Occupied,
Occluded or Empty. Figure 3.7 depicts the ray tracing algorithm applied to a wall surface
with the door opening.
Figure 3.7: Ray tracing for a wall surface
The Occluded label represents whether the ray being cast was interrupted by various objects
(i.e. furniture) in the room. For computation purposes, all the discrete points are initially
labelled as occluded. This is done before applying the ray tracing algorithm.
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The Occupied label represents whether a point is present on the wall surface. The ray is sent
from origin to the wall surface. A wall distance d will be fixed in order to check if the point
being hit by the ray belongs to the wall surface or occluded objects. When there is a hit with
the distance d, the discrete point will be labelled occupied. Also, the nearest distance where
there was a hit will be stored in a depth map which will be used later.
The Empty label represents that the ray is not interrupted throughout the trace i.e. there
was no obstacle in between the origin and destination. For the empty label, the distance d
will be revised as d + d0 where d0 is the extra distance which will be used in order to make
sure if the discrete point is occupied or empty.
At the end of ray tracing, we get a label and depth images for all wall surfaces as shown in
figure 3.8.
(a) Label image (b) Depth image
Figure 3.8: Ray tracing output
The final process is to get all the opening candidates using the label and depth images. Many
image processing concepts from OpenCV [62] library are used. For obtaining the opening
candidates, the depth image (DI ) will be used. First, the Canny edge detection algorithm is
applied to the depth image. This will generate another image with edges (EI1) present in
the depth image. In order not to miss any important openings, Sobel Operator is applied in
the horizontal and vertical direction which gives two more edge images, EI2 and EI3. These
three images are combined to get the enhanced edges EI4.
This combined edges will now be used to detect all lines in this image. For detecting all the
lines, Probabilistic Hough Line algorithm is used. Apart from vertical and horizontal lines,
others will be discarded. For a rectangular opening, two vertical and two horizontal lines can
be used. Therefore, all possible rectangles will be extracted using those lines giving us all
possible opening candidates.
The next step is to determine whether these candidates are actual openings or not. Since
there will be lots of possible candidates, criteria i.e. the minimum and maximum area for
opening will be set to reduce processing time. Figure 5.8 in the chapter 4 shows all the images
generated in this process.
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3.3.2.2 Openings Classification
All the possible openings will be given to a machine learning classifier which classifies whether
it is a door or other openings. The opening classification has two further processing steps
which are discussed as follows.
Feature Extraction For machine learning to identify the class of an object it is based on
past observation i.e. training dataset of actual openings and has to automatically learn to
make such accurate predictions.
For opening detection, eleven features are extracted using the depth image for all the possible
opening candidates [15]. The outline of depth image along with the calculated features (num-
bered in red) is shown in the figure 3.9. Also, plane’s root mean squared error which fitted
in the rectangle walls, number of interior rectangles in the wall surface where the opening
candidate is lying and number of inverted U-shaped candidates (in case of curved shaped
doors) are extracted from the depth image. Apart from this, three more features: Percentage
of the Occupied, occluded and empty area are obtained using label images.
Figure 3.9: Features for classification
Machine Learning Classifier: Random Forest For classification of three classes: Doors,
windows, not openings, Random forest classifier from OpenCV library [62] is used.
The random tree was initially introduced by Leo Breiman and Adele Cutler [63]. Random
trees is a collection of decision trees i.e. tree predictors and hence also known as Random
Forest. The training feature vector will be given as input to random trees which will classify
it using every tree in the forest. Then the response will be the class label that has received
many decision tree "votes".
All the trees will be using the same parameter but will use a different training set to form a
tree. The feature vectors are randomly selected as in the original set for each training set.
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Some vectors may not be chosen or some may be chosen more than once. At each tree node,
randomly selected variables will be used to do the best split. It is not necessary to use all the
variables to do this split. Since the parameters used are same, the size for all the nodes and
the trees are fixed. The fixed value is by default given as
√
number_of_variables.
The feature vectors extracted will form the testing dataset to the machine learning classifier.
The random forest will be trained using the actual dataset which has the feature set of actual
openings. The random forest will learn from these training sets. When each candidate is
given to the classifier, it predicts the class of the candidates i.e. whether it is a door or
window or not an opening. The outcome of the machine learning classifier is a set of potential
openings.
After classification, there may be a possibility to have redundant potential opening i.e. dif-
ferent classified opening may be a subset of actual opening. Therefore, K-means clustering
where n potential openings will be clustered into k clusters and their mean will be calculated.
The nearest mean candidate belongs to the same cluster. Also, the candidates center and
area helps to decide if it belongs to the same cluster set. A cluster set may now have many
potential openings. To select the best candidate as the final opening, criteria is fixed: best
candidate when it has the largest Empty area and smallest Occupied and Occluded area.
3.3.3 Furniture Extraction and Classification
In this section, the same machine learning classifier i.e. Random forest is used to predict
the objects present in the room. This pipeline has three steps: 1. To detect all the possible
furniture surfaces, 2. Extract the features from all these potential surfaces, 3. Predict the
class of furniture and label it as Table or Chair or other furniture.
3.3.3.1 Detecting Potential Furniture
The plane extraction using 3D Hough transform will extract all the surfaces inside a room.
During the surface filtering discussed in the section 3.3.1.2, all the horizontal surfaces inside
the room will be filtered. Then the highest and lowest horizontal planes are labelled as ceiling
and floor respectively. In this step, the other horizontal planes will be labelled as possible
furniture.
For computational purposes, surface’s area and distance to the floor will be considered to
discard some possible furniture. Following are the reasons to discard a furniture,
• The horizontal surface whose absolute area are equal or more than the ceiling/floor will
be discarded.
• The furniture which has the distance to the floor between a certain threshold will be
discarded.
All the other surfaces will now be a potential furniture and features of each surface will be
extracted.
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3.3.3.2 Feature Extraction
For a machine learning classifier to predict which category an object belongs, depends on
the feature of that object. So in this step, the following features will be extracted for each
horizontal surface which is detected as a potential furniture.
1. Absolute area
The potential surface is represented as the hull. Due to many occlusions inside a room, the
shape of the surface may be irregular. In order to calculate the area of 3D irregular shaped
horizontal surface or polygon, the algorithm from Geomalgorithms [8] is used. Extending the
concept involved in obtaining 3D triangular area, a 3D planar polygon can be divided into n
3D triangles and sum of all these 3D triangles will give the area of 3D polygon[64].
Basic approach Consider a 3D planar horizontal surface, i.e. a 3D polygon Ω with n vertices,
Vi = (xi, yi, zi) where i = 0, 1,... , n and V0 = Vn and these vertices lie on the same plane
P. Now consider a 3D point P which is used to form a 3D triangular surface denoted as
∆i = ∆PViVi+1 with edges Vi and Vi+1 of Ω. This will be a pyramidal cone whose sides will
be projected onto the plane P to get the triangular surface.
For this projection, consider a perpendicular line from point P on space to point P0 on the
plane P with unit normal vector n. This will form a triangular projection Ti = ∆P0ViVi+1
on to the surface as shown in the figure 3.10. To get the height of triangular surface Ti, drop
a perpendicular line P0Bi from P0 to the edge i.e. Vi and Vi+1. Therefore, P0Bi will be the
height for Ti and PBi the height for ∆i. Since the sum of these projected areas will be the
total area of 3D polygon, area vector αi which is perpendicular to δi has to be computed for
each triangle δi. The area vector is given as follows,
αi = [(Vi − P )x(Vi+1 − P )]/2
The angle between PP0 and nαi is congruent since they are 90◦ rotated. Thus having all the
required parameters, the triangular is given as,
A(Ti) =
1
2 |ViVi+1||P0Bi| =
1
2 |ViVi+1||PBi|cosθ = A(∆i)cosθ = |n|.|αi|cosθ = n.αi
To get the 3D planar polygon area Ω, the sum of A(Ti) will be added together as shown
below,
A(Ω) =
n−1∑
i=0
A(Ti) =
n−1∑
i=0
n.αi
Two-dimensional projection approach The above-discussed approach is computationally
complex since there are 6n+3 multiplications and 4n+2 additions involved. Therefore, instead
of projecting it to the 3D plane P, the polygon will be projected to axis aligned 2D plane
as suggested by Snyder et al. [65] and scaling factor is used to get the 3D area. Projecting
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Figure 3.10: Triangular plane projection [8]
on to 2D plane means ignoring one of the coordinates, for example, ignoring x or y or z for
projection over yz or xz or xy plane respectively.
During these projections, it is necessary to preserve the sign orientation in terms of the
projected polygon’s sign. Also, while using area scaling factor to get 3D area from the area
of the 2D plane, the sign of ignored component is used.
The criteria for choosing which coordinate to ignore is decided from plane’s normal vector n.
The coordinate whose absolute normal is more will be ignored for projection. This is done to
avoid degeneracy and provides robustness. Assume Projc() where c = x,y,z as projections.
The ratio of Projected polygon and original polygon with n = (nx, ny, nz) is given as follows,
A(Projc(Ω))
A(Ω) =
nc
|n|
The area vector a is perpendicular to 3D polygon and the area of the polygon is equal to
the length of this area vector. Calculating area of one projection will help in getting areas
of other projections. This approach is more significant and is six times faster than the basic
approach.
2. Distance between potential furniture and floor
Calculating the distance between two planes is made easier as we have Hesse Normal Form
of these two planes. The distance (D) between two planes are obtained using the following
formula,
D = |ax1 + by1 + cz1 − d|√
a2 + b2 + c2
In the above equation, a, b, c and d are one of the plane’s coefficients and x1, y1, z1 is a point
on another plane. Note: Distance (D) will be zero if the planes are not parallel.
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3. Large area
The absolute area obtained for all the furniture will be utilized to get this large area feature.
The main feature used to distinguish between a chair and a table is its area. From chair
dimensions available online for numerous varieties of chairs, it was clear that the area of the
chair was always under a certain threshold. Therefore, this criteria will be used to check if
the horizontal surface has the large area.
4. Width(W) and 5. Height(H) of the potential furniture Getting the width and
height for the polygon is obtained using the bounding box algorithm. To get the width and
height, the polygon is first fitted into the rectangular box and then the width and height of
the bounding rectangular box is calculated.
A 3D rectangular box has the extreme points (xmin, ymin, zmin) and (xmax, ymax, zmax) which
will be the corners for that box. Figure 3.11 depicts this bounding box and red dots are the
points which are selected as extreme points to get the rectangular box. The height and width
will be calculated from these extreme points.
Figure 3.11: Bounding box point selection
These five features will be extracted for each horizontal surface and now we have the testing
dataset.
3.3.3.3 Furniture Classification
The random forest algorithm is already explained in the previous section. The training dataset
contains all the furniture dimensions (in our case Table and Chair) from online along with
other furniture dimensions like side shelf, TV stand and so on. The random forest will then
be trained using this data. After the random forest learns the training dataset, the potential
furniture will be given to this machine learning classifier which predicts whether the furniture
is a table or a chair or another type of furniture.
After determining and labelling all the components of the pipeline, i.e. walls, ceiling, floor,
door, windows and furniture, the complete initial indoor 3D model of the room will be avail-
able.
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3.4 Grammar Mapping
In this section, we discuss the grammar overview and how the utilization of grammar helps
in increasing the accuracy of the initial indoor model obtained from previous sections and
reducing the energy consumption by Tango-powered mobile devices. The overview of formal
grammar, interior grammar and finally how the grammar is used in our approach to fit our
model is discussed.
3.4.1 Formal Grammars
According to Philipp et al. [9], the building structure is divided into two categories: 1. Hallway
spaces: Corridors used by a person to go to different rooms, 2. Non-hallway spaces: Set of
rooms ordered in a particular sequence. The placement of the room is usually not random
and follows building design principles and standards. For instance, the room size variations
are limited in the buildings like campus office rooms, hotels. Also, the semantic information
can be obtained in the case of public building structures, e.g. the assistant’s room is likely to
be placed near his executive’s office.
This non-hallway space structural relationship will be encoded using Formal Grammar. The
grammar expresses the object information as a string of symbols and production rules. It is
denoted as G and comprises of the following,
• N: Set of non-terminal grammar symbols where N = Space. It can also be replaced/ex-
tended by other symbols.
• T: Set of terminal grammar symbols where T = ε, ra, rb, ...; ri (i = a,b,...) represents
rooms. No further extensions/replacements are possible.
• P: Set of production rules which provides rules to replace or extend a non-terminal set.
• S: Start of non-terminal symbol where S ∈ N.
Let the terminal symbol be a set of A,B,C,... and non-terminal symbols be a set of a,b,c,....
For generating a formal grammar which is a string, certain steps will be followed,
1. Form a string with a single start (S) symbol.
2. Apply production rules until the string has only non-terminal symbols, i.e. no terminal
or start symbol.
For example, let the non-terminal set be composed of a and b. Production rules are given as
follows,
RuleR1 : S → aSb
RuleR2 : S → ba
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Initially, the output string has just the start symbol S. Consider the first production rule is
applied to output string and the start symbol is replaced by the right-hand side of production
rule i.e. aSb. Now the output string would be aSb. Again consider applying rule R2 to the
output string. It replaces S by ba and the output string will now be abab. Now the string does
not have a start symbol S or any terminal symbols. Therefore, the production process will
be over. A production rule known as replacement rule performs split, merge or instantiation.
Different types or production rule are explained in [19].
According to Chomsky hierarchy [66], there are four main types of formal grammar.
1. Type 3 - Regular Grammar: The production rules must have one non-terminal on
left-hand side and one terminal or one terminal followed by non-terminal on the right-
hand side of the rule. For example, a→ A or a→ Ab where a,b ∈ N, non-terminal set
and A ∈ T, terminal set. This type is the most restricted grammar.
2. Type 2 - Context-free Grammar: Productions should be of the forms, a → γ.
a ∈ N, γ ∈ (T ∪ N)∗ where left-hand side should be a single non-terminal and right-
hand side is an arbitrary symbols in N. Regardless of the context, wherever symbol a is
found, it can be replaced by γ.
3. Type 1 - Context-sensitive Grammar: Productions are of the form αaβ → αγβ
where a ∈ N and α, β, γ ∈ (T ∪N)∗. The context of production is provided by symbols
α and β.
4. Type 0 - Unrestricted Grammar: Productions are of the form α → β where both
side belongs in arbitrary string of symbols, i.e. α, β ∈ (T ∪ N)∗ and hence there is no
restriction to both left-hand and right-hand sides except that left-hand side should not
be empty.
For the above types, it is clear that the restriction level decrements as type number decreases.
That is, type 3 comes under the scope of type 2 production, type 2 comes under the scope
of type 1 production and type 1 comes under the scope of type 0 production. In the next
section, we discuss the context-free grammar for the interior model generation.
3.4.2 Interior Grammars
Formal interior grammars are one of the types of context-free grammars where the geometric
information, topology description and semantic relationship information about building inte-
riors are stored. The non-terminal symbol N has the starting symbol for replacements and
denoted as axiom S. When production rules are applied, the axiom will be replaced which
generates the sequence of rooms (symbol sequence).
According to Peter et al. [19], for generating an indoor model, the geometric features and
topology properties have to be obtained so that grammar can be encoded with those infor-
mation. As discussed before, room arrangements follow building design standards and have
some functional restrictions. The important design principles which help in building interior
grammars are stated as follows,
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1. For convenient access to each room in the building, the rooms are connected through
hallways.
2. Rooms i.e. Non-hallway spaces are composition of smaller room units arranged in linear
sequence in parallel to the adjacent hallway.
3. Rooms have a specific layout based on the building functions. For instance, rooms in
the hotel will generally have room units like a bathroom and a bedroom.
For describing corridor and non-corridor spaces, we require two grammar. Corridor space has
a linear structure whereas non-corridor spaces i.e. room areas are spatial partitions between
the hallway areas. The semantic relationship between rooms helps the grammar to easily
generate the model. When there is a semantic relation between two rooms, they will be
considered as a single room unit i.e. secretary’s office besides the executive office will be a
single room unit. This interior grammar is a contribution done by ComNSense project [67].
3.4.2.1 Split Grammar
Split grammar also comprises of non-terminal N, terminal T, production rules P and axiom S.
The terminals describe the wall segments that cannot be divided. The geometric information
is obtained from non-terminal and terminal of the grammar. The rule sometimes can have a
replacement as an empty set (which is denoted as ε) which specifies that there is no replace-
ment available. The terminals and non-terminals have attributes to describe their geometric
information. The production rules are stated as follows,
1. Rroomi : Space→ ri Space This rule will produce a room ri along with Space by dividing
the available space. The Space can further be divided into rooms.
2. Runitn : Space→ rj ...rk Space n is the building’s room units. This rule also divides the
available space as room units plus Space.
3. Rε : Space → ε This rule states that when there is no free space available, it will be
substituted by empty set. i.e. no replacement required. This rule will be used as the
termination criteria for this split grammar derivation.
Table 3.1 shows an example for room grammar Rroom1 and room unit grammar Runit5 . It
describes the width of the room, type and the occurrence frequency of the room and room
unit.
Table 3.1: Example for room and room unit rules [9]
Rroom1 R
unit
5
Rule Space → r1Space Space → r3r2r3Space
Width 2.4m 19.2m
A-priori 0.06 0.04
Type small office two executives with assistant’s office
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One possible derivation sequence using split grammar for non-hallway space is shown in the
figure 3.12.
Figure 3.12: Split grammar derivation example [1]
This split grammar will be used as model fitting tool in our approach and is discussed in the
following section.
3.4.3 Grammar Based Model Fitting
In this section, we exploit the methodology of split grammar and how to use this grammar
as a model fitting tool. Also, we discuss how the grammar is helpful in terms of increasing
modelling accuracy and reducing energy consumption.
In split grammar, the production rule should be applied on a line called reference line segment
(RLS). For partitioning the successive rooms, this RLS line is used as the reference. Figure
3.13 depicts the process of generating the room layout using split grammar. The region
between RLS_START and RLS_END denotes the available space. This space will be filled
with rooms according to the production rules discussed in the previous section. The figure
contains two RLS segment filling. Top RLS segment shows the rooms inserted with respect
to prior probability P(Ri). Bottom RLS segment shows the combination of rooms and room
units inserted.
Figure 3.13: Split grammar - room layout derivation example [1]
36
3.4 Grammar Mapping
The main reason to use the split grammar is to utilize the information encoded in it. As men-
tioned earlier, the point clouds which are collected via crowd sensing is usually not complete
and can miss some important information. This is due to the fact that the point clouds are
collected by any user participating in the crowd-sensing who are untrained and unaware of
current pipeline. Figure 3.14 shows the collected point cloud of a certain room and it can be
seen that some parts of the outer walls are missing. During initial indoor model generation,
this may lead to the reduction in room widths.
Figure 3.14: Point cloud with missing details [1]
In order to increase the accuracy of the generated initial indoor model, grammar will be
incorporated. The geometric information obtained in the initial indoor model will be given
as input to this new grammar pipeline. The room widths are extracted using reference line
segments extracted from labelled walls. The reference lines provided by the indoor grammars
[9] will be used. For each RLS, all the line segments orthogonal to current RLS is either an
intersection or located in RLS vicinity whose range can be adjusted in the tool. Finally, the
distance between successive walls will be calculated which represents room widths.
The split grammar has the room widths and prior probability. For assigning the grammar
generated widths to the rooms generated using initial indoor model, MapGENIE [9] system
used Markov Chain. This will randomly assign the rooms to each reference line. In our
approach, for selecting the corresponding rules, we match between the grammar generated
widths and extracted widths. Then the prior probability will be adjusted between successive
rules according to the room order obtained from the initial model.
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Chapter 4
Implementation
The main focus of this work is to automatically model the 3D floor plan using the point cloud
data. In this section, the software components used to achieve this goal and the methods to
utilize these software components to derive a floor plan are explained in detail.
Initial indoor modelling tool supports command-line parameters. The pipeline’s room surface
detection, opening and furniture classification are done by using planes function call. More
details about the parameters used and file format supported by this call will be provided in
the section 4.1.1.1.
The developed basic modelling tool was built using CMake. This build system is an open
source cross-platform initiated by VTK in 2000 [68]. CMake was chosen as the dependencies
as OpenCV, CGAL, Eigen also uses CMake.
4.1 Software Components used in this Work
The software environment and libraries used are stated as follows,
4.1.1 3D-ToolKit
The software developed in this thesis is based on the library [53] designed by [16]. For our
basic model, the plane extraction and opening detection from 3DTK are used. This toolkit is
also used for high accurate point cloud registration. Also, 3D Viewer is provided to visualize
the point clouds and the extracted planes. The detailed explanation about this toolkit can be
found in [53].
4.1.1.1 Deriving Indoor Model Component
As mentioned before, the initial indoor model is derived using the 3D-Toolkit along with
additional features integrated with this environment. For generating an indoor model, a
command line tool, planes -s <NR> -e <NR> -f <FORMAT> -p <TYPE> <dir> was
implemented. The parameters of the call are explained as follows,
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1. -s: This denotes the start of scan number NR i.e. from which scan the indoor model
has to be derived. The scan number ranges from 0 to 999.
2. -e: The end of scan number NR is specified using this parameter. The scans following
this number will not be considered for generating the indoor model. The scan number
ranges from 0 to 999.
3. -f: The 3DTK supports many file formats like xyz, xyz_rgb, xyz_rgba, xyz_rgbr,
xyz_rrgb, xyzr, ks, ks_rgb, laz, leica_xyzr, uos, uos_map, uos_rgb, uos_rgbr, uos_rrgb,
uos_rrgbt, uosr, velodyne, rxp, rts, rts_map, ifp, riegl_txt, riegl_rgb, riegl_bin, ply,
pts, pts_rgb, pts_rgbr, pts_rrgb, ptsr. Our basic model uses the .xyz file format and
more information about other file formats can be found in [53].
4. -p (optional): This allows to choose the plane detection algorithm. In our approach,
randomized hough transform is chosen by default. Apart from this, there is an op-
tion to select other plane detection algorithms. The command and their corresponding
algorithms are stated as follows,
• rht: Randomized Hough Transform
• sht: Standard Hough Transform
• pht: Probabilistic Hough Transform
• ppht: Progressive Probabilistic Hough Transform
• apht: Adaptive Probabilistic Hough Transform
• ran: Randomized Sample Consensus (RANSAC)
5. <dir>: The scan file directory is specified here.
4.1.1.2 Visualization Component
This visualization tool is used to view the registered point clouds and the planes extracted
using the show command line tool. For our approach, this component is used to view the raw
point clouds and to view all the planes detected using the plane extraction algorithm. This
command line has various parameters. The command to view point clouds is show -s NR -e
NR <dir>. These parameters are already discussed in the previous section. For viewing the
detected planes, the command show -s <NR> -e <NR> <dir> -l <dir>/planes/planes.list is
used. The planes detected are stored in planesXXX.3d format in the directory <dir>/planes.
All the plane paths will be listed under a single file, planes.list. This list is accessed using the
parameter -l in the show command.
The show component provides a GUI to visualize data and it offers user controls to change
the appearance of the viewer or the data and to navigate on the viewer. Figure 4.1 shows 3D
Viewer GUI. The information about this 3D viewer can be found in [53].
40
4.1 Software Components used in this Work
Figure 4.1: 3D viewer GUI
4.1.2 Grammar-Based Model Fitting Tool
The grammar model fitting tool developed by ComNSense project [67] is another component
used along with the initial (basic) indoor modelling pipeline. The floor model will be derived
using the movement traces of pedestrians. The structural information i.e. room widths will
be extracted from the initial model derived using our approach. The software will then adapt
this information to perform its calculations. The revised room widths obtained will be used
to construct the final indoor model.
4.1.3 Other Components
1. OpenCV C++ library: used for all the machine learning and image processing concepts
utilized in this work.
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2. CGAL C++ library: used for obtaining the concave hull of the planes extracted.
3. Eigen C++ library: used for linear algebra calculations.
4.2 Pipeline’s Input File Format
The 3D point cloud data obtained using Tango-powered mobile devices will initially be in
.obj format. This .obj file includes texture, material, normal along with vertices (x,y,z) of the
scanned object. The .obj format can be viewed using Cloud compare tool as shown in the
figure 4.2.
(a) Front view (b) Top view
Figure 4.2: Tango device output
This figure shows one of the room’s top and front view from University of Stuttgart Institut
für Photogrammetrie (IFP) building. From this .obj file, we only extract the vertices which
act as the input for our processing pipeline. The vertices will be stored as scanXXX.xyz file
where XXX represents number range from 000 to 999. The tool is capable of taking multiple
scanned point clouds as inputs. For each .xyz file, there should be .pose file (also in scanXXX
format) obtained from the tango device which gives the position vector of each point cloud.
A sample picture of those two files is shown in figure 4.3.
In the .pose file, the first line represents the translation vector and the second line represents
the orientation of points with respect to the Tango device. The input file scanXXX.xyz is in
meter unit. Since the 3DTK environment is using the centimeter scale, the input .xyz will be
converted to that scale.
4.3 Model Generation
The pipeline for generating the floor model is discussed in previous chapter 3 in figure 3.1.
All the processes involved in the initial indoor modelling pipeline should be repeated for each
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(a) .xyz file (b) .pose file
Figure 4.3: Pipeline input file format
room separately and the final 3D floor model is built by mapping with the ground truth
information.
4.3.1 Room Surface Modelling
The process of extracting all the planes that fit in the point cloud, filtering the vertical and
horizontal planes from other planes, selecting and labelling the filtered planes and finally
getting the room corners will be combined to derive the 3D surface model. Figure 4.4 is the
detailed process involved in this room surface modelling pipeline.
4.3.1.1 Plane Detection
Randomized hough transform explained in the previous chapter will be used to get all the
planes that can be fitted in the point cloud data. Figure 4.5 illustrates RHT algorithm.
For real-time applications, hough space is discretized as rho_num, theta_num, and phi_num.
Many such parameters are involved in RHT. These parameters are specified in a configuration
file. This file can be used to tune the hough transform according to the input data. Following
are the parameters involved in random hough tuning,
1. MaxDist: Sets the maximum distance for three points which are randomly selected to
form a plane.
2. MinDist: Sets the minimum distance for three points which are randomly selected to
form a plane.
3. AccumulatorMax: When the cell reaches this value defined, a plane is detected.
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Figure 4.4: Room surface modelling pipeline
4. MinSizeAllPoints: This is one termination criteria to stop hough transform application.
The plane detection terminates when this percentage of points are left to be assigned to
a plane.
5. RhoNum (ρN ): Number of cells in ρ direction.
6. ThetaNum (θN ): Number of cells in θ direction.
7. PhiNum (φN ): Number of cells in φ direction.
8. RhoMax (ρmax): The maximum distance to be considered from origin for discretization
to the plane.
9. MaxPointPlaneDist: Maximum distance allowed between a point and the plane for a
point to belong to that plane.
10. MaxPlanes: Number of planes that can be detected. This acts as another termination
condition.
11. MinPlaneSize: Minimum number of points required to form a plane.
12. MinPlanarity: Minimum planarity i.e. eigenvalue after plane fitting to consider a plane.
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Figure 4.5: Randomized hough transform - algorithm [6]
13. PointDist: This is a threshold for region growing.
14. TrashMax: The planes detected are discarded when Minimum planarity and MinPlane-
Size are not satisfied even when other conditions like AccumulatorMax is reached. So
this parameter will have the maximum allowed discarded plane value and will terminate
the hough transform when it reaches the defined threshold.
After planes are detected, their convex hull and application point will be calculated. Each
plane will be numbered and stored as scan000.3d, scan001.3d,..., scanXXX.3d files. These
.3d files are again in (x,y,z) format which represents convex hull of the planes. The planes
detected can be viewed using 3D Viewer provided by 3DTK as shown in figure 4.6.
There sometimes will be a number of planes detected for a single room when it should just
have six surfaces (in cases where there are only 4 walls, a ceiling and a floor). Therefore,
planes belonging to the room segment have to be filtered.
4.3.1.2 Surface Filtering
For filtering the vertical and horizontal surfaces, the normal of detected planes will be used.
Vertical plane filtering: The vertical planes will have approximately zero normal in y
direction. The condition (ny < 0.1) is applied to all the planes and all the vertical planes will
be filtered.
Horizontal plane filtering: For checking if the plane is horizontal, following condition is
used,
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(a) Point cloud of a room (b) Planes detected from the point cloud
Figure 4.6: Plane detection using 3D hough transform
(
1− ny√
n2x + n2y + n2z
)
< 0.1
The horizontal and vertical planes are added as possible room segments and other planes will
simply be discarded.
4.3.1.3 Surface Labelling
This next step is to determine which vertical surfaces belong to wall segments and which
horizontal surface belong to the ceiling and floor. The identification of ceiling and floor is
much easier.
Ceiling Labelling: The first horizontal plane is taken as reference. The y coordinate of
all the other horizontal planes is compared with this reference plane. The highest horizontal
plane will be labelled as "Ceiling".
Floor Labelling: Same procedure done for ceiling detection is followed. The reference planes
y coordinate is compared with y axis of all the other horizontal planes. The lowest horizontal
plane will be labelled as "Floor".
Wall Labelling: The steps involved in detecting potential wall candidates are already ex-
plained in section 3.3.1.3. The points in the vertical planes are projected onto the horizontal
surface and the concave hull will be extracted as segments. For obtaining this concave hull,
the algorithm 2D Alpha Shapes from the library Computational Geometry Algorithms Li-
brary (CGAL) [69] is used. The segments found using alpha shapes will be matched to the
corresponding vertical planes.
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The hulls belonging to the same vertical wall will be identified using their normal. The criteria
(1 − Pi.Pj) < 0.2 is used to check if the normal of previous plane Pi and current plane Pj
correspond. Finally, the planes belonging to the same wall will be averaged to form a single
wall segment and will be labelled as "Wall".
4.3.1.4 Corner Detection
The complete room surfaces will be identified in the plane labelling step. Even though all the
required surfaces are obtained, figure 4.7 shows that the surfaces are not regular and complete.
Therefore, to get the complete 3D surface model, the corners will be detected.
Figure 4.7: Concave wall segments
As discussed in section 3.3.1.4, Cramer’s rule will be used to find the intersection points
between planes. The algorithm for plane-plane intersection is shown in figure 4.8.
Figure 4.8: Algorithm for plane intersection
At this point, the 3D room model with wall surfaces, ceiling and floor is obtained.
4.3.2 Openings Extraction
The opening detection uses various image processing algorithms and machine learning classifier
as discussed earlier. For implementing these concepts, it depends on many algorithms from
OpenCV libraries. The algorithm Ray Tracing and Bresenham’s line drawing will be used to
render the OCCUPIED, EMPTY and OCCLUDED information of each wall surface onto an
image. Image processing algorithms like Canny edge detection, Sobel Operator and Hough
47
4 Implementation
lines from OpenCV are applied to these images to get all the potential opening candidates.
Finally, a machine learning classifier, Random Trees from OpenCV will be applied to get the
final opening candidates. This pipeline is shown in detail in figure 4.9. The pipeline is divided
into three sub-levels: 1. Image Generation, 2: Possible Openings Extraction and finally 3.
Opening Classification.
Figure 4.9: Opening classification pipeline
4.3.2.1 Image Generation
This pipeline depends on the label and depth images generated in this step. The level of
occlusion inside a room is proportional to the accuracy of the generated images. In some
cases, when the room is highly occluded, only two labels (EMPTY and OCCUPIED) will be
used omitting the OCCLUDED label. The algorithm for this sub-level is clearly explained in
the section 3.3.2.1 and shown in figure 4.10.
In the final step of ray tracing, octree will be used to check if the point is present in the wall
surface or not. This octree initialization is done when the scene is initialized i.e. when the
scan .xyz files are read. When the point is hit i.e. if it lies on the wall surface, the depth
information of this hit should be stored which will be used later to generate the depth image
for each wall surface.
Using the labels and depth information, we generate two images (figure 4.11) for each wall
surfaces, 1. Label image: This image will be used to get three features (Percentage of
occupied, occluded and empty) and 2. Depth image: The edges will be extracted and the
rest of the features will be calculated using this image.
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Figure 4.10: Algorithm for label and depth image generation
(a) Label image (b) Depth image
Figure 4.11: Ray tracing results
4.3.2.2 Possible Openings Extraction
The depth image will be used to get most of the features (11 features) in the feature set. Many
OpenCV algorithms are applied to the depth image to extract these required features. The
possible opening candidates can be obtained by getting all the horizontal and vertical lines in
the depth image. For every two vertical and two horizontal lines, all possible rectangular boxes
will be constructed which will be considered as possible openings. The general procedure to
get these lines is to apply canny edge detector to the depth image and then to apply hough
lines.
The result from canny edge detection was not promising as it was not identifying all the
edges in the image which may lead to missing important opening candidates. Therefore,
Sobel operator is applied to the depth image to get all the edges in horizontal and vertical
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direction. The edges obtained from Sobel vertical, Sobel horizontal and the Canny edge will
be combined. This enhanced edges will be given as input to probabilistic hough lines and all
possible opening candidates will be constructed. Figure 4.12 shows the output obtained in
each step.
(a) Canny edges (b) Sobel vertical edges (c) Sobel horizontal edges
(d) Combined edges (e) Hough lines
Figure 4.12: Possible openings construction
In order to reduce the computation complexity, the area of each rectangular opening is com-
pared with a defined area and very large or very small area candidates are simply discarded.
The remaining openings will be added as the potential candidates.
4.3.2.3 Opening Classification
The final step in this pipeline is to predict the class of the potential candidates using a machine
learning classifier, RTrees from OpenCV library. Since the outcome of this classifier highly
depends on the training database, it is necessary to get all the actual features. The training set
is based on fourteen features (3.3.2.2) and this set is created with features of actual openings
from IFP building in the University of Stuttgart. Since three class prediction is performed
i.e. door, window and not opening, there will be three labels and each training data will be
assigned to the corresponding label.
The features from all the potential openings will be extracted and this forms the test data.
After setting the training database with actual openings, the extracted test data will be given
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to the classifier which will return its class. Depending on the response from the classifier,
potential candidates will be selected as an opening. Finally, K-Means clustering is applied to
check for redundant openings and the final opening will be labelled as door or window and it’s
hull will be stored in scanXXX.xyz file format. Figure 4.13 shows the detected final opening
for one of the room.
Figure 4.13: Final opening
4.3.3 Furniture Extraction
This idea of furniture classification is based on previous pipeline i.e. opening detection and
classification. In case of openings, the feature is extracted from the images obtained and given
to a machine learning classifier to predict if the opening is a door or a window. Similarly,
the features for all the potential furniture will be extracted and given to the same machine
learning classifier with a different training set and will be classified as table or chair. Figure
4.14 shows various processes involved in this pipeline.
4.3.3.1 Potential Furniture Detection
The horizontal surfaces filtered in the Room Surface Detection pipeline will be used for de-
tecting furniture candidates. Apart from room’s floor and ceiling, all the other horizontal
surfaces will be considered as a possible furniture.
Similar to opening detection, the features of each potential furniture will be extracted. But
before that, to reduce computation overhead, certain area and distance criteria are defined
to select the potential furniture. The absolute area and the distance to the floor for each
horizontal surface are calculated and the candidates satisfying this predefined values will be
selected as potential furniture.
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Figure 4.14: Furniture classification pipeline
4.3.3.2 Furniture Classification
In our approach, only two furniture object i.e. table and chair will be classified. Unlike
opening detection, the classifier will not require the building’s actual features to set the
training database. The features are obtained using dimensions of table and chair available
online. The test dataset for each horizontal surface will be given to rtrees for prediction.
Depending on the response, the furniture will be classified as "Table" or "Chair" and their hull
will be stored in scanXXX.xyz format. Figure 4.15 shows the actual and predicted furniture
candidate. Predicted furniture is marked as green.
4.4 Model Visualization
The 3D Viewer displays the input point cloud and the planes extracted. However, the func-
tionality for displaying the entire floor model was not included. Therefore, a visualization
tool providing this functionality is built in Microsoft Visual Studio 2013 using OpenGL. The
basic floor model result is stored in bin/datComplete directory. All the models are listed in a
separate .list file: room models in planes.list, openings in planesOpenings.list and furniture in
planesFurniture.list. Each file in the list represents a surface’s convex hull. The surface will
be considered as polygon object in OpenGL and its xyz coordinates will be OpenGL object’s
vertices.
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(a) Actual point cloud data (b) Detected furniture
Figure 4.15: Furniture classification results
The implementation of basic floor model extraction is completed at this point.
4.5 Grammar Rules Extraction
The data from the basic model is used to extract the grammar rules from the model fitting
tool to enhance the basic model accuracy. For obtaining these rules, further processing steps
with some command-line parameters are required.
As mentioned before in section 3.4.3, the model fitting tool requires a set of production rules
which is obtained using reference line segments. To obtain these rules, an input file which has
RLS definition and output file in which the extracted rules have to be written is specified as
parameters in –reference-lines-file <RLS file> and –write-grammar-rules <rules file>. The
input <RLS file> should be in CSV format with one RLS definition per line. Each RLS
definition line will have RLS index along with its endpoint in x/y coordinate. The set of
line segments from the basic model will be iterated over and branches (i.e. room walls) will
be searched. The room widths are calculated using the distance between the branches. In
order to recognize a branch from a line segment of current RLS, it must satisfy the following
criteria,
• Branch should be orthogonal to RLS.
• A distance threshold is defined for it to be considered as a branch.
The identification of the branch which is connected with the RLS segment is done without
a problem. But due to incomplete data, potential branches may not be connected with RLS
segment and this can be avoided using the distance threshold and is specified as command
line parameter: –max-branch-distance <distance>.
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The branches recognized for all RLS will be written to the output file <rules file> in CSV
format. Each line in CSV file denotes a RLS along with its branches:
index, Startx, Starty, Endx, Endy, reversed, width#1;width#2; ...;width#n; ,
The column "reversed", a Boolean value, indicates whether the room widths are listed along
the reference line segment directing towards the origin (reversed = yes) or away from the
origin (reversed = no).
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Performance Evaluation
The indoor modelling pipeline (figure 3.1) as seen is split into two parts: 1. Basic model:
derivation of the initial indoor model of a floor, 2: Enhanced model: Accuracy of basic model
will be improved using the grammar model fitting tool.
All the computations are performed in Intel Core 2 at 2.4 GHz, 8GB of RAM, in Windows
10 64 bit. The dataset used in the evaluation was from the fourth floor of the Institut für
Photogrammetrie (IFP) building in University of Stuttgart campus.
5.1 Initial Model - Indoor Modelling
The output from Tango device is in .obj format and should be converted to basic model
supported format and this can be done by CloudCompare tool. From the .obj file, the vertices
will be selected and saved in scanxxx.xyz format.
The point clouds of the room are either a single scan or split into various scans. The single
scanned room’s input file will be scan000.xyz with its position vector file scan000.pose. Most
of the time the room’s scan will be split into various scans and will be stored as scan000.xyz,
..., scanXXX.xyz with their respective .pose file. For single scans, the .pose file will have
the translation and orientation vectors as zero. In the case of multiple scans, the registered
point cloud will have the translation position and orientation with respect to the Tango device
position. This will be included in the scan’s .pose files. The point cloud data without .pose
for one of the rooms in the IFP building is compared with the registered data as shown in
figure 5.1.
Once input file for all rooms are obtained, the model extraction will be carried out by planes
command and setting the required parameter in the configuration file. An example for exe-
cuting this planes command is planes -s 0 -e 1 -f xyz datIFP9.
The configuration file mentioned in section 4.3.1.1 will impact the overall execution time of
basic model pipeline if it is not set with suitable parameters. The most expensive operations
are plane detection and ray tracing. The point cloud data of the entire floor obtained from
Tango device is shown in figure 5.2.
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(a) Unregistered point cloud data (b) Registered point cloud data
Figure 5.1: Pose comparison
Figure 5.2: Collected point cloud data of the floor
5.1.1 Room Surface Extraction Results
The complete room surface model will be obtained in this step. The plane detection will be
the most important step in the basic model extraction since all the pipelines depend on the
planes detected. For plane detection algorithm, a configuration file hough.cfg file is used to
tune the parameters for hough transform. The parameters are set according to the values
mentioned in the table 5.1 and the same will be used for all the scans. These parameter
values are suggested in 3DTK and all the potential planes were detected.
The parameter PointDist will define the region growing level. This parameter is alone
changed from 5.0 to 10.0 for point clouds whose room widths are greater than 10 meters.
Once the plane detection is done, the walls, floor and ceiling for each room have to be filtered
and labelled. Figure 5.3 depicts the outcomes stepwise for room surface extraction. For this,
room IFP4 dataset is used.
The room model will be stored in scanxxx.3d format and the surface list is added to the file
planes.list figure 5.4.
56
5.1 Initial Model - Indoor Modelling
(a) Raw point cloud (b) Planes detected (c) Planes filtering
(d) Planes labelling (e) Corner detection (f) Final room surface model
Figure 5.3: Room surface extraction results
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Table 5.1: Hough parameters
Parameter Value set
MaxDist 500
MinDist 50
AccumulatorMax 20
MinSizeAllPoints 20
RhoNum 500
ThetaNum 360
PhiNum 176
RhoMax 5000
MaxPointPlaneDist 10.0
MaxPlanes 100
MinPlaneSize 20
MinPlanarity 0.05
PointDist 5.0*
TrashMax 20
AccumulatorType 2
Figure 5.4: Planes listing file format
5.1.2 Openings Classification Results
The openings are classified using Random forest classifier and the accuracy of the classification
depends on the training set as well as the features extracted from each opening candidates.
The images generated using ray tracing algorithm may be completely occluded due to furni-
ture present inside. In the implementation chapter, the opening classification for room IFP8
was shown in figures 4.11, 4.12 and 4.13. For this classification, three labels OCCUPIED,
OCCLUDED and EMPTY were used. As mentioned earlier, the occlusion inside the room
may label the walls as OCCLUDED even if the surface is empty. Therefore, only two la-
bels EMPTY and OCCUPIED are assigned to obtain the label and depth images for all the
rooms. The label images 5.5 and the depth image 5.6 obtained for all wall surfaces in the
room IFP12 is shown. In the figures, EMPTY is represented in green, OCCUPIED in red
and OCCLUDED in blue.
As seen in the label image of wall 3, sometimes there will not be any interesting features.
The image will be fully labelled as occupied as there are no openings available. Some regions
in the image are labelled as empty when there are no actual openings present. This wrong
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Figure 5.5: Label image for all the walls
Figure 5.6: Depth image for all the walls
labelling is due to the fact that the occluded regions are also marked as empty. The inclusion
of this OCCLUDED label leads to labelling the empty areas as occluded as shown in figure
5.7. This occluded image was not detecting any openings.
Figure 5.7: Fully occluded label image
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The next step is to extract the feature vectors for all opening candidates from the images and
finally to predict the class of these candidates. The outcomes of the algorithm as explained
earlier is given in stepwise in figure 5.8.
(a) Canny edges (b) Sobel hertical edges (c) Sobel horizontal edges
(d) Combined edges (e) Hough lines (f) Final opening
Figure 5.8: Opening classification results
Before labelling the final opening 5.8f, clustering of all the potential opening is done. This
clustering process is done to avoid redundant openings. This process is shown in figure 5.9.
Figure 5.9: Clustering results
5.1.3 Furniture Classification Results
Due to a wide variety of furniture available, the furniture classification is restricted to identi-
fying table and chair. Also, to avoid classifying table as chair, criteria is set where the table’s
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distance to the floor is always greater than 0.7. This condition did not have any impact on
furniture classification as this condition was satisfied for most of the table objects. Figure
5.10 shows the furniture classified for various rooms in the IFP building.
Figure 5.10: Furniture classification results
5.1.4 Basic 3D Floor Model
The basic modelling will be done for each room separately to get the initial 3D floor model.
The ground truth of the fourth floor in Institut für Photogrammetrie is shown in figure 5.11.
Figure 5.11: Ground truth of the floor
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Applying the computations of the basic model on each room yields the 3D floor model depicted
in Figure 5.12. The rooms are aligned by matching their position with respect to their ground
truth. The openings for the rooms are shown in white in the figure.
Figure 5.12: 3D basic indoor model of the floor
The basic modelling of the floor is complete at this point. The final step is to extract the
required room widths from each room which will be given as input to the grammar model.
The corresponding room widths acquired is shown in the figure 5.13.
Figure 5.13: Extracted room widths using basic modelling tool
5.2 Final Indoor Model - GraMap
The extracted room widths will be given to grammar which will then generate the rule file
with the corresponding grammar widths as depicted in figure 5.14. The initial 3D model of
the room does not have any misaligned or partitioned room segments and hence the grammar
widths do not cause a major impact on the basic model. The revised room widths will be
updated to the basic indoor model.
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Figure 5.14: Derived room widths using grammar model fitting tool
5.3 Performance
The performance of the basic model is measured in terms of time consumption by each pipeline
and the accuracy.
5.3.1 Time Consumption
The time consumption for each pipeline is calculated separately in order to evaluate the most
expensive operation. The performance overhead is measured in terms of point cloud size.
1. Time Consumed for Room Surface Extraction
The plane detection time depends on the number of planes extracted by the detection algo-
rithm. The number of planes depend on the size of point cloud data as well as the occlusions.
For better analysis, the surface detection is measured in seconds and the evaluation results in
terms of point cloud data size is depicted in figure 5.15.
Figure 5.15: Time consumption for surface extraction
2. Time Consumed for Opening Classification The number of points in the point cloud
data immensely impacts this component. The usage of ray tracing where every point in each
surface is processed is a very expensive but reliable approach. Also, the feature extraction for
all the opening candidates adds to this processing time. However, the computation time for
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potential openings is reduced by discarding some bad candidates as mentioned earlier. The
time overhead is compared with respect to the point cloud data size as shown in figure 5.16.
Figure 5.16: Time consumption for opening detection
3. Time Consumed for Furniture Classification The time overhead for this component
is very much lesser when compared to others and hence measured in milliseconds. It depends
on the number of the horizontal surfaces inside a room (i.e. furniture surface) which again
relies on the number of points. Figure 5.17 shows the execution time for this component.
Figure 5.17: Time consumption for furniture classification
4. Total Time Consumption The overall execution time for the basic model is depicted
in the figure 5.18.
Figure 5.18: Total time consumption
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5.3.2 Accuracy
Accuracy is evaluated in terms of walls detected, openings/furniture predicted and the room
widths.
The recall graph as shown in figure 5.19, depicts the object detection in terms of the number
of false negatives. Recall is defined as number of true positives (Tp) over number of true
positives plus number of false negatives (fn) [70].
R = Tp
Tp + fp
Figure 5.19: Recall of walls, openings and furniture detection
Figure 5.20 compares the extracted room width with grammar widths in meters.
Figure 5.20: Room width accuracy
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Chapter 6
Conclusion and Future Work
6.1 Future Work
6.1.1 Reducing Time Consumption
As seen in the evaluation, the computation time is more for opening detection compared
to other model components. The process is expensive because of processing all the opening
candidates from extracted lines. This can be reduced by using color information in reflectance
images which helps in generating less potential openings thereby increasing robustness and
reducing overhead.
6.1.2 More Furniture Objects
The classification is currently limited to tables and chairs. The reason is using just five features
to classify the objects. Therefore, by including more object specific features to the feature
vector, other furniture objects like a shelf, sofa, etc. can also be classified.
6.1.3 Extending Pipeline
1. Modelling staircase and corridor can be added to the pipeline.
2. The pipeline can be extended to model an entire 3D building model.
6.1.4 More Layouts
The model should be extended to support more layouts, not only rectangular walls, doors and
windows. Even though it is a valid assumption in many cases, some walls may be curved or
slanted and openings may be in different shapes.
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6.2 Conclusion
The entire model is separated into three main components. Therefore, it is easier to replace
the modules with another approach. For instance, room surface extraction can be done using
any other plane detection algorithm. Also, many other components can be added to extend
the pipeline e.g. 3D modelling of the entire building.
Surface extraction and furniture classification components depend entirely on planes detected
and this is not the case for opening detection. The classification mainly depends on the data
used to train the classifier which is a common drawback in supervised learning algorithms.
Moreover, for opening detection, the training data of actual openings was needed but furniture
detection did not have this requirement. Also, the occlusions in the room affect the image
generation which in turn impacts openings classification. This can be reduced by taking
multiple scans of the same room.
Large dataset can be processed and manipulated to increase the modelling tool performance
using C++. The expensive operations in this approach is ray tracing and potential opening
detection. This can be reduced by not applying ray tracing to surfaces which do not have any
possibilities of having an opening e.g. floor, ceiling and overhead caused by computing all the
potential opening detection is handled by eliminating some of the potential openings based on
their features. For instance, openings with very large or very small areas and surfaces having
very less percentage of the empty label are simply discarded.
Even though there is some performance overhead, the tool provides modularity and has
achieved some degree of model accuracy which is proved by comparing the derived floor
model with the ground truth.
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