This chapter highlights the benefits of semantics for analysis of the collaboration network in a bibliography dataset. The metadata of publications can be used for extracting keywords and terms, which can be the starting point towards building a taxonomy of topics. The aggregated effect of all publications of an author can determine his/her areas of expertise. We highlight the value of using a taxonomy of topics in searching experts on a given topic.
INTRODUCTION
Large-scale bibliography datasets are becoming increasingly available for use by Semantic Web applications. For example, DBLP is a high-quality bibliography of Computer Science literature. Its data is available in XML but it has also been made available in RDF as DR2Q-generated RDF data (Bizer, 2003) , also in the SwetoDblp ontology of DBLP data (lsdis.cs.uga.edu/projects/semdis/swetodblp/), and Andreas Harth's DBLP dataset in RDF (sw.deri.org/~aharth/2004/07/dblp/). Various studies have used DBLP data to analyze co-authorship, collaborations, degrees of separation and other social network analysis measures. We claim that further and more detailed analysis is possible by using semantically marked-up datasets. In this paper, we describe a study of network connectivity in bibliography data. Our work expands upon earlier studies that have used subsets of DBLP data for analysis of collaborations in the field databases (Elmacioglu, 2005; Nascimento, 2003) . The dataset we use includes not only data of publications in database field but also of research areas such as Artificial Intelligence, Web and Semantic Web.
Additionally, we describe how publication metadata from DBLP can be used for the creation of a dataset of topics and terms in Computer Science. Metadata of publications was used as a starting point for Web extraction of keywords. Due to the large number of keywords and terms that appear in abstracts of publications, it is possible to exploit this information for finding the most common terms. Based on this, we were able to identify potential terms that could be used in building a taxonomy of Computer Science topics. The main benefit is that these topics can be suggested to human and therefore the time required to build a taxonomy can be shortened. Additionally, the suggested terms come from and reflect the data itself (i.e., computer science publications). The identified terms can be analyzed to determine which are appearing only in the last few years. This can be the means to recognize possible new topics in Computer Science research. After keywords and terms are extracted, the relationships from terms to their respective publications can be seen as an indication that all authors of a paper have knowledge on the topics of the paper. Thus, if we look at an author in particular, it is possible to determine the topics on which s/he has expertise/knowledge. This is the basis to identify researchers that have high expertise on certain topics (according to the extracted data). We perform a study to validate this measure of expertise against lists of recognized researchers based on available lists of ACM fellows and IEEE fellows. We describe our choices for implementation in respect to RDF database used. We argue that this type of study can be done with existing Semantic Web technologies that are able to handle large datasets. We describe the datasets used, which are freely available online.
In summary, the objectives of this chapter are to highlight the benefits of using semantics for analysis of the underlying collaboration network in a bibliography dataset. We describe how keywords and terms can be extracted and linked to metadata of publications. Then, we rely on the aggregated effect of terms/keywords of all publications of an author to determine his/her areas of expertise. We explain how analysis of terms and keywords of publications can help human to create a taxonomy of topics by identifying the most common terms as well as terms commonly occurring together. The use of terms to glean expertise of researchers is validated when top experts on certain topics compared quite well with researchers that have received awards such as ACM Fellows. In doing so, we highlight the value of using a taxonomy of topics to better match expertise of researchers.
BACKGROUND
Bibliography datasets have been used to measure how authors are connected, publication output, citations, etc.
The motivation of such analysis typically is gaining insight of how a community evolves and the characteristics of the social or collaborative interactions among authors. Many techniques for analysis of bibliography data have their roots or are related to social networks analysis, which focuses on the analysis of patterns of relationships among people, organizations, states and such social entities.
A quite common analysis in networks is that of determining whether the small-world phenomenon exists. The intuition comes from the "six degrees of separation" experiment by Milgram (1967) . Many networks where humans participate exhibit a small-world phenomenon. Bibliography data is no exception. It could be said that a network (where humans participate) that does not exhibit such phenomenon might require revising whether the data has been correctly extracted. Thus, we verify in our analysis that the collaboration network indeed exhibits a social network phenomenon.
Related efforts in the literature that have addressed analysis of publications include analysis of publication venues in the field of Databases (Elmacioglu, 2005; Nascimento, 2003) . In the area of Semantic Web, Golbeck (2006) addressed analysis of co-authorship, citation, and affiliation for authors of ISWC conferences. Their focus was more on visualization as compared as our approach involving analysis and highlighting the benefits of using semantics. Similarly, analysis of communities in Semantic Web has taken place by querying a search engine with names of researchers and research topics to determine associations between people and concepts (Staab, 2005) .
We exploit the value of relating keywords and terms to authors in publications for the purpose of determining areas of expertise of researchers. Al-Sudani (2006) described this idea intended for finding knowledgeable personnel in certain areas of interest. However, they used a much smaller dataset of publications. In fact, they point out that data collection/extraction is a time-consuming task. We believe that our approach circumvents such problem by using the metadata itself of publications for selecting URLs that contain keywords and terms metadata to be extracted. Some manual work has to be done, in our case, for the creation of a web-scrapper for a specific web source such as ACM Digital Library. The advantage is that once such metadata is extracted, it can be safely assumed that it is not going to change. That is, the keywords of a published article will always remain unchanged.
The benefits of using semantics for expressing expertise or areas of interest for persons have been highlighted in a variety of scenarios and applications . In fact, the ExpertFinder Initiative intends to identify use cases, challenges, techniques, etc. for semantics-based representation, retrieval, and processing of expertise data (rdfweb.org/topic/ExpertFinder). There is a close relationship between determining topics of papers to the use of such topics in determining expertise of authors. In fact, the topics of papers can be used, together with their date, to find trends in research areas Tho, 2003) . It has been noted that DBLP does not have unique ID for authors (Elmacioglu, 2005) . However, it could be said that the name of an author plays the role of a primary key. For the cases when different persons have the same name, a numerical value is appended in the name to differentiate the two entries in DBLP. For the cases when the same person is referred to in two (or more) forms, then such names (i.e., aliases) are related explicitly, we refer to these as 'same-as'. Common reasons for people having two names are the use of a shortened name (e.g., Tim and Timothy) and changes due to addition of hyphened name or middle initial. There are very few entries in DBLP data for authors with more than one name -probably due to the difficulty of detecting such ambiguities automatically. However, it is quite important to make use of information stating that two names refer to the same person. Otherwise, the publications count of an author that has two names would be incorrect. Similarly, co-authorship measures would miss out due to incorrectly counting the right number of co-authors. We compared results obtained when 'same-as' information is used in computing centrality scores of authors. Table 2 lists a couple of examples of authors that appear in DBLP-subset with more than one name. Each name appears with its own centrality score. It is noticeable how much of a change exists on the computed centrality score in the case of Alon Y. Halevy when both of his names spellings are considered. In the case of Timothy W. Finin, his centrality score is also smaller but his position among all computed centrality scores moves from 94 to 101. This happens because the positions of authors computed using same-as information affect not only authors that have more than one name, but also the scores of other authors in the network. This is quite evident in the second column in Table 1 , which lists authors when their centrality score is computed using same-as information. It is interesting that the effect of using same-as information is such that the top centrality authors differ in both columns. Collaborators Distribution. The distribution of number of collaborators per author, shown in Figure 1 , clearly exhibits the power-law tail. This indicates that a large number of authors have a small number of collaborators (up to around 10). A much smaller number of authors have around 100 collaborators. A small number of authors have many publications (e.g., over 150). They would be the most likely authors to have many collaborators. Hence, the distribution of collaborators per authors indicates that the data exhibits a small-world phenomenon.
ANALYTICS IN THE BIOBLIOGRAPHY DATASET

Figure 1. Distribution of collaborators per author
Collaboration Strength. Lastly, we measured the collaboration strength among authors. This method helps on identifying pairs of authors that collaborate frequently. For example, is expected that pairs of researchers with highest collaboration strength are those who work at the same organization for a long time and collaborate frequently. Instead of simply finding authors with highest frequent co-authors, we use a method that takes into account the number of authors in a paper as well as the number of papers that two people co-authored (Newman, 2001) . The method adds a weight of 1/(n-1) to the collaboration strength of two authors for each paper they coauthored together (n is the number of authors in a paper). This measure captures quite well the collaboration among authors where a publication has very few authors. The assumption is that their collaboration strength is higher than in the case of publications with a large number of co-authors. Given that the computed collaboration strength for any two co-authors is symmetric, we show in Table 3 the highest ten pairs of collaborating researchers in the DBLP-subset. As expected, most of the highest collaborating researchers work/worked at the same organization. Only a few highest-collaborating researchers do not work at the same place. 
Statistics about Papers
Common statistics about papers include computing the number of papers per authors and number of papers per year. However, our intention is to demonstrate that other statistics can be computed with a dataset represented using Semantic Web techniques. Hence, we chose to determine the number of different affiliations per year. This requires authors of papers to have affiliation information. Data from DBLP alone does not contain such information. We used the SwetoDblp ontology, which is created from DBLP data and includes affiliation data for some of the authors. SwetoDblp extracts affiliation of authors based on their homepage (whenever possible). DBLP contains homepage information for little over 10K authors. SwetoDblp extracts affiliation information for 7K of them (as of June 2007). Figure 2 illustrates the number of papers per year together with the number of affiliations of authors per year in DBLP-subset.
Figure 2. Number of Publications per Year and Number of Affiliations per Year
It can be seen that the number of affiliations (organizations) does not increase as quickly as the number of papers per year. Another interesting analysis that is possible is that of finding affiliations that appear only within the last couple of years. The intention is to find out which were the organizations that are relatively new into publishing research in Computer Science. Table 4 lists the URLs of such new organizations (using data of DBLP-subset). These results could be more accurate if the homepage (and affiliation) of authors were completely available and up to date. In fact, only about 1.8% of authors in DBLP have homepage information. 
Linking Bibliography data to Expertise Data
Identification of researchers that have expertise on a specific research topic could be of great value. The value of extracting expertise data has been noted in other efforts (Hezinger, 2004; Mika, 2005) . For example, the National Science Foundation (NSF) is an agency that funds projects in a wide arrange of research areas. They may wish to inquire on the productivity of the researchers that they have provided funding for with respect to specific research areas. Identifying experts on topics could help validate that their funding within certain areas has had a positive/productive impact in the research community. Moreover, a researcher on a new area could determine which publications are of importance for background information based on which researchers were identified to be experts in the area. To help facilitate the need of discovering such individuals, publications entities in a RDF dataset can be related to topics within a taxonomy. The authors of papers can then be implicitly related to topics for the purpose of identifying who is knowledgeable or has expertise on specific topics. The assumption is that authors of a paper have expertise on the topics of their papers.
In our previous work, we created a taxonomy of computer science topics, mostly in areas of Databases, Web and Semantic Web . The taxonomy was verified and adjusted based on the AKT ontology (Shadbolt, 2004) and CoMMa ontology (Gandon, 2001) . The majority of topics within the taxonomy were based on brainstorming, discussion and feedback amongst several colleagues. However, we feel that the taxonomy was limited in regards to only the knowledge we pertain. Therefore, the decision was made to construct a taxonomy from scratch using data extraction methods from reliable computer science sources in order to obtain relevant terms from the data itself. Arguably, this would allow for the taxonomy to include past, present and emerging topics.
Taxonomy of Topics in Computer Science
The process of building a thorough taxonomy of topics in Computer Science is an arduous task. There are computer science classification systems readily available that could have been re-used in our approach. For instance, ACM's Computing Classification System (acm.org/class/1998/) provides a categorization of computer science related topics intended to reflect the current state of the field. It contains eleven primary research areas each including numerous subtopics. However, the system is comprised of a very "broad" four-level tree of topics that would not be very beneficial recognizing topics that are manifesting today. For example, a publication entitled "Semantic analytics on social networks: experiences in addressing the problem of conflict of interest detection" was classified with ACM's CCS with the primary topic 'Information Systems' because no other topics such as social networks, semantic analytics, or conflict of interest that were available. Therefore, we developed our own taxonomy of computer science topics that would help identify "newer" terms. Identification of newer terms is advantageous for the purpose of recognizing possible emerging trends that might be included in a taxonomy of topics.
In order to ensure that our taxonomy was comprised of the most relevant topics, we decided to use extracted data from DBLP. A number of publication venues (over 50 conference series and journals) were selected that include areas of Web, Databases, Semantic Web, and Artificial Intelligence. We selected papers in such publication venues for extracting data that will be used in creating a taxonomy of topics. The main aspect of our approach is how we retrieved a metadata of papers with the use of the electronic edition "ee" URL of individual papers (in DBLP). URLs having dx.doi.org/10.1016, doi.acm.org, or doi.ieeecomputerscociety.org were crawled to retrieve "keywords" and "abstracts" for the purpose of identifying a surplus of terms that are related to computer science. We experimented using metadata of keywords and abstracts separately. Using keywords alone brings limited data that does not have much added value from the research areas included in ACM's Computing Classification System. On the other hand, by incorporating terms extracted from the abstracts the method aided in identifying "newer" terms. The extraction of terms from abstracts was done using Yahoo! Term Extraction (developer.yahoo.com), which identifies phrases and terms from a given input text. We define newer terms as terms that have not appeared within publications before a certain year, in this case we selected the year 2005. Table 5 lists examples of terms that best illustrate newer terms identified with our approach. This was accomplished by determining which papers within our dataset labeled each term as keywords or included the term within its abstract and then retrieved the dates of those publications. A benefit of this approach is that it can keep up with changes in the field. In fact, Hepp (2007) pointed out the need for ontology engineering methods to quickly reflect domain changes to keep ontologies up to update. Our approach is based on whatever terms are contained in the data (keywords and abstracts) instead of creating a taxonomy on brainstorming or other methods with the intent to not limit our taxonomy with personal knowledge of topics in the field. Additionally, our method uses only the metadata and abstracts, without having to process the whole document content. Our approach retrieved more than 280 potential topics to consider for building the taxonomy. However, methods were used to narrow the results list because several of the terms and phrases were not relevant to computer science. As a means to retain the most common research topics accumulated, we kept a record of how many times each potential topic appeared. This allowed us to identify terms and phrases that were highly used as keywords and words within abstracts. Table 6 lists ten of the most frequently identified terms within the last ten years. In identifying some of the most frequently identified terms in our approach, we were able to make three key observations pertaining to the results. First, we noticed that terms can be covered in a wide arrange of areas. Therefore, this may constitute for an extremely high volume count of a term compared to other terms. For example, the term Algorithms if a very broad term that is not only used as a reference to a research area but also as a means of defining or describing a particular method or technique. This is probably the reason why it appears so many times. Secondly, for a term such as Databases, which one would expect to appear more times than shown, we discovered that the total number of appearances is relatively small due to the large amount of synonyms used to represent this particular term. For example, data base, data bases, database management system, database management systems, and DBMS. Hence, if Databases is a topic in a taxonomy, then its synonyms should be added as alternate spellings of the term. Thirdly, we were able to identify broader terms, such as the term Semantics, which has been used in literature for several years. Although this term has been long used, we were able to detect related terms that have emerged within recent years, case in point being the term Semantic Web. This shows that the total number of appearances for these broader terms could be due to newer terms that are related to terms that have been used for a longer time.
The structure of our taxonomy was put together by determining how close topics are related. Our approach began by first retrieving all the URLs of the publications of each term from which the terms were included within. We then added each URL into a set for each term. Relationships among terms were identified using measures calculated from the intersection of the sets of two terms divided by the union of the sets. This would produce a measure ranging from 0 (which implies the two topics are not related) to 1. Pairs of terms with a value above 0.05 were considered to be related terms. The identification of relationships aids in building a tree-level organization of topics that can later turn into a taxonomy. Figure 3 illustrates examples of topics and their identified relations. Other approaches have done similar work in identifying relationships of topics. In the work by Mika (2005) , research topics were identified specifically from the interests of researchers within a Semantic Web community. The associations between the topics were based on the number of researchers who have an interest in the given pair of topics. Our approach instead identifies computer science topics by means of crawling of the DBLP dataset and further data extraction; whereas in their work the topics were already known based on the supplied interests of researchers from FOAF. The work of Velardi (2007) is an example of research on taxonomy learning. In our work, we intend to demonstrate that the basic steps for suggesting terms in building a taxonomy can be achieved with off-the shelf tools such as Yahoo! term extraction. 
Measuring Expertise
A dataset abundant with publication data is important for accurately characterizing the knowledge areas and/or expertise of a researcher. The greater the number of publications that can be linked to various topics, the more accurately "Expertise Profiles" can be captured and represented for a researcher. We exploit this principle in order to obtain rich and accurate expertise profiles for each researcher. It is noteworthy to emphasize that the publication venue of a publication is also helpful in determining the commensurate weight of a publication. For example, a workshop publication might have lesser impact than an article in a high impact journal. Existing publication-impact data of various publication venues (conferences, journals, etc) thus play a role in determining the expertise of researchers.
In our previous work, we detailed an approach for measuring expertise in order to find relevant reviewers for Program Committee (PC) membership in a Peer-Review process . Such expertise measure considered not only the number of publications in developing the profile of a researcher, but also the aggregated impact of the publications across a given area. The use of a taxonomy of topics provided the additional benefits of organizing topics in a hierarchy for querying and/or aggregation. An evaluation of such approach yielded plausible results through comparison with PCs of past conferences. A good percentage of the experts recommended by the system ranked highly in PCs of previous conferences. However, a thorough evaluation of methods that compute expertise of researchers is a challenging task due to the many factors in which expertise can be compared (many of which are of subjective nature). We expand the evaluation of measuring expertise by exploiting the availability of bibliography data. This can be achieved by comparing detected top experts by the system against awards where experts or influential individuals are determined or selected by humans.
Comparison with 'social' measures of technical achievements and recognitions
Recognitions of outstanding research accomplishments are an important aspect of many research communities. Professional associations such as the Association of Computing Machinery (ACM) and IEEE recognize distinguished fellows annually across a wide variety of areas in Computer Science. IEEE has a history of distinction of deciding with some unanimity those worthy of recognition across many areas of Engineering and Technology at large. We perceive these organizations as credible sources for validating experts. However, newer forms of recognition include sites such as Wikipedia (www.wikipedia.org). The content of Wikipedia is compiled from a large number of participants. However, the mechanisms in Wikipedia make it extremely difficult to create (and keep) a new Wikipedia entry for a person. That is, a Wikipedia page about a person can be created only if such person is arguably famous, has an important position, has important achievements, etc. Hence, we assume that Wikipedia entries about Computer Science researchers can be viewed as evidence of their important contributions. In fact, there are many Wikipedia pages for pioneers in Computer Science research. Table 7 shows our findings from the comparison of our SEMEF application and the Class of 2007 ACM Fellow Inductees, Wikipedia and IEEE Fellows. Other measures of researchers with high impact are based on their citation impact. For example, the h-index (Hirsch, 2005) could be used to validate experts determined by our method. However, it would require extensive manual work to determine the h-index of researchers by topic, mostly due to the fact that citation information is needed. We make a couple of observations based on these results. First, we recognize the importance of using a taxonomy of topics for finding experts. For example, consider the case of researcher C. Lee Giles, he appears to have a significantly larger number of publications in the subtopics of research topic "Search" rather than the topic itself. His rank on this research topic increased almost 60 spots when including publications under the subtopics of Search within the taxonomy. A similar situation is also evident for researcher Amit P. Sheth. Many of his recent publications span subtopics of the "Web" topic (e.g., Semantic Web and Web Services). On the other hand, researchers Rudi Studer and Ming-Syan Chen had their expertise rank decreased when considering their publications in subtopics of the given topic. This alerts us that there may be in many cases other experts whose expertise in those subtopics surpasses them, while not true for the topic itself. In other cases still, including Phillip S. Yu, Susan B. Davidson and Jiawei Han, the inclusion of the taxonomy of topics does not affect their ranking in the topics listed in the table -an indication that the larger percentage of their publications are in data mining itself. We present the following conclusion based on these findings. The taxonomy of topics is important in determining expertise at finer levels of granularity. In many cases it identifies experts whose areas of expertise are at very specific levels, while not particularly broad in scope given a specific topics. In other cases, experts whose expertise is of greatest relevance are identified quite easily. Lastly, researchers whose expertise is distributed with some degree of consistency across the topic and subtopics of the given research area are also easily identifiable.
The second major observation we make based on the results in Table 7 is the "Extent of Overlap" of the topics of expertise of the researchers identified by computer system and the actual explanation listed in their recognition (e.g., award) according to their appropriate areas of expertise. For example, the area of Data Mining produced based on our application produced close to 1,400 researchers with some expertise in the field. Many of the Fellows we show in the Table 7 are in the top 1% of those experts identified by the system. We feel that this overlap shows promise of the validity of using a computer system for identifying experts.
Experiments Setup
Most of the data used in this study comes or is derived from DBLP (as of June 2007). The analysis that uses topics of expertise was done using data of publications in the areas of Artificial Intelligence, Databases, Data Mining, Information Retrieval, Web and Semantic Web. The selection of publications on these areas was achieved selecting 28 journals and 112 conferences, symposiums and workshops. The publication venues selected is a superset of those used by Elmacioglu (2003) . Selecting a subset of DBLP publications might seem a tedious task but it was relatively easy to do thanks to the naming convention that DBLP uses for BibTex entries of publications. For example, all publications in the World Wide Web Conference have "http://dblp.unitrier.de/rec/bibtex/conf/www/" as prefix. The list of all prefixes used to create the subset we used, as well as other datasets mentioned here, are available online (http://lsdis.cs.uga.edu/~aleman/research/sa/).
The list of Computer Science authors that appear in Wikipedia was extracted in part from DBpedia (Auer, 2007) and from authors in DBLP having as homepage a Wikipedia entry. Most of the analysis was done with the SwetoDblp dataset in RDF containing DBLP data plus additions such as affiliations and organizations. We utilized BRAHMS system (Janik, 2005) for fast processing of the 919MB rdf/xml file. The DBLP-subset (file size of 100MB) was created from such file.
CONCLUSIONS
We presented some of the benefits of using semantics for analysis in a bibliographic dataset. For example, we found that the total number of universities affiliated with researchers is on the rise yet not at the same pace of publications from year to year. Centrality measures were also determined for researchers of publications included in our dataset. However, it was quite clear that there are benefits of using, if available, information of researchers that have more than one name or alias. Without using such 'same-as' information of researchers, the coputation of centrality values won't be correct. We were able to create a taxonomy of topics using metadata of keywords and terms from abstracts taking as starting point links of publications from DBLP. Our methods for extracting potential terms for the taxonomy were very effective in identifying topics that have been researched for many years and topics that are currently emerging. For example, terms that appear most frequently in the last few years include phishing, spam, and wikipedia. Then, using the terms related to papers, it is possible to determine areas of expertise of the authors. We used lists of ACM and IEEE fellows to compare with the experts determined using computer method. The areas for which such recognized researchers received their awards did match quite well with topics for which they are ranked very high in the computer method. In addition, we compared their rank with and without the use of a taxonomy of topics and found out that by using the taxonomy, the rank of the experts is a better match to what their expertise is. That is, they rank higher when the taxonomy is used. The current study and its evaluation show evidence of the promise for measuring experts on topics using a taxonomy-based approach but for future work we plan to do an analysis in more detail by considering multiple topics of expertise of a person such.
FUTURE RESEARCH DIRECTIONS
It is relatively straightforward to analyze bibliography data yet data about researchers also spans aspects such as social networks, events and blogs. Interlinking these aspects can provide options for analysis such as finding how certain communities interact. For example, which community is more active in the blogsphere? Or, which community has a denser social network, independent of its collaboration network. In addition, data quality issues remain, such as affiliation data. In our experiments, we found that special attention should be paid for organizations that have divisions that are referred or named in a variety of different ways. For example, it is useful to keep affiliation information of a researcher at IBM India Research Labs yet at the same time, a query or inference should take into account that such affiliation implies that it is part of IBM Corporation.
The compilation of metadata from papers based on its keywords and abstracts can be improved. In our work, we found that the information on some publishers' websites was somewhat difficult to extract. Thus, it is possible that the detected new terms might not have been new in reality. There are efforts by some publishers to make their information easier to access, such as by means of content feeds in XML. However, they rarely provide all relevant metadata items of a publication. The benefits of making available such information in machine processable formats can lead to better dissemination of the latest publications. Moreover, using richer metadata for determining topics on the field can lead to improved measures of the areas of expertise of researchers. A key aspect in this respect is to assign identifiers (e.g., URIs) for authors of papers towards solving ambiguity issues.
The measures of expertise of researchers could be somewhat controversial. However, this issue could be turned around so that authors themselves could help on improving the expertise data. For example, a researcher whose publications do not contain all metadata details might want to provide such data herself so that her expertise profile could be more complete. Citation-count is an important indicator of the impact of research. For example, the h-index (Hirsch, 2005) requires citation data to compute the h-number of a researcher. It might be difficult to convince someone to provide machine processable details of the citations included in her papers. However, she might have a motivation to indicate which papers cite her papers because this type of data would directly impact her citation count. If a majority of researchers provide such information, existing measures of expertise or publications impact would have more practical value.
