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Abstract— Planning the path to gather the surface informa-
tion of the target objects is crucial to improve the efficiency
of and reduce the overall cost, for visual inspection applica-
tions with Unmanned Aerial Vehicles (UAVs). Coverage Path
Planning (CPP) problem is often formulated for these inspection
applications because of the coverage requirement. Traditionally,
researchers usually plan and optimize the viewpoints to capture
the surface information first, and then optimize the path to
visit the selected viewpoints. In this paper, we propose a novel
planning method to directly sample and plan the inspection path
for a camera-equipped UAV to acquire visual and geometric
information of the target structures as a video stream setting
in complex 3D environment. The proposed planning method
first generates via-points and path primitives around the target
object by using sampling methods based on voxel dilation and
subtraction. A novel Primitive Coverage Graph (PCG) is then
proposed to encode the topological information, flying distances,
and visibility information, with the sampled via-points and
path primitives. Finally graph search is performed to find the
resultant path in the PCG to complete the inspection task with
the coverage requirements. The effectiveness of the proposed
method is demonstrated through simulation and field tests in
this paper.
I. INTRODUCTION
Recent years, vision-based structural inspection applications
with Unmanned Aerial Vehicles (UAVs) in complex 3D
environment have drawn increasingly attention from both
industry and academia [1] [2] [3]. These inspection tasks
require navigating a UAV around target objects to capture
the visual information of the target surface area, for further
investigation. The inspection is often a highly-repetitive task,
and the target objects are in different sizes and geometries.
Therefore, automatically generating efficient inspection paths
for various target objects is crucial. Such planning task
for inspection applications must satisfy surface coverage
constraints, thus it is usually considered as a Coverage Path
Planning (CPP) problem [4].
For the path planning of UAV visual inspection applica-
tions, the 3D geometric model of a target is available, or
it can be built prior to the planning process. The change
in target structure and ambient environment is often ne-
glectable and could be considered as static. Therefore, the
planning problem for visual inspection is considered as a
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offline 3D coverage planning problem with model available.
Given these application requirements, in this paper, we are
interested in designing a offline, model-based coverage plan-
ning algorithm for structural inspection task with camera-
equipped UAV.
Fig. 1: Path Planning for Structural Inspection with Camera-
equipped UAV
In this paper, we propose a novel computational planning
method for CPP problem with application to the structure
inspection with UAV, where the UAV is capturing visual
information while flying around the target structure. The pro-
posed method first generates via-points and path primitives
around the target building; then the topological information,
together with the traveling cost and visibility information,
are used to build the Primitive Coverage Graph (PCG); after
that, graph search method is performed on the PCG to find
a inspection path that satisfies the application requirements.
The main contributions of this paper are:
• a novel sampling-based coverage planning framework
that is natively suitable for model-based, continuous
CPP problem with UAV visual inspection, improved
from our previous discrete viewpoint-based planning
framework [1] [5].
• flexible and reconfigurable design of the planning
framework such that the modules (e.g. sampling
method, local planner, visibility model) could be sub-
stituted with different algorithms in order to make the
framework adaptable for requirements from different
applications.
• a novel sampling-based path primitive and via-point
generation method for structural inspection application
with UAVs, which allows direct search on the paths
rather than the discrete viewpoints;
• a novel PCG-based strategy for the topology, cover-
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Fig. 2: The Block Diagram of the Proposed Coverage Planning Framework
age and cost information encoding and correspond-
ing graph-search algorithms to solve the path finding-
problem of the coverage planning.
II. RELEVANT WORK
Research work has been conducted on the CPP problems
intensively in past years [2] [6] [7], because many real-world
applications could be formulated as CPP problems.
Most of the previous work solves the CPP problem in
two steps to address the requirement of visual information
capturing. First, the planning algorithms identify a set of
viewpoints that meet the coverage requirements for the in-
spection applications; the process of finding these viewpoints
is called view planning or viewpoint planning problem (VPP)
[8] [9]. Then the planning algorithms find the shortest path
to maneuver a UAV/robot among the selected viewpoints to
take the visual measurement, which is usually formulated as
a (sequential) path planning problem [10] [11].
The sampling-based coverage planning method such as
“Generate-Test” framework has been commonly applied to
the model-based VPP in static, complex 3D environment, as
summarized in the survey [8], where the methods sample a
large set of candidate viewpoints, from which a subset of
suitable viewpoints is selected according to the application
requirements [7] [5] [12]. In addition, other view planning
methods such as Next-Best-View (NBV) methods [13] [14],
Reinforcement Learning based methods [15] and computa-
tional geometry based method [8] have also been used to
address different requirements in different VPP applications.
In addition to viewpoint planning, the UAV/robot path is
also required to be planned for the inspection applications.
Early work [16] [11] formulated the path planning problem
as a Traveling Salesman Problem (TSP) after finding the
required viewpoints. This often yields sub-optimal results
due to the separation of the optimization processes. Later
Coverage Planning with combining viewpoint and path plan-
ning problem into one-step optimization problem has also
been proposed to achieve better optimization results [17]
[18]. Additional previously planning methods for VPP and
CPP problems in different applications could be found in
several survey papers: [4] [9] [19] [8] [20] [21].
However, most of these methods focused mainly on
planning and optimization of discrete viewpoints for visual
information capturing, and then find a optimal/sub-optimal
path to visit the selected viewpoints [16] [5] [22], or focused
on coverage applications with continuous paths in simplified
environment [23] [20]. Thus, these algorithms can not make
full use of the video capturing features of the modern UAVs
such that they are unsuitable or not performing well for
our application. In this paper, instead of discrete view-
points sampling and selection in the traditional sampling-
based coverage planning methods [8] [1] [5], the proposed
sampling-based coverage planning method directly samples
the path primitives and then searches for a subset of the
generated path primitive samples that satisfies the coverage
requirements.
III. PROPOSED METHOD
In this paper, we propose a novel planning framework for the
CPP problem of building inspection applications with UAV,
using voxel dilation and subtraction, path primitive sampling,
and Primitive Coverage Graph (PCG) encoding and search-
ing. The overall proposed framework can be summarized
as followings: The first step is to generate the via-points
around the target buildings; then the path primitives are
generated based on these sampled via-points; after that, the
third step is to estimate the visibility information of the path
primitives; then a PCG is generated to encode the topological
information, traveling cost, and visibility information; the
last step is to solve the inspection path-finding problem
through graph search.
An overview of the proposed method is shown in Fig.
2. The computational framework is modularized and re-
configurable such that different algorithms could be plugin
to address different requirements for various applications,
for example, different sampling strategies, local planners,
visibility models or search algorithms could be used in the
corresponding modular to address the requirements from
different applications.
A. Via-points Sampling by Voxel Dilation and Subtraction
In the proposed method, we first generate the via-points
around the target structure in 3D space using the voxel-
based sampling method, which utilizes importance sampling
strategy to generate the via-points efficiently. This voxel-
based via-points sampling method uses voxel dilation and
subtraction to find the effective sampling region in the space.
Our via-points generation method creates an initial feasible
sampling region that satisfies both the safety and viewing-
range requirements, scaling down the effective search of
candidates for via-points, and accordingly facilitating the
path primitive and PCG generation in later steps.
Fig. 3: Voxelizing the polygonal model of the target structure
Fig. 4: Generating sampling region for via-points: the orig-
inal voxel model is dilated twice, once by the safety off-
set (shown in green) and once more by the max viewing
range (shown in red); after that, a subtraction operation is
performed, making the resultant region the sampling region
(shown in blue)
In the via-points generation step, the target structure is
first voxelized to a 3D voxel model, as shown in Fig. 3.
In order to compute efficient sampling region for the via-
points, two voxel dilation operations are performed, one by
the maximum viewing range and the other by a safety offset,
as shown in Fig. 4; after that, voxel subtraction operation is
performed between the two dilated voxel model to get the
valid sampling region in the 3D Euclidean space; sampling of
via-points is then performed by randomly choosing voxels in
the sampling region, and then randomizing a position within
the voxel. The overall process of the via-point generation is
shown in Fig. 3 and 4.
In addition to the position, the viewing direction ν of
a given via-point located at pvp is computed by the local
potential field method [1], as shown in Eqn. 1:
ν =
∑N
i
pvp−ppatchi
‖pvp−ppatchi‖3
‖∑Ni pvp−ppatchi‖pvp−ppatchi‖3 ‖ , (1)
for all: {ppatchi |(pvp − ppatchi)T (pvp − ppatchi)
< dmax}, (2)
where ppatchi is the position of the i
th surface patch; dmax
is the maximum range of the local potential field.
B. Path-Primitive Sampling
Most previous “Generate-Test” methods consider the sam-
pled via-points as candidate viewpoints; then select a subset
from these viewpoints to fulfill the coverage requirements
of the application; and finally plan the inspection paths to
visit the selected viewpoints to complete the inspection task
[16] [7] [5]. In this paper, however, we use these sampled
points as via-points to generate path primitives, then directly
select the path primitives as the final planning results. This
approach is more intuitive and suitable to generate inspection
path by considering the UAV inspection application as a
continuous CPP problem in which a UAV continuously
captures video stream whilst moving.
For the path primitive sampling process, we first choose
the via-points pairs from the sampled via-points by ran-
domly sampling pairs within a maximum distance; then a
collision-free local planner L is used to find a local path
that connects the via-point pair, as shown in Fig. 5. In
this paper, we directly connect two via-points with straight
line as local planning process, with the collision check of
the target objects. Other sampling-based planners such as
Rapidly exploring Random Tree (RRT) [24] and Probabilistic
Roadmap (PRM) [25] and their variations could also be used
as local planner, for inspection applications such as robotic
arms in more confined space to achieve better local planning
performance.
An example of the sampled path primitives is illustrated
in Fig. 7. The viewing direction of any point pt on the path
primitives is computed by the interpolation of the viewing
directions at the starting and ending via-points to ensure
smooth transitions of angles while the UAV is moving, as
shown in Eqn. 3.
νt = νs +
‖pt − ps‖
‖pe − ps‖ (νe − νs) (3)
where νt and pt are the viewing direction and position at
any point on the path primitive; νs,ps,νe and pe are the
viewing directions and positions at the starting and ending
via-points, respectively.
Overall, given the planning parameters, the algorithm to
sample the path primitives and the via-points is shown in
Algo 1.
Algorithm 1 Path Primitive Sampling Algorithm
Input: The max distance for primitive sampling, dmax; the max
viewing range of sensor, dvis; the safety distance, dsafe; the
collision-free Local Planner, L, the 3D model of target objects
M;
Output: The set of sampled via-points V; the set of sampled path
primitives, E;
1: E,V← ∅, ∅
2: D1 ← dilate(M,dvis)
3: D2 ← dilate(M,dsafe)
4: D ← VoxelSubstract(D1, D2)
5: while sizeof(V) < nvp do
6: v ← RandomSampleVP(D)
7: V← append(V, v)
8: end while
9: for vi, vj ∈ V, i 6= j do
10: if dist(vi, vj) ≤ dmax then
11: eij ← L(vi, vj ,M)
12: E← Append(E, eij)
13: end if
14: end for
15: return V,E
Fig. 5: Simplified 2D illustration of the path primitives and
estimation of the visibility information
C. Visibility Estimation of Path Primitives
The visibility information is modeled as binary information
that is pre-computed for each sampled path primitive, to
avoid repetitive computation during the optimization process.
Previous viewpoints-based approaches also pre-compute vis-
ibility, but only for individual viewpoint rather than path [7]
[1].
In this paper, we propose a sampling-based method to
estimate the visibility of the path primitive and the target
building. The proposed visibility estimation method first
samples viewpoints from the path primitives and estimate the
binary visibility information of the surface patches and the
sampled viewpoints, as shown in Fig. 5 and Fig. 6. The sur-
face of the target object is subdivided to small and uniform
triangular patches using the Bubble Mesh method [26], for
the visibility evaluation. After estimating the visibility of the
sampled viewpoints, we combine the visibility information
from all sampled viewpoints on a path primitive to compute
the overall visibility information of the path primitive.
Fig. 6: Visibility estimation of path primitive, green areas are
visible to the path primitive shown in the figure, computed
with the visibility model. The viewpoints sampled on the
path primitive are used to estimate the visibility, as shown
in the figure
The visibility evaluation model between a individual sam-
pled viewpoint and a surface patch is drawn from our
previous work [5][1][3], and similar to [7][8], as listed below:
• The surface patch must be in the Field of View of the
UAV from the sampled viewpoint.
• The surface patch must be within the viewing range of
the UAV from the sampled viewpoint.
• The viewing angle must be within a certain range
predicted by the sensor specifications.
• There must be no occlusion between the sampled view-
point and surface patch.
Then the visibility information for a path primitive is
combined from the sampled viewpoints and represented in a
m × 1 binary vector s, where m is the number of surface
patches of the target structure. A 3D visualization results of
visibility estimation of a given path primitive is shown in
Fig. 6. It will be associated with the corresponding edge and
stored in the Primitive Coverage Graph (PCG).
D. Primitive Coverage Graph for Information Encoding
Fig. 7: Illustration of sampled path primitives and via-points
in 3D space (this figure is for visualization, the via-points
and path primitives are much denser in the implementation)
In this paper, we propose a novel Primitive Coverage Graph
(PCG) representation G(V,E) to encode the topological
information, UAV flying distance (traveling cost) as well
as visibility information of the sampled via-points and path
primitives. As visualized in Fig. 7, node vi ∈ V is a via-point
and edge eij ∈ E represents a path primitive that connects
via-points vi and vj .
For the PCG proposed in this paper, the key information
is associated with the edges E that correspond to the sam-
pled path primitives. The nodes V encode the topological
information between the path primitives, for the assurance
of the connectivity and no-branching of the final path in the
graph search in later step. The information associated with
edge eij is {dij , sij}, where dij is the length of the path
primitive; sij is a m×1 vector to model the binary visibility
information of sampled patches of the target structure. The
visibility information of a path primitive is computed in Sect.
III-C. For element skij ∈ sij , k ∈ [1,m], skij = 1 indicates a
surface patch indexed by k is visible to path primitive eij ,
and skij = 0 indicates it is invisible. The PCG representation
and information encoding not only ensures the graph search
step is able to find a fully connected path without branches,
but also ensures that the coverage constraints are satisfied.
The PCG construction methods are summarized in Algo.
2. It takes the sampled via-points V and the sampled path
primitives E from Algo. 1 as input, and generate the PCG
G(V,E) as output to encode the information.
Algorithm 2 Primitive Coverage Graph Construction Algo-
rithm
Input: The 3D model of target objects, M, the set of sampled
via-points, V; the set of sampled path primitives, E;
Output: The Primitive Coverage Graph, G(V,E);
1: for eij ∈ E do
2: sij ← VisibilityEstimation(eij ,M)
3: dij ← ComputeDist(eij)
4: eij ← Associate(eij , sij , dij)
5: end for
6: G(V,E)← BuildGraph(V,E)
7: return G(V,E)
where VisibilityEstimation described in Sect. III-C is to
estimate the visibility information of each sampled path
primitive.
E. Primitive Coverage Graph Search
The path finding problem is formulated with the PCG,
G(V,E), that encodes the topological information, traveling
distances and coverage information of the path primitives.
The objective of the path planning problem is to find a fully
connected, branch-less path from the PCG that minimize
the traveling distance while the required coverage ratio δd
is achieved.
In this paper, we propose a Greedy Neighborhood Search
(GNS) algorithm to search the final path directly for the CPP
problem, with all the information encoded in the PCG. The
details of the algorithm is shown in Algo. 3.
Algorithm 3 Greedy Neighborhood Search Algorithm for
Path Finding on PCG
Input: The desired coverage ratio, δd; the Primitive Coverage
Graph, G(V,E), and other algorithm specific parameters;
Output: the resultant path primitives Eres;
1: Vres,Eres, δ ← ∅, ∅, 0
2: δ ← FindCoverage(G, e)
3: v, e← Initialize(G)
4: while δ ≤ δd do
5: Enbr ← FindNeighbour(v,G)
6: v, e← FindTraj(Enbr,Eres,G)
7: Vres ← Append(Vres, v)
8: Eres ← Append(Eres, e)
9: δ ← FindCoverage(G,Eres)
10: end while
11: return Eres
For the proposed GNS algorithm, at each iteration in the
loop, the algorithm searches the current neighborhood of the
path primitives that yields highest incremental coverage over
distance. The path primitive will be added to the solution set
Eres that consists of a number of path primitives with order.
Then the coverage information and neighbourhood will be
updated. The iteration will repeat until the desired coverage
ratio, δd, is achieved.
The FindTraj in GNS is to find the path primitive in
the neighbourhood, based on the incremental coverage over
distance, given the current via-point and path primitives, as
shown in Eqn. 4.
e = argmax
e∈Enbr
4cov(e,Eres)
de
(4)
where de is the flying distance of the path primitive asso-
ciated with edge e; Enbr is the neighbourhood edges (the
edges connected to current via-point v), identified by Find-
Neighbour using the topological information in G; Eres is
the current set of edges in the resultant path, which provides
the total current coverage information; 4cov(e,Eres) is the
incremental surface coverage by the path primitive, e.
IV. RESULTS
A. Setup
In this paper, simulation and experimental tests are con-
ducted to validate the effectiveness of the proposed planning
method. In the simulation tests, we first applied the proposed
planning method to compute the inspection paths; then the
drone is flied on the planned paths in Drake [27], a toolbox
for robotic simulation and analysis, to capture the visual
information; after that the Octomap library [28] is used
to build the 3D voxel model of the target structure to
validate inspection results of the computed UAV paths. In
the real-world experiment, a DJI drone is used to capture
the required surface information with the planned paths, and
the 3D surface of the target objects is reproduced to further
demonstrate the effectiveness of the proposed method.
B. Simulation Tests with Drake and Octomap
1) Planning Parameters and Results: First, the proposed
method is used to compute the inspection path of the UAV
for the two different target buildings. 1, 765 and 1, 410
path primitives are generated around each target structure,
respectively. The parameters used for the coverage planning
process is shown in Table I. The resultant paths computed
by the proposed method are visualized in Figs. 8a and 8b.
TABLE I: Planning parameters used in this paper
Parameter Value
FOV (Diagonal) 94◦
Max Viewing Angle 75◦
Resolution (Pixels) 4000× 3000
Coverage Ratio (δd) 99.0%
Safety Distance 2m
Max Viewing Range 50m
The result comparison with two previous methods is
shown in Table II, based on the average of 10 trials. The
flying distances computed by the proposed method in this
paper are 425.6m and 466.2m for the two target structures,
respectively. The distances of the inspection paths are 507.7m
and 587.5m using the previous methods [5][11] that solves
the TSP after applying the viewpoint-based methods to
find the viewpoints (labeled as VPP-TSP). The discrete
viewpoints based greedy method, a simple but robust base-
line [15][11] that iteratively adds the most cost effective
viewpoints, planned the path with the traveling distance of
531.0m and 687.1m. Assuming a constant flying speed, the
reductions of the required inspection time are 18.4% and
29.2% on average, compared to the two previous methods,
respectively.
TABLE II: Planning results
Methods Structure 1 Structure 2
The Proposed Method 425.6m 466.2m
VPP-TSP[5][11] 507.7m 587.5m
Greedy Method 531.0m 687.1m
2) Computational Simulation Tests: Simulation tests im-
plemented with Drake simulator [27] are performed to vali-
date the coverage and effectiveness of the proposed method.
Fig. 9 shows the simulation test work-flow. With the camera
simulator provided by Drake, point cloud data is generated
based on the camera poses. The generated point cloud data
in each frame is located based on the world frame through
Eqn. 5:
Pworld = Tworldcam P
cam, (5)
where Pworld is the position of the point cloud data in the
world frame, Tworldcam is the pose of the camera in the world
frame and Pcam is the position of the point cloud with
respect to the camera frame. The Octomap library [28] is
then used to create the occupancy voxel models from the
point cloud results. The visualization of the reconstructed
voxel models is shown in Fig. 10.
(a) Target Structure 1
(b) Target Structure 2
Fig. 8: Visualization of planned UAV inspection path around
the target buildings
Fig. 9: Simulation Flowchart with Drake and Octomap
C. Field Test
An field test has also been conducted to further validate
the proposed planning method in real-world scenario. In the
field test, a DJI Matrice 100 is used to fly around the target
structure to capture the surface information, with the path
computed by the proposed method. The max viewing range
used for this experiment is 10m, in order to get better details
for reconstructions for in practical applications; the safety
distance used for the experimental test is 0.5m. The planned
path is shown in Fig. 11.
The 3D visualization of the resultant reconstructed model
is shown in Figs. 12 and 13. The reconstruction is done
by using Structure From Motion (SFM) method with 87
pictures sampled from the video taken by the drone, during
the inspection process. VisualSFM [29] and CMP-MVS [30]
are used in this papaer for SFM and surface reconstruction.
V. DISCUSSION
The proposed planning method is shown to be able to
automatic generate efficient path for different target objects
(a) Target Structure 1
(b) Target Structure 2
Fig. 10: Voxel model of results from Drake-Octomap simu-
lation using the planned paths with the proposed algorithm
Fig. 11: Visualization of the Planned Path for the Experiment
in 3D environment, with the coverage requirements. Both
simulation and field tests validate that the proposed planning
method successfully covered the surface area of the target
objects.
Compared to previous discrete viewpoints sampling-based
methods [1] [7], the proposed path primitive sampling meth-
ods is able to find shorter path for the UAV inspection
tasks, which helps to improve the efficiency and reduces
the cost. The proposed method targets for the modern
UAV system with high performance of continuous video
capturing features, which is more naturally suitable for these
applications, while the viewpoints sampling based method
requires the UAV to take pictures at discrete viewpoints.
Moreover, the discrete viewpoint sampling method is known
to be unreliable for registration [11], because the viewing
angles from different viewpoints may cause failure in image
Fig. 12: Visualization of 3D reconstruction results of the field
tests
Fig. 13: Additional views of 3D reconstruction results of the
field tests
registration even if there are enough overlap areas of two
images. For path primitive sampling method, however, the
registration problem is usually not a concern because the
images are sampled from continuous motion.
Additionally, the proposed planning framework is flexible
and reconfigurable. Different algorithms/modules could be
used to replace the current ones such that the proposed
framework is adoptable for other applications, for example,
product shape inspection problem with robotic manipulator
[31] or mobile robot [13]. Moreover, with properly modeling
of the process, it is also possible to extend the proposed
planning framework to other planning problem in robotic
applications with coverage constraints, such as robotized
painting, surface polishing.
VI. CONCLUSION
In this paper, we presented a novel path-primitive based,
offline planning framework for the continuous CPP problem,
with applications of surface inspection using UAV. The pro-
posed method utilizes voxel-based via-points sampling, path
primitive sampling, PCG encoding, and graph search to plan
UAV inspection paths that satisfy the coverage requirements.
We also demonstrated the effectiveness of the proposed
framework and the implementation in both simulation and
experimental tests with different target objects. Through the
comparison with previous methods, the reductions on the
required inspection time are found to be 18.4% and 29.2%
on average.
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