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ABSTRACT 
 
NANOSCALE ELECTRIC PHENOMENA AT OXIDE SURFACES  
AND INTERFACES BY SCANNING PROBE MICROSCOPY  
 
Sergei V. Kalinin 
Dissertation Supervisor: Prof. Dawn A. Bonnell 
 
 Strong coupling between mechanical, electrical and magnetic properties in oxide 
materials, heterostructures and devices enable their widespread applications. Achieving 
the full potential of oxide electronics necessitates quantitative knowledge of material 
and device properties on the nanoscale level. In this thesis, Scanning Probe Microscopy 
is used to study and quantify the nanoscale electric phenomena in the two classes of 
oxide systems, namely transport at electroactive grain boundaries and surface behavior 
of ferroelectric materials.  
 The groundwork for the application of SPM for the determination of interface I-V 
characteristics avoiding contact and bulk resistivity effects is established. Scanning 
Impedance Microscopy (SIM) is developed to access ac transport properties. SIM 
allowed the interface capacitance and local C-V characteristic of the interface to be 
determined thus combining the spatial resolution of traditional SPMs with the precision 
of conventional electrical measurements. SPM of SrTiO3 grain boundaries in 
conjunction with variable temperature impedance spectroscopy and I-V measurements 
allowed to find and theoretically justify the effect of field suppression of dielectric 
constant in the vicinity of the electroactive interfaces in strontium titanate. Similar 
approaches were used to study ferroelectric properties and ac and dc transport behavior 
in a number of polycrystalline oxides. 
 Polarization-related chemical properties of ferroelectric materials were 
investigated and quantified, leading to the discovery of the effects of potential retention 
above Curie temperature and temperature induced potential inversion. The origins of 
these phenomena were traced to the interplay between fast polarization and slow 
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screening charge dynamics. Piezoresponse Force Microscopy (PFM) was used to study 
the polarization dynamics. An extensive description of contrast mechanisms in PFM 
conveniently represented in the form of "Contrast Mechanism Maps" was developed to 
relate experimental conditions such as tip radius and indentation force with the 
dominant tip-surface interactions. This topic was further developed to study the 
photochemical activity on ferroelectric surfaces as a function of domain orientation and 
use PFM to create predefined domain structures paving the way for photochemical 
assembly of metallic nanostructures on ferroelectrics. 
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1. INTRODUCTION 
 
 One of the most fascinating aspects of chemistry and physics of oxide materials is 
a wide variety of the properties they exhibit. While traditional semiconductor materials 
typically exhibit a single functionality and the coupling between mechanical, electrical 
and magnetic properties is relatively weak, this is not the case for the oxide materials. 
Century-old examples include strong electromechanical coupling in ferroelectric and 
piezoelectric materials that enable multiple applications as sensors, actuator and 
transducers.1 More recent examples include perovskite manganites, in which the interplay 
between magnetic ordering and transport properties gives rise to the effect of colossal 
magnetoresistance and enables their potential applications for magnetic field sensors and 
magnetic heads.2 Oxide systems allow novel paradigms for the electronic devices. The 
high degree of spin polarization in manganites provides one of the possible material bases 
for spintronics devices.3 High temperature superconductors (HTSC) lend themselves for 
superconductive electronics; alternatively, mesoscopic quantum effects in Josephson 
junctions enable quantum-computing applications.4 Switchable polarization in 
ferroelectric materials might enable non-volatile memory devices.5 
 This multitude of properties comes with the price. In traditional semiconductors, 
only few parameters must be controlled to achieve reliable device performance. 
Extensive knowledge has been accumulated on suitable microfabrication routes that do 
not degrade material properties and allow assembly of systems with complex device 
functionality. In comparison, the tendency to form oxygen vacancies and to develop 
concentration gradients due to dopant segregation in oxides significantly hinders the 
preparation of device-ready materials. Significant progress has been achieved in the last 
decade using Molecular Beam Epitaxy (MBE) and Pulsed Laser Deposition (PLD) 
techniques, which for the first time allowed preparation of epitaxial oxide films with 
extremely low defect density and enabled subatomic control of the composition, sparking 
a new interests for these applications. 
 It can be expected that oxide heterostructures and devices will significantly 
further existing technology. Indeed, in addition to the wide spectrum of physical 
properties of oxides per se, careful control and engineering of oxide interfaces presents 
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multiple new opportunities. To mention a few, it was reported recently that multiplayer 
structures based on SrTiO3/BaTiO3 multilayer allow materials with advanced dielectric 
properties.6 Other examples include interfacial magnetism in the CaMnO3/CaRuO3 
system,7 ferroelectric-semiconductor heterostructures,8 and so on. An extremely 
important class of oxide interfaces is constituted by grain boundaries.9 While the 
electronic applications described above are a nascent, albeit rapidly developing field, 
grain boundaries in bulk ceramic materials have been extensively studied and used for a 
better half of the century. In polycrystalline semiconductive oxides, the formation of 
electroactive interfaces due to dopant or vacancy segregation or the presence of interface 
states is a ubiquitous phenomena. Structure and topology of electroactive interfaces are 
known to influence greatly, and, in some cases, govern the properties of material. Grain 
boundary related transport properties of oxide materials provide the basis for applications 
such as varistors, thermistors, boundary layer capacitors, low field magnetoresistive 
devices, etc.10 Alternatively, grain boundaries in HTSC materials act as weak links that 
limit the critical current density in these materials.4 
 One of the most fascinating aspects of oxide physics is related to the interplay 
between transport and non-linear dielectric properties. Operation of most electronic 
devices is associated with large potential gradients. In the incipient ferroelectrics high 
fields in the vicinity of the electroactive interfaces and grain boundaries can significantly 
affect the local dielectric properties. The immediate consequence of this effect is that 
traditional semiconductor characterization techniques such as C-V analysis, which are 
based on the assumption of constant dielectric properties, lead to the erroneous 
conclusions. An additional set of rich and complex phenomena stem from the presence of 
ferroelectric polarization. Indeed, it is well known that discontinuity in polarization gives 
rise to charge. Therefore, surfaces and interfaces in ferroelectrics in general are expected 
to be charged and this charge state can be controlled by external influences. In most 
perovskites, the polarization is sufficiently high to affect the electronic structure and 
chemical reactivity of surfaces and interfaces. In polycrystalline materials, spontaneous 
polarization partially compensates this interface charge below Curie temperature. 
Polarization decreases at higher temperatures, resulting in the increase of effective 
interface charge and grain boundary (GB) resistance.10 On ferroelectric surfaces in the 
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absence of surface states (which is typically the case on well-defined surfaces), 
polarization charge can induce surface band bending thus driving the surface in 
accumulation or inversion.11 The opportunities presented by this approach are enormous 
– imagine the semiconductor structure that can be rendered p- or n- doped at will. 
 However, experimental opportunities for fundamental studies of these phenomena 
are limited. Ferroelectric domain size is usually small (tens of microns), precluding 
macroscopic studies of polarization dependent surface properties. The vast majority of 
transport measurements to date were performed on polycrystalline materials; thus, no 
relationship between the structure and properties of individual interface can be 
established. Moreover, transport measurements on lowly doped oxides suffer from poor 
contact quality that does not allow contact and GB phenomena to be separated 
unambiguously. Thus, the key to study these phenomena is the ability to perform local 
studies of electrical phenomena in oxides, most particularly transport and ferroelectric 
properties.  
 In this thesis, I have summarized the results of SPM studies of the local electric 
properties of oxide materials. The primary objects studied are SrTiO3 (incipient 
ferroelectric) and BaTiO3 (ferroelectric). These materials can be considered as models of 
ferroelectric perovskite with and without ferroelectric coupling. As such, they exhibit a 
fascinating interplay between ferroelectric, photoelectric and transport properties. The 
length scale of corresponding phenomena is small, thus necessitating spatially resolved 
studies, i.e. use of SPM techniques. Despite the tremendous progress in this field in the 
last decade, image formation mechanisms in most SPM techniques are not well 
understood.12 Furthermore, some crucial techniques (e.g. imaging of ac transport 
properties) are lacking. Hence, the goal of this research is twofold. The first aim is to 
establish a reliable approach for the quantification of non-contact (EFM, SSPM) and 
contact (PFM) SPM imaging and extraction of materials properties from the experimental 
data. The second is to use this approach to study grain boundary behavior in SrTiO3 as a 
model example of charged interfaces and domain structure and screening in BaTiO3 as a 
model ferroelectric material. Local studies of phenomena at electroactive grain 
boundaries in piezoelectric oxides are included for extension of these results. 
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 The general concept of SPM as applied to electric and ferroelectric phenomena is 
considered in Chapter 2 that summarizes current electrostatic SPM techniques.  
 In Chapter 3 the applicability of SPM for lateral transport measurements is 
considered. To rationalize existing SPM techniques, a classification scheme based on the 
measurements set-up functionality is developed. It is shown that Scanning Surface 
Potential Microscopy can be used in a manner similar to the 4 probe resistivity 
measurements employing the tip as a moving voltage probe. The development of 
Scanning Impedance Microscopy, which allows ac transport imaging, is described. 
Depending on the imaging frequency, both resistive and capacitive barriers at the 
interfaces can be visualized and quantified. Relevant theory and calibration methods are 
discussed. It is shown that combination of SSPM and SIM allows simultaneous 
acquisition of I-V and C-V data without the contribution of contacts and bulk resistance.  
 Chapter 4 presents the results of transport studies at the oxide interfaces. The 
physics of GB transport is briefly reviewed and it is shown that potential imaging can be 
used to detect the charged GBs. However, this technique is limited by the screening on 
the surface interface junction precluding the quantitative measurements of interface 
potential and depletion width. SSPM under lateral bias and SIM are applied to study dc 
and ac transport at the strontium titanate (STO) and the agreement between macroscopic 
and microscopic transport measurements is established thus excluding contact and grain 
bulk contributions. The results of variable temperature macroscopic I-V and impedance 
spectroscopy measurements are interpreted in terms of dielectric non-linearity at STO 
interface and corresponding theory is developed. Results of SPM imaging of transport 
behavior in polycrystalline materials and a number of examples are considered.  
 Properties of ferroelectric surfaces are considered in Chapter 5. The domain 
structure reconstruction from the combined topographic and electric measurements is 
presented. Origins of the electrostatic domain contrast are analyzed and it is shown that 
the polarization charge is almost completely screened. Variable temperature SSPM and 
PFM studies of surface potential on BaTiO3 (100) are summarized and the relaxation 
times for polarization and screening charge are established. Finally, thermodynamic 
parameters of screening process are quantified. 
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 The alternative approach to ferroelectric domain imaging is Piezoresponse Force 
Microscopy. In PFM, the image contrast can be attributed both to the electrostatic and 
electromechanical tip-surface interactions. A detailed analysis of tip-surface interactions 
in PFM is presented in Chapter 6 and the guidelines for quantitative imaging are 
developed. 
 The relationship between polarization and surface electronic properties is further 
considered in Chapter 7. It was recently discovered that photoelectric activity of BTO is 
strongly dependent on domain orientation. Here, the local domain structure and 
photochemical activity are correlated using PFM and AFM. A charged tip is used to 
control local polarization on the submicron scale, paving the way for the controlled 
assembly of metallic nanostructures. The applicability of e-beam patterning for selective 
poling of ferroelectric surface is investigated. Finally, the implications for 
nanotechnology are discussed on an example of the device fabrication using ferroelectric 
lithography. 
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2. FUNDAMENTALS OF ELECTRICAL SCANNING PROBE MICROSCOPIES  
 
2.1. Introduction 
 Progress in modern science is impossible without reliable tools to characterize 
the structure and physical properties of materials and devices on micron and submicron 
length scales. While structural information in most cases can be obtained by such 
established techniques as scanning and transmission electron microscopy,1,2 
determination of local electronic structure, electric potential and field, and chemical 
functionality with high spatial resolution is a much more daunting problem. Local 
electronic properties became accessible after the invention of Scanning Tunneling 
Microscopy.3 The rapid development of STM was due to the demonstrated atomic 
resolution and the ability to probe electronic structure (Scanning Tunneling 
Spectroscopy).4 However, dc current feedback used in the vast majority of STMs limits 
this technique to conductive surfaces. On semiconductive surfaces, tip-induced band 
bending severely limits the resolution. 
 It was realized that an alternative to the current probe used in STM is the force 
probe comprised of the probe tip and force sensor. The concept of local probes 
interacting with the surface via a pliable cantilever, used for the detection of the probe-
surface force was established in the seminal work by Binnig, Quate and Gerber.5 Initially, 
Atomic Force Microscopy (AFM) was developed as a tool sensitive to strong short-range 
repulsive forces. It was almost immediately realized that AFM can be extended to map 
forces of a different nature such as magnetic and electrostatic forces or chemical 
interactions.6,7,8,9,10,11,12,13,14 Since then, the number of available Scanning Probe 
Microscopy (SPM) techniques has greatly increased, not in the least due to availability 
and adaptability of commercial AFM devices. It wouldn't be an exaggeration to say that 
the rapid development of nanoscience and technology in the last decade is due largely to 
the availability of AFM and SPM that enable imaging and manipulation of submicron 
structures. The purpose of this chapter is to provide a general introduction to the 
Scanning Probe Microscopy techniques starting from topographic imaging to more 
complex issues of local property measurements and to summarize some of the unresolved 
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problems in this field that will be addressed in the present thesis. The specific question of 
transport measurements by SPM is deferred to Chapter 3. 
 
2.2. Origins of SPM and Topographic Imaging  
 Historically, Atomic Force Microscopy (AFM) was designed to measure the strong 
short-range repulsive forces between a tip and surface implemented as contact mode 
imaging. The probe (tip) is brought into contact with the surface (hence the name) and 
repulsive Van-der-Waals (VdW) forces result in the deflection of the cantilever, which is 
monitored by an STM, optical, heterodyne or capacitive system. A feedback loop keeps 
the deflection constant by adjusting the vertical position of the cantilever while scanning 
along a surface. The feedback signal provides the topographical profile of the surface. 
Operation in contact mode typically implies relatively large shear forces that can damage 
the tip and the surface, limiting the range of samples that can be imaged. Progress in 
topographic AFM led to the development of intermittent contact mode imaging.15 This 
approach utilizes a mechanically driven cantilever-tip system. The mechanical 
oscillations are imposed by a piezoelectric actuator. The oscillation amplitude at a fixed 
driving voltage on the actuator is detected with a lock-in amplifier. While approaching 
the surface, the tip eventually comes into intermittent contact and the oscillation 
amplitude decreases. Similar to contact mode imaging, the feedback loop keeps the 
oscillation amplitude constant while scanning and the feedback signal provides the 
topographic profile of the surface. In this regime, the tip touches the surface at high 
incidence angle, precluding surface damage. AFM in an ultra high vacuum (UHV) 
environment is typically performed in the non-contact mode, in which the tip oscillates in 
the attractive region of the Van der Waals forces, and the resonant frequency shift due to 
the Van der Waals force gradient is used as the feedback signal. In this case, the tip 
doesn't contact the surface at all. 
 In principle, local property measurements can be performed in each of the 
topographic regimes. However, reliable detection of the electromagnetic interactions 
requires imaging at relatively large tip-surface separations, where they dominate over 
short–range Van der Waals forces thus excluding imaging in contact mode (Figure 2.1).  
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In intermittent contact mode periodic tip-surface interactions, rather than long-range 
forces, provide the dominant contribution to the dynamic behavior of the cantilever. The 
major step in the electromagnetic force detection was achieved with the invention of a lift 
mode.16 In this mode, the tip acquires topographic data near the surface, and then retraces 
the topographic profile at a predefined height above the surface to measure the force 
interactions. A similar approach can be implemented in point-by-point lift mode 
measurements.17 
 
2.3. Electrical Interaction Based SPMs 
 The first applications of SPM for local potential and electromagnetic field 
measurements were based on its functionality as a force sensor. Since reliable 
measurement of small static deflections is difficult, most SPM techniques utilize the 
Electromagnetic
Van der WaalsF
Distance, D
CM NCM Lift mode 
Intermittent contact  
Figure 2.1. Distance dependence of Van Der Waals and electrostatic forces compared to the typical 
tip-surface separations in the contact mode (CM), non-contact mode (NCM), intermittent contact mode 
and lift mode. In the last case, the tip cannot acquire the topographic information and additional scan is 
necessary to position the tip at required separation from the surface. 
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dynamic response of the tip to a periodic mechanical force (tapping or intermittent 
contact mode AFM), oscillating bias on the tip or on the sample (voltage modulation 
techniques) or an oscillating magnetic field. Periodic perturbation can result either in a 
static (DC) response of the tip, a response at the main frequency of perturbation (first 
harmonic signal) or a response at twice the main frequency of the perturbation (second 
harmonic signal). Lock-in techniques allow extraction of the amplitude and phase of the 
first or the second harmonic of the response for subsequent use as feedback or data 
signals. Major SPM techniques employ either mechanically or electrostatically driven 
cantilevers, even though other driving regimes are possible.18 The techniques based on 
the detection of force-induced deflection of the cantilever are referred to as scanning 
force microscopies.  
 In addition to force detection, the ac or dc current through the probe tip can be 
monitored. The nature of this current strongly depends on the characteristic tip-surface 
separation and the experimental environment. For large (10-100 nm) separations, only ac 
displacement current due to capacitive tip-surface coupling is detected. In the tunneling 
range (0.1 – 10 nm), both displacement current (ac) and tunnel current (both ac and dc) 
can be measured.19,20 In this regime, the microscope can operate as an AFM and STM 
probe simultaneously providing the complementry information on the surface structure 
and properties. Finally, in the contact regime the resistive tip-surface current can be 
monitored and used to quantify tip-surface junction properties and local resistivity of the 
surface.21 The tip can also be used as a local capacitive sensor to measure tip-sample 
capacitance, giving rise to scanning capacitance microscopy.22 The local probe 
techniques based on the detection of the current, optical or other signals in addition to 
force- or current based topography are referred to as scanning probe microscopies. Some 
of the more advanced experimental setups based on conventional electric SPMs are 
discussed at length in Chapter 3.  
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2.4. Force Detection: Non-contact SPMs 
 All electrostatic SFM techniques are based on the dynamic response of the probe to 
a mechanical or voltage modulation. During operation in the mechanically driven mode, 
the voltage on the actuator driving the cantilever, Vpiezo, is ( )t V V pacppiezo ωsin= ,      (2.1) 
where ωp is the driving frequency. The oscillating voltage on the actuator induces 
cantilever oscillations and the tip-surface separation is 
( ) ( )cpp tA dd ϕωω ++= sin0 ,     (2.2)  
where A(ωp) is the frequency dependent oscillation amplitude and ϕc is the phase shift 
between the driving voltage on the piezo and the cantilever oscillations. The driving 
frequency, ωp, is typically selected close to the resonant frequency of the cantilever to 
ensure a strong response. During operation, the conductive tip is either grounded or 
biased with a DC voltage.23,24 The presence of an electrostatic force gradient near the 
surface results in a change of the resonance frequency of the cantilever that can be 
detected as a resonance frequency shift (frequency detection), while the feedback adjusts 
ωp to keep A(ωp) maximal, a shift of the oscillation amplitude at constant driving 
frequency (amplitude detection), or a phase shift (phase detection). In order to minimize 
the influence of surface topography on the dynamic properties of the cantilever, this 
technique is usually implemented in the lift mode. Mechanical contact between the tip 
and the surface strongly influences the dynamic properties of the cantilever and 
information on electrostatic interactions can no longer be unambiguously extracted from 
experimental data. Instead, mechanical tip-surface interactions can be quantified. Phase 
detection in the intermittent contact regime provides information on the elastic properties 
of the surface (phase imaging),25 which is out of the scope of the present chapter.  
 An alternative approach involves voltage modulation techniques. The driving 
voltage at the actuator is set to zero (the tip is no longer mechanically driven) and a 
conductive tip is biased by an AC voltage. In this operational regime the tip potential is 
( )tV V V acdctip ωsin+= .     (2.3) 
Biasing the tip at large tip-surface separations above metallic or linear dielectric (κ = 
constant) surfaces results in a static force, forces at the frequency of the tip voltage (first 
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harmonic), and at twice the frequency of the tip voltage (second harmonic). All 
components contribute to the deflection of the cantilever, and tip-surface separation is  
( ) ( )221100 t2sintsin ϕωϕω +++++= AAA dd ,    (2.4) 
where d0 is tip-surface separation when Vtip = 0, A0 is static response and A1, A2, ϕ1 and ϕ2 
are amplitudes and phase shifts of first and second harmonic responses. Magnitudes of 
A0, A1 and A2 are relatively small and only the latter two components along with 
corresponding phase shifts can be determined by lock-in technique. Separation of the first 
and second harmonic responses allows quantification of different components of tip-
surface force, in contrast to the determination of the total force gradient in case of the 
mechanically driven mode. 
 Biasing the tip in contact mode results in tip displacement owing to both 
electrostatic forces and electromechanical effects, such as the inverse piezoelectric effect 
and electrostriction. For linear piezoelectric materials tip deflection as a function of 
applied bias is similar to Eq.(2.4). However, this technique is most widely used for the 
characterization of ferroelectric materials, in which case the electromechanical response 
of the surface to applied voltage is considerably more complicated and will be discussed 
extensively in Chapter 6. 
 Voltage modulation and mechanical modulation can be combined, i.e., the tip can 
be driven both mechanically by the piezo at frequency ωp and electrostatically at 
frequency ω. Depending on whether these modulations are applied in the intermittent 
contact or non-contact mode, interpretation of the responses at the main frequency, ω, 
and the second harmonic can be done along the lines discussed above. Obviously, 
quantification of electrostatic, electromechanical and elastic contributions to the signal is 
more challenging in this case and the first two modulation modes are far more 
widespread. 
 
2.4.1. Tip-surface Forces and Contrast Transfer 
 Measurement of local materials properties by SPM requires quantitative 
understanding of the contrast formation mechanism. In SFM techniques, the key 
contributions to the contrast are tip-surface forces determined by material characteristics 
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of interest and the tip properties and the force detection scheme. Hence, the discussion of 
electrostatic SFM would be incomplete without a consideration of the electrostatic forces 
and their implications of resolution and sensitivity of the techniques.  
 The electrostatic tip-surface interaction depends both on the electric and geometric 
properties of the tip (conductive/dielectric, tip shape) and the surface (conductor with a 
well-defined potential or an insulator with given volume or surface charge density, 
surface topography). For all practical purposes, however, conductive probes provide 
much better control over the tip properties since the voltage on the tip can be easily 
controlled. For such probes, tip potential is well defined and the tip shape can be either 
measured directly or approximated by appropriate geometric model.  
 For a conductive surface with a constant potential, the force between the tip and 
surface is: 
( ) ( ) ( )
z
zC
VVzF surftip ∂
∂−= 2
2
1
 ,    (2.5) 
where F(z) is the force, Vtip is tip potential, Vsurf is surface potential, z is vertical tip-
surface separation, C(z) is a tip-surface capacitance. The surface potential is defined as 
CPDVV elsurf ∆+= , where Vel is electrostatic potential with respect to the microscope 
ground and ∆CPD is contact potential difference between the tip and the surface 
(electrochemical potential).26 Eq.(2.5) implies that the force is a function of the tip and 
surface geometry through the C(z) term. It can be easily shown that C(z), and 
consequently F(z), are rapidly decaying functions of tip-surface separation, thus the 
measurable signal can be obtained only at relatively small tip-surface separations. The 
exact functional form of tip-surface capacitance C(z) is very complicated even for flat 
surfaces and can be obtained only by numerical methods, such as finite element analysis 
(FEA). For the typical probe geometry the total capacitance C(z) can be conveniently 
approximated as a sum of the contributions due to the tip apex, tip bulk and the cantilever 
that having the spherical, conical and plane geometry correspondingly: 
( ) ( ) ( ) ( )zCzCzCzC cbapex ++= .    (2.6)  
 It is understood in Eq.(2.6) that the local part of the force that enables the high 
resolution of the SFM contribution is due to the tip apex, whereas the cantilever 
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contribution is non-local. The tip bulk contribution is more difficult to interpret. 
However, comparing the relative magnitudes of Capex(z), Cb(z) and Cc(z) as a function of 
tip-surface separation, z, and relevant tip parameters, allows insight into the image 
formation mechanism of SFM. 
 A number of approximate models have been suggested to quantify the capacitive 
force between the tip and the surface. Some of these models use approximate geometric 
descriptions of the tip as a plate capacitor, a sphere,27, a hyperboloid,28,29,30 a cone31 or a 
cone with spherical apex.32 An alternative is to use an equivalent image charge such that 
the corresponding constant potential surface represents the actual tip.33,34 Examples are 
point charge and line charge configurations.35 Image charge distributions can be also 
found by numerical methods.34 The advantage of the image charge approach is that it 
reduces a complicated boundary-value problem for potential to a much simpler problem 
of Coulombic charge-charge interaction, while preserving the characteristic features 
(distance and voltage dependence of the force, tip shape effects) of the original problem.  
 At small tip-surface separations (z<R, where R is tip radius of curvature), the 
spherical tip apex provides the major contribution to the force. The bias and distance 
dependence of the force is best described by sphere or point charge models with the 
solution of the form zVF 2γ= , where γ is a constant depending on the specific model. 
In the point-charge model the spherical part of the tip is represented by the point charge 
such that the curvature of the isopotential surface is equal to physical curvature of the tip. 
In this case  
z
R
VFcap
2
04
3 επ=     and    
2
2
04
3
d
d
z
R
V
z
Fcap επ−= . (2.7a,b) 
 For larger tip-surface separations (z>R, where R is tip radius of curvature) 
hyperboloid, cone or line charge approximations provide the best description. These 
models predict a logarithmic dependence of capacitive force on tip-surface separation of 
the general form ( )zDVF ln2η= , where η and D are parameters related to the tip 
geometry. Particularly simple description of tip-surface interactions in this regime can be 
achieved using line charge model. Here, image charge distribution is approximated by a 
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semi-infinite uniformly charged line with line charge density λ. The axially symmetric 
potential for the line is 
( ) ( )( ) 
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+++−
++++=
22
22
0
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4 xzdzd
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,   (2.8) 
where d is the distance from the lower end of the line to the surface. It can be shown that  
αhd = ,    where    θα 2tan1 += ,    (2.9a,b) 
and h is the separation between the tip apex and surface and θ is the half-angle of the 
cone, which is the equipotential surface that represents the tip. The line charge density: 
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πελ V04= ,    where    
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depends on the equipotential surface geometry. The expression for the force is then: 
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where L is the effective tip size. For d<<L and small angles Eq.(2.11) reduces to: 
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This relation predicts the logarithmic dependence of capacitive force on tip-surface 
separation expected from simple considerations, but includes the effects of actual tip 
geometry. For a realistic tip shape including tip bulk and rounded tip apex, total force and 
force gradient acting on the tip can thus be approximated as  
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where γ and η are tip-shape dependent parameters that can be found experimentally from 
the analysis of force or force-gradient - distance curves and used to extract geometric 
parameters of the tip.  
 The cantilever contribution to total force and force gradient can be approximated by 
plane-plane capacitor model, in which case  
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+−= ε ,  (2.14a,b) 
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where S is effective cantilever area and L is tip length. For typical metal coated tip used 
in the EFM/SSPM measurements with R ≈ 30nm, θ = 17°, L ≈ 10 µm, S ≈ 2⋅103 µm2 
contributions of tip apex, tip bulk and cantilever to overall force and force gradient are 
shown in Figure 2.2.  
 
 As seen from Figure 2.2a, for intermediate and large tip-surface separation the 
cantilever provides the largest contribution to electrostatic force. At the same time, the 
major contribution to force gradient acting on the tip is due to the tip bulk, the cantilever 
providing distance-independent offset. It should be noted that the force acting on the 
cantilever is distributed, unlike the localized force acting on the tip and tip apex, and thus 
its influence on the dynamic and static properties of cantilever is different. In addition, 
actual cantilever configuration (i.e. tilted with respect to the surface) results in smaller 
force and larger force gradient; however, the estimates presented here are still valid. 
 Quantification of the electrostatic tip-surface interaction is significantly more 
complicated for the lossless dielectric materials. Using the analogy between the 
interaction of a point charge, Q, and a conductive or a dielectric surface, the electrostatic 
force can be written as that due to the interaction of charge with the corresponding image 
charge Qim. For a conductive plane and a dielectric plane the forces are: 
( )
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i.e. Qim = - Q for the metal while Qim = - (κ-1)/(κ+1)Q for the dielectric plane. In both 
cases, the force is proportional to the square of the charge, resulting in a parabolic 
dependence on the bias voltage. Thus, the interaction force between a dielectric surface 
and a biased tip can be described in terms of an effective capacitance C(z,κ), where κ is 
the dielectric constant of the material. In the limit of high dielectric constant 
C(z,κ) ≈ C(z) and this assumption is widely used in quantification of EFM data.  
 The primary difference between conductors and dielectrics is that, in addition to 
tip-induced image charges responsible for the capacitive interaction, dielectric media can 
also sustain both surface charges and volume trapped charges, which contribute to the 
total electrostatic force. In fact, determination of surface- or volume charge density in 
dielectric is often the purpose of the EFM experiment. Analytical treatment of this 
problem is possible only for the simplest cases.36,37 However, the important features of 
the electrostatic tip-surface interaction on dielectrics can be understood even within the 
framework of the point-charge model presented for the case of oscillatory tip bias. 
 Following Sarid,18 for a charge Qs on a dielectric surface the electrostatic 
interaction between the biased tip and the sample includes three distinct components: 
effective surface charge on the sample, Qs, constant dc bias applied between the tip and 
the sample, Vdc, and periodic ac bias applied between the tip and the sample, Vac cos(ωt). 
The charge on the tip can be approximated as   
Qt = Q's + Qdc + Qac,          (2.16) 
where Q's  is the image charge on the tip and 
Qdc = Vdc C,         (2.17) 
Qac = C Vac cos ωt,       (2.18) 
and C is the effective capacitance of the tip-sample system. Here the interaction between 
the tip and the surface is approximated by a corresponding capacitance. The induced 
charge on the tip can be found only for simple geometries. For localized charge Qs close 
to spherical tip apex (z << R, R is the apex radius of curvature) induced charge Q's ≈ -Qs. 
 The force between the tip and the sample is a sum of two contributions; the first 
being due to the charge-induced charge interaction, the other due to the capacitance. The 
total expression for the force can be qualitatively described as: 
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 Substituting the expression for Qt, Eq.(2.16) becomes the sum of three 
components: 
F = Fdc + F1ω + F2ω,      (2.20) 
where  
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is a static component of the force, 
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is the first harmonic component, and 
2
2 4
1
acVCF ′−=ω      (2.23) 
is the second harmonic component. The expression for the corresponding force gradients 
can be easily obtained from Eq.(2.21-23). 
 Thus, the electrostatic force on the tip due to the oscillating voltage at frequency, 
ω, applied between the tip and linear dielectric surface is subdivided into three 
categories: 
1. A harmonic response with the same frequency as external bias due to surface and 
volume trapped charges and dipole charges of remanent (tip-bias independent) 
polarization.  
2. A second harmonic response due to the interaction of the tip charges and bias-induced 
polarization image charges on the surface. 
3. A static response due the surface charge- tip image charge interaction, tip charge - 
surface image charge interaction and static component of second harmonic response. 
 Therefore, static dielectric charges and tip-induced charges contribute to the 
harmonic components of the force differently and can be distinguished. In practice, 
however, the lack of the information on tip-surface capacitance and the charge state of 
the dielectric significantly complicate data analysis.  
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 Further complications in analysis of tip-surface interactions arise for the lossy 
dielectric materials. In this case, tip-induced currents in the sample result in the increased 
damping that affects tip dynamics, i.e. phase and amplitude behavior. Preliminary results 
utilizing these phenomena were recently reported.38  
 
2.4.2. Electrostatic Force Microscopy  
 Force gradient imaging with conductive cantilevers is one of the most common 
EFM techniques and is available on most commercial instruments. This technique is 
usually implemented in the lift mode. The grounded tip first acquires the surface 
topography using standard intermittent contact AFM. Electrostatic data are collected in 
the second scan, during which the tip retraces the topographic profile separated from the 
surface 50 to 100 nm, thereby maintaining a constant tip-sample separation. During 
operation in this mode, the cantilever is mechanically driven by the actuator.  
 The equation of motion for the tip in the point-mass approximation is 
( )zFkzzzm =++ &&& γ ,     (2.24) 
where m is effective mass of the tip, z is tip displacement, γ is damping coefficient, k is 
the cantilever spring constant and F(z) is tip-surface force. Expanding F(z) in Taylor 
series around equilibrium position of the tip z0 = 0 as ( ) zdz
dF
FzF += 0 , Eq.(2.24) can be 
rewritten as 
0Fzdz
dF
kzzm =

 −++ &&& γ .     (2.25) 
 In other words, the presence of an electrostatic force gradient results in a change 
of the effective spring constant of the cantilever. Attractive tip-surface force renders the 
cantilever "softer", while repulsive force makes it "stiffer". The change of the spring 
constant changes the resonant frequency of the cantilever mkr =ω  and to first order 
the resonant frequency shift is 
 
dz
dF
k2
0ωω =∆ ,      (2.26) 
where ω0 is the resonant frequency of free oscillating cantilever.  
 20
 
 As illustrated in Figure 2.3, resonance frequency shift due to the electrostatic 
force gradients results in the phase or amplitude shifts relative to the tip oscillating in the 
absence of the force gradient. Therefore, collecting phase and amplitude for mechanically 
modulated cantilever at a constant driving frequency as a function of tip bias allows 
imaging electrostatic properties of the surface. For small force gradients the phase shift at 
the resonance frequency is  
dz
dF
k
Q=∆φ ,     (2.27) 
where γω0mQ =  is the quality factor of the cantilever. Alternatively, the amplitude 
shift at the steepest part of amplitude-frequency curve is 
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Figure 2.3. Schematic experimental set-up for Electrostatic Force Microscopy (a). Electrostatic force 
gradient shifts the resonance frequency of the cantilever which can be detected directly (b), through the 
change of oscillation phase at the resonant frequency of free cantilever (c) or through the amplitude 
change at the point of maximum slope in the amplitude-frequency curve (d).  
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where A0 is the oscillation amplitude for a free cantilever. 
 For large force gradients Eqs.(2.27,28) are no longer valid since the resonance 
frequency shift due to the force gradient may exceed the width of the resonant peak; in 
addition, it amplitude and phase data are sensitive to topographic artifacts. An alternative 
approach for force gradient imaging includes the use of the Phase Locked Loop (PLL) to 
determine the resonant frequency of the cantilever and an additional feedback loop to 
adjust the driving frequency so that the cantilever is always at resonance. In this 
frequency-detection regime, the relationship between the resonant frequency shift and the 
force gradient is given by Eq.(2.26). 
 Further insight into the physics of tip-surface interaction can be obtained from the 
oscillation amplitude at constant excitation at the resonant frequency. The oscillation 
amplitude of the free cantilever is determined by the damping factor γ. Losses in the 
sample will increase γ and decrease the oscillation amplitude. The latter, therefore, is 
related to the losses in materials below the tip and measuring the oscillation amplitude 
yields information on local conductivity. This approach was first developed for magnetic 
force imaging in Magnetic Dissipation Force Microscopy (MDFM).39,40 The dissipation 
force EFM on semiconductor materials was first demonstrated using dithering 
topographic feedback.41 The losses in this case arise due to the lateral motion of tip-
induced depleted region and were shown to be related to the carrier concentration. It was 
shown recently that a similar technique can be implemented with conventional EFM as 
well and can be used to study single-electron charging dynamics in carbon nanotubes.42,43 
 
2.4.3. Scanning Surface Potential Microscopy 
 As shown in the previous section, a tip can be made sensitive to electrostatic forces 
by biasing it with respect to the surface. However, for a DC biased tip the force gradient 
signal results from the combination of several possible interactions and individual 
components can be resolved only if the measurements are performed at different scan 
heights (thus varying C(z)) or different tip biases. In many cases, the sensitivity of the tip 
to the electrostatic forces and topographical artifacts doesn't allow high potential 
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resolution. These disadvantages of force gradient EFM led to the development of an 
alternative voltage modulation SFM techniques, one of the most well-known examples of 
which is scanning surface potential microscopy (SSPM), also known as Kelvin Probe 
Microscopy (KPM).44,45,46   
 As in EFM, this technique is usually implemented in the lift mode. In the second 
scan, the actuator is disengaged and an oscillating bias is applied to the tip. Assuming 
that the surface is characterized by uniform (or, rather, slow varying) surface potential, 
Vsurf, the capacitive force between the tip and the surface is given by Eq.(2.5). Modulation 
of the tip potential ( )tVVV acdctip ωcos+=  yields 
( ) ( ) ( ) ( )[ ] ( ) ( ) −+−+−∂
∂= ωtVVVtVVV
z
zC
zF acsurfdcacsurfdc cos22sin12
1
2
1 22 ω . (2.29) 
 Eq.(2.29) shows that the force between the tip and the surface due to the application 
of an ac bias on the tip has static component Fdc, first harmonic component F1ω and 
second harmonic component F2ω, explicit expressions for which are given below. Note 
that the dc component of tip bias results in static and first harmonic components, while 
the ac component contributes to all three components.  
( ) ( ) ( )  +−∂∂= 22 2121 acsurfdcdc VVVzzCzF ,    (2.30) 
( ) ( )( ) acsurfdcω VVVzzCzF −∂∂=1 ,     (2.31) 
( ) ( ) 2ac2 V4
1
z
zC
zF ω ∂
∂= .      (2.32) 
 The lock-in technique allows extraction of the first harmonic signal in the form of 
first harmonic of tip deflection proportional to F1ω. A feedback loop is employed to keep 
it equal to zero (hence the term nulling force approach) by adjusting Vdc on the tip. 
Obviously, the condition F1ω = 0 is achieved when Vdc is equal to Vsurf (Eq.(2.31)). Thus, 
the surface potential is directly measured by adjusting the potential offset on the tip and 
keeping the first harmonic response zeroed. It is noteworthy that the signal is independent 
of the geometric properties of tip-surface system (i.e. C(z)) and the modulation voltage. 
This technique allows very high (~mV) potential resolution.  
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 For a realistic surface with a non-uniform surface potential distribution and non-
uniform topography, Eq.(2.5) can be rewritten as the sum of partial capacitive 
interactions of the tip with the different regions on the surface (Figure 2.4.).47 The force 
in this approximation is 
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and effective surface potential determined by SSPM is 
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where Ceff,i(z) is partial capacitance between the tip and i-th region on the surface. For 
inhomogeneous surfaces local potential VS,i also reflects the difference in the surface 
work functions of dissimilar materials.48 These equations can also be rewritten in the 
integral form as  
( ) ( )∫= dSyxVyxCCV surfzzdc ,,
1 '
' ,    (2.35) 
where ( )yxCz ,'  is differential tip-surface capacitance. Spatial resolution of SSPM 
measurements is directly related to ( )yxCz ,'  and experimental methods for the 
determination of this tip-surface transfer function (tip calibration) are of great interest. 
Additional contributions to the first harmonic of the force are due to the non-local 
Ci  VS,i 
Figure 2.4. Schematic experimental set-up for scanning capacitance microscopy (a) and diagram of 
how a heterogeneous potential distribution on a sample surface contributes to the capacitance 
measured by a tip (b).  
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cantilever contribution and feedback electronic effects, which determine the precision of 
SSPM voltage measurements. These effects will be addressed in Chapters 3 and 5. 
 
2.4.4. Other Techniques 
 The examples considered above are EFM techniques that utilize either a 
mechanically driven (force gradient techniques) or an electrostatically driven (voltage 
modulation) cantilever. A combined approach simultaneously imposing both modulations 
is also possible. One such approach was developed by Terris et al.27 and successfully 
applied to studies of contact electrification. In this technique, the voltage modulation 
frequency is higher than the feedback loop response frequency, but much lower than the 
oscillation frequency of the tip ωt. This range of frequencies is chosen so that the surface 
performs many oscillations while the cantilever has almost constant lateral position 
(which contributes to resolution), but there is no resonance between oscillations of the 
cantilever and the sample. The force equations in this case can be obtained from 
Eq.(2.21) for Vdc  = 0. Thus 
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Since Qt = -(Qs + Qac), Qac = C(z)Vacsin(ωt), the equation for the force gradient can be 
obtained from this expression as: 
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 For the uncharged surface, Qs = 0, only the second harmonic term is non-zero and 
the force gradient oscillates at the frequency 2ω. This second harmonic term causes the 
tip oscillations at ωt to be modulated at 2ω. For the charged surfaces, the harmonic term 
is also present and tip oscillations are modulated at frequency ω, as well. This harmonic 
signal is detected from the output of feedback lock-in amplifier (reference frequency ωt) 
with a second lock-in (reference frequency ω). The phase of the signal reflects the sign of 
the surface charge. The combined modulation technique was further developed by 
Ohgami et al.49 who considered the effect of an additional constant bias applied to the tip, 
Vdc ∫ 0, on the first harmonic signal. The general property of these techniques is that 
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topographical and electrostatic information are collected in a single scan. The observed 
signal is the sum of electrostatic and electromechanical contributions and quantification 
of images in terms of surface charge, dielectric constant and electromechanical properties 
can be a very complicated problem.50 Therefore, after the invention of the lift mode, 
combined modulation schemes are seldom used, albeit it is possible that they will be 
further development for studies of frequency mixing phenomena, etc. Additional 
possibilities are provided by combination of nulling scheme and force gradient detection 
that allows higher resolution of EFM and interpretability of SSPM in a single 
measurement.51 
  
2.5. Current Detection: Contact SPMs 
 The SFM applications considered above utilized cantilever functionality as a force 
sensor measuring the electrostatic interactions between the localized tip and the surface. 
The complimentary approach for electric measurements by SPM is based on current 
detection. The most well known example of such technique is STM. Tip-surface current 
in the AFM experiment provides an additional degree of freedom. As discussed above, 
application of dc potential to the tip is expected to produce dc current only when the tip is 
relatively close to the surface, i.e. in the tunneling regime or in direct contact. In contrast, 
ac bias will always result in the ac current owing to the displacement current and 
conduction current. Finally, mechanical modulation of the tip in the vicinity of the 
surface is also expected to produce a displacement current due to the variations in the tip-
surface capacitance. This approach is expected to provide a wealth of information on 
surface potential, charge and surface density of state.52,53 Unfortunately, the relative 
magnitude of tip-surface capacitance limits the resolution of this technique to the micron 
range, even though the spectroscopic results are extremely promising.  
 
2.5.1. Scanning Spreading Resistance Microscopy 
 The SFM techniques considered so far detect the force acting on a tip. Possible 
charge transfer between the tip and the sample in these techniques is avoided either by 
maintaining finite tip-surface separation or ensuring the existence of dielectric layer on 
the tip (e.g. oxidized silicon tip) or on the surface. Detection of DC current through tip-
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surface junction under applied bias provides information on the resistivity of the sample. 
It can be easily shown that, due to the local nature of the probe, for good tip-surface 
contact the current is limited by the resistivity of the surface directly below the tip.54,55,56 
This spreading resistance, Rsp, is related to the conductivity of material, σ, as aR σ41= , 
where a is tip-surface contact radius. When applied to semiconductor materials, this 
technique is referred to as scanning spreading resistance microscopy (SSRM). Measuring 
the current for constant bias voltage allows local resistivity mapping that can be related to 
the chemical composition and carrier concentration. Successful SSRM imaging is 
possible only for high-quality tip-surface contact, such that contact resistance is smaller 
than the spreading resistance. This typically requires the compatibility of tip and surface 
material so that they don't form a Schottky pair. The spreading resistance is inversely 
proportional to contact area, which must be optimized during imaging. Practically it 
requires imaging at large indentation forces and use of mechanically stable tips (e.g. 
conductive diamond coated). A similar approach is used for probing leakage currents in 
thin dielectric films and is referred to as leakage current microscopy.57,58  
 In the last several years, the growing interest to the transport behavior of molecular 
systems led to AFM current measurements localized within single or several single 
molecules.59 This approach, generally referred to as conductive AFM, employs relatively 
soft cantilevers that do not damage the sample surface. Sometimes the imaging is 
performed in fluid. The current magnitudes in this case are typically much smaller than 
that in SSRM (fA-pA vs. nA-mA). 
 Finally, tip surface resistance can be measured with ac current, as well. However, 
the additional contribution to the ac current is provided by the displacement current 
owing to tip-surface capacitance. While the localized part of this capacitance is small (tip 
apex-surface capacitance is in the fF range), the non-local capacitance between the 
cantilever and the surface and stray circuit capacitance is often in the nF range, resulting 
in large current offsets. AC conductive AFM imaging is possible if the tip-surface 
resistance is small and/or the modulation frequency is low; alternatively, when the 
capacitive part of tip surface impedance is smaller than contact resistance, RC <ω1 , the 
capacitive coupling will dominate.  
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2.5.2. Scanning Capacitance Microscopy 
 The alternative paradigm in current based detection is tip-surface capacitance 
measurements. As discussed in Section 2.4, capacitance is a function of tip-surface 
separation, topography, tip shape, etc. The local part of tip-surface capacitance is 
significantly smaller that the non-local and stray capacitances and therefore cannot be 
measured directly. However, for semiconductor materials, local tip-surface capacitance 
depends on applied voltage, while stray capacitances are bias independent. Therefore, the 
voltage derivative of capacitance, dC/dV, can be collected as a local signal. 
 
 Image acquisition in SCM is performed on the semiconductor surface covered with 
an oxide film of known thickness in contact mode with conventional deflection 
feedback.22,60 The advantage of this approach is that contact mode imaging is relatively 
insensitive to local dielectric constant, surface charge density or conductivity of the 
surface and thus provides reliable topographic data. For the SCM signal an ac bias in the 
kilohertz range is applied between the tip and the surface and the capacitance is detected 
with the ultra-high frequency (UHF) capacitance sensor (Figure 2.5a).61 The variation of 
the capacitance ∆C due to depletion/accumulation below the tip is small compared to 
overall tip-surface capacitance and is measured with the lock-in technique. As seen from 
Figure 2.5b, the measured quantity is essentially the derivative of capacitance with 
-4 -2 0 2 4
2
3
4
5
6
7
8
9
∆Chigh
∆Clow
Vac
High donor
concentration
Low donor
concentration
Depletion Accumulation
Ca
pa
ci
ta
nc
e,
 a
.u
.
Voltage, V
Figure 2.5. Schematic experimental set-up for scanning capacitance microscopy (a) and high 
frequency C-V curve for n-doped semiconductor with high (top) and low donor concentrations. 
Detector 
Dielectric 
Semiconductor 
Depletion 
Capacitance 
sensor 
Microscope 
Laser 
diode 
Topography 
Sample 
bi
(a) (b) 
 28
respect to bias voltage ∆C/∆V, or the slope of the C-V curve. In regions with higher 
carrier concentration the depletion depth is smaller, consequently the slope is small. In 
regions with lower carrier concentration the depletion depth and the slope are large.62 
Alternatively, for a uniformly doped sample the thickness of the surface oxide film is 
inversely related to the slope of the C-V curve. This imaging technique (∆C mode) is 
easily realized; however, measurable change in the capacitance can often be obtained 
only if the driving amplitude is sufficiently high (several volts). This effectively 
smoothes C-V curve. For the samples with low carrier concentration, high driving 
voltages result in big depletion volumes and the loss of lateral resolution. An alternative 
SCM imaging technique utilizes additional feedback loops that keep ∆C constant by 
adjusting the driving voltage ∆V. This technique has an advantage of constant depletion 
geometry, but the experimental setup is more complicated.63 Interestingly enough, SCM 
cannot distinguish linear materials with different carrier concentration, e.g. metal and 
dielectric. Therefore, characterization of semiconductor device structures requires 
simultaneous SSRM and SCM imaging. 
 The exact shape of C-V curve depends on the applied bias, thickness of the oxide 
layer and doping level of the semiconductor. Provided the oxide thickness is known, a C-
V curve can be used to determine the doping level of a semiconductor. Obviously the 
application of a very small capacitor (SPM probe) provides spatial localization of C-V 
curves and thus is used to map 2D dopant profile of semiconductor devices. 64 In many 
cases, information on doping can be obtained even without a detailed knowledge of the 
C-V curve. In addition, the C-V curve for a plane-plane arrangement necessarily differs 
from that for the SPM geometry, since in the latter case, fringe effects are significant and 
for large tip-semiconductor separation, will dominate the capacitance. In spite of these 
difficulties, both quantitative and qualitative SCM is proven to be one of the most 
versatile tools for dopant profiling in semiconductor devices. 
 Since the shape of the C-V curve strongly depends on the oxide thickness, SCM 
data can be obtained only from semiconductor surfaces with uniform oxide thickness. In 
addition, the surfaces must be very flat in order to avoid the geometrical effects in the 
capacitance. Interpretation of SCM data obtained even under ideal imaging conditions 
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represents an extremely complicated problem due to the 3D geometry of the problem that 
precludes the analytical solution and requires application of numerical techniques. 
 
2.6. Electromechanical Detection: Piezoresponse Force Microscopy 
 Some of the EFM techniques discussed above are based on the detection of an 
electrostatic field far from the surface, where the contribution of strong short-range Van-
der-Waals forces is negligible. Alternatively, the tip is in contact and the current response 
of the surface to the applied bias is measured. However, for a broad class of materials, i.e. 
piezoelectrics, the application of a bias results in a significant mechanical response that 
can be detected by SPM. The set of techniques based on the detection of mechanical 
response to the applied bias65,66,67 is generally referred to as piezoresponse force 
microscopy (PFM). 
 As in SSPM and SCM, a breakthrough in the detection of local electromechanical 
properties of materials was achieved by the application of voltage modulation techniques. 
The oscillating electric field applied between the tip and the surface results in the sample 
deformation. As in other voltage-modulation techniques, the applied bias results in a 
static response as well as first and second harmonic terms. The static signal is 
superimposed on the height data for the non-biased surface and usually cannot be 
detected. First and second harmonic signals can be extracted with the lock-in technique 
and used to map local piezoelectric and electrostrictive properties of the surface. The 
amplitude of the first harmonic signal provides information on the absolute value of the z-
component of polarization vector. The phase of the piezoresponse signal depends on the 
sign of piezoelectric coefficient and allows determination of the polarization direction. 
This approach is limited to materials with sufficiently high piezoelectric coefficients; 
otherwise, the electric field necessary to produce the observable deformations will be 
greater than the coercive field and ferroelectric switching below the tip will complicate 
image interpretation.68  
 Superposition of a dc potential offset to the tip allows measurement of the local 
hysteresis loop for the ferroelectric material and investigation of fatigue effects in 
ferroelectric structures.69,70,71 Further development of this technique based on 
simultaneous measurement of all components of displacement (rather than only the 
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vertical component) allows determination of all components of polarization vector in 
each point of the surface and yields a reconstruction of surface crystallography.72  
 One of the primary difficulties in the interpretation of PFM is a variety of tip-
surface and cantilever-surface interaction possible in contact mode. In addition, the 
relationship between local materials properties and PFM amplitude is extremely complex. 
These issues will be addressed in detail in Chapter 6. 
 
2.7. Surface Modification by Electric SPMs. 
 In the last few years significant attention has been directed to the fabrication and 
patterning of nanoscale structures using AFM based techniques. Surface modification can 
be performed on very small length scales compared to the effective tip size and thus, in 
principle, can surpass the capabilities of photolithography. Currently, this patterning 
approach is serial rather than parallel and may not be sufficiently fast to be commercially 
viable. Nevertheless, the number and potential of AFM patterning techniques is 
enormous. Mechanical modification of the surface, i.e. nanoindentation has become a 
paradigm in the AFM and is supported by most commercial instruments.73,74 Another 
approach for AFM patterning is based on chemically modified tips, e.g. dip-pen 
lithography.75 To keep in line with the general direction of this thesis, discussed here are 
only electric based patterning techniques. 
 Application of electric potential through the tip in contact or intermittent contact 
mode can modify the surface. Depending on the nature of the surface, the material of the 
tip, the surrounding media, and applied bias, a wide spectrum of electrochemical or 
physical processes can occur. Most attention to date has been focused on the 
electrochemical oxidation of semiconductor surfaces. An example is the electrochemical 
oxidation of silicon, which allows formation of extremely thin SiO2 lines.
76 The proposed 
mechanism includes formation of a water droplet between the surface and the tip; the 
latter serves as an electrode and causes the oxidation of the substrate. This method allows 
patterning of silicon surface with characteristic feature size of few tens of nanometers.77 
This patterning approach can be further combined with the standard photolithographic 
techniques, where selective etching of oxidized or pristine surface is used to fabricate 
complicated 3D structures. A related nanofabrication method is based on the local 
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reduction of the surface or metal deposition using mixed ionic conductor probe. 
Application of bias in this case results in the deposition of corresponding metal on the 
surface.78,79  
 An alternative approach is based on charge deposition by the biased tip. This 
deposited charge is typically unstable and diffuses along the surface, limiting the minimal 
feature size to hundreds of nanometers.80 In this technique, a deposited charge pattern can 
be developed by the colloid solution containing the particles with opposite charge.81 
 Another spectacular example of potential-induced surface modification is 
ferroelectric switching. One of the most prominent features of ferroelectrics is their 
ability to change the direction of polarization under the influence of electric field or 
mechanical stress and to retain the polarization direction after the field is switched off. 
This property makes ferroelectric materials and ferroelectric heterostructures promising 
materials for memory devices. Due to the small size of the probe tip in SFM, even a small 
applied field or force can cause local domain reversal and thus can be used for storing 
information on a ferroelectric substrate.
82 Feature resolution of 50 nm was achieved for 
epitaxial PZT(001)/Pt(111)/sapphire(0001) films by Hidaka et al.83 Comparable 
resolution of less than 100 nm was achieved for PZT films on insulating SrTiO3 or 
metallic Nb-doped SrTiO3 substrates.
84 Similar experiments have been done recently on 
semi- or superconductor - ferroelectric heterostructures. In this case, ferroelectric 
switching in the ferroelectric layers results in electron or hole injection to the second 
component and can result in the metal-insulator or superconductor-dielectric phase 
transitions as demonstrated by Ahn et al.85,86  
 Recently, it was found recently that ferroelectric domain orientation affects the 
chemical reactivity of the surface in adsorption, catalytic and photochemical 
processes.87,88,89 Chapter 7 presents a lithographic approach for the fabrication of metallic 
and semiconductive nanostructures based on the combination of ferroelectric domain 
writing and photodeposition. 
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2.8. Summary 
 The SPM techniques presented in this Chapter form a general background for the 
understanding of local electric properties of materials. These techniques provide a basis 
on which more complex techniques designed specifically to address transport phenomena 
in mesoscopic and nanoscale systems are developed as described in depth in the 
following Chapters. 
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3. LOCAL TRANSPORT MEASUREMENTS BY SPM 
 
3.1. Introduction 
 One of the hallmarks of our times is a constant drive for the miniaturization of 
electronic devices. Conventional electronics have long passed the micron barrier and are 
now close to the 100-nanometer range.1 At the same time, a significant scientific and 
industrial effort is focused on the "bottom-up" assembly of electronic devices from 
molecular and cluster sized building blocks, contributing to the rapidly developing fields 
of nanoscience and nanotechnology.2 In addition to the potential for ultra high-density 
electronic devices, nanoscale systems often exhibit unusual physical properties that have 
attracted the attention of experimentalists and theorists alike.3,4 The range of available 
methods for the fabrication of functional nanodevices has grown immensely in the last 
decade and encompasses a wide range of techniques from traditional photo- and e-beam 
lithography to self-assembly and nanopatterning. However, the successful 
implementation of nanodevices in large-scale manufacture also requires reliable 
techniques for device characterization and failure analysis. Since, by definition, most 
electronic devices are based on electronic phenomena and communicate with outside 
world by electric signals, transport measurements on the nanoscale present an important 
challenge for nanotechnology.  
 
3.1.1. Qualitative Imaging of Transport Phenomena on the Nanoscale 
 Currently there exist multiple electric characterization techniques ranging from 
traditional I-V, C-V and Hall measurements to relatively complicated and less commonly 
used techniques such as deep level transient spectroscopy (DLTS).5 A vast majority of 
these techniques are based on the detection of ac and dc current induced by a bias applied 
to the sample, which, in turn, requires the fabrication of relatively large-scale contacts to 
the device. The spatial resolution of these techniques is determined by contact separation, 
which in most cases is limited to > 10 micron.6 In many cases, contact and spreading 
resistances of the material impose further restrictions on contact size. This limitation can 
be illustrated on such relatively large (> 1 micron length) objects as carbon nanotubes. It 
is known that depending on the growth technique, carbon nanotubes (CN) contain a 
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number of defects, which can be imaged using techniques such as Scanning Gate 
Microscopy (SGM) as illustrated in Figure 3.1.7  
 
 However, differentiation of individual defect contributions to device properties 
using conventional current based semiconductor characterization techniques is 
impossible, since defect spacing is often in the 100-nanometer range and their location is 
a priori unknown, precluding contact fabrication to individual nanotube segments. 
Similar considerations can be applied to transport in polycrystalline materials, in which 
only average properties can be determined from macroscopic measurements and 
differentiation of contribution of individual microstructural elements to transport 
behavior is a complex problem.  
 Some of these problems can be circumvented by techniques such as impedance 
spectroscopy.8,9,10 Through analysis of the frequency dependence of the amplitude and 
phase of a bias induced current the major relaxation processes in the solid can be 
determined and associated with microstructural elements. The typical application of 
impedance spectroscopy to polycrystalline materials differentiates grain boundary, grain 
interior and electrode impedances by fitting the impedance data to corresponding 
equivalent circuit models. However, even in this case no information is obtained about 
the properties of the individual elements. A number of approaches have been suggested to 
separate the impedance response of individual structural elements, such as 
microimpedance spectroscopy using patterned contact arrays.11,12,13 However, the small 
Figure 3.1. Surface topography (a) and scanning gate microscopy (b) images of carbon 
nanotube. A number of defects are clearly seen on SGM image. 
(a) (b) 
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contact area inevitably leads to high contact resistance and precludes quantitative 
measurements even in the four-probe configuration.14,15 
 In addition to problems with contact fabrication, fundamental limitations on 
transport measurements on the nanoscale arise from the unique physics of the mesoscopic 
systems. For example, for ballistic conductors such as metallic carbon nanotubes the 
resistance of the tube per se is zero; the overall device resistance is due to the resistance 
between the nanotube and the contacts.3 In these and similar mesoscopic systems, the 
transport is no longer a local phenomenon that can be described by Ohm's law, but is 
determined by the geometry of the device as a whole.  
 To summarize, the progress in nanoscience and particularly nanoelectronics 
necessitates an understanding of the structure and transport properties on nanometer 
level. Due to both practical restrictions in contact fabrications and fundamental 
limitations arising from the mesoscopic nature of these systems traditional current based 
techniques do not allow device characterization on the sub micron scale. Ideally, one 
would be interested in quantitative real space imaging of transport phenomena, which 
suggests the use of scanning probe microscopy.16, 17 
 
3.1.2. This Thesis: towards Spatially Resolved dc and ac Measurements 
 It is the purpose of this chapter to determine the limits of SPM to quantifying 
local dc and ac transport measurements. SPM is a large and rapidly developing field and 
a number of studies in the fields ranging from low-temperature physics to materials 
science have been reported. These studies vary significantly in the degree of technique 
sophistication and quantitative understanding of the reported results. In order to 
rationalize existing results, a classification scheme of SPM measurements based on the 
device functionality and SPM mode is developed in Section 3.2. It is noted that most 
SPM studies to date are limited to qualitative imaging of linear systems and the general 
framework for quantitative dc transport measurements in non-linear single and multiple 
interface systems is developed in Section 3.3. This section also presents a new calibration 
procedure. To date, the majority of experimental SPM studies of transport phenomena 
have been performed on dc biased devices, thus the information has been limited to dc 
transport properties. In other words, only resistive elements in the distributed equivalent 
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circuit were determined. Section 3.4 describes Scanning Impedance Microscopy, the first 
technique that allows imaging of both resistive and capacitive transport behavior. The tip 
calibration standard for dc and ac transport imaging is described in Section 3.5. Finally, 
some considerations on imaging artifacts, systematic errors and degree of invasiveness 
are presented in Section 3.6. Conclusions and some further directions are summarized in 
Section 3.7. 
 
3.2. General Framework for Transport Measurements with SPM 
 Progress in SPM is associated with the emergence of a large number of electrical 
characterization techniques enabled by several tip-surface interaction regimes (contact, 
non-contact, intermittent contact) and a number of modulation schemes for probing the 
local properties (mechanical modulation, voltage modulation, magnetic modulation, etc.) 
as summarized in Chapter 2. Further progress is facilitated by the classification of SPM 
techniques for electrical characterization in terms of implementation, measured property 
and imaging mechanism. Such classification will reduce the number of redundant reports 
on similar SPM techniques and facilitate the quantitative understanding of existing 
results.  
 The general framework suggested here is based on the measurement set-up 
functionality, as illustrated in Figure 3.2. The SPM tip can be considered as a moving 
terminal of the device. In single-terminal measurements, the properties of material 
directly below the tip are probed. In this case, the tip-surface impedance is dominated by 
the near-contact region. The rest of the sample provides the current sink (ground) and the 
detailed structure is not reflected in SPM data. In two-terminal measurements, the current 
path between the SPM probe and macroscopic electrode or two SPM probes is well-
defined and the properties of material between the probes are studied. In three-terminal 
measurements, the current is applied across the system through macroscopic contacts, 
while the tip acts as a voltage probe or a local gate probe providing information on lateral 
transport properties. Depending on the experimental set-up, transport data can be 
acquired simultaneously with topography acquisition (main line), or using separate scans 
performed at fixed probe-surface separation (lift mode). In all of these cases, the tip can 
act as a current, capacitive or voltage probe depending on the imaging regime, as  
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Single terminal 
measurements 
Two terminal 
measurements 
Three terminal 
measurements 
Impedance 
Current probe  
(STM, c-AFM) 
Force probe 
(SSPM, EFM) 
Capacitance probe 
(SCM)  
ac or dc current I-V 
Vlateral 
Vsurf 
Potential probe  
(STP, SP, SSPM, SIM) 
Gate probe 
(SGM) 
Figure 3.2. General framework for transport measurements by SPM 
Conductive AFM 
(c-AFM, NIS) 
Multiple probe SPM 
(cAFM, STM) 
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summarized in Table 3.I. In the three-terminal case, the tip can additionally act as a gate 
probe, influencing the overall transport through the system. 
 
Table 3.I 
Local electric property measurements by SPM 
Technique (mode) Topography feedback  Probe Principle 
SSPM (lift) Contact, non-contact or 
intermittent contact  
 
The first harmonic of tip-surface 
force is nulled by varying dc tip 
bias. Tip acts as a voltage probe.  
EFM (lift) Contact, non-contact or 
intermittent contact  
 
Electrostatic force gradient 
between the dc biased tip and the 
surface.  
Dissipation force EFM 
(lift) 
Contact, non-contact or 
intermittent contact  
Losses induced by mechanically 
modulated dc biased tip. 
Conductive AFM 
(main) 
Contact mode  Resistive or tunneling current 
Tunneling AFM (main) Intermittent contact  Tunneling current 
Scanning Spreading 
Resistance Microscopy 
(main) 
Contact mode Resistive current  
Scanning Capacitance 
Microscopy (main) 
Contact mode Tip-surface capacitance voltage 
derivative, dC/dV. 
Scanning Tunneling 
Microscopy (main) 
Current Tunneling current 
ac-STM (main) Current AC current probe 
Piezoresponse Force 
Microscopy 
Contact mode Electromechanical response of the 
surface to ac tip bias 
 
 Non-contact techniques such as Scanning Surface Potential Microscopy (SSPM) 
and Electrostatic Force Microscopy (EFM) can be used to measure local potential and 
work function, as discussed in Chapters 2 and 5.18,19,20 In these techniques, the probe is 
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capacitively coupled to the surface and capacitive force-induced changes in the dynamic 
behavior of the cantilever are recorded. The combination of SSPM with photoexcitation 
allows imaging of various photoelectric phenomena, such as diffusion length 
measurements of minority carriers.21 Contact techniques such as Scanning Spreading 
Resistance Microscopy (SSRM)22,23 and Scanning Capacitance Microscopy (SCM)24 are 
based on the detection of tip-surface current. The dc tip-surface current measured in 
SSRM and conductive AFM provides information on the contact resistance and spreading 
resistance below the tip, from which local conductivity can be determined. These 
techniques require highly conductive tip-surface contact in order to be quantitative. In 
SCM, the voltage derivative of tip-surface capacitance is measured. Here, the tip-surface 
coupling is purely capacitive and leakage current can preclude the measurements. The 
combination of SCM and SSRM is used to determine local carrier concentration and 
doping level in semiconductors, e.g. to delineate p-n junctions or image more complex 
device structures.25,26,27 Scanning Tunneling Microscopy (STM) and spectroscopy (STS) 
are used to determine local atomic structure and Fermi level.28,29,30 The applicability of 
conventional STM is limited to conductive surfaces only; however, a number of 
approaches utilizing ac current feedback for STM imaging insulators (e.g. glass) were 
reported.31 However, being single terminal measurements, all the techniques in Table 3.I 
are limited to the material properties in the near tip region. 
 The next level in SPM transport measurements is represented by the two-terminal 
measurements. Here, the position dependent impedance between the probe tip and fixed 
electrode is measured. Many conductive AFM measurements of non-uniform objects 
such as thin-films (bottom electrode used) nominally belong to this class. Some of the 
two-terminal SPM techniques are listed in Table 3.II according to the topography 
feedback (T) and bias modulation (S ). 
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Table 3.II 
Two-terminal measurements by SPM 
Technique Feedbacks and modulation Probe Principle 
Conductive AFM T: force 
S: dc bias 
dc current probe 
Nanoimpedance 
Spectroscopy  
T: force 
S: ac bias 
ac current probe  
 
 By definition, these techniques are limited to current detection and, depending on 
the character of the bias (ac vs. dc), conductive AFM and nanoimpedance spectroscopy 
can be distinguished. It should be noted that the techniques listed in Table 3.II rely on 
force feedback for topography. The use of topographic current feedback requires a 
conductive substrate, imposing the limitations on the range of the systems that can be 
studied with this approach. 
 Finally, the three-terminal configuration allows several paradigms for SPM 
transport measurements. One type of conductivity measurements is based on using 
potential-sensitive SPM techniques such as scanning tunneling potentiometry 
(STP),32,33,34,35,36,37 scanning surface potential microscopy (SSPM, or Kelvin Probe Force 
Microscopy, KPFM)38,39,40,41 or Scanning Potentiometry42 on laterally biased surfaces as 
shown in Figure 3.3.  
Vlateral Vlateral 
Figure 3.3. Three-terminal potential probes for lateral transport measurements 
SSPM and SIM 
Topography: force  
Potential: force  
Scanning Potentiometry 
Topography: force  
Potential: current  
STP 
Topography: current  
Potential: current  
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 This approach is very similar to 4-probe resistivity measurements, but instead of 
two fixed voltage electrodes, the SPM tip acts as a moving voltage probe providing the 
advantage of spatial resolution. The voltage sensitivity is enabled either by nulling the 
tunneling current (STP), capacitive force (SSPM) or direct connection to high input 
impedance electrometer (equivalent to nulling the spreading current, SP). In these 
measurements, the probe is often approximated as non-invasive, i.e. the presence of the 
AFM tip is assumed not to affect the potential and current distribution in the device. This 
assumption is completely justified in macroscopic systems with high conductivity or 
pinned surface Fermi level. This is not always true in the mesoscopic systems,43 in which 
a biased SPM tip can introduce significant perturbation in the current and potential 
distribution. This effect is exploited in Scanning Gate Microscopy.44,45,46,47,48 In this 
technique, a dc biased tip is scanned across the surface while a dc or ac bias is applied 
across a nanodevice, e.g. nanotube, nanowire or microfabricated Hall bridge. The global 
current vs. tip position constitutes the SGM image. In the framework of classical 
semiconductor theory, when the tip is positioned above the defect, tip-induced band 
bending results in depletion and an increase of local resistivity. When the tip is positioned 
above non-defect regions or far from the nanotube, the current is unaltered. The tip acts 
as a moving gate that allows the regions with different doping level in the nanostructure 
(e.g. carbon nanotube) to be distinguished. Interpretation of SGM images in quantum and 
mesoscopic systems (e.g. mesoscopic conductors in the fractional Hall effect regime) is 
more complex.48,46  
 Three-terminal SPM techniques are classified by the type of topography feedback 
(T), probe type (P) and sample modulation (S ) and are summarized in Table 3.III. 
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Table 3.III 
Lateral transport measurements by SPM 
Technique Feedbacks and modulation Probe Principle 
Scanning Tunneling 
Potentiometry 
T: current 
P: current 
S: dc bias 
DC Voltage probe 
Scanning Surface 
Potential Microscopy 
T: force 
P: force 
S: dc bias 
DC Voltage probe 
Scanning Impedance 
micorscopy 
T: force 
P: force 
S: ac bias 
AC voltage probe  
Scanning Potentiometry T: force 
P: dc current 
S: dc bias 
DC Voltage probe 
SCM T: force 
P: ac current 
S: dc bias 
Capacitance probe 
Scanning Gate 
Microscopy 
T: force 
S: dc bias 
Gate probe 
Ac-Scanning Gate 
Microscopy 
T: force 
S: ac bias 
Gate probe 
 
 As is obvious from Table 3.III, the variety of SPM techniques for transport 
measurements is immense. They differ by the spatial resolution, sensitivity, degree of 
invasiveness and applicability range. One of the limitations of all SPM techniques arises 
from the complicated geometry of the tip-surface system. In non-contact techniques 
based on the force (SSPM, SIM) or force-gradient (EFM) detection scheme, the first- or 
second derivative of tip-surface capacitance limits the spatial resolution. In the techniques 
based on current detection, the lateral resolution is limited either by contact area (~10 nm 
in conductive AFM, nanopotentiometry) or, in Scanning Tunneling Microscopy (STM) 
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based techniques can potentially achieve atomic resolution. However, high contact 
resistance and poorly defined contact area hinder quantitative interpretation of SSRM and 
SCM results, whereas STP is applicable to conductive surfaces only. Very often tip 
properties define the image contrast (the probe is invasive), e.g. tip bias in SCM 
influences the apparent position of the junction.49,50 Nevertheless, the opportunities 
provided by SPM for nanoscale imaging of semiconductor device operation are 
unparalleled by any conventional technique and a number of studies have been reported 
recently.50,51,52,53,54,55,56  
 To date, the lateral transport studies by SPM have been qualitative or 
semiquantitative at best, with a few exceptions.34,39,41,57 The goal of this Chapter is to 
develop the quantitative guidelines for transport property measurements with SPM by 
comparing measurements on model systems with analytical solutions.  
 
3.3. Quantifying DC transport by SSPM 
 Despite a number of SPM observations of potential barriers at interfaces in laterally 
biased electroceramics and semiconductor devices, few attempts have been made to 
characterize the transport properties of the interface directly from SPM data.34,58 In all 
cases, the relative resistances of individual elements were determined, but no attempts 
were made to quantify local non-linear current-voltage behavior. Here, we develop the 
formalism to quantify the dc transport properties of a non-linear electroactive interface. 
Unlike conventional two or four probe resistivity measurements, SSPM is sensitive to 
variations in local potential, while (local) current is generally unknown. For single 
interfaces such as in bicrystals or metal-semiconductor junctions, the system can be 
represented by an equivalent circuit, which defines the current. The elements of the 
equivalent circuit are associated with microstructural features as observed in topographic 
image or by any other microscopic technique (e.g. Scanning Electron Microscopy or 
optical microscopy). Such analysis can be readily extended for multiple interface systems 
with 1D current flow.  
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3.3.1. S ingle Interface Systems 
 In a dc transport SPM experiment, a biased interface is connected to a voltage 
source in series with current limiting resistors to prevent accidental current flow to the 
tip. For such a circuit, the total resistivity of the sample RΣ, is 
( )dd VRRR += 2Σ ,      (3.1) 
where Vd is the potential across the interface, Rd(Vd) is the voltage dependent resistivity 
of the interface and R is the resistivity of the external current limiting resistors. The 
applied bias dependence of the potential drop at the interface is directly assessable by 
SPM and is referred to as the voltage characteristics of the interface. Since some of the 
circuit parameters (e.g. resistivity of current limiting resistors, R) are known and can be 
varied deliberately, variation of R can be used to quantify the interface properties. 
 In the general case, when the functional form of the interface I-V characteristics is 
unknown, it can be reconstructed directly from the interface potential drop provided the 
values of the current limiting resistors are known. In this case,  
( ) ( ) RVVVI dd 2−= ,      (3.2) 
where I(Vd) is the current-voltage characteristics of the non-linear element.  
 As an alternative to varying the current limiting resistors, the current in the circuit 
can be measured directly. Such measurements can be conveniently done by applying a 
slow (approximately mHz range) triangular voltage ramp across the interface with the 
slow scan disengaged. To minimize the lateral bias variation during the single scan line, 
the stepwise increase in voltage can be synchronized with the line start TTL signal. The 
first image is then the SSPM image in which each line corresponds to different lateral 
bias conditions (i.e. potential profile across the interface, from which Vd(V) is obtained), 
the second image stores the actual lateral bias (V) and the third image is current in the 
circuit measured by an I-V converter (I = Id). This approach can be extended to systems 
with multiple interfaces, such as p-i-n diodes, etc., providing I-V characteristics for each 
interface. In all cases, the potential is defined as the difference between the potential 
under bias and the potential of the grounded surface, which accounts for the contact 
potential difference (CPD) variations across the interface between dissimilar materials. 
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 This approach is somewhat limited for interfaces with highly asymmetric I-V 
characteristics, such as a metal-semiconductor interface. Here, the potential drop under 
forward bias is small compared to noise in potential measurements. For such systems, a 
different analysis is required. For example, for a metal-semiconductor junction the 
current is 



 −

= 1exp0 nkT
qV
II dd ,      (3.3) 
where Vd = V2-V1 is potential across the junction, q = 1.6·10
-19 C is electron charge, n is 
ideality factor, k = 1.38·10-23 J/K is the Boltzmann constant and T is temperature. 
Saturation current, I0, in the thermionic emission model is related to the Schottky 
potential barrier height φB as
 


−=
kT
q
TAI B*
φ
exp20 ,      (3.4) 
where A* = 130 A/(cm2 K2) is the Richardson constant. 
 For the ideal case of a diode in series with two current limiting resistors, the 
potential drop at the diode as a function of lateral dc bias V is 
( )
V
R
VR
V ddd
Σ
= .       (3.5) 
 Eqs.(3.2,3,5) can be written for V as a function of Vd: 
d
d V
kT
qV
expRIV +


 −

= 12 0 ,     (3.6) 
which in the limit of a large forward bias simplifies to 



=
02
ln
RI
V
q
kT
Vd ,       (3.7) 
and a large reverse bias to 
02RIVVd += .      (3.8) 
 Therefore, for a forward biased diode the potential drop at the interface is 
expected to be small (of order of few mV) and hardly detectable by SSPM. For a large 
negative bias, however, the potential drop occurs primarily at the interface. The crossover 
between the two regimes is expected at a lateral bias V = -2RI0. Incorporation of a 
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leakage term, which is always present in real systems, for reverse bias, dl VI σ=  into 
Eq.(3.3) results in a deviation in the slope of the voltage characteristics under reverse bias 
from unity and Eq.(3.8) becomes 
( ) ( )σR/RIVVd 212 0 ++= .     (3.9) 
 Eq.(3.9) implies that for finite conductivity in a reverse biased diode the potential 
drop occurs both at the metal-semiconductor interface and at the current limiting 
resistors. Therefore, experimental voltage characteristics of the interface can be used to 
obtain both the saturation and leakage current components of diode resistivity. 
 
3.3.2. Multiple Interface System 
 The more general case of a polycrystalline material can be analyzed using a brick-
layer type model.59 In this model, the grain structure is approximated by a periodic 
arrangement of rectangular grains separated by the grain boundaries. Here, we neglect the 
conductance along the grain boundaries, i.e. grain boundaries are resistive. 
 
 Assuming a series arrangement of the grains and uniform current density, total 
resistance of the sample, RΣ, can be written as (Figure 3.4) 
( ) rcgbgilc RRNNRRR +−++= 1Σ ,    (3.10) 
Rgb Rgi m Rg n Rg 
Rcl Rcr 
V1 V2 V3 
V 
(a) (b) 
( )tVVV acdctip ωcos+=
dclat VV =
Figure 3.4. Experimental set-up for dc transport measurements by SSPM in multiple interface systems (a) 
and corresponding equivalent circuit (b). 
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where Rlc is the resistance of the left contact, Rrc is the resistance of the right contact, Rgb 
is the grain boundary resistance, Rgi is the resistance of grain interior and N = n+m+1 is 
the number of the grains, n and m being the number of grains to the right and left of the 
investigated grain. In terms of the brick-layer model, RΣ is Rsample Ssample/Sgrain, where 
Rsample is sample resistance, Sgrain is average grain size and Ssample is sample cross-section 
area. The potential drop at the individual grain boundary, 21∆ VVVgb −= , is 
V
R
R
V gbgb
Σ
∆ = ,      (3.11) 
where V is the lateral dc bias. The potential drop within the grain, 32∆ VVVgi −= , is 
l
dx
dVV
R
R
V gigi == Σ∆ ,     (3.12) 
where 
dx
dV
 is the experimentally determined potential gradient along the grain and l is the 
grain size. Therefore, the ratio of the potential drop at the grain boundary and in the grain 
interior, α, is equal to the ratio of the grain boundary and grain interior resistivities 
α==
gi
gb
gi
gb
R
R
V
V
∆
∆
.      (3.13) 
Provided that the electrode resistance is small, Rrc+Rlc<<N(Rgb+Rgi), the total resistance 
can be measured directly and the grain boundary and grain interior resistances are 
Σ1
1 R
N
Rgb += α
α
,            Σ1
11 R
N
Rgi += α .   (3.14a,b) 
This approach can also be extended to high electrode resistance. In this case, direct 
measurement of surface potential close to the right electrode and close to the left 
electrode allows potential drops at the electrodes to be distinguished from the potential 
drop in the bulk and all three components of dc resistivity can be determined.  
 In a realistic multiple interface system, the current flow is not uniform and not 
limited to a single direction. For 2D systems (e.g. thin films), the quantitative description 
of dc transport properties can be still be achieved by either numerical solution of the 
corresponding Kirchhoff equations for individual grain boundary resistivities or by finite 
element modeling (e.g. using models developed by Fleig et. al.60). In the 3D case (e.g. 
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bulk ceramics), the potential distribution inside the material is not accessed by SPM. In 
this case, the interface and bulk resistivity can be obtained from the Eq.(3.13); however, 
the properties of individual structural elements cannot be unambiguously determined.  
 
3.3.3. Calibration  
 A model metal-semiconductor interface was used to calibrate the technique. The 
sample was prepared and characterized as described in Appendix 3.A. The metal and 
silicon are clearly identified from differences in topographic structure (Figure 3.5a). 
Surface potential under a slowly varying sample voltage is shown in Figure 3.5b. For a 
positively biased interface, no potential drop is observed (light contrast regions), while 
for the negatively biased device potential drops at the Schottky barrier in agreement with 
theoretical expectations. For small current limiting resistors (500 Ohm) the potential on 
the right hand side of the barrier increased for large negative biases. This behavior is 
attributed to photoinduced carrier generation in the junction region at a level equivalent 
to constant current element of opposite polarity in the circuit. The effect was suppressed 
by introducing large resistors in the circuit and disappeared for R ≥ 10 kOhm. 
 
 
 
Figure 3.5. Surface topography (a) of the cross-sectioned diode. The potential profiles were acquired 
along the dotted line. The changes of potential, phase and amplitude were determined from positions 1 and 
2. Surface potential (b) during a 0.002 Hz triangular voltage ramp to the sample for R = 500 Ohm. The 
scale is 300 nm (a) and 10 V (b) 
(a) (b) -10 + 10 
1 2 
20 µm 
 55
 
 Potential distribution across the interface as a function of lateral bias for low-and 
high resistivity circuit termination is shown in Figure 3.6a,b. Note that for small R the 
diode switches from forward to reverse bias at V = 0, but the onset of this effect is 
delayed for large R, as suggested by Eq.(3.8).  
 The effect of lateral bias and R on interface potential drop is displayed in Figure 
3.6d as the voltage characteristics of the interface for different circuit terminations. Both 
the linear segment under reverse bias and almost zero potential drop under forward bias 
predicted by Eq.(3.9) are clearly seen. These data, approximated by the linear function Vd 
= a+b Vdc, are described by the fitting parameters summarized in Table 3.IV.  
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Figure 3.6. Potential profiles across the interface for different lateral biases for R = 500 Ohm (a) and 100 
kOhm (b). Profiles are acquired with 1 V interval. Note that the onset of the reverse bias condition is 
shifted for high resistivity circuit terminations. Equivalent circuit (c) for SSPM. Potential drop at the 
interface (d) as a function of lateral bias for circuit terminations 10 kOhm (            ), 47 kOhm (            ), 
100 kOhm (             ), 220 kOhm  (                )  and 1 MOhm (              ).  
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Table 3.IV. 
Interface voltage characteristics by SSPM 
R, kOhm a b I0, 10-6 A Rl, kOhm 
10 -0.088 ± 0.005 -0.971 ± 0.001 4.55 670 
47 -0.698 ± 0.004 -0.909 ± 0.001 8.17 940 
100 -1.20 ± 0.01 -0.807 ± 0.001 7.44 836 
220 -2.23 ± 0.02 -0.596 ± 0.003 8.51 649 
 
 From Eq.(3.9), the intercept of voltage characteristic is proportional to saturation 
current, RbaI 20 = . Saturation current calculated for different circuit termination 
resistors is shown in Table 3.IV. These values are in excellent agreement with saturation 
current obtained from the macroscopic I-V measurements, I0 = 7.83·10-6 A. The deviation 
of slope from unity in the linear part of the curve results from a leakage current 
contribution to the diode conductivity. Associated resistance Rl = 1/σ can be calculated 
from the voltage characteristics of the interface as ( )bRbRl −= 12 . Calculated values of 
leakage resistivity are summarized in Table 3.IV. These values are again very close to 
resistivities calculated from the macroscopic I-V curve under reverse bias conditions 
(~650 kOhm). These results demonstrate that the technique is quantitative and allows 
local transport imaging.  
 
3.4. AC Transport: Scanning Impedance Microscopy – A Novel SPM Technique 
 In order to extend SPM transport measurements to ac regime, we have developed 
Scanning Impedance Microscopy (SIM), whose implementation, calibration and 
applications are discussed in this Section and in a number of related publications.41,58,61  
 Scanning Impedance Microscopy is based on dual pass imaging (lift mode). 
Electrostatic data are collected 50 to 100 nm above the surface as illustrated in Figure 
3.7. The tip is held at constant bias Vdc and a lateral bias Vlat = Vdc+Vaccos(ωt), is applied 
across the sample. This lateral bias induces an oscillation in surface potential  
( ) ( )( )xtxVVV acssurf ϕω ++= cos ,    (3.15) 
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where ϕ(x) and Vac(x) are the position dependent phase shift and voltage oscillation 
amplitude and Vs is the dc surface potential.  
 The variation in surface potential results in a capacitive tip-surface force. The first 
harmonic of the force is  
( ) ( ) acsdc'zcap VVVCzF −=ω1 ,     (3.16) 
where zC  is tip-surface capacitance, z is tip-surface separation and Vs is surface 
potential. The magnitude, A(ω), and phase, ϕc, of the cantilever response to the periodic 
force induced by the voltage are:62 
( ) ( ) 222221
1
γωωω
ω ω
+−
=
rc
m
FA   and  ( )
22
tan
rc
c ωω
ωγϕ −= ,  (3.17a,b) 
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Figure 3.7. Experimental setup for scanning impedance microscopy (a) and typical phase and amplitude 
profiles across a grain boundary in SrTiO3 bicrystal in the high frequency regime (b). Schematics of 
scanning impedance microscopy (c) and equivalent circuits for SIM of the single interface (d).  
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where m is the effective mass, γ the damping coefficient and ωrc the resonant frequency 
of the cantilever. Eqs.(3.15-17) imply that the local phase shift between the applied 
voltage and the cantilever oscillation is ϕ(x)+ϕc and the oscillation amplitude A(ω) is 
proportional to the local voltage oscillation amplitude Vac(x). Therefore, variation in the 
phase shift (phase image) along the surface is equal to the variation of the true voltage 
phase shift with a constant offset due to the inertia between the sample and tip. The 
spatially resolved phase shift signal constitutes the SIM phase image of the device. The 
tip oscillation amplitude is proportional to the local voltage oscillation amplitude and 
constitutes the SIM amplitude image. This information is similar to that obtained by 4-
probe impedance spectroscopy; therefore future references to the scanning probe 
technique based on cantilever phase detection induced by lateral ac bias applied to the 
surface will refer to Scanning Impedance Microscopy (SIM). 
 To determine the absolute value of local amplitude, Vac(x), from SIM data, the 
microscope is reconfigured to the open-loop SSPM mode, in which the feedback is 
disengaged, and tip oscillation in response to an ac bias applied to the tip is determined. 
The local voltage oscillation amplitude is then 
( ) ( ) ( )( )( ) ( )( )simtipsurfsspm
sspm
tipsurfsimac
ac
VxVxA
VxVxAV
xV −
−= ,    (3.18) 
where A is oscillation amplitude, Vtip is the tip dc bias, Vac is the tip ac bias and sim and 
sspm refer to SIM and open-loop SSPM modes respectively. Vsurf(x) is the surface 
potential which varies with x in the presence of a lateral bias and can be determined by 
independent SSPM measurement.  
 The major limitation of SIM is that the driving frequency must be selected far from 
the resonant frequency of the cantilever to minimize the variations of the phase lag 
between tip and surface due to electrostatic force gradients related to non-uniform surface 
potential.63 In practice, however, SIM is used to obtain frequency dependent phase shift 
and amplitude; therefore, this limitation is not important. For frequencies above resonant 
frequency of the cantilever the amplitude of the response decreases rapidly with 
frequency [Eq.(3.17a)], therefore the phase error increases.64 Noteworthy is that imaging 
is possible in the dc limit for harmonic oscillator response. Consequently, there is no 
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fundamental limitation on imaging at the low frequencies; moreover, spectroscopic 
variants of this technique can be performed in all frequency ranges below cantilever 
resonant frequency ωrc. In the high frequency region, the cantilever response no longer 
follows harmonic oscillator type models and a number of cantilever resonances exist. 
Consequently, SIM can be extended to the high frequency regime except for the 
antiresonances where the cantilever frequency response is essentially zero. 
 
3.4.1. S ingle Interface Systems 
 For a single interface system, the analysis of the SIM imaging mechanism is similar 
to that of SSPM. For the equivalent circuit in Figure 3.7d, the total impedance of the 
circuit, ZΣ, is 
dZRZ += 2Σ ,      (3.19) 
where Zd is the interface impedance. Under reverse biased conditions, the interface 
equivalent circuit is represented by a parallel R-C element and the impedance is: 
dd
d CiR/
Z ω+= 1
1
,            (3.20) 
where Rd and Cd are the voltage dependent interface resistance and capacitance, 
respectively. The voltage phase difference ϕd = ϕ2 - ϕ1 across the interface measured by 
SIM is calculated from the ratio of impedances on each side,  
RZ
R
d +=β ,       (3.21) 
as (impedance divider effect): 
( ) ( )( )β
βϕ
Re
Im
tan =d .      (3.22) 
For the equivalent circuit in Figure 3.7d, 
( ) ( ) 222
2
tan
ddd
dd
d
RCRRR
RC
ω
ωϕ ++= .     (3.23) 
 The voltage amplitude ratio, 121
−= βAA , can be calculated from Eq.(3.21) as  
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( ){ }
( )22222
4222222
2
1 dd
ddddd
RCR
RCRCRRR
ω
ωωβ +
+++=− .    (3.24) 
 Depending on frequency, Eqs.(3.23,24) provide information on different aspects 
of interface conductance. In the low frequency limit, ω << ω0 = 1/(CdRd), the voltage 
phase shift across the interface is determined by interface resistance, interface 
capacitance and circuit termination resistance as 
( ) ( )d
d
dd RR
R
C +=
2
tan ωϕ  .    (3.25) 
 In the same low frequency limit, the amplitude ratio is determined by the 
resistance ratio across the interface, 
R
RR
A
A d+=
2
1 .      (3.26) 
In the high frequency limit, ω >> ω0, Eq.(3.23) is  
( )
RCd
d ωϕ
1
tan = ,      (3.27) 
while the amplitude ratio is equal to unity.  
 The crossover between low and high frequency limits occurs at the voltage 
relaxation frequency of the interface, ωr, defined as 
dd
d
r CRR
RR 1+=ω ,      (3.28) 
at which the voltage phase angle attains it's maximal value 
( ) ( )d
d
d RRR
R
+= 2tan ϕ .      (3.29) 
 In the low frequency limit voltage phase shift at the interface is determined by 
interface capacitance and resistance, as well as by the resistance of the current limiting 
resistor [Eq.(3.25)]. In the high frequency limit, however, it is determined by interface 
capacitance and circuit termination only [Eg.(3.27)]. At the same time, the amplitude 
ratio is determined by interface and circuit termination resistance at low frequencies 
[Eq.(3.26)] and is unity in the high frequency regime. Therefore, SIM amplitude imaging 
at frequencies below the interface relaxation frequency visualizes resistive barriers at the 
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interfaces and provides quantitative measure of interface resistance. SIM phase imaging 
at frequencies above the interface relaxation frequency visualizes capacitive barriers at 
the interfaces and provides a quantitative measure of interface capacitance. Variation of 
the circuit termination resistor, R, verifies the validity of Eqs.(3.26,27). For other circuit 
terminations, including both resistive and capacitive elements, a similar but more 
complex analysis is required.65 
 
 It is illustrative to calculate the response for an ideal interface as shown in Figure 
3.8. Both regimes for the frequency dependence of ( )dϕtan  can be seen. An amplitude 
drop is expected at the interface for low frequencies, while no amplitude drop occurs at 
high frequencies. For a well-defined circuit termination the amplitude ratio and phase 
shift can be used to determine frequency dependent interface resistance, Rd(ω), and 
capacitance, Cd(ω), by solving Eqs.(3.23,24) for each frequency. In practice, such 
analysis is limited to relatively low frequency region where the amplitude ratio is far 
from unity. The alternative approach for SIM data interpretation is direct fitting of the 
frequency dependences of phase shift and amplitude ratio by Eqs.(3.23,24) that allows 
estimates of frequency independent interface resistance, Rd, and capacitance, Cd. This 
approach is applied to the analysis of transport properties of atomically abrupt grain 
boundary in SrTiO3 in Chapter 4. 
100 102 104 106 108
10-6
10-4
10-2
100
102
ta
n(
φ d)
Frequency, Hz 10
0 102 104 106 108
1
10
100
Am
pl
itu
de
 ra
tio
Frequency, Hz
(a) (b) 
Figure 3.8. Calculated phase shift (a) and amplitude ratios across the interface for different circuit
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3.4.2. Multiple Interface Systems 
 SIM allows quantitative measurements of voltage amplitude and phase within the 
grain and at the grain boundaries as well as delineation of the resistive vs. capacitive 
behavior of individual microstructural elements in multiple interface systems. It should 
be noted here that unlike conventional impedance spectroscopy, in which the elements of 
equivalent circuit are associated with material microstructure in an averaged fashion, SIM 
allows direct correlation between impedance image and local microstructure.  
 
 Assuming a series arrangement of the grains (Figure 3.9), the total impedance of 
the sample, ZΣ, is: ( ) rcgigblc ZZZNZZ +++=Σ ,    (3.30) 
where Zlc is the impedance of the left contact, Zrc is the impedance of the right contact, 
Zgb is the grain boundary impedance, Zgi is the impedance of grain interior and N = 
n+m+1 is the number of the grains. Grain boundary and grain interior impedances are 
modeled by capacitive and resistive elements in parallel,  
gbgb
gb CiR
Z ω+= /1
1
,        
gigi
gi CiR
Z ω+= /1
1
,   (3.31a,b) 
where ω is frequency, Rgb and Cgb are the grain boundary resistance and capacitance and 
Rgi and Cgi are the grain interior resistance and capacitance. As for the DC transport, 
Figure 3.9. Experimental set-up for ac transport measurements by SIM in multiple interface systems (a) 
and corresponding equivalent circuit (b) 
dctip VV =
( )tVVV acdclat ωcos+=
Cgb 
m Zg n Zg 
  Zcl Zcr 
Rgb 
Cgi 
Rgi 
ϕ1, A1 ϕ2, A2 ϕ3, A3 
 
(a) (b) 
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Eq.(3.31a,b) can be interpreted in terms of the brick-layer model, where measured grain 
boundary and bulk resistances and capacitances for the sample are scaled linearly and 
reciprocally by the number of grains in the cross-section of the sample. Eqs.(3.31a,b) can 
also be extended to alternative frequency dependent impedance models such as constant 
phase angle element (CPE).  
 The phase change at the grain boundary is calculated from the ratio of impedances 
between the region to the left and to the right of grain boundary and the ground,  
( )
( )( ) rcgigb rcgigb ZZZn
ZZnnZ
+++
+++=
1
1β ,    (3.32) 
as (impedance divider effect): 
( ) ( )( )ββϕ ReImtan =gb .      (3.33) 
The ratio of voltage oscillation amplitudes on the left and on the right is 
β=
1
2
A
A
.      (3.34) 
 For high tip biases during SIM measurement, this ratio is equal to the ratio of the 
tip oscillation signal (lock-in output) and is independent of the properties of the tip. 
Alternatively, Eq.(3.18) should be used to analyze the experimental data. Similar analysis 
for the grain interior and electrodes is straightforward. 
 It should be noted that Eqs.(3.30,31) are directly interpretable in terms of the 
brick-layer model. Indeed, the grain boundary and bulk impedances scale reciprocally 
with cross-section area; therefore, impedance ratios defined in Eqs.(3.32,33,34) do not 
depend on sample area.  
 It is illustrative to model the typical behavior of these values for a realistic material. 
Figure 3.10 shows impedance spectra and the SIM phase and amplitude characteristics of 
a grain boundary and grain interior calculated for the circuit in Figure 3.9b with Cgi = 10 
nF, Rgi = 1 kOhm, Cgb = 1 µF, Rgi = 3 kOhm, Clc = 3 µF and Rlc = 10 kOhm.66 Calculated 
responses without a contact impedance contribution (generic termination) (1), including 
contact impedance (2), assuming only contact resistance (3) and for contact resistance Rlc 
= 100 MOhm (4) are shown. The impedance spectra exhibit two well-defined half arcs 
corresponding to grain boundaries and grain interior and a partially overlapping electrode 
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Figure 3.10. Calculated Cole-Cole plots (a), impedance phase angle vs. frequency (b), SIM phase shifts at 
the grain boundary (c) and within the grain (d) and SIM amplitude ratios at the grain boundary (e) and 
within the grain (f), for a circuit without a contact contribution (generic termination) (1), with a contact 
contribution (2), with purely resistive termination (3), and with high- resistance contacts (4). 
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 half arc. The phase shift is a maximum for the frequency between characteristic 
relaxation frequencies for the bulk and grain boundary. This frequency is further referred 
to as the voltage resonant frequency of the interface. The grain interior phase shift is 
equal to the grain boundary phase shift in magnitude and opposite in sign. The only 
exception is for a purely resistive circuit termination. In this case, there is an asymmetry 
between the grain boundary and grain interior phase shifts. It should be noted that the 
typical setup for SIM imaging includes current limiting resistors in the circuit and, 
therefore, resistive termination is usual. The grain boundary amplitude ratio is small 
below the resonant frequency and goes to unity above the resonant frequency. Therefore, 
amplitude changes are expected on the grain boundaries below the resonant frequency (dc 
limit), while for high frequencies grain boundaries are not associated with amplitude 
changes. In contrast, the grain interior amplitude ratio (i.e. local slope) in the dc limit is 
equal to Rgb/(Rgi+Rgb) and decreases for higher frequencies, but never achieves unity. 
Therefore, in the high frequency limit the SIM amplitude is expected to exhibit uniform 
decay along the sample surface and grain boundary barriers are not visible on the SIM 
amplitude image. 
 This observation implies that the SIM imaging of polycrystalline materials will 
exhibit phase shifts on the interface and phase shifts of the opposite sign in the grain 
interior. The presence of the resistive circuit termination suppresses the latter for 
frequencies above the resonant frequency. Below the resonant frequency, the amplitude 
drops at the interfaces and exhibits uniform behavior within the grains similarly to the dc 
potential behavior. Above the resonant frequency, there is no amplitude change at the 
interfaces, while there is an amplitude drop within the grain that can be determined as a 
uniform slope. 
 
3.4.3. Calibration 
 The analysis above was based on the assumption that interface phase shift and 
amplitude ratio are independent of probe properties and imaging conditions (tip-surface 
separation, tip bias, etc). Given that, interface resistance and capacitance can be 
determined from phase shift and amplitude ratio. In this section, the probe effect on 
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imaging is determined and the interface properties measured on the calibration standard 
by SIM are compared to macroscopic impedance measurements. 
 
Probe Effect 
 To determine the probe effects on imaging, phase and amplitude images across an 
atomically abrupt SrTiO3 grain boundary were acquired under varying imaging 
conditions. The interface was located using SSPM on a grounded surface.67,68 To quantify 
the experimental data the average amplitude and phase of the tip response were defined 
as the averages of unprocessed amplitude and phase images. To analyze the grain 
boundary phase shift averaged phase profiles were extracted and fitted by a Boltzman 
function ( )( )( ) 100 1 −−++= w/xxexpgbϕ∆ϕϕ , where w is the width and x0 is the center 
of phase profile. The driving frequency dependence of the average phase shift and 
amplitude are found to be in excellent agreement Eq.(3.17a,b). The amplitude was found 
to be linear in tip bias (Figure 3.11a), in agreement with Eq.(3.16,17b). The amplitude is 
nullified when the tip bias is Vdc = 0.28 ± 0.02 V independent of tip-surface separation. 
Eq.(3.16) implies that this condition is achieved when Vdc = Vs, thus yielding the value of 
surface potential. The phase of the response changes by 180° between Vdc = 0 and Vdc = 1 
(Figure 3.11c). Grain boundary phase shift is independent of tip bias (Figure 3.11e). A 
small variation in grain boundary phase shift occurs when tip potential, Vdc, is close to the 
surface potential, Vs, and the amplitude of the cantilever response is small. Note that the 
slopes of lines in Figure 3.11a are smaller for large tip-surface separations, indicative of a 
decrease in capacitive force, while the grain boundary phase shift does not depend on 
distance. The amplitude is linear in driving bias, Vac, as shown in Figure 3.11b. Both the 
average and grain boundary phase shift are essentially driving amplitude independent 
(Fig. 3.11d,e).  
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Figure 3.11. Cantilever oscillation amplitude (a,b), average phase shift (c,d) and interface phase shift (e,f) 
dependence on tip dc bias (a,c,e) and lateral ac bias (b,d,f). ?, ▲ and ▼ denote tip-surface separations of 
50, 100 and 250 nm (a,c,e). ▲ and ▼ denote tip bias of Vdc = 5 and -5 V (b,d,f). 
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Interface properties 
 To calibrate SIM and verify analytical solution developed in Section 3.4.1, we 
used the same calibration standard (Schottky diode) as for the dc transport measurements. 
SIM phase profiles across the metal-semiconductor interface are shown in Figure 3.12a,b. 
 
 For small current limiting resistors the phase shift is anomalously large: ~172° at 
3 kHz and 106° at 100 kHz. Phase shifts ϕd > 90° imply that a negative bias to the device 
results in an increase of surface potential.69 This behavior is analogous to the dc potential 
behavior observed in SSPM and is attributed to photoelectric carrier generation in the 
junction region. Again, this effect is completely suppressed by circuit termination with 
resistors R ≥ 10 kOhm and phase shift at the interface for 100 kOhm termination is shown 
in Figure 3.12b. Note that for forward bias the phase shift on the left is voltage 
independent, while there is some residual phase shift on the right of the Schottky barrier. 
This phase shift is attributed to the diffusion capacitance of a forward biased junction. 
 Frequency dependence of tip phase and amplitude on the left and on the right of 
the junction is shown in Figure 3.13a,b. Tip dynamics are determined by a convolution of 
the harmonic response of the tip to the periodic bias [Eq.(3.17a,b)] and the frequency 
dependence of position dependent voltage phase and amplitude induced by the lateral 
bias. Nevertheless, the abrupt phase change by ca. 180° and tip oscillation amplitude 
maximum at f = 72 kHz are indicative of a mechanical tip resonance. Detailed analysis of  
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Figure 3.12. Scanning Impedance microscopy phase profiles across the interface for different lateral biases 
and R = 500 Ohm (a) and 100 kOhm (b).  
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the frequency dependence of the amplitude has demonstrated that the resonant frequency 
on the left and right of the junction are shifted by ~1kHz due to the difference in surface 
potential and electrostatic force gradient.63 As suggested by Eqs.(3.17a,b), the phase and 
amplitude of a harmonic oscillator are very steep close to the resonant frequency. 
Therefore, minute changes of the resonance frequency result in major errors in phase and 
amplitude in this frequency region. To minimize this effect, data were collected from 
3kHz to 65 kHz and 75 kHz to 100kHz.  
 The frequency dependence of phase shift for different circuit terminations is shown 
in Figure 3.13c. From macroscopic impedance spectroscopy the relaxation frequency of 
the junction is estimated as 1.5 kHz at -5V reverse bias. Therefore, SIM measurements 
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Figure 3.13. Frequency dependence of tip oscillation phase (a) and amplitude (b) on the left and on the 
right of the junction for R = 10 kOhm (▲, ▼) and 100 kOhm (?,?). Frequency dependence of phase 
shift (c) and amplitude (d) for circuit terminations 10 kOhm (?), 47 kOhm (?), 100 kOhm (▲) and 
220 kOhm (▼). Solid lines are linear fits (c) summarized in Table 3.V, and amplitude ratios calculated 
with interface capacitance from Table 3.V (d). 
(a) 
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are performed in the high frequency region in which Eq.(3.27) is valid. In agreement with 
Eq.(3.27), ( )dϕtan  is inversely proportional to frequency with a proportionality 
coefficient determined by the product of interface capacitance and circuit termination 
resistance. The experimental data are described by ( )( ) ( )fbad logtanlog +=ϕ  and 
corresponding fitting parameters are listed in Table 3.V. Note that b is within 
experimental error of the theoretical value b = -1, in agreement with the parallel R-C 
model for the interface. As follows from Eq.(3.27), interface capacitance can be 
determined as ( )R/C ad π210−=  and capacitances for different circuit terminations are 
listed in Table 3.V. Interface capacitance increases with the current limiting resistor and 
in all cases is larger than the capacitance obtained from macroscopic impedance 
spectroscopy, Cd = 1.71·10-10 F at -5 V. Amplitude ratios were calculated from Eq.(3.24) 
for interface capacitances in Table 3.V and Rd = 603 kOhm and compared with 
experimental results [Eq.(3.18)] in Figure 3.13d. Note the excellent agreement between 
experimental and calculated values despite the absence of free parameters.  
 
Table 3.V. 
Frequency dependence of SIM phase shift 
R, kOhm a b Cd, 10-10 F Vd, V 
10 4.94 ± 0.02 -0.99 ± 0.01 1.83  4.83 
47 4.21 ± 0.01 -0.98 ± 0.01 2.11  3.85 
100 3.84 ± 0.01 -0.98 ± 0.01 2.32  2.86 
220 3.29 ± 0.04 -0.98 ± 0.02 3.76  0.80 
 
 To quantify the microscopic C-V behavior, interface phase shift was measured as 
a function of lateral dc bias for different circuit terminations [Figure 3.14a]. Under 
reverse bias ( )dϕtan  changes by almost two orders of magnitude from ( )dϕtan  = 1.8 for 
R = 10 kOhm to ( )dϕtan  = 0.042 for R = 220 kOhm. Interface capacitance can be 
calculated from the data in Figure 3.14a, while potential drop at the interface is directly 
accessible from SSPM measurements [Figure 3.6d]. Combination of the two determines  
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the C-V characteristics of the interface, which is shown in Figure 3.14b. The resulting 
curve exhibits universal behavior independent of the current limiting resistance. This 
dependence is described as ( ) ( ) dV....C 18182 1030161060041 ⋅±+⋅±= . Using the 
relation for an ideal metal-semiconductor junction70 yields the Schottky barrier height as 
φB = 0.6 ± 0.1 V. This value agrees with the barrier height obtained from macroscopic I-V 
measurements as φB = 0.55 V. From the slope of the line the dopant concentration for the 
material is estimated as NB = 1.06·1024 m-3.   
 These results demonstrate that local interface imaging of a metal-semiconductor 
interfaces yields junction properties completely consistent with properties determined by 
macroscopic techniques, thus verifying the quantitative nature of SIM. 
 
3.4.4. Structure of Profiles 
 Further insight into the potential, field and current distribution in the junction 
region can be obtained from the analysis of SSPM and SIM profiles. Shown in Figure 
3.15a is the lateral gradient of surface potential across the junction under reverse bias 
conditions, V = -5V. The peak is asymmetric and can be deconvoluted to two Gaussian 
profiles of effective width ~2.1 µm corresponding to total effective width of ~ 2.8 µm. 
The half-width of SIM phase profile is 2.8 µm for R = 10kOhm, 100kOhm [Figure 
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Figure 3.14. (a) Voltage phase angle tangent  as a function of lateral bias for circuit terminations 10
kOhm (?), 47 kOhm (?), 100 kOhm (▲) and 220 kOhm (▼). (b) Calculated 1/C2 vs. Vd for different
circuit terminations. Though ( )dϕtan  varies by 2 orders of magnitude, 1/C2 exhibits universal behavior.
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3.15b]. Therefore, the resolution of both techniques is comparable, as expected due to the 
similarities of tip-surface interactions employed in imaging mechanism.  
 
 Noteworthy is that phase angle gradient across the surface for low resistance 
termination R = 500 Ohm clearly exhibits both a junction peak with a half-width of 2 µm 
and a much broader peak with half-width of 11 µm. As mentioned throughout the text, 
this phenomenon is attributed to photoinduced carrier generation in the junction area. 
Analysis of SIM profile shape allows distinguishing the spatial localization of the two 
effects thus clarifying the origin of anomalous phase shift effect. It should also be noted 
that the exact shape of potential and SIM profiles is sensitive to surface topography and, 
in this case, relatively poor topographic structure of the metal-silicon interface precludes 
more quantitative studies. 
 
3.4.5. DC and ac Transport in p-doped Polycrystalline S ilicon 
 The question of extending this approach in a quantitative manner to more complex 
structures is illustrated with polycrystalline silicon. Topographic structure of polished p-
doped silicon is compared to surface potential in is Figure 3.16a,b. Grain boundaries are 
associated with positive potential features of order of ~30 mV. This sign is expected for 
positively charged grain boundaries in a p-doped material. Application of 10 V lateral  
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Figure 3.15. (a) Lateral potential gradient across the junction and (b) SIM phase angle gradient across the 
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bias results in potential drops at the interfaces confirming the high resistivity of grain 
boundary region [Figure 3.16c]. The direction of the potential drop is inverted for -10 V 
lateral bias [Figure 3.16d]. SIM phase and amplitude images are shown in Figure 3.16e,f. 
Potential drop at the interface (~180 mV for 10 V bias and current termination resistance 
R = 2.18 kOhm) yields the contribution of that interface as ~80 Ohm, which corresponds 
to ~18% of the total sample resistivity. Ramping the lateral bias from -10V to 10V shows 
that the interface is ohmic for grain boundary potentials between -200-200 mV. The SIM 
phase signal was linear with frequency in the frequency range 50-100kHz, suggesting 
that this region represents the low frequency limit of the interface. Indeed, the relaxation 
frequency of the interface was confirmed by macroscopic impedance spectroscopy to be 
400kHz. The SIM amplitude image suggests that ac losses at the interface and in the bulk 
provide comparable contributions to overall sample resistance (IS has shown Rgb = 400 
Ohm, Rbulk = 70 Ohm). The shape of the SIM phase signal is rather complex in 
comparison with the diode. Specifically, there appears to be a minimum in the vicinity of  
(a) 
(b) 
(c) 
(d) 
(e) 
(f) 
20 µm 
Figure 3.16. Surface topography (a) and surface potential of grounded (b), positively (c) and negatively 
(d) biased polycrystalline p-doped silicon surface. SIM phase (e) and amplitude (f) images of the same 
region at 90 kHz. Scale is 200 nm (a), 200 mV (b,c,d), 0.36 degree (e). 
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the grain boundary rather than a step [Figure 3.17c]. The experimental observations are 
rationalized if we assume that the application of an ac bias results in the generation of 
minority carriers in the interface region. Minority carrier dynamics are given by 
τ
n
x
nD
t
n −∂
∂=∂
∂
2
2
,      (3.34) 
where n is minority carrier concentration, D is diffusion coefficient and τ is relaxation 
time. The solution of Eq.(3.34) for boundary conditions at the grain boundary 
( ) tienn ω00 =  and in the bulk ( ) 0=∞n  is  
( ) tieDixexpnn ωτω  +−= −10 .     (3.35) 
 
 In the low frequency limit, ωτ >>−1 , Eq.(3.35) is tiiLx eeenn ωωτ 20 −= , where 
diffusion length τDL = . Surface potential is related to the minority carrier 
concentration as nVV ss α+= 0 , where Vs0 is potential of the surface far from the 
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Figure 3.17. Potential profiles across the grain boundary for positive (a) and negative (b) lateral 
bias. Position of the grain boundary is indicated by the arrow. SIM phase (c) and amplitude (d) 
profiles across the same boundary. 
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interface and α is a proportionality coefficient. Surface potential in the vicinity of the 
interface contains contributions from the applied lateral bias and the minority carrier 
current, tiiLxtiacs eeeneVVV ωωτω α 200 −++= . Therefore, the SIM phase shift is 
( )
2
tan
ωταϕ Lx
ac
e
V
n −= .     (3.36) 
 Eq.(3.36) predicts an exponential decay of SIM phase shift on the length scale 
comparable to the minority carrier diffusion length. Phase shift is expected to be linear in 
frequency in a good agreement with experimental observations.  
 
3.5. Tip Calibration in Electrostatic SPMs 
 The resolution of force-based electrostatic SPMs such as SSPM and SIM for 
quantitative nanoscale imaging is limited by geometry of the tip.71,72,73 For small tip-
surface separations tip geometry can be accounted for using the spherical tip 
approximation and the corresponding geometric parameters can be obtained from 
electrostatic force- or force gradient distance and bias dependences.74,75 Such a 
calibration process is often tedious and tip parameters tend to change with time due to 
mechanical tip instabilities.76 Alternatively, properties can be quantified directly using an 
appropriate calibration method.77 A tip-surface transfer function could be used to 
deconvolute the tip contribution from experimental data if it were known. Recently, well-
defined metal-semiconductor interfaces have been considered as "potential step" 
standards.78 However, the presence of surface states and mobile charges significantly 
affects potential distributions of even grounded surfaces. In addition, such a standard is 
expected to be sensitive to environmental conditions (humidity, temperature, etc).79  
 Here we propose a carbon nanotube based standard for tip calibration in 
electrostatic SPM. An ac voltage bias is applied across a nanotube resulting in the 
oscillation of the SPM tip due to the capacitive force (SIM amplitude imaging).80,81 Since 
the nanotube is significantly smaller than the tip, it effectively probes the tip geometry. 
The force between the tip and the surface can be written as a function of capacitances as 
( ) ( ) ( )2222 nt'tnsn'nsst'tsz VVCVVCVVCF −+−+−= ,   (3.37) 
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where Vt is tip potential, Vn is nanotube potential and Vs is surface potential, Cts is tip-
surface capacitance, Cns is nanotube-surface capacitance and Ctn is tip-nanotube 
capacitance. C' refers to derivative of capacitance with respect to the z direction 
perpendicular to the surface. When an ac bias is applied across the nanotube, 
( )tVVV acn ωcos0 += , and Vs = V0. Therefore, the first harmonic of tip-surface force is: 
( )01 VVVCF tac'tn −=ω .     (3.38) 
 In comparison, application of an ac bias to the tip, ( )tVVV acdct ωcos+=  yields 
( ) ( )sdcac'tsdcac'tn VVVCVVVCF −+−= 01ω .   (3.39) 
 Therefore, applying an ac bias directly to the carbon nanotube allows the tip-
surface capacitance to be excluded from the overall force.  
 
 Eq.(3.39) can be generalized in terms of the tip-surface transfer function C'z(x,y), 
defined as the capacitance gradient between the tip and a region, dxdy, on the surface 
(Figure 3.18)78 as 
( ) ( ) ( ) xdydy,xVy,xCVVF ac'zt ∫−= 01ω .    (3.40) 
 Considering the nanotube as 1D, i.e. width of the nanotube, w0<<R,  
a x 
y 
( )y,xC'z'
tnC
Figure 3.18. Tip-surface transfer function is defined as capacitance gradient, ( )y,xC'z , between 
the tip and the region dxdy located at position x,y. Experimentally determined is an integral of 
( )y,xC'z  [Eq.(3.40)] as a function of distance from the nanotube, a.   
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( ) ( ) ( ) ydyaCVVVwaF ztac ∫−= ,'001ω ,    (3.41) 
where a is the distance between the projection of the tip and the nanotube. Assuming a 
rotationally invariant tip, differential tip-surface capacitance is Cz(x,y) = Cz(r), where 
22 yxr +=  and Eq.(3.41) can be rewritten as a function of a single variable, a. 
Therefore, the partial tip-surface capacitance gradient ( )rC 'z  can be found by numerically 
solving Eq.(3.41) using experimental force profiles across the nanotube, ( )aF ω1 . 
 
 
(a) 
(b) 
(c) (d) 
1 µm 
1 µm 
500 nm 100 nm 
Figure 3.19. Surface topography (a) and SIM amplitude images (b,c,d) for a carbon nanotube circuit. The 
contrast is uniform along the tube. Scale is 10 nm (a). 
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 The validity of this technique is illustrated in Figure 3.19. If the measurements are 
made sufficiently far (1-2 µm) from the biasing contact, the image background and 
potential distribution along the nanotube are uniform, confirming the absence of contact-
probe interactions. Figure 3.20 shows topographic and amplitude profiles across a 
nanotube. The height of the nanotube is 2.7 nm, while the apparent width is ~40 nm due 
to the convolution with the tip shape. Simple geometric considerations yield a tip radius 
of curvature as R ≈ 75 nm. Full width at half maximum (FWHM) of the amplitude profile 
can be as small as ~100 nm and increases with tip-surface separation. This profile is a 
direct measure of the tip-surface transfer function through Eq.(3.51). 
 To analyze the distance dependence and properties of F1ω, amplitude profiles were 
averaged over ~32 lines and fitted by the Lorentzian function,  
( ) 220 4
2
wxx
wAyy
c +−
+= π ,     (3.42) 
where y0 is an offset, A is area below the peak, w is peak width and xc is position of the 
peak. Note that Eq.(3.42) provides an extremely good description of the experimental 
data as illustrated in Figure 3.21c. The offset y0 provides a direct measure of the non-
local contribution to the SPM signal due to the cantilever and conical part of the tip.82,83,84 
The profile shape is tip dependent and profiles for two different tips (tip 1 and 2) are 
compared in Figure 3.21d. The distance dependence of peak height wAh π2=  is shown 
in Figure 3.21e. For large tip-surface separations h ~ 1/d. The distance dependence of 
width, w, is shown in Figure 3.21f and is almost linear in distance for d > 100 nm. 
Similar behavior was found for profile width for "potential step" type standards such as 
ferroelectric domain walls and biased interfaces.85 
 In the case of the amplitude profile given by Eq.(3.42), the local part of the 
differential tip-surface capacitance can be found solving Eq.(3.41) as 
( ) 232242 wr wAC'z += π ,     (3.43) 
where A and w are z-dependent parameters determined in Eq.(3.42) and r is radial 
distance. 
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Figure 3.20 Topographic profile (a) and SIM amplitude profile (b) across a carbon nanotube. (c) Force 
profiles at lift height of 10 nm (?), 30 nm (▲) and 100 nm (▼) and corresponding Lorentzian fits. (d) 
Force profiles at lift height of 10 nm, 30nm and 100nm for tip 1 (solid line) and tip 2 (dash line). Peak 
height (e) and width (f) as a function of tip-surface separation for tip 1 (?) and tip 2 (▲).    
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 Eq (3.43) can be used to determine the tip shape contribution to electrostatic SPM 
measurements in systems with arbitrary surface potential distributions. For a stepwise 
surface potential distribution, ( ) ( )xVVVVsurf θ121 −+= , where θ(x) is a Heaviside step 
function, the measured potential profile is ( ) πwxVVVeff 2arctan21 += , provided that the 
cantilever contribution to the measured potential is small. A similar phenomenological 
expression is expected to describe phase and amplitude profiles in open-loop SSPM and 
Scanning Impedance Microscopy (SIM).86 Figure 3.22 shows the phase profile across a 
grain boundary in a Nb-doped SrTiO3 bicrystal. From independent measurements the 
double Schottky barrier width is <20 nm, i.e. well below the SPM resolution. Note the 
excellent agreement between the measured and simulated profile shape. The distance 
dependence of profile width for the nanotube standard and SIM phase image of grain 
boundary are compared in Figure 3.22b, demonstrating excellent agreement. The profile 
width determined from SSPM measurements is significantly larger indicating feedback 
and mobile surface charge contribution to the profile width.87  
 To summarize, we have developed a carbon nanotube based standard for the 
calibration of SPM tips in voltage-modulated SPM. The nanotube standard provides a 
simultaneous measure of topographic and electrostatic resolution, as well as the 
convolution function for electrostatic SPM. In contrast to traditional SPM measurements 
(tip is ac biased) in which the tip interacts both with the dc biased nanotube and the 
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Figure 3.21. Profile width for carbon nanotube standard (▲) and SIM phase image of the SrTiO3 grain 
boundary (?) as a function of lift height (a). Measured (?) and simulated (line) phase profiles (b). 
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substrate, the latter interaction is effectively excluded. Moreover, surface and oxide 
trapped charges contribute to the signal for ac tip biasing.88 Mobile surface charges 
redistribute under the dc bias, resulting in "smearing" of the potential or electrostatic 
profile. The characteristic relaxation times for surface charges in air are relatively high 
and are of order of seconds;89,90,91 therefore, surface charge dynamics do not contribute to 
measurements at high (~10-100 kHz) frequencies. 
 
3.6. Imaging Artifacts and Some Considerations on Invasiveness 
 Quantitative and sometimes even qualitative SPM studies of fundamental physical 
phenomena on micron and nanometer level are often hindered by SPM imaging artifacts. 
In fact, the wide availability of advanced SPM techniques and lack of universal standards 
and reference handbooks in the field have contributed to a significant number of papers 
with dubious and even obviously erroneous interpretation of SPM data. Here we briefly 
discuss the major sources of artifacts in electrostatic measurements by SPM. The origins 
of the artifacts in the surface potential measurements can be traced either to the non-
idealities of microscope electronics and feedback effects or to tip effects. The latter 
include the effects of tip geometry and non-local cantilever effects and effects of surface 
topography. 
 
3.6.1. Current Leakage 
 One possibility for erroneous potential measurements in SSPM is dc and ac 
voltage drops in the circuit. DC voltage drops in the electronics can be important if the 
tip-surface resistance is very small. One of the weakest links in the measurement set-up is 
the contact between the tip holder and tip substrate that can have resistances on the order 
of several kOhm and larger depending on the type of tip coating (e.g. for diamond coated 
cantilevers). However, during SSPM imaging tip-surface separation is usually large (> 10 
nm), therefore resistance is also large (>>GOhm) and dc voltage drops in the electronics 
are negligible (unless there are problems with insulation, etc.). If the tip accidentally 
touches the surface so that current flows, the effects are obvious: for a nonconductive or 
contaminated metal surface a charged patch forms from contact electrification. Overall, 
dc leakage is negligible with a possible exception for extremely small tip-surface 
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separations, in which case tip-surface charge transfer is possible. This is not true for ac 
leakage. Modest capacitive coupling between the ac biased channel and the rest of the 
microscope on the order of ~nF at the typical frequencies of 10-100 kHz is equivalent to 
a leakage resistance on the order of 10-100 kOhm. For cantilevers with semiconductive 
coatings and large probe-tip holder contact resistances, this leakage resistance can be (but 
usually is not) comparable to the contact resistance between tip holder and the substrate, 
resulting in significant attenuation of driving voltage. This effect can be compensated by 
improving probe holder contact, e.g. by placing a drop of silver print or a piece of indium 
on the contact area.92 
 
3.6.2. Feedback and Non-local Cantilever Effects 
 Other sources of error are feedback effects and non-local cantilever effects. Due 
to feedback non-ideality, the first harmonic of the cantilever response is not exactly 
nullified as suggested by Eq.(3.21); rather it is reduced to some small, but finite value. In 
addition, simple calculations suggest that at typical tip surface separations (10 – 100 nm), 
tip-surface and cantilever-surface capacitive gradients are comparable (Chapter 2). 
Therefore, both contributions are important and the signal can be subdivided into the 
local tip part and non-local cantilever part. In this case, the nulling condition in SSPM 
corresponds to  
( ) ( ) acavdcnlsdcloc VVVFVVF δ=−+− ,   (3.44) 
where Floc is the local part of the tip surface capacitance gradient, Fnl is the non-local and 
cantilever part, Vs is the local potential below the tip, Vav is the surface potential averaged 
over the cantilever length, and δ is the feedback constant (which, of course, depends on 
the gain values for feedback loop). The nulling voltage Vdc is then 
( )nllocacnlloc
nl
av
nlloc
loc
sdc FFVFF
FV
FF
FVV +++++=
δ .   (3.45) 
 Reliable measurement of local surface potential is possible if, and only if, 
Floc>>Fnl, i.e. the tip is close to the surface, and the third term in Eq.(3.45) is small. This 
is when the feedback error is minimized. Fortunately, relative potential variations across 
the surface are independent of feedback effects, i.e. the measured potential variation 
between two points relates to the true potential difference as: 
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( ) ( )
nlloc
loc
measured FF
FVVVV +−=− 2121 .    (3.46) 
The absolute surface potential value, however, depends on feedback effects:  
( )nllocacavdc FFVVV ++=
δ
.      (3.47) 
 The implications of Eqs.(3.46,47) are two fold. Measurements of absolute surface 
potential (or CPD) by SSPM are subject to errors due to the feedback effect. The 
reciprocal dependence of absolute surface potential on driving voltage can be easily 
confirmed experimentally by variation of the driving amplitude.93 Doing so at different 
tip-surface separations allows the effect of Floc and Fnl to be determined and true surface 
potential can be obtained from the analysis of the data.94 Potential variations across the 
surface do not depend on Vac (except that small driving amplitudes result in the increased 
noise level), but the effective potential difference between two spots on the surface (say, 
10-40 micron apart) decays logarithmically with lift height. For very large tip-surface 
separations, the potential contrast along the surface disappears.93,95  
 SSPM metrology of laterally biased devices is limited by a significant cantilever 
contribution to the measured potential, minimization of which requires imaging at small 
tip-surface separations. Under optimal conditions, the potential drop measured at the 
interface (i.e., ± 500 nm from the interface) is approximately 90% of its true value. The 
rest decays at the lateral distances of order of approximately 10 microns from the 
interface, i.e., comparable to the cantilever widths (similar considerations apply to SIM 
profiles, e.g. Figure 3.12b). Therefore, by measuring potential distribution in ceramics 
with grain sizes of order of 10 to 20 micrometers, grain boundary conductivity can be 
determined reliably, whereas grain bulk conductivity can not. Similar problems exist for 
carbon nanotube circuits. Due to the fact that interaction area of SSPM (30 to 100 nm) is 
much larger than diameter of a nanotube, the measured potential is a weighted average of 
nanotube potential and back gate potential.96  
 Of course, more complex artifacts are possible. For example, capacitive crosstalk 
between an tip bias channel and photodiode detector channel will result in an error signal 
proportional to the driving voltage and this effect can be minimized only by decreasing 
the tip surface separation, but not by increasing driving amplitude. 
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3.6.3. Topographic Artifacts 
 Another source of artifacts in surface potential measurements is geometric 
inhomogeneities of the surface. The cross talk between potential and topographic images 
is well-known97 to result in imaging artifacts in both EFM and SSPM images [Figure 
3.18]. For EFM in the frequency detection mode, the signal is proportional to the second 
derivative of the tip surface capacitance rather than the first, as in SSPM. Therefore, the 
signal is more localized and simple numerical estimates suggest that the cantilever effect 
can be ignored (Chapter 2).  
 
However, the capacitive force gradient between the tip and the surface measured in EFM 
renders this technique extremely sensitive to the topographic structure of the surface. The 
topographic artifacts in the EFM images can be distinguished from the bias dependence 
of effective image contrast. Indeed, the presence of topographic inhomogeneities results 
in a variation of tip-surface capacitance and therefore effective EFM contrast is 
( ) ( ) ( ) ( ) ( )



∂
∂−∂
∂−=−
2
2
2
2
1
2
221
2
1
d
d
d
d
∆
z
zC
z
zCVV
z
zF
z
zF
~ stip
capcap
ω ,  (3.48) 
where ( )zF cap1 , ( )zF cap2 , ( )zC1 and ( )zC2  are electrostatic forces and tip-surface 
capacitances over regions 1 and 2 correspondingly. Eq.(3.48) shows that features on EFM 
image are quadratic in tip bias and do not change sign when the bias is changed from 
Figure 3.22. Surface topography (a) and surface potential of polished SrTiO3 surface. Notice close 
correspondence between topographic and potential images. 
(a) (a) 5 µm 
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positive to negative. On the other hand, variation of local potential results in the variation 
of EFM signal as 
( ) ( ){ } ( ) ( ) ( ){ } ( )
2
2
2
2
2
1212
2
2
2
2
1 2∆
z
zCVVVVV
z
zCVVVV~ tiptiptip ∂
∂−+−−=∂
∂−−−ω ,  (3.49) 
i.e. the EFM signal is linear in tip bias and therefore EFM features reverse sign when the 
bias is changed from positive to negative. To measure local potential by EFM a number 
of images must be collected for different tip biases. The local potential can be determined 
from the apex of parabolic dependence between frequency shifts and tip bias. The direct 
measurement of surface potential can be performed by SSPM, but topographic artifacts 
there are more complex. Under optimal imaging conditions, protruding topographic 
features are associated with negative potential artifacts. This implies that most 
commercial systems err in overcompensating the topographic artifacts. A number of 
algorithms to reduce this effect have been undertaken;98 however, currently this problem 
is not solved.  
 
3.6.4. Invasiveness 
 A very interesting, and almost unstudied issue is the tip perturbation on surface 
properties.99 Voltage or mechanical modulation of the biased tip induces an ac current in 
the region directly below the tip proportional to 
dt
dVC
dt
dCV + , where the first term 
originates from oscillation in tip position and the second from voltage oscillations. For a 
voltage modulated tip with a driving amplitude of 10 V, driving frequency of 100 kHz 
and a (heavily underestimated) tip surface capacitance of 10 aF, the displacement current 
amplitude is ~100 pA. Assuming the lateral size of the biased region to be ~100 nm, 
variations in surface potential due to the displacement current become significant for 
resistivities higher than 10-2 Ohm·m. For well conducting surfaces or semiconductor 
surfaces with pinned Fermi levels, changes in surface potential due to displacement 
current are negligible. However, this might not be the case for surfaces with unpinned 
Fermi levels, where tip-induced band bending and associated variations in surface 
potential can be important. Another interesting case is imaging of nanoscale objects, for 
which injection of even several electrons can severely affect properties. This analysis has 
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a number of interesting implications for lateral transport measurements on biased 
nanoscale devices as discussed in Section 3.2 (Scanning Gate Microscopy).  
 
4.7. Summary 
 The general framework for SPM transport measurements is formulated 
distinguishing single, two and three terminal cases. The procedure to quantify dc 
transport properties from potential data is established by appropriate equivalent circuit 
model and calibration standards. A novel scanning probe microscopy technique, referred 
to as Scanning Impedance Microscopy, is developed for the quantitative imaging of ac 
transport properties. Excellent agreement between interface capacitance of a model 
metal-semiconductor interface from spatially resolved SIM measurements and 
macroscopic impedance spectroscopy is demonstrated.  
 
 The range of the interfaces amenable to SIM studies and those studied in the 
present thesis is summarized in Figure 3.23. Variation of the dc component of lateral bias 
in SIM measurements allows reconstruction of C-V characteristics of the interface. SIM 
and SSPM yield local voltage and I-V characteristics of the interfaces. The combination 
of SSPM and SIM is established as a quantitative tool for the characterization of local dc 
and ac transport properties in semiconductor devices on micron and submicron level. 
Figure 3.23. Systems accessible by SIM in the 100 Hz-100kHz frequency range. 
Both capacitive and resistive 
behavior is observable 
Capacitive behavior,  
( ) ωϕ 1~tan d  
Resistive behavior,  
( ) ωϕ ~tan d  
Non-accessible by SIM 
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This approach allows quantitative local imaging of electronic properties of the interfaces 
including contact potential barriers, frequency dependent capacitance and interface trap 
states, etc. As was shown by Wiesendanger et al.100 force based SPM techniques can 
provide electrostatic information at the atomic level. Therefore, SSPM and SIM are 
expected to be applicable for quantitative characterization of ac and dc transport 
properties of nano- and molecular electronic devices, etc.  
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Appendix 3.A. 
Experimental procedure 
 The AFM and SSPM measurements were performed on a commercial instrument 
(Digital Instruments Dimension 3000 NS-IIIA) using metal coated tips (l ≈ 225 µm, 
resonant frequency ~ 72 kHz, k ≈ 1-5 N/m). For SIM, the AFM was additionally 
equipped with a function generator and lock-in amplifier (DS340, SRS 830, Stanford 
Research Systems). The lift height for the interleave scans in the SSPM and SIM was 
usually 100nm.101 The scan rate varied from 0.5 Hz for large scans (~80 µm) to 1 Hz for 
smaller scans (~10 µm). Driving voltage Vac in the interleave scan was 5 V for the SSPM 
and 1 V for the SIM. To reduce the effect of drift the images were acquired with the 
interface oriented along the slow scan axis. This approach also minimizes non-local 
cantilever contributions to the measured potential, SIM phase and amplitude. To 
minimize photoelectric effects, the laser beam was focused ca. 120 µm from the 
cantilever end and the optical microscope and room illumination were switched off. To 
quantify the transport properties of the interface, the tip was repeatedly scanned along the 
same line across the surface and a slow (~mHz) triangular voltage ramp was applied 
across the boundary. The resulting image represents potential profiles at different lateral 
biases, from which voltage characteristics of the interface can be determined. To quantify 
the voltage dependence of interface capacitance, numerous SIM images were collected 
for varying lateral biases. The driving frequency f = 50 kHz in this case was selected to 
be sufficiently far from both the resonant frequency of the cantilever (~72 kHz) and the 
relaxation frequency of the interface (~1.5 kHz). Finally, circuit termination resistors in 
SSPM and SIM was varied from 500Ohm to 1 MOhm. 
 
Model system 
 The calibration sample was prepared by cross-sectioning commercial Schottky 
barrier diode. The top of the diode was removed by polishing with diamond media down 
to 1 µm grit size. Further polishing was precluded by selective polishing of the 
interconnect material, resulting in large topographical variations from the metal to silicon. 
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To establish the nature of the Schottky barrier, energy dispersive spectroscopy (EDS) was 
performed (JEOL JSM-6400) and the interface was identified as Au-Si.  
 To demonstrate applicability of this technique to the general case of 
polycrystalline semiconductors, a sample was prepared by polishing a silicon solar cell 
on diamond media to 1 µm grit size and alumina media to 0.05 µm size. To reveal grain 
structure, samples were etched in 0.1 M NaOH at 80 °C for ~ 1 min. Macroscopic indium 
contacts were soldered on the surface. 
 
Diode properties 
 Two-point dc transport properties were measured both for initial and cross-
sectioned device by I-V measurements (HP4145B Semiconductor Parameter Analyzer). 
AC transport properties were measured by impedance spectroscopy (HP4276A LCZ 
meter) in the frequency range 0.2-20 kHz under lateral dc bias. 
 
 Prior to SPM studies, the properties of crossectioned and non-crossectioned 
devices were studied. The I-V characteristic of the crossectioned sample is shown on 
Figure 3.24a. In the forward bias region, the current voltage characteristic is given by  
log(I) = (-5.106 ± 0.005) + (17.01 ± 0.05) V,   (3.A.1) 
Figure 3.24. (a) Current-voltage characteristic for crossectioned diode and (b) impedance magnitude 
and phase angle vs. frequency dependence. Solid lines are fits by Eqs.(3.A.3,4). 
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 Using Eq.(3.3) and estimating the junction area of crossectioned device as S = 1.4 
10-3 cm2, the saturation current density is I0 = 5.5 10-3 A/cm2. From Eq.(3.4) Schottky 
potential barrier height is therefore φB = 0.55 V.  
 The slope of the forward I-V curve is very close to theoretical value 
78164340 .kTq. = at 300 K. For reverse-biased device the leakage current change by 
less then factor of 2 from 1.3 10-5 A at -2 V to 2.5 10-5 A at -10 V. Therefore, the 
crossectioned sample demonstrated almost ideal diode behavior in the bias range from -5 
to 0.3 V. No deviations between the I-V characteristics for crossectioned and initial 
device ware found in the forward bias region, while in the reverse bias region deviation in 
current between pristine and crossectioned device didn't exceed 5%. 
 The ac transport properties for forward and reverse bias regimes were analyzed by 
impedance spectroscopy. The frequency dependence of the impedance modulus, Z , and 
impedance phase angle, θ, under -5V reverse bias is shown on Figure 3.20b. For ideal 
parallel R-C element the impedance phase angle is 
( ) dd CRωθ =tan ,     (3.A.2) 
and impedance modulus is 
( )21 dd
d
CR
RZ
ω+
= .      (3.A.3) 
 Experimentally tangent of phase angle is found to be linear in frequency verifying 
the selected equivalent circuit and frequency dependence of the phase angle is  
( ) ( ) πωθ 210002.060.64tan 3−⋅±= .    (3.A.4) 
 The product of junction resistivity and capacitance is therefore estimated as RdCd 
= (0.103 ± 0.001)10-3 s. Fitting Eq.(3.A.4) to impedance data allows the junction 
resistance to be estimated as Rd = 603 ± 1 KOhm at -5 V. Therefore, junction capacitance 
is calculated as (1.71 ± 0.01) 10-10 F at -5 V. It was also found that application of large 
reverse biases (V < -10V - -12 V) results in rapid decrease of impedance and phase angle 
for crossectioned device, while this behavior is not observed in the pristine device. This 
behavior is attributed to the formation of surface region with higher conductivity due to 
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near-surface space charge layer on the crossectioned device. Further evidence supporting 
this assumption is obtained during scanning probe measurements. 
 
Nanotube calibration standard 
Nanotubes are grown by catalytic chemical vapor deposition (CVD)102,103 directly on a 
SiO2/Si wafer. Fe/Mo particles on porous alumina act as the catalyst. The nanotubes are 
grown in an Ar/H2/Ethylene atmosphere at 820°C. This process yields predominantly 
single wall carbon nanotubes (SWNT) with a small fraction of multiwall nanotubes with 
a few shells. SWNTs can be distinguished based on the apparent height of 3 nm or less as 
measured by AFM. The substrate has an oxide layer with a thickness of 225 nm. The 
degenerately doped silicon acts as a back gate and is grounded. Leads are patterned by e-
beam lithography and thermal evaporation of Cr and Au so that the nanotube is a 
molecular size element in a circuit.  
 The standard is based on the detection of the amplitude of cantilever oscillation 
induced by an ac voltage bias (Vpp = 200 mV) applied to the carbon nanotube. The tip 
acquires surface topography in the intermittent contact mode and then retraces the surface 
profile maintaining constant tip-surface separation. Measurements were performed using 
CoCr coated tips (Metal coated etched silicon probe, Digital Instruments, l ≈ 225 µm, 
resonant frequency ~ 62 kHz) and Pt coated tips (NCSC-12 F, Micromasch, l ≈ 250 µm, 
resonant frequency ~ 41 kHz), further referred to as tip 1 and tip 2. A lock-in amplifier is 
used to determine the magnitude and phase of cantilever response. The output amplitude, 
R, and phase shift, θ, are recorded by the AFM electronics (Nanoscope-IIIA, Digital 
Instruments). To avoid cross-talk between the sample modulation signal and topographic 
imaging, the frequency of ac voltage applied to the nanotube (50 kHz) was selected to be 
far from the cantilever resonant frequency. 
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4. EFFECT OF GRAIN BOUNDARIES ON ELECTRONIC TRANSPORT IN 
SEMICONDUCTING TRANSITION METAL OXIDES 
 
4.1. Introduction 
4.1.1. Grain Boundaries in Oxide Materials 
 Oxide materials are widely used for many commercial applications such as 
sensors, electroceramics, actuators, etc. The interplay between structure, charge, orbital 
and spin degrees of freedom gives rise to semiconducting,1 dielectric,2 ferroelectric,3,4 
superconducting,5 and magnetoresistive6,7 properties. Currently, the vast majority of 
experimental studies and most applications are based on polycrystalline bulk or thin film 
materials characterized by the presence of the large number of grain boundaries between 
regions with dissimilar crystallographic orientation. Depending on the properties and the 
fabrication route, the grain boundaries are associated with various degrees of structural 
and compositional disorder. Even coherent grain boundaries result in the deviation of 
local symmetry of the structure. The matching between adjacent lattices defines the 
intrinsic grain boundary states and interface charge. The enthalpy of defect formation at 
the grain boundaries is typically smaller than in the bulk; grain boundaries therefore act 
as sinks for dopant atoms and oxygen vacancies, resulting in the large composition and 
carrier concentration gradients.8 In extreme cases, grain boundaries can be associated 
with the impurity phase wetting layers. Interestingly, the deviations of symmetry from 
cubic results in several orientation variants and twin grain boundaries occur even in the 
nominally single crystal non-cubic perovskite materials. In many cases, grain boundaries 
are associated with interface potential barriers, local lattice distortions or magnetic 
disorder, thus significantly affecting the macroscopic transport properties.  
 Often grain boundaries enable useful behavior, such as low-field 
magnetoresistance,9,10,11 grain boundary Josephson junctions,12 positive temperature 
coefficient of resistivity (PTCR)13,14 and varistor behavior.15 In other cases, grain 
boundaries limit the performance of the material, e.g. critical current density in 
polycrystalline YBCO HTSC materials. Recent developments in epitaxial oxide growth 
enabled oxide heterostructures with novel functionalities. Properties of these systems are 
critically dependent on interface structure. Therefore, knowledge of structure-property 
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relations and control of grain boundaries and interfaces in oxide systems is crucial for 
progress in this field. Fundamental insights come from structure-property relations at 
well-defined coherent interfaces, for which the structure is unique (there is no amorphous 
second phase layers, the structure is reproducible, etc.) and structural and transport 
measurements can be correlated with theoretical studies. In most cases, grain boundary 
transport phenomena are governed by the interface charge, i.e. the electronic properties of 
the interface, even though more subtle effects associated with magnetic disorder and 
strain are possible. 
 
4.1.2. Structure and Properties of Grain Boundaries in SrTiO3 
 The perovskite SrTiO3 is a prototype of oxides in which the presence of interface 
charge results in grain boundary potential barriers. Consequent nonlinear transport 
properties constitute the basis for numerous applications, e.g. varistors and boundary 
layer capacitors.16,17 In ferroelectric perovskites such as SrxBa1-xTiO3 polarization 
induced compensation of charged grain boundaries and the associated reduction of the 
Schottky barrier below the Curie temperature give rise to PTCR behavior.18  
 The local properties of grain boundaries in SrTiO3 on atomic level have recently 
been studied by High Resolution Transmission Electron Microscopy (HRTEM), Electron 
Energy Loss Spectroscopy (EELS), electron holography,19,20,21,22 and are the subject of 
intensive theoretical studies.23,24 HRTEM studies by Oak-Ridge, Max-Plank and 
Northwestern groups suggest that the atomic structure of well-defined grain boundaries 
(GBs) in SrTiO3 viewed in (100) plane is formed by pentagonal blocks comprised of 2 or 
3 cation columns.25 For example, the Σ5 (every fifth atomic plane is coincident) tilt 
boundary consists of two alternating pentagonal oxygen structural units containing two Sr 
columns and two Ti columns respectively, as illustrated in Figure 4.1. In both units, the 
cation positions are half occupied, forming a grain boundary reconstruction.26,27 This 
model predicts existence of undercoordinated titanium atoms. If the requisite number of 
oxygen atoms resides at the grain boundary, it is stoichiometric and neutral in terms of 
formal charge. The exact occupancy of the titanium columns cannot be determined by 
HRTEM; however, even small variations in oxygen and cation stoichiometry will result 
in significant interface charge. Calculations predict small oxygen vacancy formation  
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energy on the GB, making vacancy segregation on the GB possible. If the grain boundary 
is oxygen deficient, then the Ti will be partially reduced and the interface carries formal 
charge compensated by free carriers in an adjacent depletion regions. Controversy 
persists regarding the exact origins and properties of potential barriers at SrTiO3 grain 
boundaries.28,29,30,31  
 
4.1.3. This Thesis: Dielectric Non-linearities and Transport across SrTiO3 Interfaces 
 Currently, a wealth of information is available on the atomic structure of grain 
boundaries in SrTiO3. However, little is known on the structure of the potential barrier at 
the interface and transport properties of these grain boundaries. In order to determine the 
Full Sr column 
Half filled Sr column 
Full Ti-O column 
Figure 4.1. Z-contrast image (a,c) and schematic structure (b,d) of Σ3 (a,b) and Σ5 (c,d) grain 
boundary in SrTiO3. [Images courtesy of G. Duscher, ORNL] 
Full Sr-O column 
Full O column 
Full Ti column 
(a) 
(c) 
(b) 
(d) 
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formal interface charge and the structure of space-charge layer, structural investigations 
must be connected to transport measurements such as I-V measurements, capacitance and 
impedance spectroscopy, etc. Complementary to HRTEM information can be obtained 
from spatially resolved SPM imaging of local properties.  
 The purpose of this Chapter is to investigate the transport mechanisms in coherent 
SrTiO3 grain boundaries and establish the applicability of SPM for local probe 
measurements in this and other systems. The physics of electroactive interfaces is briefly 
reviewed in Section 4.2 along with possible transport mechanisms in heavily doped 
SrTiO3 bicrystals and possible effects of non-linear dielectric properties on interface 
potential barrier. SPM imaging of static and transport properties of Σ5 grain boundary in 
SrTiO3 bicrystal is discussed in detail in Sections 4.3.1 and 4.3.2. The results of variable 
temperature I-V and impedance measurements and the interpretation in terms of non-
linear dielectric behavior at SrTiO3 GBs are summarized in Section 4.3.3 and 4.3.4. 
Finally, application of SPM for imaging transport behavior in polycrystalline oxides is 
presented in Section 4.4.  
 
4.2. Physics of Electroactive Interfaces 
4.2.1. Grain Boundary Potential Barriers 
 In polycrystalline oxide materials, aliovalent dopant or oxygen vacancy 
segregation or the presence of intrinsic states at the interfaces result in interface charge. If 
the sign of the interface charge is the same as that of the majority carriers, it results in 
adjacent depletion regions with low carrier concentration. The potential distribution in the 
vicinity of the interface can be estimated using the abrupt junction approximation. The 
grain boundary is characterized by an interface charge density, σ, and an adjacent space 
charge layer with width d.32 Charge neutrality requires that σ = - 2 d q Nd, where Nd is the 
ionized donor concentration. For a linear dielectric material with constant donor density, 
the potential distribution is found from the solution of one-dimensional Poisson equation 
02
2
κε
ϕ dqN
dz
d = ,      (4.1) 
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where q = 1.602·10-19 C is electron charge, κ is dielectric constant of material and ε0 = 
8.854·10-12 F/m, as  
( ) ( )21 d/zz gb −= ϕϕ ,     (4.2) 
where potential at the grain boundary is  
d
gb Nq 0
2
8 κε
σϕ = .      (4.3) 
 The grain boundary potential barrier changes the capacitive behavior of the 
material. Indeed, a resistive grain boundary region between the conductive grains acts as 
a plane-plane capacitor. The interface capacitance is related to the depletion width as 
dC gb 20κε= . For future discussion, we introduce effective interface charge 
gbgbeff C ϕσ 8= . In the abrupt junction approximation, for linear dielectric material the 
effective interface charge and interface charge are equal, σσ =eff . Non-linear 
polarization behavior near the interface alters the effective interface charge. 
 One of the shortcomings of this model is that it does not clarify the origin of the 
interface (or surface) charge. When the charge is extrinsic, i.e. due to the impurity or 
vacancy segregation, the grain boundary charge and equilibrium impurity distribution can 
be determined from the minimization of the free energy functional if the enthalpy of 
segregation is known.33,34 An alternative description of the interface charge is based on 
the interface state model. These interface states can be due to the impurity atoms (e.g. Bi 
at ZnO GBs); alternatively, interface states can exist even in the pure material without 
any concentration gradients due to the lattice discontinuity at the interface. These 
intrinsic states depend sensitively on the grain boundary structure. The formation of the 
grain boundary potential barrier can be described using the model originally suggested by 
Pike and Seager.35 In this model, the grain boundary is formed by bringing into contact 
the "grain boundary phase" and "bulk phase" as illustrated in Figure 4.2. The Fermi level 
in the GB phase differs from the bulk due to the presence of the interface states. It is 
assumed that the positions of the valence and conduction band edges in both phases 
coincide. This assumption is reasonable given that the nature of atomic orbitals 
responsible for the bottom of conduction band and top of valence band is similar in both  
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phases. For SrTiO3, these are oxygen p-orbitals and titanium d-orbitals respectively. In 
contact, the Fermi levels in both phases equilibrate due to charge transfer from bulk to the 
interface and the transferred charge is 
( ) ( ) ( ) ( )∫∫ −= c
vc
c
v
E
E
FBss
E
E
Fss dEEEfENdEEEfEN ,,σ ,   (4.4) 
where Nss(E) is interface density of states (IDOS), Ev is the top of the valence band, Ec is 
the bottom of the conduction band, f(E,EF) =1/(1+exp{(E-EF)/kT}) is the Fermi function, 
EF is the Fermi energy in the bulk and EFB is the Fermi energy in the grain boundary 
phase before the contact, T is temperature, and k = 1.38·10-23 J/K is Boltzmann constant. 
In the low temperature approximation the Fermi function can be approximated by the 
Heaviside step function, f(E,EF) = θ(E-EF) and the interface charge is 
( )∫= F
FB
E
E
ss dEENσ .      (4.5) 
 The significance of this formalism is that it can be readily extended to the analysis 
of grain boundary transport phenomena. Application of a lateral bias across the interface 
results in the shift of the bulk and interface Fermi levels and occupation of the empty 
interface states. For most semiconductors, a detailed analysis of electron injection and 
emission at the grain boundary yields the Fermi level at the interface within kT of Fermi 
level of the negatively biased grain.36,37 The interface charge is then 
Non-conductive Conductive Conductive 
Figure 4.2. Formation mechanism of Schottky double barriers (DSB) at the interfaces. 
Ec 
Ev 
EF 
EFB 
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44 

 ++

= γ
ϕ
γ
ϕσ qVBB ,     (4.6) 
where ϕB is bias-dependent Schottky barrier and γ =q2/8κε0Nd. Simultaneous solution of 
Eq.(4.4) and (4.6) allows the bias dependence of the Schottky barrier height to be 
obtained. For the interfaces with zero IDOS, the bias dependence of the Schottky barrier 
height is particularly simple38  
2
4
1 


 −=
gb
gbB
qV
ϕϕϕ .     (4.7) 
 When the applied bias achieves a critical breakdown value, Vbreak, the grain 
boundary potential barrier vanishes. For the interfaces with zero IDOS the breakdown 
bias is related to the zero bias barrier height as Vbreak = 4 ϕgb/q, while the presence of 
interface states increases breakdown voltage.  
 One of the major difficulties in the analysis of transport phenomena using 
Eqs.(4.4,6) is that the voltage dependent current density across the interface, rather than 
bias dependent Schottky barrier height, is experimentally accessible. In order to relate the 
two, knowledge of the transport mechanism across the interface is required. 
Alternatively, the depletion width and, therefore, interface charge can be obtained from 
C-V measurements. However, the charge dynamics of the interface states can be rather 
complex and capacitance can exhibit significant frequency dispersion, preventing direct 
utilization of this technique in many important cases (e.g. ZnO, Si). For such materials, 
detailed analysis of I-V curves and frequency dependence of capacitance is required.39,40  
 
4.2.2. Transport across grain boundaries 
 Electronic transport across the space charge regions and thin insulating layers has 
been extensively studied with respect to transport on metal-semiconductor interfaces, p-n 
junctions, and, to a smaller extent, grain boundaries. A number of primary transport 
mechanisms can be distinguished.41 Depending on interface properties, the major 
transport mechanisms across semiconductor grain boundaries are thermionic emission, 
diffusion, tunneling and space charge current as illustrated in Figure 4.3. 
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Thermionic emission 
 Thermionic emission theory is based on the assumptions that the barrier height is 
large compared to kT, electron collisions within the depletion region are neglected and 
the image force effects are neglected. The current-voltage dependence is given by 
( )


 

−−


−=
kT
qV
kT
Vq
TAJ gbTE exp1exp
2* ϕ ,   (4.8) 
where ϕgb(V) is voltage dependent potential barrier at the interface, A* is Richardson 
constant. In the small bias limit, the interface resistance is  



=
kT
q
TqA
k
R gbTE
ϕ
exp
*
.      (4.9) 
 
Diffusion. 
 Diffusion theory is based on the assumptions that the barrier height is large 
compared to kT, electron collisions within the depletion region are included and the 
Ec 
Ev 
EF 
V1~kT V 
Figure 4.3. Transport mechanisms across electroactive grain boundaries. Schematically shown 
is     thermionic    emission (               ), diffusion (                ),    thermionic  field emission 
(                     ) and field emission (                   ).   
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carrier concentration on the edges of depletion region are unaffected by current flow. The 
current-voltage dependence is given by 
( )


 

−−


−=
kT
qV
kT
Vq
EqNJ gbcD exp1exp0
ϕµ ,   (4.10) 
where Nc is the effective density of states in the conduction band, µ is the mobility and E0 
is the field at the interface. In the small bias limit, the interface resistance is 



=
kT
q
ENq
kT
R gb
c
D
ϕ
µ exp02
.     (4.11) 
 The crossover between thermionic emission and diffusive transport occurs when 
0Evr µ= , where thermal velocity c*r qNTAv 2= . The similarity in the assumptions 
used in the derivation of Eqs.(4.8,10) implies that they can be combined in the thermionic 
emission-diffusion theory.  
 From the discussion above, it is clear that for high-mobility materials the 
dominant transport mechanism is thermionic emission, while for low mobility materials 
diffusion through space charge layer limits the transport.  
 
Tunneling and thermionic field emission. 
 For very thin space charge layers, an additional transport mechanism across the 
potential barrier is thermionic field emission (TFE) and field emission (FE). In the former 
case, a thermally activated electron tunnels through the top of the potential barrier, while 
in the tunneling case the electron tunnels directly through the potential barrier. The low 
bias resistances for TFE and FE mechanisms are42 



=
0*
1 exp E
q
TqA
k
CR gbTFE
ϕ
,    (4.12) 
and 



=
00*
2 exp E
q
TqA
k
CR gbFE
ϕ
,    (4.13) 
where C1 and C2 are functions dependent on Nd, T and φB and 
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

=
kT
E
EE 00000 coth .     (4.14) 
 The characteristic energy E00 is given by 
*4 0
00 m
Nqh
E dεεπ= .      (4.15) 
 TE, TFE and FE regimes can be differentiated by considering the ratio between 
E00 and kT. TE dominates for kT >> E00, TFE corresponds to kT ≈ E00 and FE 
corresponds to kT << E00. From Eqs.(4,9,12,13,14) TE dominates for current transport in 
the low doped semiconductors (large depletion width) and FE dominates to highly doped 
semiconductors (small depletion width), while TFE corresponds to the intermediate 
doping levels. 
 
Space Charge Limited Current  
 A common feature of the mechanisms described above is the exponential 
dependence on potential barrier height. Unlike metal-semiconductor junctions, for grain 
boundaries the potential barrier rapidly decreases with bias (e.g. Eq.(4.7)) and for high 
enough bias the potential barrier disappears. Nevertheless, even under the breakdown 
conditions, a depletion region exists near the interface. It is natural to assume that 
transport across the interface in this case is limited by the drift, rather than diffusion, 
through the depletion region. This transport mechanism is somewhat similar to the space 
charge limiting current in the n-i-n structures.43 The field in the depletion region is related 
to the carrier density, ρ, as 0κερ=dzdE , while the drift current is related to electric 
field as EJ µρ−= . Combination of these equations yields the field profile in the 
insulating layer as µκε02 2JxE =  and integration yields  
3
2
0
9
8
d
V
J SC
µκε= .      (4.16) 
 This equation is valid for V > kT, while for lower biases the more rigorous theory 
by Luryi must be used.44 Obviously, space charge limited current in the grain boundary 
depletion region differs from that in the n-i-n structure; however, Eq.(4.16) is expected to 
provide a reasonable estimate for the drift limit of grain boundary resistance.  
 109
 
Transport mechanism and the I-V curve. 
 Provided that the transport mechanism across the interface is known, 
Eqs.(4.8,10,12,13) can be used to determine the bias dependence of interface potential 
barrier and calculate interface density of states using Eq.(4.4). Indeed, for conventional 
semiconductors such as Si or GaAs with high mobilities and relatively large GB 
depletion regions the dominant transport mechanism is thermionic emission and a 
number of I-V reconstructions of IDOS have been reported.45,46 Similar analysis was 
performed for diffusion transport.47 However, for the vast majority of oxide materials the 
dominant transport mechanism and associated materials parameters are sensitively 
dependent on the preparation route and, in the most cases, are unknown. The C-V 
measurements are hindered by the frequency dispersion of capacitance that precludes 
unambiguous determination of depletion width.40,48  
 In addition to the theoretical problems, transport measurements on oxides often 
suffer from large series resistance effects, i.e. grain boundary resistance is comparable to 
grain resistance or contact resistance at high biases and the reliable separation of these 
contributions is impossible unless a special 6 probe configuration on a well-defined 
bicrystal sample is used.8 Therefore, local SPM transport probes as described in Chapter 
3 are expected to be particularly useful for grain boundary characterization, since they 
allow unambiguous separation of grain boundary, bulk and contact responses for both 
bicrystal and polycrystalline materials alike. 
 
4.2.3. Possible Grain Boundary Transport Mechanisms in SrTiO3 
 The transport in SrTiO3 based materials has been a subject of extensive 
experimental and theoretical research. The majority of experimental efforts to date were 
focused on studies of the transport processes in single crystals49,50,51,52,53 or, alternatively, 
in polycrystalline materials.54,55 Most grain boundary studies were limited to high 
temperature properties. The experimental effort has been primarily focused on acceptor-
doped materials with relatively low dopant concentration, in which diffusion was shown 
to be the dominant transport mechanism. Only a few measurements on well-defined 
bicrystal samples have been reported and they were limited to room temperature.56,57,58 
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To the best of my knowledge, no detailed analysis of I-V behavior at such interfaces has 
been attempted. In order to fill the gap, the I-V and impedance properties of well-defined 
interfaces in a SrTiO3 bicrystal in the low temperature range are studied.  
 
Transport mechanism at model SrTiO  3 grain boundary 
 Prior to experimental study of transport behavior at grain boundaries of SrTiO3, 
the possible transport mechanisms are estimated using the models considered above 
[Eqs.(4.8,10,15 16)] and the available material parameters. The effective density of states 
in the conduction band is calculated as ( ) cc MhkTmN 232*22 π= , where Mc is a 
number of equivalent conduction band minima and m* = 1.32 m0 for SrTiO3.
59 This 
estimate yields Nc = 3.8·10
25 m-3 at room temperature. The Richardson constant for 
SrTiO3 is 32** 4 hkqmA π=  = 158 A/cm2 K2. The temperature dependence of mobility 
is taken as ( )( )1600exp83.0 −= Tµ  from Ref.[52], the corresponding room temperature 
value is µ = 5.3 cm2/Vs (compare to 1400 cm2/Vs for Si and 200 cm2/Vs for ZnO).42 The 
dielectric constant in SrTiO3 is high, κ = 300 at 300 K and strongly temperature 
dependent (compare to κ =11.7 for Si and 8.5 for ZnO). To estimate the temperature 
dependence of the dielectric constant of SrTiO3, the Curie Weiss law, 
( )2883700 −= Tκ , valid for T > 100 K, is used.59 In these estimates, the field 
dependence of the dielectric constant is neglected. To calculate the dominant transport 
mechanism as a function of temperature and bias, the bias dependence of the interface 
potential barrier is described by Eq.(4.7), i.e. the interface state density is assumed to be 
zero. The grain boundary depletion width and potential at room temperature were taken 
as d = 14 nm and ϕgb = 0.55 eV (these values are close to the experimentally measured 
parameters for 1 at. % Nb doped SrTiO3 bicrystals studied). These values correspond to 
the carrier concentration Nd = 3.75·10
25 m-3. From the resistivity ρ = 0.017 Ohm·cm [Ref. 
60] and mobility µ = 5.3 cm2/Vs the carrier concentration can be estimated as Nd = 6.94 
1025 m-3, i.e. close to this value. 
 To estimate the possible contribution of the tunneling processes, E00 for the 
material is calculated from Eq.(4.15) as E00 = 5.75 meV. In this case, E00 < kT = 26 meV 
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at 300 K. At lower temperatures, E00 decreases due to the increase of dielectric constant 
and at 100 K the corresponding value is E00 = 3.3 meV, still smaller than kT = 8.6 meV. 
From these estimates, the tunneling contribution to the transport through the grain 
boundary with parameters specified above can be neglected. 
 
 From consideration of the transport mechanisms in Section 4.2.2, the dominant 
mechanisms for SrTiO3 are expected to be thermionic emission or diffusion. The latter 
mechanism is favored by the low carrier mobility in SrTiO3, while relatively small 
depletion widths at GBs favors the former. As discussed above, neither mechanism is 
expected to apply to transport under high biases, when drift through the depletion layer, 
Figure 4.4. Temperature and bias dependence of  thermionic (a), diffusion (b) and space charge 
(c) currents in a strontium titanate grain boundary (parameters in text). Conductance phase 
diagram (d). TE – thermionic emission, D – diffusion, SC – space charge, B – breakdown.  
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rather than emission or diffusion over the potential barrier, limits the current. To estimate 
the relative contribution of these mechanisms, the fraction of current carried by each was 
estimated as 
( )
SCDTE
i
i JJJ
J
Jf
111
1
++= ,     (4.17) 
where i corresponds to thermionic emission (TE), diffusion (D) or space charge limited 
current (SC). The resulting phase diagrams for dominant conduction mechanism through 
SrTiO3 grain boundary are shown in Figure 4.4.  
 Depending on bias and temperature, the dominant transport mechanism is 
thermionic emission for low temperatures and biases, diffusion for high temperatures and 
low biases and space charge limited current at high biases. It must be noted that the 
complexity of the phase diagram in Figure 4.4 suggests that transport in this case does not 
belong to any pure scenario and combined thermionic emission-diffusion or thermionic 
field emission-diffusion models must be used.61 However, such an approach is less 
illustrative and in such complex cases, numerical modeling of grain boundary transport 
may be required. Similar phase diagrams can be obtained for arbitrary interface 
parameters, providing valuable predictive tool for description of transport processes. 
 
Non-linear dielectric phenomena at SrTiO  3 interfaces 
 One of the key assumptions in the abrupt junction model considered in Section 
4.2.1 is the constant value of dielectric constant, κ, in the vicinity of the interface. While 
this assumption is undoubtedly correct for such materials as Si, GaAs or ZnO, it may not 
hold for SrTiO3, especially at low temperatures. Indeed, the dielectric constant of 
incipient ferroelectrics such as SrTiO3 is field dependent, enabling its application in 
frequency-agile materials. A deviation of dielectric constant from the bulk value has been 
reported for SrTiO3 thin films for T < 80 K at fields ~ 10
7 V/m [Ref.62] or T < 50 K for 
field ~ 106 V/m.63 Studies at higher biases, for which the deviations from bulk behavior 
can be expected at higher temperatures, were precluded by the breakdown strength of the 
SrTiO3.  
 It can be conjectured that high electric fields (107 - 108 V/m) in the vicinity of 
grain boundaries can significantly affect the dielectric properties of material. In fact, the 
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maximal electric field at the interface with d = 10 nm and ϕgb = 0.5 eV is E = 2⋅108 V/m, 
i.e. at least an order of magnitude higher than the maximum field achievable for thin 
films. Therefore, deviation from the bulk dielectric behavior can be expected for T > 100 
K, contributing to measured I-V and C-V data. At lower temperatures, field induced 
transition to a ferroelectric phase can occur.64 The evidence for the formation of a polar 
phase near the grain boundaries in polycrystalline undoped SrTiO3 for T < 132 K from 
Raman measurements was recently reported.65 An additional origin of unusual dielectric 
phenomena at these interfaces is strain, which can induce ferroelectric phase transition in 
SrTiO3.
66 A ferroelectric or piezoelectric phase at the interface and the associated 
polarization discontinuity will contribute to the interface charge.  
 Despite these reports, the evidence for non-linear dielectric effects in transport at 
SrTiO3 interfaces is scarce. A number of theoretical and experimental studies of current 
transport in PTCR materials above the corresponding Curie temperature (i.e. in the 
nominally cubic phase of BaTiO3) were reported; however, the vast majority of the 
experimental studies were limited to polycrystalline materials. Combined with the lack of 
reliable information on the dominant transport mechanism and large dopant and vacancy 
concentration gradients generic in ceramic materials, this precludes unambiguous 
identification of non-linear dielectric effects. The effect of dielectric non-linearity was 
recently reported at contacts to SrTiO3, namely at Au-SrTiO3 interface.
67 However, until 
now non-linear dielectric behavior at the SrTiO3 grain boundaries have not been reported.  
 
4.3. Transport in SrTiO3 Bicrystals: The Model System 
 In this Section, we analyze the applicability of SPM based techniques for the 
direct spatially resolved imaging of interface properties on the grounded and biased 
surfaces. To complement the SPM data, the transport in the Nb-doped Σ5 SrTiO3 
bicrystal was studied by variable temperature transport measurements.  
 
4.3.1. Grain Boundary Potential Barrier Imaging and Surface Screening 
 In order to relate the grain boundary properties to atomic configuration, an 
interface with a known structure was used. Nb-doped Σ5 SrTiO3 bicrystals (0.5 wt%) 
were produced by diffusion bonding. Numerous high-resolution transmission electron 
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microscopy studies on similar bicrystals have shown that the interfaces are atomically 
abrupt, with no impurity segregation.68 A 10x10x0.5 mm crystal, dark-blue due to the 
donor doping, is sectioned such that the grain boundary is perpendicular to the (100) 
surface. The grain boundary can be easily detected by means of transmission optical 
microscopy as a dark blue (almost black) line on the lighter background perpendicular to 
the edge of the crystal. Topographic features were used as markers to determine the 
position of grain boundaries in the EFM and SSPM measurements; very often, a wedge-
like divot is associated with the grain boundary-crystal edge junction. Prior to imaging 
the crystal was repeatedly washed with ethanol, acetone and distilled water. 
 The AFM, EFM and SSPM measurements were performed on a commercial 
instrument (Digital Instruments Dimension 3000 NS-III) with Co/Cr coated tips (l ≈ 225 
µm, resonant frequency ~ 70 kHz). SSPM measurements were performed from ~10 nm to 
1.5 µm above the surface; EFM measurements were performed from 20 to 200 nm above 
the surface. The scan rate varied from 0.2 Hz to 0.5 Hz. The driving voltage dependence 
of surface potential observed by SSPM saturates at driving voltage ~ 1-2 V for the lift 
heights of interest; therefore, Vac, was chosen to be > 5 V. To reduce the effect of drift the 
images were acquired with the grain boundary oriented along the slow scan axis. 
Topographic and EFM images were processed by line flattening.69 SSPM images were 
processed only by a constant background subtraction. Force gradient and potential 
profiles were obtained by averaging the flattened EFM and unprocessed SSPM images 
along the slow scan axis. A generic feature of SSPM is fewer imaging artifacts due to 
topography (Figure 4.5). The use of low dc bias voltages contributes to higher image 
stability. In addition, detection in SSPM implies much smaller tip oscillation amplitude 
than that in topographic or EFM imaging. From a direct comparison of the signal from 
the photodiode in the main scan line and non-contact scan line the characteristic 
oscillation amplitude during potential detection is < 1 nm depending on feedback circuit 
parameters.70 Thus, for flat surfaces imaging is possible at very small tip-surface 
separation. To perform SIM measurements, the microscope was augmented by external 
electronics as described in Chapter 3.  
 The surface topography, surface potential, and force gradients of the grain 
boundary-surface intersection are compared in Figure 4.5. The surface is extremely flat 
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with RMS roughness less then 1 nm and a number of spots due to contaminates. Pores 
with diameters of ~100-200 nm are distributed non-uniformly along the interface. This 
observation suggests that the pores exist in the bulk as well and contribute to the optical 
contrast of the grain boundary. Similar observations of pores at SrTiO3 bicrystal 
interfaces are reported by other groups.71 The surface potential measured 50 nm above 
the surface exhibits a sharp protrusion associated with the grain boundary, Figure 4.5b. 
The half-width of the broad potential feature is ~700 nm. Superimposed on this contrast 
is a much narrower and larger amplitude feature of half-width ~200 nm localized at the 
grain boundary. The force gradient images acquired with +5 V and -5V tip bias are 
shown in Figure 4.5 c,d. The grain boundary is again associated with a feature of half-
width ~700 nm. The contrast in the force gradient image reverses with tip polarity, 
indicative of a dominant Coulombic contribution to the interaction. 
Figure 4.5. Topography of Nb-doped 36.8° SrTiO3 bicrystal in the vicinity of grain 
boundary (a). SSPM image of the same region (b) and EFM (force gradient) images at tip 
bias Vtip = 5V (c) and Vtip = -5V. Range is 5 nm (a), 20 mV (b) and 2 Hz (c,d). 
(a) (b) 
(c) (d) 
2 µm 
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 Quantification of surface properties from the EFM and SSPM data requires the 
solution of several independent problems, solved here for the case of an interface 
intersecting a surface. First, these techniques are ultimately sensitive to the force gradient 
(EFM) or the force (SSPM) between the tip and the surface. Second, the measurements 
are performed above the grain boundary-surface junction rather than at the grain 
boundary itself. Therefore, the relationship between the properties of a grain boundary in 
the bulk and the potential distribution above the surface for ideal surface termination is 
considered in Section A. The grain boundary contribution to force gradient (EFM data) is 
considered in Section B and corresponding experimental results are presented in section 
C. The influence of a charged grain boundary on the effective potential determined by 
SSPM and the influence of imaging conditions on SSPM data is discussed in Section D 
and E. Finally, the possibility for grain boundary screening are presented in section F.  
 
A. Potential at grain-boundary-surface junction 
 In order to quantify the properties of a grain boundary a relationship between the 
bulk properties and potential above a grain boundary-surface junction is required. Since 
the potential above the junction is relatively insensitive to the details of charge 
distribution in the space charge regions, the abrupt junction approximation is used as 
discussed in Section 4.2. In order to find the potential above the grain boundary-interface 
junction the image charge method for a dielectric half-plane is applied: 
( ) ( )
( ) ( )




′′−
′′+′−
′′+= ∫∫ rr rsrr rrr σρκπεϕ dd12 10 ,   (4.18) 
where the volume and surface integrals are taken within space charge layer and at the 
interface, respectively. This integral is solved in a closed form, however the resulting 
expression has a complicated functional form that is not useful for image analysis and is 
not shown here. Instead, the maximal value of potential and the Lorentzian width of the 
peak are used to describe the potential behavior far from the surface. As expected, the 
potential achieves a maximum above the grain boundary-surface junction and the 
calculated potential both within the crystal and above the surface for κ = 4 is shown in 
Figure 4.6b.  
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 Within the crystal the potential is almost constant, decreasing only to κ/(κ+1) of 
its bulk value at the boundary. Above the surface, the potential decays rapidly. Potential 
profiles at different heights above the surface are shown in Figure 4.7a. For tip-surface 
separations z > 0.1 d the potential profile above the junction is well fitted by the 
Lorentzian function y = (2A/π) w/(4x2+w2) and the dependence of the width, w, on 
separation is shown in Figure 4.7b. The line fit is w/d = 0.4 + 1.9 z/d for 0.1<z/d<10, i.e. 
within the experimentally accessible region for a typical d of order 100 nm for low-doped 
semiconductors. Therefore, the measured potential profile width as a function of tip-
surface separation can be used to determine the size of space charge layer. 
 The potential above the surface-interface junction for x = 0, i.e. the height of 
potential profile is described by: 
( ) ( ) ( ) ( ) ( )( ) +−++−+= 22220 lnln21arctan1 zdzzdzdzdqNz scdκπεϕ , (4.19) 
which yields ( ) ( )120 0
2
0 +== κεϕϕ
dqNd  for the potential at the grain boundary-surface 
junction. The distance dependence of the potential is shown in Figure 4.7b. The 
relationship between the potential at the grain boundary in the bulk and the potential at 
the junction has the following form:  
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Figure 4.6. Simplified charge distribution near the grain boundary (a) and potential near the grain 
boundary-surface junction for κ = 4 (b). 
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0
1ϕκ
κϕ +=gb .    (4.20) 
 This equation implies that for systems with high dielectric constants the potential 
at the grain boundary-surface junction accessible by scanning probe techniques is almost 
equal to that at the grain boundary in the bulk, provided that no charge accumulation 
takes place at surface-interface junction. Unfortunately, EFM and SSPM imaging at small 
tip-surface separations is difficult due to topographic artifacts and imaging instabilities, 
while for larger tip-surface separations Eq.(4.19) predicts rapid decay of potential. 
Nevertheless, if the potential is a known function of tip-surface separation, Eq.(4.19) can 
be used to extrapolate the lift height-potential dependence to obtain the potential at the 
junction and Eq.(4.20) can then be used to determine the grain boundary potential in the 
bulk. Rewriting Eq.(4.19) in terms of ϕ0 and d yields: 
( ) ( ) ( ) ( )( ) +−++−= 222220 lnln21arctan2 zdzdzzdzddz πϕϕ .  (4.21) 
 Noteworthy is that the potential above the grain boundary-surface junction is 
reduced to a function of only two variables; the potential at the grain boundary-surface 
junction and the width of the space-charge layer. As expected, Eq.(4.21) is homogeneous 
in z/d, since it is the only length scale in the problem. Fitting the experimental data by 
Eq.(4.21) yields ϕ0 and d. Both EFM and SSPM provide information about the 
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electrostatic forces acting on the tip rather than about the actual potential. Therefore, in 
the next two sections the forces acting on the tip and their relationship with EFM and 
SSPM signals are considered. 
 
B. EFM imaging of grain boundary 
 For large separations (>10nm) electrostatic forces between the tip and surface 
dominate short-range Van-der-Waals forces72 and for conductive materials are capacitive 
in nature, i.e. the distance dependence is that of the derivative of tip-surface capacitance. 
In the limit of high dielectric constant C(z,ε) ≈ C(z). Since the dielectric constant of 
SrTiO3 is high (ε ≈ 300 at 293K),59 in subsequent analyses the effective capacitance 
C(z,ε) is replaced by true capacitance C(z). 
 To quantify the EFM data the grain boundary contribution to the force gradient 
must be included in the overall interaction. The total force between the biased tip and the 
surface can be written as 
( ) ( ) ( ) tipindtipgbzzCzF Sn d∆Vdd 2 σσϕ +∂∂+= ∫ ,   (4.22) 
where the first term is the capacitive force, Fcap(z), discussed in Chapter 2 and the second 
term is a contribution due to the Coulombic interaction of grain boundary charges with 
the metallic tip, Fq(z). σtip is the surface charge density of the tip in the absence of a grain 
boundary, σind is the image charge density induced by grain boundary charges and n is 
the normal vector to the tip surface. Assuming that the second term in Eq.(4.22) is much 
smaller than the first, i.e. the grain boundary contribution to the EFM signal is small, σind 
<< σtip, the charge state of the tip is not influenced by the grain boundary. This justifies 
the use of the line charge model to describe the Coulombic interaction between the grain 
boundary and the tip and the second term in Eq.(4.22) becomes: 
( )dz gbtip
L
d
gbtiptiptip
gb ϕλϕλσϕ ≈′=∂
∂ ∫∫ ddSn ,    (4.23) 
since ϕgb(z) rapidly decays with tip-surface separation. From Eqs.(2.10,11) the capacitive, 
Fcap(z), and Coulombic, Fq(z), components of the force are 
 120
( ) 

=
h
LV
hFcap 4
ln
4
2
2
0
β
πε
,    and    ( ) ( )hVhF gbq αϕβ
πε04= .  (4.24a,b) 
The force gradients proportional to the frequency shift measured in EFM are: 
h
V
z
Fcap 14
d
d
2
2
0
β
πε= ,  ( )hV
z
F
gb
q αϕβ
απε ′= 04
d
d
.  (4.25a,b) 
The cantilever spring constant, k, that relates the experimentally determined frequency 
shift and force gradient is usually unknown and depends strongly on cantilever 
properties. However, the ratio of frequency shift at the grain boundary to that of the 
surface is independent of cantilever properties and is equal to: 
( )hh
VF
F
gb
cap
q αϕαβ ′=′
′
.    (4.26) 
From Eq.(4.21) the gradient of grain boundary potential can be found as 
( ) ( ) ( )( ) +−++=′ 2220 lnln222arctan 4-2 zdzdzdzdzgb πϕϕ .   (4.27) 
By fitting the measured ratio with the function 
( ) ( )( )


 +−+−


=′
′ 222
2
lnln222arctan 4 zdzd
z
d
zz
d
A
F
F
cap
q ααααπ ,         (4.28) 
where A and d are now fitting parameters and α is given in Eq.(2.9b), both the space 
charge layer width, d, and potential at the grain boundary-surface junction ϕ0 can be 
extracted as 
1
20 cos1
cos1
ln
tan1
−



 


−
+
+
= θ
θ
θ
ϕ AV ,    (4.29) 
where θ is tip half-angle. The width of the EFM profile provides an independent 
measurement of d. 
 
C. Bias and distance dependence of EFM image 
 To quantify the bias dependence of capacitive force the average frequency shift 
due to the surface, defined as the image average of the unprocessed image, is analyzed by 
Eqs. (2.12). The difference between the maximum frequency shift at the grain boundary  
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and the frequency shift far from the grain boundary is referred to as the grain boundary 
frequency shift. In order to improve the estimates for large separations, force gradient 
profiles were fitted by a Lorentzian function. The bias dependence of the average 
frequency shift and grain boundary frequency shift are compared in Figure 4.8a,b. As 
expected, the average frequency shift is a parabolic function of bias voltage, 
( )20∆∆ sim VVa −+= ωω , where ∆ωim is the total frequency shift, ∆ω0 is the frequency 
offset, Vs is the potential offset and a is a proportionality constant (Table 4.I).  
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Table 4.I 
EFM Bias-dependence fitting parameters 
Lift height, nm ∆ω0, Hz Vs, mV a, Hz/V2 Slope, Hz/V 
26 -19.6 ± 0.2 117 ± 5 -10.4 ± 0.1 0.42 ± 0.01 
56 -13.9 ± 0.1 -216 ± 3 -3.44 ± 0.01 0.140 ± 0.003 
126 -15.7 ± 0.1 -188 ± 5 -0.986 ± 0.002 0.041 ± 0.001 
 
 
 The potential offset Vs is related to the existence of a uniform double layer due to 
intrinsic surface states or adsorption as well as to the work function difference between 
the tip and the surface. The frequency offset ∆ω0 ≈ 10Hz is due to drift in the oscillating 
characteristics of the cantilever after calibration. The dependence of the grain boundary 
frequency shift on bias voltage is shown in Figure 4.8b. This dependence is linear and 
intersects the origin. These results indicate that the average force interaction originates 
from a capacitive tip-surface interaction, thus the quadratic bias dependence. The grain 
boundary component to the EFM contrast is linear in tip bias and therefore can be 
attributed to Coulombic interactions of charges at the grain boundary with the biased tip. 
The magnitude of the former effect is much larger than that of the latter, in agreement 
with the assumptions done in the derivation of Eq.(4.23). 
 The distance dependencies of the average frequency shift and the grain boundary 
frequency shift are shown in Figure 4.8c,d for tip biases of 5 and -5 V. For small tip-
surface separations the dependence in log-log coordinates is almost linear with a slope 
close to unity, in agreement with Eq. (4.24a). In order to take into the account frequency 
offset ∆ω0, the following fitting function is used: 
z
c
bim +=ω∆ ,     (4.30) 
where ∆ωim is total frequency shift, b and c are fitting parameters. For tip biases of 5 V 
and -5 V, b = 7.8 ± 1.7 Hz, c = 6200 ± 115 nm/s and b = 3.2 ± 3.5 Hz, c = 6431 ± 295 
nm/s, respectively. The frequency shift can be found from Eq.(2.12) and (4.25) as 
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Substituting the resonant frequency of the cantilever ω0 = 76.6 kHz, a typical spring 
constant for the tip k = 1-5 N/m and a typical tip half-angle θ ≈ 17°, the frequency shift 
according to Eq.(4.31) yields coefficient c equal to 6400 - 1290 nm/s, which is in 
excellent agreement with our experimental results. From this the cantilever spring 
constant for the probe used is close to 1 N/m. 
 The lift height dependence for the grain boundary frequency shift shown in Figure 
4.8d was also quantified. The force gradient maxima were fitted by Eq.(4.28) yielding A 
= 152 ± 3, d = 229 ± 15 nm for V= 5 V and A = 142 ± 4, d = 217 ± 32 nm for V= -5 V.  
 
 From Eqs.(2.12, 4.25) the frequency shift for the grain boundary is: 
( )hV
k gbgb
αϕβ
απεωω ′= 00 4
2
∆ .     (4.32) 
Using the same tip parameters, these results yield the potential at the grain boundary-
surface junction as 30-140 mV. Using the spring constant derived from the total 
frequency shift - distance analysis, the potential at the grain boundary-surface junction is 
calculated as ~ 30mV.  
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 Finally, the cantilever-dependent constant in Eq.(2.12) can be eliminated by 
taking the ratio of experimentally observed grain boundary frequency shift and total 
frequency shift. The ratio and the fit by Eq.(4.28) are shown in Figure 4.9a. Using tip 
parameters θ ≈ 17°, α ≈ 1.04, β ≈ 4.1, the depletion width is 240 nm and the potential at 
grain boundary-surface junction is 29 mV. 
 
D. SSPM imaging of grain boundaries 
 Quantification of SSPM contrast is treated similarly to that for EFM contrast, 
using the line charge description of the tip. The electrostatic force between the tip and the 
surface is described by Eqs.(2.12,31) and the first harmonic of capacitive force is: 
( ) 

−=
h
LVVV
F sdcaccap
4
ln
4
2
0
1 β
πε
ω ,     (4.33) 
where Vs is the effective surface potential originating from intrinsic surface states or 
adsorbates. The first harmonic of Coulombic force is: 

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

−
+=
−
θϕθ
θπεω 2
1
01 tan1cos1
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ln4 hVF gbac
q .   (4.34) 
 Using the analysis presented in Chapter 3, the nulling bias measured in SSPM is 
( )
( ) ( )hLVhL
h
VV
ac
gb
sdc 4ln4ln
δαϕβ +−= .    (4.35) 
The average image potential far from the boundary is 
( )hLVVV acsdc 4ln
δ+= .     (4.36) 
 In ideal SSPM, imaging the nulling voltage is equal to surface potential and does 
not depend on tip-surface capacitance and driving voltage. This corresponds to δ = 0 in 
Eq.(4.36), i.e. ideal feedback. For a realistic system, however, Eq.(4.36) predicts SSPM 
signal dependence on tip-surface separation and driving amplitude. The potential contrast 
due to the grain boundary is then the difference of Vdc above the boundary and far from 
the boundary: 
( )
( )hL
h
V gbdc 4ln
∆
αϕβ= .      (4.37) 
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 Provided that experimental SSPM contrast follows Eq.(3.38), i.e. feedback error 
is described by single parameter, δ, and grain boundary potential is independent of 
driving voltage as suggested by Eq.(4.37), fitting the experimentally determined distance 
dependence of potential amplitude at the grain boundary by the function 
( ) ( ) ( ) ( ) ( )( ) +−++−=Ψ 22222220 lnln21arctan2ln- zdzdzzdzddzcz αααααπβϕ , (4.38) 
where c, d and ϕ0 are fitting parameters and α are β parameters of line charge model, can 
be used to extract the space charge width, d, and the potential at the grain boundary-
surface junction, ϕ0. The parameter c = ln(L/4) is related to the tip and cantilever 
geometry. 
 
E. Driving amplitude and distance dependence of SSPM image 
 Quantification of SSPM data is done similarly to that of EFM data, i.e. average 
image potential and potential difference between the grain boundary and the rest of the 
image were determined. Both driving voltage and tip surface separation dependencies 
were measured. The non-ideality of the feedback loop results in 1/Vac dependence of 
measured average surface potential on driving amplitude as predicted by Eq.(3.40). Thus, 
the average image potential Vav is fit by Vav = Vs + B/Vac, where Vs is surface potential and 
B is a fitting parameter. The fitting results are summarized in Table 4.II and illustrated in 
Figure 4.10a.  
 
Table 4.II 
Driving voltage dependence of SSPM image average 
Lift height, nm Vs, mV B = δ/ln(L/4h) 
10 -89 ± 2 85 ± 1 
30 -147 ± 3 103 ± 2 
50 -117 ± 3 135 ± 3 
0 323 ± 12 122 ± 3 
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 Noteworthy is that the measured potential amplitude due to the grain boundary, 
∆Vgb, is virtually Vac independent above 2 V as seen in Figure 4.10b. At low driving 
voltages, there is considerable noise and possibly a small increase in potential. However, 
this effect does not exceed ~2-4 mV, while the dependence of the average image potential 
(See Figure 4.10c) indicates a strong driving voltage dependence. This observation 
implies that grain boundary potential amplitudes obtained by SSPM are relatively 
insensitive to imaging conditions and Eq.(4.37) can be used to describe potential-distance 
relation. This demonstrates that system parameters that strongly influence the absolute 
value of measured surface potential do not alter measured potential variations.  
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Figure 4.10. Average surface potential (a) and grain boundary potential (b) as a function of 
driving voltage for lift heights 10 nm (?), 30 nm(▲), and 50 nm (▼). Dependence of average 
surface potentials (c) and grain boundary potential barrier (d) as a function of lift height for 
driving voltages 5 V (?), 1V (▲), and 300 mV (▼).  
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 The distance dependence for different driving voltages is shown in Figure 4.10c. 
These results are in a qualitative agreement with Eq.(4.36), i.e. Vdc is higher for small 
driving voltages. In contrast, the distance dependence of grain boundary potential is 
independent of driving voltage as shown in Figure 4.10d. The noise is significantly 
higher for low driving voltages. The grain boundary potential-distance dependence fitted 
by Eq.(4.38) is shown in Figure 4.9b. Depletion width and potential at the grain 
boundary-surface junction determined from these data are 147 ± 21 nm and 28 ± 4 mV, 
respectively. Note the close agreement with the properties obtained from the 
quantification of EFM measurements despite the difference in imaging mechanism and 
analysis. From the fit we also estimate that the parameter c ≈ 8.8 ± 0.7 is close to ideal 
value c ≈ 8 for the real tips. The larger value of c in the measurement is consistent with a 
contribution of cantilever to the electrostatic force. 
 
F. Summary of static measurements and screening at the surface interface junction 
 Quantification of both the EFM and SSPM results lead to a depletion width of dsc 
≈ 200 nm and a potential of φgb ≈ 30 mV for the grain boundary. This potential value is 
significantly smaller than expected for typical SrTiO3 interface (~ 0.5 V). The width of 
the observed grain boundary contrast (~ 700 nm) is larger than the total depletion width 
obtained from distance dependencies (~ 400 nm). The potential distribution is non-
uniform within the broad feature (Figure 4.5), exhibiting a narrow peak with the "correct" 
shape superimposed on a wide asymmetric region. Most strikingly, the sign of the grain 
boundary potential feature as observed by SSPM is positive. In the n-doped material, this 
corresponds to the accumulation type grain boundary, which can account for the small 
value of grain boundary potential, which is limited by the separation between the donor 
levels and the bottom of conductions band. However, using imaging under applied bias 
(Section 4.3.2) the grain boundary is unambiguously associated with potential barrier 
and, therefore, is depletion type. In order to rationalize these observations, we introduce a 
screening model for the surface interface junction as shown in Figure 4.11a,b. In this 
model, accumulation of charged adsorbates at the surface-interface junction results in the 
widening of the grain boundary potential feature and, most notably, in the sign inversion. 
To verify this assumption, we attempted to remove the screening charges. In the first  
 128
 
case, application of lateral bias across the interface results in the high lateral field in the 
interface region (~107 V/m). The electrostatic forces induced by the field swipes the 
screening charges from the surface-interface junction area. After the bias is switched off, 
the true sign of the grain boundary is observed, as illustrated in Figure 4.11c. This 
potential distribution is metastable and the accumulation of screening charges reduces the 
magnitude of the negative feature with subsequent sign reversal. Corresponding 
relaxation times are large (30 min - several hours) and strongly depend on the surface 
treatment prior to the experiment. It can be argued that this effect can be attributed to the 
charge trapping at the interface; however, characteristic retention time is much larger 
than can be expected for typical interface states. Moreover, such relaxation process would 
be observed in the impedance spectroscopy data, contrary to the results presented in 
Section 4.4.  
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Figure 4.11. Potential distribution at pristine (a) and screened (b) grain boundary-surface junction. 
(c) Relaxation of surface potential at SrTiO3 bicrystal grain boundaryin the turn-off experiment. (d) 
Temperature dependence of grain boundary potential in polycrystalline barium-strontium titanate (in 
collaboration with F. Weibel). 
 129
 An additional approach to studying the screening equilibrium includes 
temperature variation. In this case, increasing the temperature results in an increase of the 
apparent interface potential in polycrystalline BST as illustrated in Figure 4.11d. On 
decreasing the temperature, the sign of the grain boundary potential feature is inverted; 
the relaxation time to the equilibrium positive value is ~ 30 min.  
 These results illustrate that in ambient the screening charges preclude reliable 
measurements of the grain boundary potential barrier and depletion width. Even though 
the potential on the surface-interface junction, ϕ0, can be determined reliably, the 
relationship Eq.(4.20) between the potential in the bulk and on the surface does not hold. 
In fact, even the sign of the potential can be determined erroneously. The depletion width 
measured by SPM in this case corresponds to the Debye length of the screening charges 
on the surface and the observed potential profile width (~700 nm) roughly corresponds to 
the measured surface depletion width (2d ≈ 400 nm) with the tip smearing effect (~200 
nm)73 taken into account. Despite the fact that potential at the surface-interface junction 
and grain boundary potential in the bulk are not simply related in air, it can be expected 
that the analysis procedure developed in this section will be valuable for the 
quantification of the interface potential data obtained under UHV conditions, under 
which external screening is negligible.  
 
4.3.2. AC and DC Transport across the Grain Boundary 
DC transport in STO 
 To study the dc transport in SrTiO3 grain boundary, Nb-doped Σ5 SrTiO3 
bicrystals (1 at.%) was soldered by indium to copper contact pads. Surface topography, 
potential on the grounded and biased surface is illustrated in Figure 4.12. Note that on 
applying the bias the potential drop develops at the grain boundary, clearly illustrating its 
resistive nature. To quantitatively study interface transport properties, a slow triangular 
ramp (0.002 Hz) is applied across the bicrystal during SSPM imaging. Collected was the 
SSPM image in which each line corresponds to different lateral bias conditions, i.e. 
potential profile across the interface; the second image stores the actual lateral bias. The 
voltage characteristics of the interface for different current limiting resistors are shown in 
Figure 4.13a. The voltage drop across the interface is almost linear for small lateral biases  
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Figure 4.12. Surface topography (a), surface potential of the grounded surface (b) (large scan size) and
surface potential for forward (c) and reverse (d) bias. Note the difference in scales for (b) and (c), (d). 
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(c) (d) 
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and then saturates, illustrating the decrease of the interface resistance with bias. The 
maximum observed potential drop across the interface is ~ 1 V; application of higher 
biases or the use of smaller circuit termination resistors resulted in the current flow to the 
tip and the destruction of the latter. Using the formalism developed in Chapter 3, the I-V 
curve reconstructed from the potential data is shown in Figure 4.13b. The I-V curves for 
different circuit terminations coincide with each other and coincide with the I-V curve 
obtained by direct two probe measurements between the contacts. These results indicate 
that the bulk and contact contribution to the material resistance is negligibly small 
compared to the grain boundary resistance, which is thus the dominant resistive element 
of the circuit. Therefore, in the subsequent analysis of the ac and dc transport properties 
of grain boundary bulk and resistive contributions can be neglected. 
 
 Additional information on grain boundary properties can be obtained from the 
structure of potential profile under applied bias. Biasing the grain boundary is 
accompanied by the displacement of the center of mass of the depletion region. This 
displacement from negative to positive breakdown voltage is equal to depletion width. To 
analyze the grain boundary position, 256 potential profiles at different biases were 
extracted and fitted by the Boltzmann function. Bias sweep was performed several times 
to ensure the absence of the drift. Shown in Figure 4.14 is the position of the potential 
profile as a function of external bias and from these data the displacement is estimated as 
~130 nm. This value is also very similar to the depletion width determined from the force 
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Figure 4.14. Bias dependence of grain boundary position. 
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gradient-distance and force - distance analysis. However, based on data on the surface 
screening, this value pertains to the characteristic Debye length of the screening charges 
rather than intrinsic depletion width.  
 
AC transport in SrTiO  3 
 The ac transport properties of the interface were studied using the Scanning 
Impedance Microscopy. Shown in Figure 4.15a is the frequency dependence of the 
interface phase angle for different circuit terminations.  
 At the first step of analysis, phase data was fitted by Eq.(3.23) for frequency 
independent Rgb, Cgb (Model 1) and the fitting results are summarized in Table 4.III. 
 
Table 4.III. 
Interface properties by Model 1 
R, Ohm Rgb, Ohm Cgb, 10
-7 F 
148 243.7 ± 3.5 2.14 ± 0.04 
520 387.8 ± 4.5 2.15 ± 0.04 
1480 510.1 ± 3.0 2.25 ± 0.03 
4700 666.3 ± 7.0 2.21 ± 0.04 
 
 Note that the interface capacitance is virtually independent on circuit termination 
resistance, while interface resistance is smaller for small circuit termination resistances. 
This behavior is ascribed to the large driving amplitude used in this experiment (1 Vpp), 
which results in the decrease of effective interface resistance due to the non-linear I-V 
characteristic of the grain boundary. The effective oscillation amplitude is larger for 
small R, resulting in smaller Rgb. In the future, care must be taken to ensure imaging in 
the small signal regime using cantilevers with higher sensitivity. The amplitude ratios 
calculated using Eq.(3.24) and data in Table 4.II are shown in Figure 4.15b. Note the 
excellent agreement between the measured and calculated values despite the absence of 
free parameters. 
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 At the second step, we studied the frequency dependence of interface resistance 
and capacitance. In this case, Eqs.(3.23,24) are solved at each frequency for Rgb, Cgb and 
the resulting values are plotted in Figure 4.15c,d. Thus determined capacitance values are 
relatively frequency independent, while the interface resistance rapidly decreases in the 
high frequency region. This behavior is because the amplitude ratio is close to unity for 
high frequencies and cannot be reliably determined from SPM data.  
 The SIM capacitance-voltage curve is illustrated in Figure 4.16. Here, the phase 
and amplitude data are measured as a function of tip bias at 5 kHz, i.e. in the region 
where the reliable determination of Rgb, Cgb is possible. The correction for tip bias and 
surface bias variation is introduced according to Eq.(3.18). The symmetric shape of the  
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Figure 4.15. Frequency dependence of interface phase angle (a) and amplitude ratio (b) in SrTiO3 bicrystal. 
Solid lines on (a) are fits by Eq.(3.23), on (b) – calculations by Eq.(3.24) using data from Table 4.III. 
Frequency dependent interface capacitance (c) and resistance (d) calculated from Eqs.(3.23,24). Data are 
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Figure 4.16. Lateral bias dependence of interface phase angle (a) and amplitude ratio at 5 kHz. Grain 
boundary bias dependence of GB resistance (c) and capacitance (d). Data are shown for circuit terminations 
148 Ohm (?), 520 Ohm (?), 1.48 kOhm (▲), and 4.8 kOhm (▼). (e) Bias dependence of interface 
capacitance at  1 kHz (                  ),  3 kHz  (                   ), 10 kHz (                   ), and 20 kHz (                   ). 
(f) Bias dependence of interface capacitance from C-V measurements (10 kHz) and SIM measurements 
(520 Ohm).    
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amplitude-bias curve in Figure 4.16b with respect to tip bias is indicative of the adequate 
correction. The grain boundary resistance and capacitance calculated from these data for 
different circuit terminations are shown in Figure 4.16c,d. Note that the bias dependence 
of the interface resistance is not sensitive to circuit termination, but is well below the 
corresponding value determined from the I-V curve due to the large driving amplitude 
effect. The interface capacitance exhibits weak bias dependence, which is attributed to 
the aforementioned errors in the experimentally measured amplitude ratio. In comparison, 
shown in Figure 4.16e is the bias dependence of interface capacitance at different 
frequencies obtained using conventional C-V measurements using the same oscillation 
amplitude. SIM data for R = 520 Ohm and 5 kHz (matched resistances) and C-V data for 
10 kHz are compared in Figure 4.16f, illustrating the fair agreement between the two.  
 
Conductive AFM studies of SrTiO  3 interface 
 As illustrated above, the presence of the screening charges at the surface-interface 
junction limits the applicability of non-contact SPM techniques for analysis of the 
interface properties. To obtain more quantitative information on the interface properties, 
we used the variants of conductive AFM as described in Chapter 3. To perform the 
single-terminal measurements, the microscope was equipped with Ithaco current 
amplifier (for single-terminal measurements) and additional custom-built current 
amplifier74 (for two-terminal measurements) as illustrated in Figure 4.17a,b. The single-
terminal current image (both contacts are grounded) along the surface and corresponding 
current profile are shown in Figure 4.17c,d. The grain boundary region clearly has lower 
conductivity than the bulk of the crystal. The width of the profile is determined by the 
depletion width of the grain boundary and imaging conditions such as the rise time of the 
current amplifier and tip-surface contact area. The former effect can be minimized by 
scanning at smaller areas; however, for yet unclear reasons (most likely, contamination 
build-up or tip oxidation) the signal was lost for small scan sizes and small tip velocities. 
The average tip-surface current far from the grain boundary is strongly tip and bias 
polarity dependent and for the probe used was 1.34 mA at tip bias of 1 V. Using the 
resistivity value ρ = 0.017 Ohm·cm, the contact radius can be estimated as 18 nm. The 
width of the grain boundary feature is ~ 100 nm, the conductivity is suppressed by ~18%. 
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Current 1 Current 2 Total current 
Figure 4.17. Schematic of single-terminal (a) and two-terminal (b) current measurements on 
SrTiO3 bicrystal. Current images and current profiles across the grain boundary in the single 
terminal (c,d) and two-terminal set-up (e-h).  
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The observed interface width and magnitude are weighted average of interface and the 
bulk due to the instrumental broadening. If the conductance in the GB region is much 
smaller than in the bulk and the interface current is zero, the real depletion width can be 
estimated as 18 nm. This is close to the value estimated from capacitance measurements 
(d = 22 nm). 
 Illustrated in Figure 4.17e-h are the results of two terminal measurements of the 
same interface. Note the formation of the sharp current step when the tip traverses the 
grain boundary. The magnitude of the potential drop is determined by the voltage divider 
ratio formed by the tip-surface contact resistance, grain boundary resistance and circuit 
termination resistance, 
RRR
RR
I
I
gbts
ts
left
right
++
+= , where Rts = 750 Ohm is tip-surface 
resistance, Rgb is grain boundary resistance and R = 10 Ohm is circuit termination 
resistance. The relative current drop at the interface agrees well with that expected from 
the ratio of tip-surface contact resistance and the total resistance (0.81 for current 1, 0.73 
for current 2, 0.57 expected for Rgb = 600 Ohm). 
 These results illustrate huge potential of the c-AFM for the interface 
characterization. Here, the surface charge effect on the measurements is minimal; 
therefore, interface properties can be characterized reliably. However, these 
measurements are complicated by the nature of the tip-surface contact, which, until now, 
limited the number of successful experiments. Further research in this direction using 
both dc and ac probes is under way. 
 
4.3.3. Temperature Dependence of Interface Transport Properties 
 The crystal was soldered by indium to copper contact pads; additional indium 
contacts were deposited to perform 4 probe I-V measurements. AC transport properties 
were measured by impedance spectroscopy (HP4282A LCR meter) in the frequency 
range 20 Hz-1 MHz and modulation signal of 20 mV. Measurements were performed in 
the temperature range 123-373 K (Delta temperature chamber). Four probe dc I-V 
measurements were performed in the temperature range 78-300 K using home built 
cryogenic system. 
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 Shown in Figure 4.18a are the I-V curves obtained at different temperatures (lower 
curve corresponds to 78 K, upper curve – to 300 K). Note that for low biases the current 
is linear in bias, while for higher biases (> 50-100 mV) the onset of non-linear behavior is 
observed. The non-linearity coefficient α in I~Vα is relatively small, α = 2.3-3.5 
depending on temperature. This value is typical for SrTiO3, but is significantly smaller 
than for oxide varistor materials such as ZnO, for which α can be as high as 40. 
Interestingly, this small non-linearity value suggests significant contribution of space-
charge current (α = 2), since thermionic emission and diffusion models predict 
significantly higher values of nonlinearity coefficient.  
 The attempts to deconvolute the interface density of states from the variable 
temperature I-V data using the formalism developed by Pike and Seager35 were 
unsuccessful. As suggested by the theoretical arguments developed in Section 4.2, the 
transport at the SrTiO3 interfaces is limited by the low carrier mobility and does not 
belong to the pure thermionic emission or diffusion case at high biases. Therefore, I-V 
curve reconstruction is impossible without more detailed numerical analysis. 
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Figure 4.18. Temperature dependent I-V characteristics of Σ5 grain boundary in SrTiO3 bicrystal (a) 
and temperature dependence of zero-bias resistance (b). 
(a) (b) 
 139
  The low-bias temperature dependence of resistance for bicrystal interface 
determined from the linear part of the I-V curves and impedance data is shown in Figure 
4.18b. Note that the activation energy ( )TdRdqkE gba 1ln=  for conductivity has two 
well defined linear regimes Ea = 28 mV for T < 220 K and Ea = 150 mV for T > 220 K. In 
both cases, Ea is much smaller than expected potential barrier height ϕgb ~0.5-1 eV. This 
is because activation energy for conduction incorporates the temperature dependence for 
potential barrier, gbgba dTdTE ϕϕ −≈ . Since θεϕ −T~~gb 1 , and θ = 28 K for 
SrTiO3, gbaE ϕ<<  for T > θ. Based on the theoretical estimates, it is conjectured that 
the change in activation energy corresponds to the crossover between thermionic and 
diffusive transport. To verify this assumption, the interface parameters were estimated in 
the linear dielectric approximation. From room temperature impedance spectroscopy the 
interface capacitance is Cgb = 5.7·10
-2 F/m2, from which depletion width is estimated as 
23 nm for κ = 300. From the interface resistance the potential barrier is calculated as 
~570 mV for both thermionic [Eq.(4.9)] and diffusion [Eq.(4.11)] models. The thermal 
velocity is 23.5·103 m/s and the mobility at room temperature is 5.3 cm2/Vs. The effective 
field at the interface is E0 = 4.96·10
7 V/m. Therefore, µE0 = 26.3·103 m/s is close to 
thermal velocity at room temperature and both diffusion and thermionic mechanisms are 
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active. For lower temperatures thermal velocity decreases, while mobility increases 
resulting in the onset of purely thermionic behavior. Therefore, it is feasible that the low 
temperature conductivity region corresponds to purely thermionic case, while for T > 220 
K diffusion dominates.  
 Variable temperature impedance spectra were interpreted in terms of single R-C 
element corresponding to grain boundary for T > 150 K (single undistorted arc on the 
Cole-Cole plot). The impedance amplitude was fitted by ( )21 gbgbgb CRRZ ω+= , 
yielding the interface resistance and capacitance as shown in Figure 4.19a. Alternatively, 
frequency dependence of interface capacitance was calculated as ( ) ( ) ZC gb ωθω sin−= , 
where θ is impedance phase angle. For lower temperature, an additional relaxation 
process is observed as seen in Figure 4.19b. It is tempting to associate this relaxation 
process with the formation of non-cubic phase below 132 K as reported by Waser,65 
however, more extensive studies of the low temperature transport (both I-V and C-V) are 
clearly required. The resistivity for crystal bulk was < 1 Ohm.  
 Temperature dependence of interface potential ϕgb was calculated from 
thermionic emission model. Shown in Figure 4.20a is interface capacitance and grain 
boundary potential from impedance spectroscopy. Noteworthy is that temperature 
dependence of capacitance is significantly weaker than that of a bulk dielectric constant, 
( )28−= TCκ , suggesting that dielectric constant is reduced in the vicinity of the 
interface compared to the bulk. At the same time, ϕgb is almost linear in temperature and 
relatively insensitive to the details of the calculations. It might be argued that mechanism 
for reduction of interface capacitance relative to the bulk dielectric constant for lower 
temperatures the band bending at the interface decreases, resulting in the filling of the 
empty interface states and increase of the depletion width. However, the effective 
interface charge also decreases with the temperature as illustrated in Figure 4.20b, while 
reverse would be expected for the interface state filling. 
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4.3.4. Non-linear Dielectric Behavior at STO Grain Boundaries 
 One of the key assumptions in the conventional semiconductor theory is field-
independent dielectric constant. As suggested by the theoretical arguments in Section 4.2 
and the experimental results, this is not the case for SrTiO3. In the material with field 
dependent dielectric constant, the usual Poisson equation is inapplicable for the 
calculation of field and potential in the grain boundary region. Rather, the solution of 
Maxwell equations is required. For 1D non-linear dielectric, one writes  
dqNzD =∂∂ ,      (4.39) 
where D is the displacement vector. The displacement to the right of grain boundary, 0 <  
z< d, is  
( )dzD −= 12σ ,      (4.40)  
and D = 0 for z > d. By definition, PED += 0ε , where E is electric field, zE ∂∂= ϕ , 
and P is polarization. In the non-linear dielectric the relationship between field and 
polarization is  
3BPAPE += ,      (4.41)  
where ( )θ−= TAA 0 , A0 and B are temperature independent constants, T is temperature 
and θ is Curie temperature. For linear dielectric material, 01 κε=A  and B = 0. From 
Eqs.(4.40,41) polarization and electric field are calculated as a function of distance from 
the interface. Interface potential is  
( )∫= dgb dzzE
0
ϕ .      (4.42) 
Local dielectric constant is  
( )
E
P
E ∂
∂+=
0
1
1 εκ ,      (4.43) 
and interface capacitance is 
( )∫ −− = dgb dzzC
0
11
0 κε .      (4.44) 
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 In the general case, Eqs.(4.42-44) must be solved numerically. However, for 
weakly non-linear dielectric material such as SrTiO3 at room temperature, approximate 
solutions can be found using asymptotic expansion for polarization,75  
...BPPP ++= 100 ε ,      (4.45) 
where P0 is polarization for linear dielectric and P1 is first order correction due to non-
linearity. Using 11 0 ≈+ Aε , polarization distribution in the vicinity of the interface is 
3
0BDDP ε−= . The electric field is 3BDADE +=  and interface potential is  
324
3dBdA
gb
σσϕ += .     (4.46) 
The reciprocal interface capacitance from Eq.(4.44) is 22 21 dBAdC gb σ+=−  and 
interface capacitance is  
dA
B
Ad
C gb 2
2
82
1 σ−= .     (4.47) 
The effective interface charge is 
A
B
eff 8
3σσσ −= .      (4.48) 
 As follows from Eqs.(4.46-48), the dielectric non-linearity results in the 
suppression of dielectric constant in the vicinity of the interface, increase of potential 
barrier height and reduction of interface capacitance. The effective interface charge is 
reduced compared to linear case. Since coefficient ( )θ−= TAA 0  is linear in 
temperature, deviations from linear dielectric behavior become more pronounced for low 
temperatures. 
 Eqs.(4.46-48) predict that interface charge density, σ, depletion width, d, and non-
linearity coefficient B can be determined from the temperature dependence of effective 
interface charge, gbgbeff C ϕσ 8= , and interface potential. Fitting the temperature 
dependence of effective interface charge by ( )28−+= Tbay  yields σ = 0.29 C/m2 and 
B = 4.37·109 Vm5/C3. The reciprocal interface capacitance was fitted by linear function 
bxay += . The slope yields depletion width as 02Abd = , d = 13.6 nm. The intersect, 
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 θσ 02 2 AdBa −= , yields B = 11.3·109 Vm5/C3. Finally, fitting the temperature 
dependence of interface potential yields d = 19.4 nm and B = 4.85·109 Vm5/C3. In 
comparison, dielectric measurements at low temperatures yield B = 4-8 Vm5/C3 [Ref.62]. 
The fitting results are summarized in Table 4.IV. 
 
Table 4.IV 
Interface properties of non-linear SrTiO3 interface 
Interface properties σ, C/m2 d, nm B, 109 Vm5/C3 
σeff 0.29  4.37 
1/Cgb  13.6 11.3 
ϕgb  19.4 4.85 
Reference   ~ 4 - 8 
 
From these values, the donor concentration qdN d 2σ=  is Nd = 6.54·1025 m-3 for 
d = 14 nm. This value is very close to carrier concentration for Nb doped SrTiO3 with 
resistivity ρ = 0.017 Ohm·cm [Ref.60], and mobility µ = 5.3 cm2/Vs, Nd = 6.94·1025 m-3. 
Noteworthy is that activation energy in thermionic emission regime 
CNqE da 0
2 8 εθσ= is estimated as 41 meV in a close agreement with experimental 
value Ea = 28 meV. 
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Figure 4.20. Temperature dependence of interface potential barrier and interface capacitance 
compared to the temperature dependence of dielectric constant (a).  Temperature dependence of 
interface charge and reciprocal capacitance. Solid lines in (b) are fits by Eqs.(4.46-48).  
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4.4. Transport in Polycrystalline Oxide Materials 
 After an understanding of grain boundary phenomena in SrTiO3 bicrystal samples 
by SPM was achieved, this approach was extended to polycrystalline ceramic materials. 
Depending on the nature of the material, local potential and transport studies can be 
complemented by high-resolution magnetic (in LaxSr1-xMnO3 material with colossal 
magnetoresistance)76 and ferroelectric domain imaging (described in more details in 
Chapter 6). Summarized below are the results of the SPM studies of several 
polycrystalline oxide systems. 
 
4.4.1. Grain Boundary Limited Transport in ZnO 
 Polycrystalline ZnO is widely used as a prominent electroceramic material due to 
non-linear current voltage characteristics, which enable its application in varistors and 
surge protectors.1,2 This material was extensively studied by conventional impedance, I-V 
and C-V techniques on the bulk samples and microimpedance measurements using 
fabricated contact arrays on sample surface. However, the former access only averaged 
interface properties in the polycrystalline samples, while the latter are typically associated 
with the non-uniform current distribution in the sample, thus hindering the quantitative 
interpretation of the I-V and impedance data. Here, we illustrate the applicability and 
limitations of SPM transport measurements for the analysis of transport phenomena in 
such materials. In the three-terminal set-up, SPM tip acts a moving voltage probe, while 
the current is induced by the macroscopic external electrodes. Therefore, current in the 
sample is macroscopically uniform precluding current crowding effects, while potential 
drop at each interface can be quantified. 
 Shown in Figure 4.21 are surface topography and surface potential on a 
polycrystalline ZnO surface under different bias conditions. The topographic image 
exhibits a number of spots due to contaminants and depressions due to inter- and 
intragranular pores. The surface potential of the grounded ZnO surface is essentially 
uniform over ZnO grains and exhibits well-defined contrast due to the chemical 
inhomogeneity of the surface. Small potential depressions in the center of the image are 
associated with second phase (Bi-based spinel phase) inclusions that can be clearly 
observed under the optical microscopy. On application of 5 V lateral bias potential drops 
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 at the grain boundaries become evident (Figure 4.21c). The contrast inverts on 
application of bias of opposite polarity (Figure 4.21d). Note that the potential depression 
on the second phase inclusion is independent of applied bias. Some grain boundaries 
demonstrated rectifying behavior. Shown in Figure 4.22 is surface topography and 
surface potential of the central part of image in Figure 4.21. Grain boundaries are now 
seen as depressions on topographic image, probably due to the selective polishing. The 
surface potential of the unbiased surface exhibits potential depressions at grain 
boundaries (Figure 4.22b). Unlike SrTiO3 bicrystal, the origins of the interface potential 
variations are traced to the presence of a second Bi-rich phase as shown by SEM imaging 
in the backscattering regime. Application of a direct bias clearly delineates three large 
grains within the image (Figure 4.22c), and reversal of the bias indicates that at least two 
of the grain boundaries clearly exhibit rectifying behavior (Figure 4.22d).  
 
Figure 4.21. Surface topography (a) and surface potential for grounded (b), direct (c) and reverse
(d) biased ZnO varistor surface.  
(b) 
(c) (d) 
(a) 
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Figure 4.22. Surface topography (a) and surface potential for grounded (b), forward 
(c) and reverse (d) biased ZnO varistor surface.  
(a) (b) 
(c) (d) 
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Figure 4.23. Voltage characteristics of two individual grain boundaries in a ZnO varistor (a) exhibiting 
asymmetric ohmic and non-ohmic behavior (a). Voltage characteristic of second-phase inclusion (b). 
Shown are potential drops on the left (black) and the right (red) boundaries. 
(a) (b) 
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 Further indication of this behavior is obtained from the potential drop-bias voltage 
behavior, as shown in Figure 4.23a. Grain boundaries are non-uniform and exhibit both 
ohmic and non-ohmic behavior for forward and reverse biases. In both case, the potential 
drop at the interface is zero for a grounded surface, while the potential drop at a ZnO-
second phase interfaces is non-zero and depends only slightly on external bias (Figure 
4.23b).  
 SSPM of polycrystalline samples can be further extended to reconstruct the 
current distribution through a complex microstructure. The ohmic behavior of the grain 
gives rise to a potential gradient in the current direction. Hence, a general pattern of 
current distribution can be obtained by differentiating the surface potential map along x- 
and y-directions and averaging the derivative maps over the individual grains. 
Corresponding derivative patterns are shown in Figure 4.24. Average x- and y- 
derivatives of potential are proportional to the x- and y- components of the current in the 
grain and hence the direction of the current can be determined. The reconstructed 
potential distribution is shown in Figure 4.25. It should be noted that the magnitude of the 
current couldn't be obtained solely from the SPM image; additional information on the 
total current through the sample, specific conductivity of the grains or multiple SPM 
measurements with different shunting resistors would be required. 
 Scanning Impedance Microscopy of polycrystalline ZnO has shown that even for 
the highest experimentally accessible frequencies (100 kHz as limited by the lock-in 
amplifier used) the interfaces are in the low-frequency regime. Both amplitude and phase 
images exhibit abrupt changes of signal at the interfaces (not shown) similar to the dc 
potential. Further progress can be achieved by higher-frequency SIM measurements; in 
particular, such measurements can establish the origins of the frequency dispersion of 
interface capacitance (i.e. whether it is generic for individual grain boundaries or 
collective phenomena). 
 Conductive AFM imaging in single-terminal and two-terminal configurations on 
ZnO is illustrated in Figure 4.26. The current image on the etched surface closely 
resembles the sample topography, probably due to the topographic artifacts (tip does not 
penetrate the grooves between the protrusions on the surface). In the two-terminal  
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Figure 4.24. Surface potential (left column), x derivative (central column) and y derivative (right 
column) for grounded (1st row), forward (2nd row) and reverse (3d row)-ZnO varistor.  
14 µm 
Figure 4.25. Current map reconstruction for forward and reverse biased varistor. 
(a) (b) 
14 µm 
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configuration, the grain contrast is determined by the separation from the macroscopic 
electrodes, illustrating the potential for the spatially resolved characterization. 
 To summarize, in polycrystalline ZnO surface potential and two-terminal cAFM 
measurements illustrate the potential for local resistivity mapping. The individual grain 
boundaries typically exhibit asymmetric I-V characteristics and a number of rectifying 
grain boundaries was observed. This behavior was attributed recently to the piezoelectric 
effect on grain boundary potential barriers;77 however, attempts to perform simultaneous 
piezoresponse and potential imaging in ZnO were unsuccessful. Further progress in this 
field is expected if the local AFM studies are combined numerical modeling similar to 
Fleig and Maier.78,79  
 
4.4.2. Variable Temperature Transport and Piezoelectricity in BaTiO3 
 An interesting example for SPM studies is polycrystalline semiconducting 
BaTiO3 with positive temperature coefficient of resistance (PTCR). In this material, 
Figure 4.26. Surface topography (a,c,e) and current (b,d,f) images of etched (a-c) and non-etched ZnO 
surface. Imaging is made is the single terminal (a-c) and two-terminal (e,f) configuration. 
(a) 
(b) 
(c) 
(d) 
(e) 
(f) 
1 µm 16 µm 3 µm 
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below ferroelectric Curie temperature the interface charge is compensated by the 
spontaneous polarization. On increasing the temperature, polarization decreases and the 
interface potential barrier develop, resulting in the drastic increase of interface resistance. 
Illustrated in Figure 4.27 is surface potential on the grounded, forward and reverse biased 
PTCR surface room temperature. The grain boundaries are clearly conductive. On 
increasing the temperature, potential barriers at grain boundaries become visible. 
 
 Ferroelectric activity of BaTiO3 can be accessed locally by piezoresponse force 
microscopy (PFM). Shown in Figure 4.28 are piezoresponse and surface potential images 
of PTCR surface at room temperature. The fact that individual grains consist of single 
domain with an absence of surface potential variations on the grounded surface (not 
shown) is consistent with a high carrier concentration in semiconducting BaTiO3 that 
screens spontaneous polarization and stabilizes a single domain structure. From PFM 
image, the individual grains are clearly in the single domain state. On increasing the 
temperature, the piezoelectric activity decreases as illustrated in Figure 4.28b. Resistive 
barriers do not exist at the grain boundaries at room temperature; however, SSPM 
indicates the development of resistive barriers below the nominal transition temperature  
(a) (c) (e) 
(b) 
(d)
(f) 
Figure 4.27. Surface potential of forward biased (a,b), grounded (c,d) and reverse biased (e,f) PTCR 
BaTiO3 surface at room temperature (a,c,e) and at 35°C (b,d,f). 
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Figure 4.28. Piezoresponse (a,b) and surface potential (c,d) images of laterally biased PTCR BaTiO3
surface at room temperature (a,c) and at 35°C (b,d). Schematic of band structure of the interface below 
(e) and above phase transition temperature (f). 
P 
(a) (c) 
(b) (d) 
(e) 
(f) 
10 µm 
Figure 4.29. (a) Temperature dependence of resistance measured for macroscopic device (?) and 
between the micropatterned contact pads (?). The discrepancy between the curves is due to the 
varistor effect. (b) Locally measured temperature dependence of electrical activity of the interfaces (?) 
and averaged piezoelectric activity of the surface (?). 
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(50 °C). Simultaneous piezoresponse imaging confirms the localization of potential drop 
at the grain boundaries. PFM contrast does not disappear well above the onset of PTCR 
behavior in agreement with broad transition observed in the impedance spectroscopy 
measurements performed both on the macroscopic device and between micropatterned 
electrodes (Figure 4.29a). The variation of PFM and SSPM signals within the image 
provide quantitative measures of grain boundary resistivity and piezoresponse activity 
and indicate the concurrent increase in resistivity and decrease of piezoresponse with 
temperature as illustrated in Figure 4.29b. 
 To summarize, a combination of variable temperature SSPM under external 
lateral bias and piezoresponse imaging allows real space imaging of grain boundary 
PTCR behavior. At room temperature, most of the grains are in the single domain state, 
consistent with high conductivity of the material. Piezoresponse activity decreases with 
temperature along with the increase of the resistivity of grain boundary regions. The 
formation of resistive grain boundary barriers begins below the nominal transition 
temperature, while piezoresponse activity is observed in the PTCR region. These results 
indicate the gradual nature of the transition, which is a direct consequence of large 
dispersion of grain boundary properties. Further progress in this direction is expected for 
PTCR samples with larger grain sizes facilitating the quantitative observations of 
interface potential behavior under variable temperature conditions.  
 
4.4.3. Grain Boundary and Domain Wall Mediated Transport in BiFeO3 
 Bismuth ferrite BiFeO3 simultaneously exhibits both ferroelectric (TC = 830 
oC) 
and long range antiferromagnetic G-type ordering (TN = 370 
oC).80 Because of this 
magnetoelectric coupling, it has been proposed that BiFeO3 ceramics systems could be 
used to develop novel memory device applications. Extensive structural, magnetic, and 
electric studies of various BiFeO3 solid solutions systems have been reported.
81,82,83 The 
electric and dielectric properties of BiFeO3, which could be strongly affected by small 
amounts of impurities and ferroelectric behavior, have been inadequately investigated. It 
was suggested that the impurity segregation on grain boundaries could lead to complex 
impedance behavior and grain boundary barrier layer (GBBL) dielectric effects. Here, 
electrical SPM is used to study piezoresponse and microscopic ac and dc transport in 
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polycrystalline BiFeO3, thus facilitating the understanding of the macroscopic impedance 
and dielectric properties.  
 
Piezoresponse Force Microscopy of BiFeO  3 
 It was long known that BiFeO3 exhibits ferroelectric properties. However, 
experimental measurements of electromechanical properties are hindered by relatively 
high conductivity of this material. Due to the lack of transparency in the visible range, 
optical observation of domain structure is also impossible. Here we attempted local 
studies of piezoelectric activity of BiFeO3 by piezoresponse force microscopy. In these 
experiments, the modulating bias is applied to the sample, while variation of tip bias 
allowed to record local hysteresis loops and study local switching behavior. 
 
 Shown in Figure 4.30 are surface topography and piezoresponse phase and 
amplitude images of polished BiFeO3 surface. PFM images exhibits clear domain 
structure, in which the amplitude is constant for the antiparallel domain and the phase 
changes by 180°. The maximum response amplitude depends on grain orientation and 
Figure 4.30. Surface topography (a,b), piezoresponse phase (c,d) and amplitude (e,f) at different 
magnifications. Note that extremely clear PFM contrast is observable despite relatively high 
(~100 kOhm) conductivity of the sample. 
(a) 
(b) 
(c) 
(d) 
(e) 
(f) 2 µm 
5 µm 
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some grains are characterized by virtually zero amplitude. A number of such grains are 
located at the junctions and can be interpreted as impurity inclusions, similarly to 
previous analysis of phase distribution in Li2O-Nb2O5-TiO2 system.
84  
 
 Local polarization can be easily switched in BiFeO3. Shown in Figure 4.31 is the 
sequence of PFM images before and after poling by SPM tip. Noteworthy is that the 
response amplitude is reduced in the switched area, which is not the case for the pristine 
domains. Similarly, PFM electromechanical hysteresis loops (not shown) indicate 
significant asymmetry with respect to bias. To account for this observation, we suggest 
tip-induced oxidation of the surface. To verify this assumption, we have performed ~20 
continuous scans by the tip over the same area. The evolution of the piezoresponse image 
was recorded and shown in Figure 4.32 is the surface topography and piezoresponse 
image after switching. Note that the amplitude is zero in the switched region and surface 
1 µm (a) (b) 
(c) (d) 
(e) (f) 
1 µm (a) (b) 
(c) (d) 
(e) (f) 
Figure 4.31. Surface topography (a,b), PFM 
phase (c,d) and amplitude (e,f) of BiFeO3 surface 
before (a,c,e) and after (b,d,f) single scan 
switching by –10 V.  
Figure 4.32. Surface topography (a,b), PFM 
phase (c,d) and amplitude (e,f) of BiFeO3 surface 
before (a,c,e) and after (b,d,f) ~20 scan switching 
by –10 V.  
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topography exhibit protrusion. It might be speculated that the continuous exposure of the 
BiFeO3 surface to the negatively biased tip results in the electrochemical reaction of the 
type 
2BiFeO3 + (x+2) H2O + 2e
- → Bi2O3⋅xH2O + 2Fe(OH)2+2OH-,  (4.46) 
that leads to the non-ferroelectric products. Further confirmation of the reaction 
mechanism is clearly required; however, these studies demonstrate the unique potential 
for ferroelectric and chemical modification of BiFeO3. In conjunction with perspective 
thin film applications, this provides unique avenues for the local surface patterning 
required for the device fabrication. 
 
SSPM under lateral bias 
 The surface topography and surface potential at a BiFeO3 surface under different 
bias conditions are shown in Figure 4.33. The topographic image exhibits a number of 
spots due to contaminants and depressions due to inter- and intragranular pores. Grain 
boundaries can be seen due to selective polishing of grains with different orientations. 
The surface potential of the grounded BiFeO3 surface exhibits large-scale potential 
variations due to ferroelectric domains and surface contaminants. On application of a 10 
V lateral bias, the potential drops at the grain boundaries become evident (Figure 4.33c). 
The contrast inverts on application of a bias of opposite polarity (Figure 4.33d). Note that 
the potential features related to ferroelectric polarization are independent of the applied 
bias. Ramping the dc bias across the sample has shown that the potential drop at the 
interface is linear in external bias and the grain boundaries exhibit ohmic behavior for 
small biases (∆Vgb < 50 mV)). 
 
AC transport by SIM 
 The surface topography, SIM phase images at 20 and 70 kHz and the SIM 
amplitude image at 70 kHz of the same region are shown in Figure 4.34. Note that the 
phase images exhibit well-defined phase shifts at the grain boundaries, while the 
amplitude image shows a uniform decrease of amplitude across the surface. Positive 
phase shifts at the grain boundary and a negative phase shift in the bulk are clearly 
observed in agreement with theoretical arguments. For higher frequencies phase shifts in  
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the grain interior are not observed due to the resistive component in the experimental 
circuit. At the same time, the amplitude decreases linearly in the direction of current flow 
indicating that the experimental frequency range (10-100kHz) is above the resonant 
frequency of the interface. To quantify the frequency dependence of the grain boundary 
phase shift, the latter was determined for a series of images collected at 10kHz steps. The 
analysis in the vicinity of the resonant frequency of the cantilever (60 kHz) is complex 
due to a force-gradient induced resonant frequency shift and associated non-linear phase 
behavior. To relate the SIM phase shift to the material properties, the latter were 
independently determined by impedance spectroscopy and the corresponding spectra are 
shown in Figure 4.35a. From the impedance spectroscopy data, the average grain 
boundary resistivity and capacitance are estimated as Rgb = 116 kOhm cm and Cgb = 7.6 
nF/cm, while the grain interior resistivity and capacitance are Rgi = 812 Ohm cm and Cgi 
= 7 pF/cm. It should be noted that two RC elements provide a relatively poor description 
of the high frequency region of the experimental impedance spectra; the properties of the 
grain boundary component are well defined, whereas bulk properties can be determined 
only approximately. Figure 4.35b shows the calculated grain boundary phase shift vs. 
frequency dependence as compared to experimental SIM data. The only free parameter in  
(a) (b) 
(c) (d) 
5 µm 
Figure 4.33. Surface topography (a), surface 
potential of the grounded surface (b), and surface 
under lateral bias of 10 V (c) and –10 V (d). Scale is 
200 nm (a), 50 mV (b,c,d). 
Figure 4.34. Surface topography (a), SIM phase 
image at 30 kHz (b) and 70 kHz (c) and SIM 
amplitude image at 70 kHz (d) of the same region. 
Scale is 200 nm (a), 0.2 degree (b,c). 
(b)
 5 µm 
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the calculations is the effective grain number. The best fit is obtained for n = 210 grains, 
which is comparable with grain number N ~ 70 estimated from the grain size (~ 20-30 
 µm) and the distance between measurement point and left contact (~ 1-2 mm). The 
discrepancy between the two is due to the uncertainty in the bulk resistance and variation 
in grain boundary properties and orientation. Note the excellent agreement between phase 
angle frequency dependences obtained from local measurements and impedance 
spectroscopy. 
 To summarize, ferroelectric domain structures in BiFeO3 can be observed and 
local hysteresis loops can be obtained by PFM despite the high conductivity of the 
material. Both ferroelectric domain structure and local chemical composition can be 
modified by PFM. The fingerprints of the domain structure can be observed in surface 
potential images as well. Grain boundaries are shown to be associated with resistive 
barriers by SSPM. It is shown that ferroelectric domain boundaries do not contribute to 
the SIM image, thus allowing unambiguous correlation of impedance spectra with 
electroactive grain boundaries. For BiFeO3 ceramics excellent agreement between local 
SIM measurements and impedance spectroscopy data was found. 
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Figure 4.35. (a) Cole-Cole plots of as prepared BiFeO3 pellets (?) and the rectangular sample (?)
used for scanning probe microscopy studies. (b) Experimental SIM phase shift across the interface and
theoretical curve calculated from the impedance data. 
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4.5. Conclusions 
 In this Chapter, electric SPM techniques developed in Chapter 3 were used for the 
characterization of a number of single- and multiple interface oxide systems. A numerical 
procedure for the extraction of potential at a surface-interface junction from the SSPM 
and EFM data is developed. It is shown that in air this potential is significantly smaller 
and in some cases opposite in sign to the grain boundary potential in the bulk, due to 
screening by mobile adsorbates. DC and ac current measurements were shown to be 
insensitive to the presence of the screening charge. Transport properties of Σ5 grain 
boundary in Nb-doped SrTiO3 bicrystal were characterized and compared to the 
conventional measurements. Based on the temperature dependence of interface 
capacitance, it was conjectured that the dielectric constant is suppressed at the interface. 
We developed a description of grain boundary properties in non-linear dielectric material. 
We have shown the grain boundary transport in metallic SrTiO3 to be thermionic 
emission below RT and diffusion above RT. Temperature dependence of interface 
potential and capacitance was used to determine grain boundary parameters and non-
linear dielectric properties of SrTiO3. The values obtained are in a good agreement with 
permittivity measurements. 
 Polarization-mediated local transport behavior was studied in a number of 
piezoelectric and ferroelectric polycrystalline oxides. In polycrystalline ZnO a number of 
grain boundaries with asymmetric I-V characteristics were observed; however, attempts 
to perform simultaneous piezoresponse and potential imaging were unsuccessful. In 
polycrystalline BaTiO3, much higher electromechanical activity allowed combination of 
variable temperature SSPM and piezoresponse imaging of grain boundary PTCR 
behavior. The formation of resistive grain boundary barriers was observed below the 
nominal transition temperature, while piezoresponse activity was observed in the PTCR 
region. These results indicate the gradual nature of the transition, which is a direct 
consequence of large dispersion of grain boundary properties. In polycrystalline BiFeO3, 
ferroelectric domain structure was observed and local hysteresis loops were obtained by 
PFM, unambiguously proving it's ferroelectric nature. Grain boundaries, rather than 
ferroelectric domain walls, are shown to be responsible for low-frequency dielectric 
behavior. Excellent agreement between SIM and impedance spectroscopy was found. 
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5. POLARIZATION AND CHARGE DYNAMICS  
ON FERROELECTRIC SURFACES 
 
5.1. Introduction 
5.1.1. Physics and Applications of Ferroelectric Materials 
 Since the discovery of the ferroelectric properties of Rochelle salt approximately 
80 years ago,1 the ability of ferroelectric materials to sustain spontaneous polarization 
below the Curie temperature remains one of the most fascinating materials phenomena 
and constitutes the basis for their wide technological applicability.2,3,4 For more than 20 
years after their discovery, Rochelle salt was the only known ferroelectric material and 
was universally considered as a curiosity rather than a potentially useful material. 
Consequently, only one other ferroelectric material (KH2PO4, KDP) was found over two 
decades after the discovery of ferroelectricity in Rochelle salt. The complicated 
crystallographic structure of these compounds (112 atoms per unit cell for Rochelle salt, 
16 atoms per unit cell for KDP) made ferroelectricity extremely difficult for theoretical 
interpretation. The fact that these compounds contained hydrogen bonds led to the 
erroneous assumption that the existence of hydrogen bonding is a precondition for 
ferroelectricity and therefore the search for new ferroelectric materials performed over 
these two decades was limited to hydrogen-containing compounds.  
 The situation changed in the early forties when the search for materials with high 
dielectric constants as a substitute for natural mica in capacitor applications led to the 
discovery of ferroelectricity in the perovskite BaTiO3 simultaneously in the USA, Russia 
and Japan. Immediately BaTiO3 and related ferroelectric perovskites were recognized as 
promising materials for the submarine sonar arrays, heralding the beginning of intensive 
research in the field. These materials rapidly became extremely widespread due to high 
chemical stability, good mechanical properties and ease of preparation. In addition, the 
relatively simple perovskite structure made ferroelectric perovskites more amenable for 
theoretical treatment originating a number of models ranging from the original "rattling 
atom" model to soft-mode based description of ferroelectricity and thermodynamic 
Ginzburg-Devonshire type models.2,5 After the discovery of the strong electromechanical 
coupling in ferroelectrics, numerous applications as sensors, actuators, transducers, etc. 
 164
emerged. Major applications of ferroelectric ceramics can be divided into several distinct 
areas that can be derived from the different combinations of their properties: 
1. The high dielectric permittivity and wide frequency range of response enables the 
creation of compact capacitors in the form of multilayers, thick or thin films.  
2. The piezoelectric and electrostrictive responses in poled and unpoled 
ferroelectrics are employed in transducers for converting electrical to mechanical 
response and vice versa. Interestingly, it is the piezoelectric effect that enables 
very high precision position control in STM and AFM devices. 
3. The strong temperature sensitivity of polarization (pyroelectric effect) makes 
these materials applicable for wide range of imaging systems and thermal-medical 
diagnostics. In polycrystalline materials, interplay between polarization and grain 
boundary phenomena gives rise to the positive temperature coefficient of 
resistance (PTCR) phenomenon,6 which is employed in thermal sensors. 
4. The high quadratic and linear electro-optic coefficients are used in modulators, 
guided wave structures, light valves and electrooptical devices. 
 In the last decade, the developments of deposition techniques for epitaxial 
ferroelectric thin films and advanced ceramic fabrication have resulted in numerous novel 
applications such as those in microelectromechanical systems (MEMS).7,8,9 The ability of 
ferroelectric materials to exist in two or more polarized states, conserve polarization for a 
Figure 5.1. Crystallographic structure of BaTiO3 above (a) and below (b) ferroelectric Curie temperature. 
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finite period, and change the polarization in a field allows their consideration for non-
volatile computer memory devices (FeRAM).10,11,12 
 The origins of the useful properties exhibited by ferroelectric materials can be 
traced to the crystallographic structure illustrated here on the example of ferroelectric 
BaTiO3. Above the Curie temperature, Tc = 130°C, BaTiO3 exists in cubic paraelectric 
phase with space group Pm3m (Figure 5.1a). On decreasing the temperature, the titanium 
atom shifts along one of the (100) directions, resulting in the change of the symmetry of 
the unit cell from cubic to tetragonal (space group P4mm) and simultaneous development 
of a dipole moment. Below 5°C and -90°C it transforms into more complicated 
orthorhombic (Amm2) and rhombohedral (R3m) phases. In the tetragonal phase of 
BaTiO3, the spontaneous polarization is parallel to the c-axis of the tetragonal unit cell 
and can point in one of the six (100) directions. Dipole interactions result in ferroelectric 
domains. The depolarization energy limits the maximum domain size, giving rise to 
complex domain patterns. Different orientations of polarization vectors in adjacent 
domains result in 180° and 90° domain walls. Several possible domain configurations on 
BaTiO3 (100) surface are illustrated in Figure 5.2.  
 
Figure 5.2. Domain arrangements on (100) surface of tetragonal BaTiO3. Arrows represent the 
orientations of polarization vectors. (a) 90° a1-a2 boundary, (b) 90° c+-a1 boundary, (c) 180° c+-c-
boundary. Shown below is surface potential (solid) and surface topography (dashed) expected along 
the dotted line. 
(a) (b) (c) 
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 The immediate implication of domains is that experimentally accessible 
properties of a ferroelectric crystal, and especially ceramics, are averaged over multiple 
domains. Domain structure significantly influences many physical properties, such as 
piezoelectricity, electrooptical properties, hysteresis and switching behavior. High 
correlation energy (compared to ferromagnetic materials) and multiple electromechanical 
couplings in ferroelectrics imply that domain structure is strongly influenced by the stress 
fields in material. These effects are especially pronounced in the epitaxial films, in which 
coupling to the substrate can stabilize certain types of domain structures and change 
thermodynamic parameters (e.g. Tc) of ferroelectric.
13,14,15,16 The high surface energy of 
ferroelectric domain walls imply that domain growth is nucleation-limited and makes 
polarization switching processes sensitive to the local defect chemistry, since atomic 
scale defects (e.g. oxygen vacancies) can serve as pinning centers, especially for charged 
walls. Therefore, complete description of ferroelectric structure requires not only 
morphological information on domain orientation, but also the knowledge of local stress 
and electric fields. While statistically averaged descriptions of ferroelectric 
microstructure can be used when the device size is much larger than the domain/grain 
size, current miniaturization of ferroelectric-based electronic devices including MEMS, 
FeRAMs and DRAMs requires quantitative understanding of domain structure – 
properties relationship.  
 
5.1.2. Spatially Resolved Studies of Ferroelectric Phenomena 
 The formation and static properties of domains in bulk crystalline ferroelectrics 
have been extensively studied by such techniques as polarizing optical microscopy, 
etching, surface decoration, etc.17,18,19 However, these methods provide relatively low 
spatial resolution, of the order of 1 µm, limited by optical diffraction. Techniques such as 
etching damage the surface of material and, therefore, cannot be used for the 
investigations of dynamic behavior of domains under applied fields and with temperature. 
Higher spatial resolution can be achieved by electron-beam based probes such as 
scanning and transmission electron microscopies. However, sample charging, local 
heating and beam damage cause significant problems. As a result, only a relatively small 
number of in-situ experiments on domain wall motion under applied lateral bias or 
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ferroelectric phase transition by optical microscopy,20,21 scanning22,23 and 
transmission24,25,26,27,28,29,30 electron microscopy have been reported. Significant progress 
in ferroelectric imaging was achieved after the invention of SPM based techniques. 
Contact and intermittent mode atomic force microscopy along with lateral force 
microscopy has been widely used to characterize domain-related topographic 
features.31,32,33,34,35,36,37,38,39 Electrostatic scanning probe techniques such as Electrostatic 
Force Microscopy (EFM) and Scanning Surface Potential Microscopy (SSPM) have been 
used to image electric fields associated with polarization charge on ferroelectric 
surfaces.40,41,42,43,44 Piezoresponse Force Microscopy (PFM)45,46,47,48,49 based on the local 
electromechanical response of the surface to tip bias was established as a prominent 
technique for domain imaging with sub-10 nm resolution. These and other SPM studies 
of ferroelectric surfaces are discussed in detail in Chapter 6. However, most SPM 
techniques such as PFM, SCM, Scanning Near Field Optical Microscopy probe the finite 
volume of material directly below the probe; alternatively, non-contact SPM imaging was 
limited to the qualitative information on domain morphology and no quantitative 
information on polarization-related surface properties was obtained. 
 
5.1.3. Polarization Related Chemical Properties of Ferroelectric Surfaces 
 The electronic and chemical properties of ferroelectric surfaces and interfaces are 
significantly affected by the polarization charge. If the polarization vector in the vicinity 
of the surface has an out-of-plane component, the polarization discontinuity will be 
associated with polarization charge. For BaTiO3 polarization charge is ~0.26 C/m
2 
corresponding to ¼ of an electron per unit cell. This surface charge is sufficient to induce 
accumulation or strong inversion, affecting photoelectric and catalytic activity of the 
surface. A detailed discussion of surface space charge phenomena in ferroelectric 
semiconductors is given by Fridkin.50 Domain structure (and hence the polarization 
charge distribution) can be controlled and, in fact, engineered. It was shown by Ahn51,52 
that a ferroelectric field effect in the ferroelectric/semiconductor heterostructures could 
result in a metal/insulator transition dependent on the local polarization orientation, 
introducing new paradigms in oxide electronics. While extensive research in this field is 
currently under way in a number of groups worldwide (in particular, RTW Aachen, 
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University of Maryland, Yale University, Oak Ridge National Laboratory, IBM), 
relatively little is known about the polarization-related properties of ferroelectric 
surfaces. 
 The purpose of this chapter is to establish the applicability of local SPM 
techniques for spatially resolved quantitative studies of physical phenomena on 
ferroelectric surfaces. To achieve this, electrostatic SPM techniques are used to determine 
the thermal and temporal evolution of electrostatic fields above the surface as related to 
the polarization screening processes. Single crystal of BaTiO3 is chosen as model surface, 
due to the fact that barium titanate is one of the most important and thus extensively 
studied of ferroelectric materials. Sample preparation and experimental procedure is 
described in Section 5.2. In Section 5.3 qualitative domain imaging on BaTiO3 (100) 
surface and domain structure reconstruction from the combined topographic and property 
measurements are presented. In Section 5.4, the origins of domain contrast in EFM and 
SPM are discussed and based on the magnitude of observed domain potential contrast the 
surface polarization charge is shown to be screened in ambience. Dynamic studies of 
thermal and temporal evolution of domain-related surface potential on BaTiO3 surface 
are presented in Section 5.5. A thermodynamic model for screening process is developed 
in Section 5.6 and based on the experimental observations the relevant thermodynamic 
and kinetic parameters as well as possible mechanism of screening are established. 
 
5.2. Experimental Procedures 
 The AFM and SSPM measurements were performed on commercial instrument 
(Digital Instruments Dimension 3000 NS-III). Conventional silicon tips (TESP, l ≈ 125 
µm, resonant frequency ~ 270 kHz) and metal-coated tips (MESP, l ≈ 225 µm, resonant 
frequency ~ 60 kHz) were used. The lift height for the interleave scan in the SSPM was 
usually 100nm. The scan rate varied from 0.2 Hz for large scans (~40 µm) to 1 Hz for 
smaller scans (~10 µm). Our studies indicated that surface potential observed by SSPM 
signal saturates at driving voltage ~ 1-2 V for the lift heights used and thus driving 
voltage Vac in the interleave scan was taken to be 5 V. Variable temperature 
measurements were performed on the home-built heating stage. In order to reduce the 
noise during the imaging, a low noise power supply was used. During measurements, the 
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temperature was increased in steps of ~10°C and the system was kept at the selected 
temperature for ~0.5 h in order to achieve the thermal equilibrium. The cantilever was re-
tuned at each step in order to stay in the vicinity of the resonance frequency. Thermal 
drift was corrected by adjusting lateral offsets to position of domain-unrelated 
topographical features. The lateral drift of the tip with respect to the surface were usually 
2-3 µm per 10°C except in the vicinity of Curie temperature, where the ferroelectric 
phase transition was accompanied by significant (~10 µm) lateral displacements of the 
surface.  
 In order to obtain reliable values of surface corrugation angle, the images were 
acquired so that the c-a domain walls were oriented along the slow scan axis. The profiles 
were averaged along the direction of the domains (y-axis). The errors for the corrugation 
angle values at different temperatures were estimated from the averaged values obtained 
for different domains, rather than from the averaging along the single domain. To 
improve the statistics, usually two images were acquired at each temperature. It should 
also be noted that due to the relatively large lateral size (~5-20 µm) of surface potential 
features as compared to image size (20-40 µm) special care is taken during the processing 
of SSPM images to avoid artifacts. For example, zero order flattening (i.e. the offset line 
is subtracted from each scan line) removes the potential variations due to potential 
features oriented perpendicular to the slow scan axis. All room temperature SSPM images 
are shown without any image processing or with a subtracted offset plane of zero tilt. 
Zero order flattening was applied for variable-temperature images to improve observed 
potential contrast. This image processing doesn't alter relative height of features in x-
direction. Usual image processing (1st order flattening) was applied for all topographic 
images to compensate the tilt of the sample surface and the effect of thermal fluctuations 
during the image acquisition. 
 Barium titanate single crystals (5x5x1 mm, Tc = 130°C, Superconductive 
Components, Inc) were used for these studies. As evidenced by surface morphology, 
these crystals were polished in the cubic phase. The roughness of the (100) face did not 
exceed 15 Å. Prior to further analysis the crystal was repeatedly washed in acetone and 
deionized water. In order to obtain a reproducible well-developed domain structure the 
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crystal was heated above Curie temperature, kept at 140°C for ~0.5 h and cooled down 
on metallic surface. The domain structure of the crystal was then characterized by 
polarized-light optical microscopy.  
 
5.3. Domain Structure Reconstruction from SSPM 
 The tetragonal symmetry of BaTiO3 unit cell results in characteristic surface 
corrugations at 90° a-c domain walls (provided that the crystal was polished in cubic 
phase) as illustrated on Figure 5.2. The corrugation angle is θ = π/2-2arctan(a/c), where a 
and c are the parameters of the tetragonal unit cell. Topographic imaging distinguishes a-
c walls only. At the same time, the difference in electric properties of the surface, loosely 
referred to as "potential" in Figure 5.2, distinguishes c-domains of opposite polarity. 
Potential and topographic information alone does not distinguish antiparallel a domains 
(invisible in optical microscope) and a1-a2 domain walls (visible in optical microscope). 
In these cases, lateral PFM on NSOM measurements are required. Additional domain 
variants are presented by charged domain walls (e.g. head to head or tail to tail), which 
can be identified in PFM from polarization orientation and electrostatic SPM due to the 
presence of large domain wall charge. All BaTiO3 crystals examined here the dominant 
elements of the domain structure were uncharged domain walls shown on Figure 5.2 and 
complementary information in topography and surface potential allowed the 
reconstruction of the surface domain structure.  
 Polarized light microscopy, AFM and SSPM allowed the following types of 
domain structures to be characterized. After a typical poling process, the central part of 
the crystal consists of large lamellar domains oriented at 45° to the edges of the crystal. 
The absence of significant topographic and potential variations allows this domain 
structure to be ascribed to a1-a2 domain arrangements. Close to the edge of the crystal, 
regions with a-c orientation are present. If the size of the c-domains is relatively small, 
then 180° walls perpendicular to 90° domain boundaries between a and c domains 
(Figure 5.3a,c,e) are formed. Similar domain arrangements have been reported 
elsewhere.53 This domain pattern can be ascribed to c domain wedges in the crystal with 
dominating a domain structure. The formation of 180° walls within the wedge minimizes  
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the depolarization energy. If c domain regions are large (Figure 5.3b,d), irregular 180° 
walls separating c+-c- domains exist. These walls are continuous through a domain 
regions, indicating the presence of a wedge domains in preferentially c domain material 
(Figure 5.3f). More complex domain structures can also be observed. Figure 5.4 shows 
the boundary between regions with a1-a2 (left side) and c+ - c- (right side) domain 
arrangements. The optical micrograph clearly indicates the presence of a1-a2 boundaries 
(left). Minor lines (right) can be observed only for small focus depths indicating a near-
surface character. Large scale AFM imaging indicates that large surface corrugations 
(Figure 5.4a) are associated with the presence of 90° domain walls. The measured 
corrugation angle θ ≈ 0.62° is very close to calculated value (θ = 0.629°). The surface 
potential indicates that the left region of the image is not associated with significant 
potential features, while clear c+-c- domain regions are present on the right side.  
 Noteworthy is that small horizontal potential features are also observed on the 
SSPM image. Figure 5.4d,e shows the expanded scan of the right region. Surface 
corrugations corresponding to the 90° domain walls are now clearly seen (note the 
difference in vertical scales between Figure 5.4a and d). The surface potential image from  
Figure 5.3. Surface topography (a,b), surface potential (c,d) and schematics of domain structure (e,f) in a-
domain region with c-domain wedges (a,c,e) and in c-domain region with a-domain wedges (b,d,f).    
(f) 
(b) (d) 
(c) (a) 10 µm
10 µm
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the same region (Figure 5.4e) shows both potential features corresponding to surface a-c 
domain structure and bulk c+-c- domain arrangement. In this case, domain contrast 
originates from surface polarization as well as from bound screening charges on charged 
domain boundaries. Formation of this domain structure is ascribed to the strain in the 
near-surface layer associated with macroscopic 90° domain wall between with a1-a2 and 
c+-c- domain regions. Similar near-surface domain structure reconstruction was observed 
for polycrystalline BaTiO3 as well, albeit in this case the built-in stresses inherent in 
ceramic material are expected to dominate the domain reconstruction process.  
 SSPM imaging yields potential difference between c+ and c- domains as ~150 
mV; between a and c domains as ~75 mV. Surface potential is virtually uniform within 
the domains. The obvious question is what is the physical meaning of these numbers and 
how do they relate to the polarization charge and the chemistry of this surface. The less 
obvious question is what is the qualitative relationship between domain potential and the 
polarization direction is, i.e. whether domains positive on potential image are c+ or c-.  
 
Figure 5.4. Surface topography (a,d), surface potential (b,e), domain structure reconstruction (c) and 
polarized light optical micrograph (f) in the region with complex domain arrangement. Scale is 100nm (a), 
10 nm (d), 0.2 V (b,e).  
(a) (b) 
(c) 
(d) (e) (f) 
10 µm 
5 µm 
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5.4. Origins of Domain Contrast in EFM and SSPM 
 In quantification of electrostatic SPM on ferroelectric materials the vast majority of 
authors assume that a ferroelectric surface is characterized by an unscreened polarization 
charge density nP ⋅=σ , where P is the polarization vector and n is the unit normal to 
the surface42,54,55 It is well known, however, that polarization is always screened on 
ferroelectric surfaces.50 Hence, in the present Section image formation in several SPM 
techniques is analyzed to establish the presence of the screening charges and analyze the 
effect on the surface properties. 
 To quantitatively address electrostatic properties of ferroelectric surfaces the 
surface layer is represented with polarization charge nP ⋅=polσ  and screening charge 
equivalent to surface charge density, sσ , of the opposite polarity. The following cases 
can be distinguished:  
1. Completely unscreened, 0=sσ ,  
2. Partially screened, spol σσ −> ,  
3. Completely screened, spol σσ −= ,  
4. Overscreened, spol σσ −< .  
 A completely unscreened surface is extremely unfavorable from an energetic point 
of view due to the large depolarization energy. An overscreened surface is likely to occur 
during bias-induced domain switching and indeed has been observed.56,57 Partially or 
completely screened surfaces are likely to be the usual state of ferroelectric surfaces in 
air. The charge distribution on a ferroelectric surface can be represented in terms of a 
double layer of width, h, dipole moment density [ ]spol ,minh σσ⋅  and an uncompensated 
charge component, spol σσδσ −= . For future discussion, it is convenient to introduce 
degree of screening pols σσα −= . Here it is assumed that the screening is symmetric, 
i.e. the degree of screening for c+ and c- domains is the same. This assumption is 
supported by the experimentally observed near-equality of potential differences between 
a-c+ and a-c- domains. Depending on the relative spatial localization of the polarization  
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and screening charges (e.g. on the polarity of dipole layer), surface potential in the 
completely screened case can have the same sign as polσ , or be of the opposite sign. 
 To analyze the origins of image contrast in EFM and SSPM, it is instructive to 
calculate the potential and field distributions above ferroelectric surface in the completely 
screened and completely unscreened cases. Usually non-contact measurements are 
performed at tip-surface separations of 10-100 nm, which are much smaller then typical 
domain sizes (~1-10µm). Typical values of potential and field are calculated in Appendix 
5.A and shown in Figure 5.5. For the partially screened surfaces, the potential and the 
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Figure 5.5. Simplified surface charge distribution (a,d), potential (b,e) and the field (c,f) in the vicinity of 
ferroelectric surface for unscreened (a,b,c) and completely screened (d,e,f) cases. Surface charge density 
is 0.25 C/m2, domain size 10 µm, width of the double layer 2 nm. 
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field are a linear superposition of profiles for completely screened and unscreened 
surfaces. Simple arguments predict that the surface potential above the unscreened 
surfaces and electric field above the completely screened surfaces scale linearly and 
reciprocally with domain size, while electric field over the unscreened surfaces and 
potential over the screened surfaces are virtually domain size-independent.  
 Thus, experimentally observed uniform image contrast within the domain can be 
attributed either to the potential variation above the surface and corresponding change of 
the capacitive interaction, or to the variation in the surface charge density and normal 
electric field that results in additional Coulombic interaction between the tip and the 
surface. Hence, image contrast alone is insufficient to distinguish these contributions and 
detailed analysis of force gradient-distance (EFM) and force-distance (SSPM) data is 
required. Such detailed analysis of tip-surface interactions in EFM and SSPM of 
ferroelectric surfaces is presented in the next two sections.  
 
5.4.1. Electrostatic Force Microscopy of the BaTiO3 (100) Surface 
 As discussed in Chapter 2, the force gradient acting on the probe at intermediate 
tip-surface separations is governed by tip bulk and cantilever contributions. Assuming 
that domain size is comparable or larger than the tip size (which is usually true), but 
much smaller than the cantilever size, the tip interacts with a single domain, and the 
cantilever detects the average surface potential. In the following discussion the 
polarization charges are assumed to be almost completely screened by surface adsorbates 
and/or free carriers, equivalent to the presence of a double layer, characterized by 
potential Vs. The additional contribution due to the Coulombic interaction, Fcoul, 
associated with the uncompensated surface charge density, δσ , is omitted in this 
description, but can be easily incorporated. 
 The capacitive electrostatic force between the tip and the surface is  
( ) ( ) ( ) ( ) ( )zFVVzFVVzF cavtiptstip 22 −+−= ,    (5.1) 
where Ft(z) is the tip contribution and Fc(z) is a non-local cantilever contribution to the 
probe-surface capacitance gradient.  
 176
 For a tip shape including the tip bulk and rounded tip apex the capacitive force and 
force gradient are related to tip parameters as: 


 

+=
z
D
z
VFcap ln
2 ηγ ,  and    

 +−=
zz
V
z
Fcap ηγ
2
2
d
d
,  (5.2a,b) 
where γ, η and D are tip-shape dependent parameters which can be found experimentally 
from force or force-gradient - distance dependencies. The cantilever force and force 
gradient can be approximated by simple plane-plane capacitor model [Eqs.(2.14a,b)]. 
 The force gradient can be derived from Eq.(5.1) and after grouping  
( ) { } { } cavtscavtstipcttip FVFVFVFVVFFVzF ′+′+′−′−+′+′=′ 222 22 .   (5.3) 
 The average force gradient determined experimentally as the average of all image 
points is: 
( ) { } { } ( )ctavctavtipcttipav FFVFFVVFFVzF ′+′+′+′−′+′=′ 22 2 ,   (5.4) 
or 
( ) 0122 AVAVAzF tiptipav ++=′ ,      (5.5) 
provided that the image size is large compared to the domain size. It should be noted here 
that the frequency shift proportional to the measured force gradient in EFM often has an 
additive constant due to the slow drift of the oscillation characteristics of the cantilever, 
but quadratic and linear coefficients in tip bias can be easily extracted.  
 The force gradient difference between domains of different polarities with surface 
potentials V1 and V2 is: 
( ) ( ) ( ) tttipd FVVFVVVzF ′−+′−−=′ 2221212 ,     (5.6) 
or 
( ) 01 BVBzF tipd +=′ .        (5.7) 
 If the experimentally determined average force gradient and the difference in 
force gradients above domains with different polarity are quadratic and linear in voltage 
respectively, the constants A2, A1 and B1, B0 can be extracted. Our previous estimates 
(Chapter 2) suggest that cF ′  can be neglected compared to tF ′  for intermediate tip-
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surface separations. In this case, in the absence of a Coulombic contribution from 
unscreened charges the coefficients in Eqs.(5.5,7) yield the following universal ratios:  
( )21
2
1 2 VV
A
B −−= ,     (5.8a) 
2
21
1
0
−
+= VV
B
B
,     (5.8b) 
avVA
A
2
2
1 −= ,      (5.8c) 
 Note that these ratios are independent of the probe properties and are distance-
independent. Conversely, if these ratios are distance independent, then the observed 
contrast between domains of different polarity can be attributed to the double layer 
contrast without a free charge contribution, since the distance dependencies of the two are 
different. By fitting the distance dependence of A2 and B1 to Eq.(5.2) and using the results 
summarized in Chapter 2, the relative contributions of the tip apex and the tip bulk to the 
overall force gradient can be estimated.  
 The Coulombic contribution to the tip-surface force and force gradient related to 
the unscreened charge can be estimated using a line charge model. The total force 
between the biased tip and the surface can be written as 
( ) ( ) ( ) tipindtipsczzCzF Sn d∆Vdd 2 σσϕ +∂∂+= ∫ ,   (5.9) 
where the first term is the capacitive force, Fcap(z), and the second term is a contribution 
due to the Coulombic interaction of uncompensated charges with the metallic tip, Fcoul(z). 
σtip is surface charge density of the tip without uncompensated charges, σind is the image 
charge density induced by uncompensated charge, and n is the normal vector to the tip 
surface. Assuming that the second term in Eq.(5.9) is much smaller than the first, σind << 
σtip, the second term in Eq.(5.9) becomes: 
( )dz sctip
dL
d
sctiptiptip
sc ϕλϕλσϕ ≈′=∂
∂ ∫∫ + ddSn ,   (5.10) 
since ϕsc(z) rapidly decays with tip-surface separation. The decay length for the electric 
field is in this case is comparable with the domain size. For uniformly charged surfaces 
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this assumption is no longer valid; however, the electric field can be assumed to be 
uniform in this case and the Coulombic force is then ncoul LEF λ= , hence the SPM 
contrast for Coulombic and capacitive interactions is similar. Eq.(5.10) implies that for a 
dominant Coulombic interaction the tip-surface force is proportional to potential, while 
force gradient is proportional to electrostatic field. Hence, domain contrast in force 
sensitive (SSPM) and force gradient sensitive (EFM) SPMs can be expected to differ, 
unlike the completely screened scenario in which EFM and SSPM profiles are similar.  
 
5.4.2. Bias and Height Dependence of Force Gradient 
 Surface topography, surface potential and force gradient images of a similar region 
are compared in Figure 5.6. Note that for positive tip bias (Figure 5.6c) the EFM image is 
similar to the SSPM image. For negative tip bias, the EFM image is inverted, as expected 
(Chapter 2). For zero tip bias the EFM image has the same sign as for a negatively biased 
tip, indicative of positive average surface potential. For large negative biases, the EFM 
image is unstable as seen in Figure 5.6f. It is unclear whether this effect should be 
Figure 5.6. Surface topography (a), surface potential (b) and EFM images of BaTiO3 (100) surface at tip 
bias of 5 V (c), 0 V (d), -2 V (e) and -5 V (f). Note the inversion of domain contrast with tip bias and 
abnormal image at large negative bias.  
(c) 
(d) 
(e) 
(f) 
(a) 
(b) 
10 µm 
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attributed to a feedback loop instability, tip-induced desorption or charge transfer in the 
surface layer or dielectric constant (and hence capacitive force) difference between a and 
c domains. To minimize this effect on surface properties, quantitative measurements were 
performed well inside the linear region. 
 
 The bias dependence of the average force gradient and the domain force gradient 
are compared in Figure 5.7a,b. As expected, the average force gradient is a parabolic 
function of the bias voltage; the data are described by Eq.(5.5). The zero order term A0 ≈ 
60Hz includes a frequency offset due to drift in the oscillating characteristics of the 
cantilever after calibration and depends on the tip. The domain force gradient dependence 
is linear and is approximated by Eq.(5.7). Large biases result in non-linear behavior of 
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Figure 5.7. Bias dependence of average frequency shift (a) and domain frequency shift (b) in force gradient 
(EFM) images. Distance dependence of average frequency shift (c) and domain frequency shift (d) in force 
gradient (EFM) images for different tip biases. 
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the domain force gradient even though the average force gradient follows Eq.(5.5) well. 
The distance dependence for the average force gradient and domain force gradient is 
shown in Figure 5.7c,d for several tip biases along with corresponding fits by Eq.(5.2b). 
It is clearly seen that a non-linear response in domain force gradient exists for all tip-
surface separation studied, suggesting that this behavior should be attributed to the 
microscope instabilities rather than materials properties.  
 In order to quantify the distance dependence of EFM data, coefficients A2 and B1 
for two tips were determined as a function of tip-surface separation (Figure 5.8a,b). These 
dependencies can be linearized in log-log coordinates and corresponding effective slopes 
are summarized in Table 5.I. The effective slopes are larger than expected for the line 
charge model (-1) and smaller than expected for the sphere model (-2), in agreement with 
previous studies on different systems.58 As expected, the effective slope is smaller for a 
sharp tip, since the relative contribution of the tip bulk (i.e. line charge contribution) is 
larger in this case. In fact, the effective slope of the average force gradient for a sharp tip 
is almost equal to unity, implying that the line charge model can be used to describe the 
capacitive interaction in this case. To quantify the relative apex and bulk contributions to 
A2 and B1, experimental dependencies were fitted by Eq. 5.2b and fitting parameters are 
listed in Table 5.I.     
 
Table 5.I. 
Distance dependence of average (A) and domain (D) frequency shifts. 
Tip Effective slope γ, N nm2/V2 η, N nm/V2 
Dull A -1.17 ± 0.04 4000 ± 300 136 ± 7 
Sharp A -1.02 ± 0.05 860 ± 150 60 ± 4 
Dull D -1.41 ± 0.02 1600 ± 70 28 ± 1.5 
Sharp D -1.11 ± 0.01 144 ± 23 20.5 ± 0.6 
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 The frequency shift due to force gradient can be found as 
h
V
kim
14
2
∆
2
2
00
β
πεωω = .      (5.11) 
 Substituting the resonant frequency of the "dull" cantilever ω0 = 68.14 kHz, a 
typical spring constant for the cantilever k = 1-5 N/m and a typical tip half-angle θ ≈ 17°, 
the frequency shift according to Eq.(5.11) yields proportionality coefficient equal to 235 - 
47 nm/s V2, which is in excellent agreement with the experimental results. The spring 
constant for the cantilever is therefore estimated as k ≈ 1.75 N/m. 
 As shown above, the distance dependence of fitting coefficient ratios can be used 
to determine the relative contributions to imaging contrast. The distance dependence of 
ratios B1/A2 and B0/B1 for sharp and dull tips is compared in Figure 5.8c. It is clearly seen 
that for small tip surface separations (z < 100 nm) the ratios are almost distance 
independent. For larger tip-surface separations the measured values of domain force 
gradient and variations of average force gradient are small compared to typical noise 
levels (~0.1-1Hz), consequently errors in fitting coefficients are large in this region. 
Average potential determined from A1/A2 (Eq.(5.8c)) is shown in Figure 5.8d and 
summarized in Table 5.II.  
 
Table 5.II. 
Fitting coefficient ratios for EFM imaging of ferroelectric domains  
Tip 2 (V1-V2) = -B1/A2 (V1+V2)/2 = -B0/B1 Vav = -A1/2A2 
Dull 0.27 ± 0.03 0.60 ± 0.08 0.53 ± 0.05 
Sharp c-c 0.31 ± 0.04 0.55 ± 0.09 0.60 ± 0.07 
Sharp a-c 0.17 ± 0.02 0.63 ± 0.09 0.60 ± 0.07 
 
 The absolute potential difference between adjacent domains is calculated as 668 
mV - 533 mV = 135 mV (dull) and 628 mV - 473 mV = 155 mV (sharp). Therefore, the 
potential difference between c+ and c- domains is ∆Vc-c ≈ 135 - 155 mV. Noteworthy is 
that the average image potential, Vav, is approximately equal to (V1+V2)/2, i.e. effective  
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surface areas of c+ and c- domain regions are equal, as expected from energy 
considerations. The potential difference between a and c+ domains was similarly found to 
be 85 mV, i.e. approximately equal to the expected value ∆Va-c ≈ ∆Vc-c/2. Domain 
potentials V1 and V2, and average image potential Vav are combinations of four 
independent parameters A1, A2, B0 and B1 and thus are independent. 
 
5.4.3. Scanning Surface Potential Microscopy of BaTiO3 (100) Surface 
 In order to quantify the SSPM contrast of ferroelectric surfaces both the cantilever 
contribution and the non-ideality of feedback loop must be taken into account.59,60 Using 
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Figure 5.8. Coefficients A2 (a) and B1 (b) as a function of tip-surface separation for blunt and sharp tip. 
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more than an order of magnitude. 
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the results in Chapter 2, the first harmonic of the electrostatic force between the tip and a 
complete screened ferroelectric surface is 
( ) ( ) ( ) cavdcactsdcac FVVVFVVVzF −+−=ω1 .    (5.12) 
The operation of SSPM implies that the measured surface potential is 
( )ctacct
cavts
dc FFVFF
FVFV
V +++
+= δ ,     (5.13) 
where δ is constant dependent on feedback loop parameters. Similar to EFM image 
analysis, the average image potential, avdcV , and the potential difference between domains 
of different polarity, dcV∆ , are defined as:  
( )ctacav
av
dc FFV
VV ++=
δ
,       (5.14) 
and 
( )
ct
t
dc FF
F
VVV +−= 21∆ .       (5.15) 
 If Eq.(5.14) hold, the domain potential difference is independent of feedback 
operation. Taking expressions for the distance dependence of tip-surface forces 
[Eq.(2.12)] and cantilever-surface forces [Eq.(2.14)] and taking into account that the 
cantilever contribution to the force dominates as shown in Figure 2.2a, the distance 
dependence of measured domain potential contrast dcV∆  is 
( ) ( ) ( ) ( )( )zL
L
S
VV
F
F
VVV
c
t
dc ln4ln
4
∆
222121
−−≈−≈ β
π
.    (5.16) 
 Thus, experimentally measured potential difference between domains decreases 
logarithmically with tip-surface separation. Figure 2.2a suggests that saturation occurs 
only for very small tip-surface separations, when the contribution of the tip apex to the 
force is dominant. In this case, however, the tip-induced field is very large and can induce 
polarization switching or screening charge redistribution below the tip, while electrostatic 
force can also result in the contact between the tip and the surface.  
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5.4.4. Bias and Height Dependence of Surface Potential 
 Quantification of the SSPM data was done similar to that of the EFM data, i.e. 
average image potential and potential difference across the domain boundary were 
determined. Both driving voltage and tip surface separation dependencies were measured. 
According to Eq.(2.31), surface potential measured by SSPM is independent of bias 
voltage. In practice, however, the non-ideality of the feedback loop results in 1/Vac 
dependence on driving amplitude, as predicted by Eq.(3.40) and shown in Figure 5.9. 
Thus, the average image potential Vav is fit by Vav = Vs + B/Vac, where Vs is surface 
potential and B is fitting parameter (Figure 5.9). Average surface potential is virtually 
distance independent, Vs = 600 ± 20mV and coincides with the average surface potential 
determined by EFM. The coefficient B increases for large tip-surface separations as 
predicted by Eq.(5.13) and summarized in Table 5.III. 
 
Table 5.III  
Driving voltage dependence of SSPM images 
Lift height, nm Vs, mV B, mV
2 
6 576 ± 13 211 ± 4 
16 602 ± 18 245 ± 5 
56 627 ± 14 366 ± 4 
206 607 ± 10 533 ± 3 
 
 The domain potential difference, ∆Vdc, is virtually Vac independent above 2 V, in 
agreement with Eq.(5.14). At low driving voltages, there is considerable noise and 
possibly a small increase in measured potential. However, this effect does not exceed 
~10-20 mV, while the dependence of the average image potential (Figure 5.9c) indicates 
a strong driving voltage dependence. This observation implies that domain boundary 
potential differences obtained by SSPM are insensitive to feedback parameters and 
Eq.(5.16) can be used to describe potential-distance relations. This also demonstrates that 
feedback parameters that strongly influence the absolute value of measured surface  
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potential do not affect measured potential variations. The domain potential-distance 
dependence is shown in Figure 5.9d. In agreement with the previous discussion, these 
values are almost independent of driving voltage, and in fact are almost linear in 
semilogarithmic coordinates in a good agreement with Eq.(5.16). The distance 
dependence of domain potential differences was fitted by ( )xbay ln+= . From Eq.(5.16) 
the ratio a/b = ln(L/4) and yield the effective tip length as L ≈ 14 µm for all tips used, i.e. 
very close to expected tip length (L = 15 µm). The distance dependence of domain 
potential difference does not saturate in the tip-surface separation range studied, i.e. 
SSPM doesn't determine "true" potential difference between the domains because of the 
significant cantilever contribution to the measurements. Imaging at even smaller tip-
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surface separations suffers from imaging instabilities and the possibility for tip-induced 
polarization switching and charge transfer.  
 To summarize, EFM provides the true values of domain potential through universal 
ratios defined in Eq.(5.8a-c) obtained by multiple scans at different tip biases, while 
SSPM, though being experimentally simpler, is unable to provide the correct value of 
domain potential difference. Nevertheless, the potential difference from SSPM (~130 
mV) measured directly in a single experiment, is remarkably close to the domain 
potential difference obtained from complex and time consuming analysis of EFM data 
(~150 mV), justifying the application of the former technique for ferroelectric materials 
characterization. 
 
5.4.5. Polarization Screening 
 From qualitative observations, both EFM and SSPM contrast is found to be 
uniform within the domains with rapid variation at the domain boundaries. The 
magnitude of potential and force gradient features are virtually domain-size independent. 
From these observations, the contrast can be attributed either to electrostatic field for an 
unscreened surface (Figure 5.5c) or surface potential on a completely screened surface 
(Figure 5.5e). Both EFM and SSPM yield potential difference between c+ and c- domains 
as ∆Vc-c ≈ 150mV and between a and c domains as ∆Va-c ≈ ∆Vc-c/2. This value is much 
smaller than that expected for an unscreened surface, suggesting that polarization charge 
is largely screened. This is further verified by the distance dependence of the universal 
coefficient ratios (Figure 5.8). Therefore, the state of BaTiO3 (100) surface under ambient 
conditions corresponds to almost complete screening of polarization bound charges.  
 As discussed, in ferroelectric semiconductors the screening can be attributed both 
to the adsorption and to redistribution of charge carriers in the material. Eq.(5.A.13) 
suggests that a potential difference of 0.140V is equivalent to a 0.20 nm double layer of a 
dielectric constant ε1 = 80 (H2O) on a ferroelectric substrate (external screening) or a 9.5 
nm depletion layer in a ferroelectric with a dielectric constant ε2 = 3000 (intrinsic 
screening). While the former estimate is reasonable for a molecular adsorbate layer or 
occupation/depletion of surface states, the latter is unreasonably small for a depletion 
layer width in a semiconductor with a low charge carrier concentration (~1 µm). 
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Moreover, potential differences between c+-a and c--a domains are almost equal, 
suggesting that the screening is symmetric. This is not the case if the screening is due to 
the free carriers in materials with a predominant electron or hole conduction, in which the 
width of accumulation layer for the polarization charge opposite to the majority carrier 
charge and width of depletion layer for the polarization charge similar to the majority 
carrier charge are vastly different. Thus, surface adsorption or intrinsic surface states are 
the dominant mechanism for polarization screening on a ferroelectric surface in ambient 
conditions, though a minor contribution from intrinsic screening can not be excluded. 
Noteworthy is that the average surface potential is approximately equal to average 
domain potential between c+ and c- domains, Vav ≈ (V1+V2)/2. This observation implies 
that surface areas occupied by c+ and c- domains are equal, as expected from 
considerations of electrostatic energy minimization.  
 
5.4.6. Ferroelectric Domain Wall Widths 
 The additional feature of ferroelectric domain structure is domain wall width. 
Intrinsic ferroelectric domain wall width is widely debated in the literature, but based on 
HRTEM and piezoresponse measurements it can be estimated as < 10nm. Domain wall 
widths measured by SSPM are well above this value and can be as high as several 
hundred nanometers. The major contributions to the measured widths are related to 
SSPM resolution, screening charge redistribution in the vicinity of domain wall (the 
origin of this effect can be traced to the field discontinuities on Figure 5.5f) and lateral 
spreading of stray field with tip-surface distance and include: 
 1. Intrinsic domain wall width in the bulk 
 2. Lateral spreading of the field in air 
 3. Tip shape effect (SSPM resolution) 
 4. Feedback effects (SSPM artifacts) 
 5. Surface charge redistribution  
 Lateral spreading of the field can be calculated analytically as illustrated below. 
The resolution in SSPM experiment strongly depends on the properties of the probe used, 
however, using the appropriate calibration standard can be shown to be comparable or 
smaller than the observed domain wall widths. Under optimal imaging conditions, 
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feedback effects are unlikely to cause significant deterioration in resolution. Surface 
charge redistribution can result in significant widening of potential features. 
 
 To establish the limitations on measured domain wall in SSPM measurements, 
experimental results were compared to the modeling of the lateral spreading of field 
above atomically sharp domain wall. To theoretically estimate distance dependence of 
measured domain wall width, we define it as  
( )
dw
cc x
w 


∂
∂−= −+ ϕϕϕ ,     (5.17) 
where the derivative is taken along the normal to the wall. From the solution for the 
completely screened case (Appendix 5.A) distance dependence of w can be estimated as 
L
z
zw
22ππ −= ,      (5.18) 
i.e. domain wall width increases linearly with slope close to π. The slope obtained from 
the fit of the calculated potential profile is summarized in Table 5.IV. The width, dx, of 
the profile determined by fitting experimental data by Boltzmann function 
( )( ) 1-exp1
21
0
A
dxxx
AA
y ++
−= ,    (5.19) 
where A1, A2 are offsets and x0 is the position of the domain wall. The profile width is 
related to w as w = 4 dx. 
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 The presence of surface charges results in spreading of potential on the surface, 
and in the first approximation this effect can be taken into account by writing 
zwwww s π+≈+≈ 00 ,     (5.20) 
where w0 is proportional to the Debye width of the free charges on the surface. 
 The average potential profiles across c+-c- domain walls are shown in Figure 
5.10a. The measurements were performed with a sharp tip (tip 1) and an uncharacterized 
tip (tip 2). Profiles were fitted by Boltzmann function and dependence of characteristic 
wall width on tip-surface separation is shown in Fig. 5.10b and summarized in Table 
5.IV.  
 
 Table 5.IV 
Distance dependence of ferroelectric domain wall width 
 Intersect, µm Slope Width 
Theory  0.78  
Modeling 0.12 ± 0.02 0.61 ± 0.03 2.42 
Tip 1 0.38 ± 0.02 0.66 ± 0.03 2.64 
Tip 2 0.41 ± 0.02 0.32 ± 0.03 1.28 
 
 These data indicate that for large tip-surface separation domain wall width grows 
linearly with separation consistent with tip shape effects and generic spreading of field in 
air. The numerical value of the slope is very close to the value obtained from simulations 
and theoretical arguments for field spreading, indicating the latter is the major 
mechanism for the distance dependence of domain wall width. Note that for small 
separations width tends to non-zero value of ~300 nm. This value is consistent with 
surface adsorbate screening of polarization bound charges, in which case the domain wall 
width at the surface is comparable to the Debye length. Based on the tip calibration 
studies using carbon nanotube standards, profile widening due to the tip shape effect is 
somewhat smaller and the observations strongly suggest that there is a significant 
contribution of screening charges to the observed domain wall width. Our results indicate 
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that this value (~300 nm) is generic for lateral potential screening on BaTiO3 and SrTiO3 
surfaces.61,62 
 
5.5. Polarization Dynamics of the BaTiO3 (100) Surface  
 To study the dynamic behavior of ferroelectric domain structure (i.e. domain wall 
motion and phase transition) and to determine the nature and properties (e.g. mobility and 
relaxation times) of surface charges we perform variable temperature (VT) SSPM and 
PFM imaging of ferroelectric phase transition. 
 
5.5.1. Phase transition and Potential Dynamics by VT SSPM  
 With some understanding of image contrast and domain structure, it is possible to 
examine the ferroelectric phase transition. Figure 5.11 shows the temperature dependence 
of topographic structure. The topography of the surface consists of four large 
corrugations oriented in y-direction. A number of small spots due to contaminates are 
also evident. The overall domain structure (i.e. number and relative size of domains) 
doesn't change below the transition temperature; however, the surface corrugation angle, 
which is directly related to c/a ratio in the tetragonal unit cell, changes with temperature. 
In order to obtain reliable measurement of corrugation angle, it is averaged over y-
direction and over four domain walls for each image. Figure 5.12 shows the corrugation 
angle as a function of temperature in which the angle decreases with temperature and 
drops to zero at Curie temperature Tc = 130°C. Note the agreement between 
experimentally measured corrugation angle and the value calculated from the temperature 
dependence of a/c ratio in BaTiO3.
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 SSPM measurements show that the surface potential distribution doesn't 
significantly change during heating, i.e., no domain wall motion is observed. The surface 
potential image represented on Figure 5.11b shows the large vertical features aligned in 
the same directions as domains. Two zones of reverse contrast – band-shaped and edge 
shaped can also be seen. The dark spot indicated by arrow represents the surface 
contamination that significantly (~ 70 mV) depresses the surface potential. On increasing 
the temperature, the contaminates were used to adjust for thermal drift. A stepwise 
increase in temperature results in an increase of domain potential contrast (Figure 5.12b); 
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keeping the sample at constant temperature for ~30 min results in the decay of potential 
contrast. The result is a saw-tooth like potential - temperature dependence. The amplitude 
of potential oscillations increases with temperature. 
 
 Above the Curie temperature, surface polarization disappears as indicated by the 
absence of characteristic surface corrugations. Unexpectedly, this is not the case for 
potential. The morphology of the potential features remains essentially the same (comp. 
Figure 5.11b,d), however, at the transition the potential amplitudes grow by almost 2 
orders of magnitude. As can be seen from Figure 5.11d (the image was acquired from 
bottom to top 4 min after the transition, total acquisition time – 11 min) the potential 
amplitude decays with time. Surface potential distribution after remaining at 140°C for 
2.5 h is shown in Figure 5.11f. The surface potential amplitude is now very small (~2-5 
mV) and the potential distribution is almost random, though some resemblance to surface 
potential distribution below Tc still exists. Note that the magnitude of domain unrelated 
potential features remains almost the same (φhole in Figure 5.13b). 
(a) (c) 
(b) 
(e) 
(d) (f) 
Figure 5.11. Surface topography and potential distribution at BaTiO3 (100) surface before ferroelectric 
phase transition at 125°C (a,b), 4 min after transition (c,d) and after 2.5 h annealing at 140°C (e,f). Scale is 
0.1 V (b), 0.5 V (d) and 0.05 V (f). 
10 µm 
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 In order to get preliminary insight into the kinetics of the relaxation process, the 
averaged surface potential and domain potential contrast were determined as a function of 
relaxation time (Figure 5.13). The kinetics of these relaxation processes were fitted by a 
power law of the form:  
,)( 0
dttBA ++=φ    (5.21) 
where φ is the surface potential amplitude, t is the time of image acquisition, t0 is the time 
when the region of interest within the image was acquired, A, B and d are fitting 
parameters. The power d was ~ -1.5 for most potential amplitudes studied. Fits by other 
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Figure 5.12. Temperature dependence of surface corrugation angle compared to the calculated value 
(solid line) (a) and domain potential contrast in SSPM measurements below Curie temperature(b).  
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functions (e.g. exponential decay) were of much lower quality. The relaxation time was 
~15 min both for average potential relaxation and for domain contrast relaxation, thus 
suggesting a similar origin for these relaxation processes (as opposed to two 
simultaneously occurring processes, e.g. charge relaxation on the surface and changes in 
the tip-surface contact potential difference tip due to the water desorption). The residual 
domain potential contrast for different spots varied from 3 to 10 mV after 2.5 h. The 
magnitude of domain-unrelated potential feature, however, remains almost constant.  
 
 The sequence of events on the reverse transition is similar to those in the forward 
transition. Figure 5.14a-f shows surface topography and surface potential distribution 
above the transition temperature, during the transition, and below the transition. It can be 
seen that during the transition the apparent topography is very volatile for ~30 s, then the 
new domain structure forms. New domains are oriented in the same direction as before 
the first transition; however, the size of the domains differs. At the transition surface 
potential exhibits large unstable potential amplitudes that may be attributed to 
Figure 5.14. Surface topography (a,c,e) and surface potential distribution (b,d,f) on BaTiO3 (100) surface 
above the Curie temperature (a,b), during the transition (c,d) and 1 h after the transition (e,f). Images are 
acquired from bottom to top. Scale is 30 nm (a,c,e), 0.05 V (b), 0.1 V (d,f). 
(a) (c) 
(b) 
(e) 
(d) (f) 
10 µm 
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depolarization currents associated with the formation of domain structure. After a 
relaxation period, the surface potential stabilizes. As clearly seen from Figure 5.14e,f, 
surface potential is again closely related to the new domain structure. Relaxation of 
newly formed potential features occurs much slower than on transition to the paraelectric 
phase. 
 The temperature dependence of potential can be rationalized only in terms of 
complete screening of polarization bound charge, i.e. domain potential in SSPM 
measurements should be attributed to the potential due to the double layer formed by 
polarization and screening charges. Domain potential has the sign of the screening 
charges and is reverse to that expected from polarization orientation, i.e. c+ domains are 
negative and c- domains are positive on the SSPM image. A similar conclusion is reached 
from the comparison of SSPM and PFM images as reported by us and other groups.64,65  
 
5.5.2. Temperature Induced Domain Potential Inversion 
 To verify the model considered above and determine the relevant kinetic and 
thermodynamic parameters of the screening process, isothermal kinetic studies were 
performed. The temperature was changed rapidly by ~10°C and ~8-9 SSPM images were 
obtained at constant temperature at 8 min intervals. On increasing the temperature, the 
initial increase in domain potential contrast decays with time to a stable and lower value 
(Figure 5.15). An unusual behavior is observed on decreasing the temperature (Figure 
5.16). After a temperature decrease from 70°C to 50°C the domain contrast inverts 
(Figure 5.16a,b), i.e. a positive c domain becomes negative. The potential difference 
between the domains decreases with time, passing through an isopotential point 
corresponding to zero domain potential contrast (Figure 5.16c), and finally establishing 
an equilibrium value (Figure 5.16d).  
 This phenomenon, which will be referred to as temperature induced domain 
potential inversion, is consistent with the previously proposed explanation of screening 
on ferroelectric surfaces. In the case of complete screening, the surface potential has the 
sign of the screening charges and is reverse to that expected from polarization orientation, 
i.e. c+ domains are negative and c- domains are positive on the SSPM image. Increasing 
the temperature results in a decrease of polarization bound charge leaving some of the  
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screening charge uncompensated, thus increasing the effective surface potential. On 
decreasing the temperature spontaneous polarization increases and, for a short period, the 
sign of domain potential is determined by the polarization charge. Under isothermal 
conditions, polarization and screening charges equilibrate and the potential establishes an 
equilibrium value. Typical relaxation time for domain-related potential contrast is ~ 15 
min, sufficiently slow to allow the kinetics of the screening process to be studied in situ. 
At the same time, after moderate (~1 h) annealing at a constant temperature domain 
contrast stabilizes and the temperature dependence of equilibrium domain potential 
difference can be determined. The latter can be related to the degree of screening and 
quantitative analysis of thermodynamics and kinetics of screening process is presented in 
Section 5.6.  
 
5.5.3. Screening Charge Relaxation during Domain Wall Motion 
 The relationship between polarization orientation and surface potential can also be 
established from the observation of domain wall motion. Fig. 5.17 shows SSPM images 
of c+ - c- domain structures obtained at a 12 h interval. Shrinking of the negative domain  
(a) 
(c) (d) 
(b) 
Figure 5.16. Surface potential (a) of ferroelectric 
domain structure on BaTiO3 (100) surface at T = 
90°C. Surface potential during cooling from 90°C to 
70°C (b), at 70°C (c) and after annealing at 70°C for 
50 min (d).  
(a) (b) 10 µm 
(c) (d) 
Figure 5.15. Surface topography (a) and surface 
potential (b) of the ferroelectric domain structure on 
a BaTiO3 (100) surface at T = 50°C. Surface 
potential after heating from 50°C to 70°C (c) and 
after annealing at 70°C for 50 min (d).  
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results in a dark rim in the direction of domain wall motion (shrinking occurred 
spontaneously rather than under applied tip bias or lateral bias). The rim is ascribed to the 
slow relaxation of screening charges after the displacement of domain wall. Simple 
considerations (Figure 5.17c,f) imply that a negative rim in the direction of wall motion is 
possible only if domain related potential features are determined by the screening 
charges.  
 
5.5.4. Phase Transition and Polarization Dynamics by VT PFM  
 To distinguish the atomic polarization from surface potential, the phase transition 
was studied by PFM. The surface topography and piezoresponse at various temperatures 
are displayed in Figure 5.18. Surface corrugations indicate the presence of 90° a-c 
domain boundaries. The piezoresponse image reveals 180° domain walls separating 
regions of opposite polarity within c-domains. On heating from room temperature to 
125°C the overall domain structure remains constant, however, small nuclei of domains 
of inverse polarity (Figure 5.18b,d) grow with temperature. On transition to the 
paraelectric state, both the surface corrugations and the piezoresponse contrast almost 
disappear. It should be noted that extremely weak inverted piezoresponse contrast could  
Figure 5.17. Surface potential images of c+-c- domain region BaTiO3 (100) acquired at 12 h interval (a,d), 
corresponding average profiles along the boxes (b,e) and the scheme of surface charge distribution (c,f). 
(a) 
(b) 
(d) 
(e) 
(c) 
(f) 
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(b) 
(c) 
(d) 
(e) 
(f) 
10 µm 
Figure 5.18. Surface topography (top) and piezoresponse (bottom) of BaTiO3 (100) surface before 
ferroelectric phase transition at 20°C (a,b), at 125°C (c,d) and 4 min after transition at 140°C (e,f).  
(a) 
(b) 
(c) 
(d) 
(e) 
(f) 
10 µm 
Figure 5.19. Surface topography (top) and piezoresponse (bottom) of BaTiO3 (100) surface above Curie 
temperature at 140°C (a,b), during the reverse ferroelectric phase transition at 130°C (c,d) and after 30 min 
annealing at 120°C (e,f). Scale is 30 nm (a,c,e). 
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be observed after the transition (Figure 5.18f). This phenomenon is ascribed to the weak 
electrostatic interaction between the screening charges and SPM probe as discussed in 
Chapter 6. A similar observation is reported for PFM of the ferroelectric phase transition 
in TGS.66 On reverse transition, domain-related corrugations form very quickly (Figure 
5.19c). Piezoresponse variation during the transition is complex, but clear piezoresponse 
contrast develops after the transition (Figure 5.19d) and after equilibration below Tc, a 
new well-defined a-c domain structure is established (Figure 5.19e,f).  
 
5.6. Screening and Thermodynamics of Adsorption on BaTiO3 (100) Surfaces 
 Since the measured surface potential contains contributions both from capacitive 
and Coulombic interactions due to screened and unscreened polarization, quantification 
of the temperature dependence could yield thermodynamic and kinetic parameters as well 
as spatial localization of screening. To accomplish this a relationship must be established 
between measured potential and screening phenomena.  
 
5.6.1. Thermodynamics of Partially Screened Ferroelectric Surface 
 The surface of a ferroelectric material is characterized by a polarization charge 
density nP ⋅=σ , where P is the polarization vector and n is the unit normal to the 
surface. However, the unscreened state is unstable and extrinsic surface adsorption and/or 
intrinsic charge redistribution result in polarization screening at ferroelectric surfaces or 
interfaces. In the case when charge compensation is due to adsorption, the free energy for 
screening process is: 
( ) ( ) dw
aa
el ESTqN
P
H
qN
P
T,ET,E +−+= adsads ∆∆ αααα ,    (5.22) 
where q = 1.602⋅10-19 C is electron charge, P is spontaneous polarization, Na = 6.022⋅1023 
mol-1 is Avogadro number, α is the degree of screening and T is the temperature. 
Experimentally, the degree of screening is very close to unity, 1≈α ,67 therefore, in the 
subsequent description we introduce the fraction of the unscreened charge, αγ −= 1 . 
The enthalpy and entropy of adsorption are denoted ∆Hads and ∆Sads, respectively. The 
domain wall area is constant during the measurement and the corresponding free energy, 
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Edw, is assumed independent on the degree of screening. The electrostatic contribution to 
the free energy in Eq.(5.22), ( )TEel ,γ , is derived in Appendix 5.A as: 
( ) ( ) ( ) ( ) 




 −+−++= 2
2
2
0
3
2
0
2
11
2
37
, ε
εεγε
εγπ
ζγεεεγ
zx
zx
el hhL
P
TE ,  (5.23) 
where L is the domain size, h is the screening layer width, 2ε  is the dielectric constant of 
the screening layer, xε and zε  are the dielectric constants of the ferroelectric and 
ε0 = 8.854⋅10-12 F/m is the dielectric constant of vacuum (Figure 5.20a). Eq.(5.23) 
reduces to Eq.(5.A.16) for γ = 0 (complete screening) and Eq.(5.A.21) for γ = 1 
(unscreened surface).  
 
 The temperature dependence of the equilibrium screening can be obtained from the 
condition of the minimum of free energy 
( )
0
, =∂
∂
γ
γ TE
.       (5.24) 
Since ( )TEel ,γ  is a quadratic function of γ [Eq.(5.23)], this condition can be written as  
( ) ( )TbTbEel 21 +−=∂
∂ γγ ,      (5.25) 
where 
( ) ( ) 


 ++= 230
2
1 22
37
2 ε
εε
π
ζ
εεε
zx
zx
hL
P
Tb ,   (5.26) 
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Figure 5.20. Charge distribution on the partially screened anisotropic ferroelectric surface (a) and
temperature dependence of material constants. 
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and 
( ) 


 ++= 22
0
0
2
2 2 ε
εε
ε
ε
εεε
zx
zx
hh
P
Tb .    (5.27) 
 Thus, from Eq. (5.22) the equilibrium degree of screening is defined by 
( ) ( )
( )
( ) ( )Tb
S
qN
P
T
Tb
Tb
Tb
H
qN
P
T ads
a
ads
a 11
2
1
∆∆ ++−=γ ,  (5.28) 
where b1(T) and b2(T) are temperature dependent coefficients defined by domain 
structure and material properties. 
 The temperature dependencies of b1(T), b2(T) are calculated within the framework 
of the Ginzburg-Devonshire18,68,69 theory. Spontaneous polarization, P, and 
susceptibilities, χ11 and χ33, are determined as  
1111111
2
1111
2 33 ααααα /P 

 −+−= ,    (5.29) 
( ) 041122121111 222 εαααχ PP ++=− ,    (5.30) 
( ) 041112111133 30122 εαααχ PP ++=− .    (5.31) 
The numerical values of coefficients α1, α11, α12, α111 and α112 are taken from Ref. [70].  
 Material related coefficients b1(T) and b2(T) in Eq.(5.25) can be loosely 
interpreted as free energy density related to the unscreened component of polarization 
charge and the free energy density related to the screened charge. Calculated temperature 
dependencies of b1 and b2 for domain size L = 10 µm, ε2 = 80 (water) and h = 0.1 nm are 
shown on Figure 5.20b. It is clearly seen that b1 and b2 are only weakly temperature 
dependent. The physical origin of this behavior is that the product εxεy is only weakly 
temperature dependent. Consequently, b1 and b2 can be approximated by their room 
temperature values. At T = 25°C for h = 0.1 nm b1= 26.67 J/m2 and b2 = 0.02034 J/m2. 
Eq.(5.28) suggests that the degree of screening is a linear function of temperature. 
 
5.6.2. SSPM Contrast vs. Degree of Screening 
 The effective potential measured by SSPM contains contribution both from 
screened and unscreened components of polarization charge. The force acting on the 
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biased tip above a partially screened ferroelectric surface is written as a sum of capacitive 
and Coulombic components: 
( ) ztipstip ECVVVdzdCF +−= 2 ,     (5.32) 
where C = C(z) is the distance dependent tip-surface capacitance, Vtip is the tip bias, Vs is 
the surface potential due to electric double layer, and Ez is the normal component of 
electric field due to unscreened polarization charge. In SSPM the tip bias is Vtip = 
Vdc+Vaccos(ωt), where Vac is driving voltage and the first harmonic of the force is: 
( ) zacacstip ECVVVVdzdCF +−=ω1 .     (5.33) 
 To quantify the capacitive and Coulombic components of the tip-surface 
interactions, a line charge model is used as described in Chapter 2.4. The image charge 
distribution within the tip is approximated by a uniformly charged line with line charge 
density λ located at a distance θ2tan1+= zd  from the surface, where z is separation 
between the tip apex and surface and θ is half-angle of the conical equipotential surface 
that represents the tip. The line charge density is 
β
πελ V04= ,   where   


−
+= θ
θβ
cos1
cos1
ln .    (5.34a,b) 
 The capacitive and Coulombic contributions to tip-surface force in this model are 
proportional to derivative of capacitance 'zC  and capacitance C, respectively: 


=
d
H
dz
dC
4
ln
4
2
0
β
πε
,        β
πε H
C 0
4= ,    (5.35a,b) 
where H is tip length (~10-15 µm). Eq.(5.35b) for the Coulombic contribution is valid 
only if the decay length of the field, which is proportional to the domain size L, is larger 
than the tip size, H. In the realistic situation when L and H are comparable, Eq.(5.35b) 
provides the upper estimate for Coulombic force. 
 Using the line charge model, Eq.(5.33) is rewritten as 
( ) zacacstip EHVdHVVVF βπεβπεω 0201 44ln4 +−= .   (5.36) 
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 The nulling condition for the first harmonic of the force is achieved when the dc 
offset of the tip bias collected as effective surface potential is 


−=
d
H
HEVV zsdc 4
lnβ .      (5.37) 
 The potential contrast between the domains is 
( ) ( ) 12121 4ln∆
−


−−−=
d
H
HEEVVVdc β .   (5.38) 
 As shown in Section 5.4, domain contrast is independent of feedback effects and is 
not susceptible to the temperature-induced shifts of cantilever resonant frequency, while 
this is not true for effective surface potential per se. For a typical metal coated tip used in 
the SSPM measurements with θ  = 17°, H ≈ 10 µm and tip-surface separation z = 50-100 
nm Eq.(5.38) can be approximated as 
( ) ( )2121 181∆ EEH.VVVdc −−−= ,    (5.39) 
since the logarithmic term is only weakly dependent on the tip length. Here the cantilever 
contribution to the measured potential that leads to a significant height dependence of 
measured potential contrast is neglected. Under the experimental conditions (lift height 
100 nm), the deviation between the true and measured domain potential difference does 
not exceed ~30 % and the uncertainties in the other parameters (tip shape model, 
materials properties) are expected to be comparable.  
 Using the representation of a partially screened ferroelectric surface as a 
superposition of completely unscreened and completely screened regions, the potential 
difference between domains of opposite polarity is 
( ) ( )zxzxs
Ph
εεεε
εεγϕ +−= 02
2
1∆ ,   (5.40) 
while the difference in the normal component of the electric field is  
zx
u
P
E εεεγ += 0
∆ .     (5.41) 
 It follows from Eqs.(5.38,40,41) that the measured potential difference between 
the domains is 
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+−+−= d
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Ph
V
zxzx
zx
dc εεεγβεεεε
εεγ ,   (5.42) 
i.e. domain potential contrast is a linear function of degree of screening. Combination of 
Eq.(5.28) and Eq.(5.42) suggests that the surface potential difference between the 
domains as measured by SSPM is a linear function of temperature, as well. Therefore, the 
temperature dependence of domain potential contrast can be used to estimate the 
temperature dependence of the degree of screening and determine thermodynamic 
parameters associated with the screening process. 
 
5.6.3. Kinetics of Polarization Screening  
 As shown above, domain potential contrast dynamics on heating and cooling are 
complex. The time dependence of domain potential contrast on heating and cooling is 
shown in Figure 5.21a,b. To quantify the kinetics, the time dependence of domain 
potential contrast, ∆ϕ, was approximated by an exponential function  
( )τϕϕ /tA −+= exp∆∆ 0 ,       (5.43) 
where τ is relaxation time and A is a prefactor. Due to the finite heating and cooling rates, 
the domain potential contrast immediately after the temperature change cannot be reliably 
established; therefore, Eq.(5.43) describes the late stages of potential relaxation. 
Spectroscopic (single point) topographic measurements are limited by the response time 
of the cantilever while the experimental response time for surface potential measurements 
is ~ 10-100 ms and strongly depends on feedback parameters. Spatially resolved 
measurements are limited either by line acquisition time (0.5 - 5 sec) or image acquisition 
time (4 - 20 min). 
 The temperature dependence of the potential redistribution time is shown in 
Figure 5.21c. The redistribution time is almost temperature independent with an 
associated relaxation energy of ~ 4 kJ/mole. A possible explanation of this low value of 
activation energy is that the kinetics of relaxation process is limited by the transport of 
charged species to the surface. The characteristic redistribution time is ~ 20 min and is 
close to the relaxation time for domain potential contrast above Tc (15 min).
71 The 
redistribution processes both on heating and cooling result in the same equilibrium value  
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of domain potential contrast, 0∆ϕ . The temperature dependence of domain potential 
contrast, shown in Figure 5.21d, is almost linear, with the zero potential difference 
corresponding to temperature ~110°C well below the Curie temperature of BaTiO3 (Tc = 
130°C). For higher temperatures, the degree of screening is smaller and the Coulombic 
contribution to the effective SSPM potential increases. Since polarization charge and 
screening charge contributions to the effective surface potential are of opposite sign, the 
decrease of the degree of screening results in the decrease of domain potential contrast. 
The thermodynamics of this process are expected to be strongly temperature dependent 
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Figure 5.21. Time dependence of domain potential contrast on heating (a) and cooling (b). Solid lines are 
fits by Eq. (5.43). (c) Time constant for relaxation process on heating in Arrhenius coordinates and (d) 
temperature dependence of equilibrium domain potential contrast on heating (▲) and cooling (▼) and fit 
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and to dominate over relatively weak variation of spontaneous polarization in this 
temperature range (P = 0.26 C/m2 at 25°C and 0.20 C/m2 at 100°C).  
 It is interesting to analyze the possibility of tip bias effects on charge dynamics. It 
is well known that while in the contact regime a large dc tip-surface potential difference 
results in charge transfer between the tip and the surface and local polarization switching, 
this is not the case in SSPM. Indeed, during SSPM imaging tip is located at ~100 nm 
from the surface. The nulling potential scheme insures that dc tip-surface potential 
difference is zeroed. The characteristic frequency of ac field (70kHz) is many orders of 
magnitude higher than the relaxation frequency of screening charges as observed here (~1 
mHz) and elsewhere.56,72,73,74,75 Using the plane-plane capacitor approximation, the 
magnitude of ac potential drop in the screening layer can be estimated as 
( )021 εε hzVV acsl +=∆ , where z is tip-surface separation, h and ε2 is width and 
dielectric constant of screening layer. For z = 100 nm, h = 0.2 nm, ε2 = 80ε0 and Vac = 5 
V the potential drop in the screening layer is ~ 0.1 mV. Therefore, the ac field is not 
expected to affect screening charge dynamics. These considerations notwithstanding, the 
tip effect on charge dynamics can be experimentally detected as the dependence of 
effective domain potentials on driving voltage and, as shown in Section 5.4, no such 
effect is observed during SSPM imaging of domains in BaTiO3.  
 
5.6.4. Thermodynamics of Polarization Screening 
 As discussed in Section 5.6.1, the domain potential contrast can be related to the 
degree of screening of spontaneous polarization. As shown in Figure 5.21d, the 
temperature dependence of equilibrium domain potential contrast in the temperature 
interval 30°C < T < 100°C is linear and the domain potential contrast is the same on 
heating and cooling, i.e. equilibrium is achieved. This dependence can be represented by 
the linear function 
T..Vdc
410350590∆ −⋅−= ,      (5.44) 
where T is temperature in Celsius degrees. The width of the screening layer must be 
estimated, and is taken to be h = 0.1 nm such that the calculated potential difference 
between a and c domains at the room temperature is close to the measured value at 100 
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nm (50 mV) for almost complete screening (compare to 0.25 nm for c+ and c- domains). 
The contribution of electric field to the room temperature potential and cantilever effects 
are ignored in this estimate. However, the lack of reliable information regarding the 
thickness and properties of the screening layer precludes better estimates. 
 The combination of Eq.(5.42) and Eq.(5.44) for a tip length of 10 µm yields the 
temperature dependence of equilibrium degree of screening 
T65 1023.110627.1 −− ⋅+⋅=γ .     (5.45) 
A comparison of Eq.(5.28) and Eq.(5.45) allows the enthalpy, ∆Hads, and entropy, ∆Sads, 
of adsorption to be determined as ∆Hads = 164.6 kJ/mole, ∆Sads = -126.6 J/mole K. The 
enthalpy and entropy of adsorption thus obtained are within expected values in spite of 
the approximations inherent in this approach. Moreover, from Eq.(5.42) the Coulombic 
contribution to the effective potential can be estimated as < 10-20 % thus validating our 
previous conclusion that the surface is completely screened at room temperature.  
 
5.6.5. The Origins of Polarization Screening on Ferroelectric Oxide Surfaces 
 The nature of the screening charges can not be determined from these 
experiments; however, these results are consistent with the well known fact that water 
and hydroxyl groups, -OH, adsorb on oxide surfaces in air76,77,78 The formation of water 
layers on hydrophilic surfaces and it's implications for force measurements with AFM are 
well documented in literature.79 On ferroelectric surfaces, the formation of water layers 
was reported recently to affect the domain nucleation in agreement with the results 
reported here.80,81 Obviously, adsorbed water can provide the charge required to screen 
the polarization bound charge, since corresponding polarization charge densities are of 
order of 0.25 C/m2 corresponding to 2.6⋅10-6 mole/m2. For a typical metal oxide surface 
with characteristic unit cell size of ~ 4 Å this corresponds to the coverage of order of 0.25 
mL. Dissociative adsorption of water as a dominant screening mechanism on BaTiO3 
surface in air was verified using temperature programmed desorption experiments on 
poled BaTiO3 crystals.
82 As shown by Vanderbilt,83 perovskite (100) surfaces are free 
from the midgap surface states; therefore, the screening on BaTiO3 (100) surface cannot 
be attributed to the surface states filling.  
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5.7. Conclusions 
 To summarize, in this Chapter non-contact electrostatic SPM was used to study 
the surface chemistry and physics of ferroelectric surface. On surfaces with known 
crystallographic orientation, the domain structure can unambiguously be determined by 
SPM. Surface topography in ferroelastic materials is directly related to the misorientation 
angle between domains with different polarization directions, e.g. for tetragonal 
perovskites the corrugation angle, θ, associated with 90° a-c domain walls is θ = π/2-
2arctan(a/c), where a and c are the parameters of the tetragonal unit cell. Complimentary 
information obtained by non-contact (SSPM, EFM) or contact (PFM) SPM allows the 
orientation of the polarization vectors (e.g. c+ - c- domains) to be distinguished. Both 
EFM and SSPM yield potential difference between c+ and c- domains as ∆Vc-c ≈ 150mV 
and between a and c domains as ∆Va-c ≈ ∆Vc-c/2. The small potential variations between 
domains indicate that BaTiO3 surface is screened in air. The absolute value of domain 
potential contrast and equality of potential differences between c+-a and c--a domains 
suggest that the screening is due to the surface adsorbates. The average surface potential 
is approximately equal to average domain potential between c+ and c- domains, Vav ≈ 
(V1+V2)/2, implying that surface areas occupied by c
+ and c- domains are equal, as 
expected. At room temperature the surface potential has the sign of the screening charges 
and is reverse to that expected from polarization orientation, i.e. c+ domains are negative 
and c- domains are positive on the SSPM image. Increasing the temperature results in a 
decrease of polarization bound charge leaving the screening charges uncompensated, thus 
increasing the effective surface potential. On decreasing the temperature spontaneous 
polarization increases and for a short period of time the sign of domain potential is 
determined by the polarization charge, thus giving rise to the effect of temperature 
induced domain potential inversion. Under isothermal conditions, polarization and 
screening charges equilibrate and the potential achieves an equilibrium value. 
Temperature and time dependent behavior of surface potential is shown to be governed 
by the rapid polarization dynamics and slow screening charge dynamics. The relaxation 
kinetics were found to be weakly dependent on temperature with activation energy Ea ~ 4 
kJ/mole. Equilibrium domain potential difference was found to be linearly dependent on 
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temperature; the zero potential contrast between the domains is observed at ~110°C. This 
behavior is ascribed to the reduction in the degree of screening with temperature and 
increase of electric field contribution to tip-surface force. A thermodynamic description 
of adsorbate screening of ferroelectric surfaces based on Ginzburg-Devonshire theory 
was developed and enthalpy and entropy of adsorption were obtained as ∆Hads = 164.6 
kJ/mole, ∆Sads = -126.6 J/mole K. These values are well within the range expected for 
adsorption from the gas phase. Based on the existing models for the oxide surface 
behavior in ambient, the screening is attributed to the dissociative adsorption of water. 
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Appendix 5.A 
 Assume an anisotropic ferroelectric with dielectric constants εxx = εyy = εx, εzz = εz 
and polarization P(x) = P·z , (0<x<L/2), -P·z , (L/2<x<L), where L is characteristic 
domain size, is covered by a charged adsorbate layer of thickness h and dielectric 
constant ε2. Domain structure is uniform in y direction. Adsorbate charge density is σ(x) 
= -σ (0<x<L/2) and  σ (L/2<x<L). Potential in the air, in the adsorbate layer and in the 
ferroelectric are denoted as ϕ1, ϕ2 and ϕ3 respectively. These potentials can be found as 
solutions of Laplace equations84 
01
2 =∇ ϕ ,  z > h,       (5.A.1) 
02
2 =∇ ϕ ,  h>z >0 ,     (5.A.2)  
0
2
3
2
2
3
2
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∂
zx
zx
ϕεϕε ,  z < 0.   (5.A.3) 
Corresponding boundary conditions are the continuity of potential (or, equivalently, 
tangential component of the electric field) at the interfaces  
( ) ( )hh 21 ϕϕ = ,     (5.A.4) 
( ) ( )00 32 ϕϕ = ,     (5.A.5) 
and the normal component of the displacement vectors 
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∂ 2
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( )xP
zz z
=∂
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∂ 32
2
ϕεϕε   for z = 0.   (5.A.7) 
The solution to Eqs. (5.A.1-3) can be found in the form of a Fourier series  
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Of interest are potentials in the completely screened case, σ = - P, in which case 
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The potential difference between the domains of opposite polarity in completely 
screened case is therefore:  
( ) 202
22
∆ ε
σ
εεεε
σεεϕ hh
zx
zx
s ≈+= ,    (5.A.13) 
while the field variation between the centers of the domains is  
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22
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Depolarization energy density for the screened case is: 
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or 
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In the unscreened case (h = 0, σ = 0), so 
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 In the unscreened case potential and electric field difference between the centers of 
c+ and c- domains are  
( ) 20
4
 ∆ πεεε
σϕ
zx
u
CL
+= ,     (5.A.19) 
where C ≈ 0.916 is the Catalan constant and 
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Depolarization energy density in the unscreened case is 
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u
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where ζ(3) ≈ 1.202 is the zeta function. 
 Potential in the partially screened case is represented as the sum of the potential in 
the completely screened case with a surface charge density σ and in the unscreened case 
with a polarization, P-σ. Therefore, depolarization energy is 
( ) ( ){ }dxP
L
E
L
susu
el ∫ +++=
0
1133
1 ϕϕσϕϕ ,    (5.A.22) 
where u1ϕ  and u3ϕ are given by Eqs. (5.A.13,19) with P-σ rather P. 
 Introducing the degree of screening, α, such that σ = - α P, depolarization energy 
density is calculated as 
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6. IMAGING MECHANISM OF PIEZORESPONSE FORCE MICROSCOPY  
ON FERROELECTRIC SURFACES 
 
1. Introduction: SPM imaging of Ferroelectric Surfaces 
 In the recent years, scanning probe microscopy (SPM) based techniques have been 
successfully employed for the characterization of ferroelectric surfaces on the micron and 
nanometer level.1,2,3,4 The nature of the probe and contrast formation mechanism in these 
techniques is vastly different; therefore, SPM image reflects different properties of 
ferroelectric surface. Table 6.I summarizes some of the common SPM imaging 
techniques used for the characterization of ferroelectric materials and briefly presents the 
information obtained.  
 
Table 6.I 
Scanning Probe Techniques for Ferroelectric Imaging 
Technique Measured property Materials contrast 
Non-contact:  
EFM  
SSPM 
 
Electrostatic force 
gradient (EFM)  
Effective surface 
potential (SSPM)  
Stray fields above ferroelectric surface, 
which are related to local domain structure 
are measured. Only out-of–plane 
component can be determined.  
Contact:  
PFM 
Vertical (v-PFM) and 
lateral (l-PFM) 
electromechanical 
response of the surface. 
Electromechanical response of the surface 
closely related to domain orientation is 
measured. Observation of vertical and 
lateral components of piezoresponse allows 
imaging both in-plane and out-of–plane 
components of polarization.  
SCM Voltage derivative of 
tip-surface capacitance  
Only out-of–plane component can be 
determined. 
NSOM Optical properties of the 
surface 
Optical indicatrix of the surface. Both in-
plane and out-of-plane polarization 
components can be measured. 
Friction force Friction forces Polarization-induced field dependent 
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microscopy  friction force.  
SNDM Non-linear dielectric 
permittivity 
Both in-plane and out-of-plane polarization 
components can be measured.  
 
 The polarization related surface properties are uniform within the domain and 
change abruptly at domain walls, providing readily interpretable contrast in SPM 
measurements. In addition, most SPM techniques allow local poling of ferroelectric 
material with subsequent imaging of induced changes. These two factors contribute to the 
general interest of SPM community to ferroelectric materials. From the materials scientist 
point of view, the morphological information on domain structure and orientation 
obtained from SPM images is sufficient for many applications, and numerous 
observations of local domain dynamics as related to polarization switching processes,5,6,7 
ferroelectric fatigue,8,9,10,11 phase transitions,12,13,14,15 mechanical stresses,16 etc. have 
been made.  
 The majority of SPM techniques listed in Table 6.I allow spectroscopic 
measurements, in which the local response is measured as a function of external 
parameter. The most widely used is voltage spectroscopy, i.e. local hysteresis loop 
measurements. However, unlike imaging applications, interpretation of spectroscopic 
measurements presents a significant challenge. The image formation mechanism in SPM 
techniques is usually quite complex and depends sensitively on the details of probe-
surface interactions. Very often, the interaction volume of the SPM probe is small and 
minute contamination or damage of the surface precludes imaging. Non-local 
contribution to the signal is typically large (comparable to property variations between 
the domains), although it can usually be ignored in imaging. However, the spectroscopic 
analysis of local ferroelectric properties by SPM including hysteresis measurements,17 
stress effects in thin films,18 size dependence of ferroelectric properties,19,20 etc. requires 
quantitative interpretation of the SPM interaction.  
 Among the techniques in for ferroelectric surface imaging listed in Table 6.I the 
most widely used currently is Piezoresponse Force Microscopy, due to the ease of 
implementation, high resolution and relative insensitivity to topography and the state of 
the surface. It is not an exaggeration to say that PFM is rapidly becoming one of the  
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primary imaging tools in the ferroelectric thin film research that routinely allows high 
resolution (~ 10 nm) domain imaging. In contrast to X-ray techniques, which are limited 
to averaged analysis of domain structure, PFM yields spatially resolved information on 
domain size, correlations, domain behavior near the inhomogeneities and grain 
boundaries. PFM can be used for imaging static domain structure in thin film, single 
crystals and polycrystalline materials, selective poling of specified regions on 
ferroelectric surface, studies of temporal and thermal evolution of domain structures, 
quantitative measurements of thermal phenomena and local hysteresis measurements.  
The information provided by PFM is summarized in Figure 6.1.  
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 Despite the wide range of applications, contrast formation mechanism in PFM is 
still under debate.21,22,23,24 The early treatments assumed that the measured 
electromechanical response is equal or proportional to the piezoelectric constant d33 of 
the material, with some deviations due to the clamping by surrounding material. 
However, Luo et al.13 have found that the temperature dependence of piezoresponse 
contrast is similar to that of the spontaneous polarization. This behavior was attributed to 
the dominance of electrostatic interactions due to the presence of polarization bound 
charge,25 since the electromechanical response based on the piezoelectric coefficient, d33, 
would diverge in the vicinity of the Curie temperature. Similar observations were 
reported by other groups.15,26,27 The presence of electrostatic forces hypothesis is also 
supported by measurements on the nonpiezoelectric surfaces.28 In contrast, the existence 
of a lateral PFM signal,29,30,31 the absence of relaxation behavior in PFM contrast as 
opposed to SSPM contrast, as well as numerous observations using both EFM/SSPM and 
PFM 32,33 clearly point to significant electromechanical contribution to PFM contrast. 
Significant progress in the understanding of PFM was achieved recently by Max-Plank 
Institute (Halle) group,34 Ecole Federal Politechnique de Lozanne (Switzerland) group,26 
and University of Maryland group.35 However, a comprehensive description of the 
Piezoresponse Force Microscopy contrast formation mechanism including electrostatic, 
electromechanical, and non-local cantilever interactions as well as tip-surface contact 
issues has not been achieved. 
 In this Chapter, contrast formation mechanism is analyzed and relative magnitudes 
of electrostatic vs. electromechanical contributions to PFM interaction for the model case 
of c+, c- domains in tetragonal perovskite ferroelectrics are determined. The principles of 
PFM are summarized in Section 6.2. Electrostatic tip-surface interactions are analyzed in 
Section 6.3 using the image charge model for conductive sphere-anisotropic dielectric 
half plane. Electromechanical contrast is analyzed in detail in Section 6.4 and limiting 
cases for electromechanical response are obtained. It is shown that both electrostatic and 
electromechanical interactions can contribute to the PFM image. The relative 
contributions of these interactions depend on the experimental conditions. Contrast 
Mechanism Maps were constructed to delineate the regions with dominant electrostatic 
and electromechanical interactions in Section 6.5. Under some conditions, i.e. those 
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corresponding to a relatively large indentation force and tip radius, the real piezoelectric 
coefficient can be determined. This analysis reconciles existing discrepancies in the 
interpretation of PFM imaging contrast. The non-local contribution to PFM signal arises 
due to the buckling oscillations of the cantilever and corresponding analysis is performed 
in Section 6.6. Temperature dependence of PFM contrast for BaTiO3 is analyzed in 
Section 6.7. The description of any SPM technique would be incomplete without the 
analysis of imaging artifacts as described in Section 6.8. Finally, an approach to 
simultaneous acquisition of PFM and potential images is presented in Section 6.9. 
 
6.2. Principles of Piezoresponse Force Microscopy 
 Piezoresponse Force Microscopy is based on the detection of bias-induced surface 
deformation. The tip is brought into contact with the surface and the piezoelectric 
response of the surface is detected as the first harmonic component of bias-induced tip 
deflection ( )ϕω ++= tAdd cos  0 , as shown in Figure 6.2.  
 
 The phase of the electromechanical response of the surface, ϕ, yields information 
on the polarization direction below the tip. For c- domains (polarization vector pointing 
downward) the application of a positive tip bias results in the expansion of the sample 
and surface oscillations are in phase with the tip voltage, ϕ = 0. For c+ domains ϕ = 180°. 
The piezoresponse amplitude, PR = A/Vac, defines the local electromechanical activity of 
the surface. For a purely electromechanical response, piezoresponse amplitude is equal 
Dimension 3000 
  Function generator 
  Lock-in amplifier 
NS-III Controller 
Laser Detector
Vtip =Vdc+Vaccos(ωt)
Figure 6.2. Schematics of PFM. Conductive tip is brought into contact with ferroelectric surface. 
The tip is ac biased by function generator. The first harmonic of tip oscillations is measured by 
lock-in amplifier and the phase and amplitude of the response are stored as the PFM image. Often, 
x-signal of the lock-in is acquired.  
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for c+ and c- domains, while it is zero at the domain boundary. The width of the amplitude 
depression at the domain boundary is an experimental measure of the spatial resolution of 
the technique. The width of the phase profile cannot serve as the definition of the 
resolution; rather it represents the noise level and/or time constant of the lock-in 
amplifier. 
 As discussed in the introduction, both long range electrostatic forces and the 
electromechanical response of the surface contribute to the PFM signal so that the 
experimentally measured piezoresponse amplitude is nlpiezoel AAAA ++= , where Ael is 
electrostatic contribution, Apiezo is electromechanical contribution and Anl is non-local 
contribution due to capacitive cantilever-surface interactions.25,29,36 Quantitative PFM 
imaging requires Apiezo to be maximized to achieve predominantly electromechanical 
contrast. Alternatively, for Ael >> Apiezo, electrostatic properties of the surface will be 
imaged. Often local polarization provides the dominant contribution to both 
electromechanical and electrostatic properties of the surface; qualitative imaging of 
domain structures is thus possible in both electromechanical and electrostatic cases. 
Cantilever size is usually significantly larger than domain size; therefore, a non-local 
cantilever contribution is usually present in the form of additive offset on PFM x-image. 
It can however lead to the erroneous interpretation of phase and amplitude images as 
shown in the Figure 6.3. 
 It is illustrative to estimate the effect of these interactions on PFM images using 
formalism developed by Hong et. al.37 Assuming that ( )loctipaclocel VVVFA −= , 
aceffpiezo VdA =  and ( )avtipacnlnl VVVFA −= , where Vtip is tip potential, Vloc is local 
potential below the tip apex, deff is effective electromechanical response of the surface, 
Vav is average surface potential below the cantilever, Floc and Fnl are proportionality 
coefficients determined by tip-surface and cantilever surface capacitance gradients, tip-
surface contact stiffness and spring constant of the cantilever. In the simplest 
approximation (the field is uniform) deff is equal to d33; taking into account second order 
effects, ( )loctipeff VVQdd −+= 33 , where Q is corresponding electrostrictive coefficient.  
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 In the purely electromechanical case, Floc and Fnl are identically zero. In this case, 
the response amplitudes are equal in c+ and c- domain regions, while phase changes by 
180° between the domains. For domains with arbitrary orientation, the absolute value of 
the amplitude signal provides a measure of the piezoelectric activity of the domain; in-
plane domains or non-ferroelectric regions are seen as the regions with zero response 
amplitude. PFM spectroscopy represents ideal electromechanical hysteretic behavior 
from which materials properties such as piezoelectric and electrostriction coefficients can 
be obtained. The relationship between the classical and electromechanical hysteresis 
loops is illustrated in Figure 6.4.  
 
 
Electromechanical 
interaction only 
Weak electrostatic 
contribution 
Electrostatic 
interaction dominant 
Figure 6.3. Schematic of signals in PFM of c+/c-/c+/a domain structure. Shown are x-signal, amplitude 
and phase signal for purely electromechanical case, with weak electrostatic contribution and strong 
electrostatic contribution.  
Noise
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 In the more realistic case, both electrostatic and electromechanical interactions 
contribute and the PFM x-signal over c+ and c- domains can be written as: 
( ) ( ) ( )avtipnltiploctip VVFVVFVVQdPR −+−+−+=+ 1133 ,   (6.1a) 
( ) ( ) ( )avtipnltiploctip VVFVVFVVQdPR −+−+−+−=− 2233 .   (6.1b) 
 For a small non-local electrostatic contribution, ( )avtipnl VVFd −>>33 , the phase still 
changes by 180° between the domains (Figure 6.3); however, the response amplitudes are 
no longer equal in c+ and c- domain regions. Non-ferroelectric regions are seen as the 
region with finite response amplitude. Similar behavior is expected for non-zero local 
electrostatic contribution, in which case the piezoresponse is a sum of electromechanical 
and electrostatic contributions and depends linearly on tip bias, 
( )loctiploc VVFdPR −±=± 33 . The immediate implication of Eqs.(6.1a,b) is that second 
order electrostriction coefficients can be determined by PFM if and only if imaging is 
purely electromechanical; otherwise, electrostatic response is measured as discussed in 
Section 6.6. For a large non-local contribution, ( ) 33dVVF avtipnl >>− , the phase is 
determined by electrostatic force only and does not change between the domains. The 
amplitude signal is strongly asymmetric and maximal response corresponds to either c+ or 
c- domain, while minimal signal is observed to the domain with opposite polarity. In-
plane domains or non-ferroelectric regions are seen as regions with intermediate contrast 
on amplitude image. Obviously, even qualitative analysis of PFM image in this case is 
Figure 6.4. Standard hysteresis loop (a) and electromechanical hysteresis loop measured in 
piezoresponse force microscopy (b)   
Pr  
Ec 
P, C/m2 
E, V/m 
(a) 
PR, pm/V 
V, V 
(b) 
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difficult: for example, a sample comprised of a-c+ and c--c+ domains can not be 
distinguished based on a vertical PFM image only. 
 This analysis can be developed by considering two experimental parameters readily 
accessible in any SPM experiment. The signal average taken over x-image of the sample 
with random domain orientation (unpoled), provided that Vtip is smaller than the 
switching bias and the image size is significantly larger than the domain size, can be 
written as:  
( )( )avtipnllav VVFFQPR −++= ,    (6.2) 
while contrast between domains is 
( )( )21332 VVFQdPR l −++=∆ .    (6.3) 
 The averaged image signal provides a measure of electrostatic tip-surface 
interactions, while domain contrast comprises both electrostatic and electromechanical 
contributions. For imaging in ambience, the potential difference between domains of 
opposite polarity, V1-V2, is small and typically does not exceed 200 mV, while tip dc bias 
can be changed in the wide region of ~ -30- 30 volts. Therefore, the conditions for 
dominant electromechanical contrast in imaging are significantly less stringent that in 
spectroscopy. On a high quality ferroelectric surface, the spatial variations of both 
electromechanical and electrostatic properties are strongly related to ferroelectric domain 
structure. This implies that qualitative domain imaging is possible even if the electrostatic 
contribution dominates, ( ) 3321 dVVFloc >>− , provided that local polarization provides the 
dominant contribution to surface potential. Piezoresponse in this case is 
( )loctiploc VVFPR −=±  and changes linearly with tip bias. In fact, some of the existing 
references on resonance-enhanced PFM seem to belong to this category.38,39 It should be 
noted that the application of high bias to the tip typically results in the significant charge 
transfer between the tip and the surface, thus altering the surface potential distribution. 
33,40,41,42,43 This consideration is expected to limit imaging in this regime to small tip 
biases and indeed no hysteresis loop measurements in the "electrostatic" PFM has been 
reported. 
 As follows from Eqs.(6.1a,b), quantitative spectroscopic piezoresponse 
measurements require that the electrostatic and non-local components of the response be 
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minimized. The first step in developing systematic approach is the reliable calculation of 
the magnitudes of electrostatic, electromechanical and non-local responses as a function 
of tip radius of curvature, indentation force and cantilever spring constant. 
 
 One of the difficulties in a comparison of the relative magnitudes of 
electromechanical and electrostatic responses is the difference in the contrast transfer 
mechanism. In the electromechanical case, the surface displacement due to inverse 
piezoelectric effect is determined as a function of applied voltage (Figure 6.5). Tip 
deflection in this case is equal to surface displacement since the contact stiffness of the 
tip–surface junction is usually much larger than cantilever spring constant. In the 
electrostatic case, the force containing both local and non-local components is defined.  
 Here, the influence of imaging conditions on PFM contrast is analyzed. The 
magnitudes of Ael and Apiezo are determined as a function of indentation force and tip 
radius of curvature. The case when the measured response amplitude owes to electrostatic 
tip-surface interaction only, A = Ael, is further referred to as electrostatic regime. The case 
when the electromechanical contribution dominates, A = Apiezo, is referred to as 
electromechanical regime. The non-local contribution, Anl, is governed by the cantilever 
spring constant rather than indentation force and is considered separately in Section 6.6.  
 
6.3. Electrostatic Contrast 
 In the electrostatic regime of piezoresponse force microscopy the capacitive and 
Coulombic tip-surface interactions result in an attractive force between the tip and the 
surface, that causes surface indentation below the tip (Figure 6.5). The early attempts to 
Figure 6.5. Electrostatic (a) and electromechanical (b) contrast in PFM.  
(a) (b) 
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quantify tip-surface interactions in this regime approximated tip-surface junction by a 
plane-plane capacitor. Obviously, this is inapplicable in contact because a capacitive 
force in planar geometry does not cause tip deflection. A correct description of the 
electrostatic tip-surface interaction must take into account the tip shape.  
 
6.3.1. Potential Distribution in the Tip-surface Junction 
 The potential distribution in the tip-surface junction in non-contact imaging is 
often analyzed in the metallization limit for the surface.44 In this limit, the tip-surface 
capacitance Cd(z,κ), where z is the tip-surface separation and κ is the dielectric constant 
for the sample is approximated as Cd(z,κ) ≈ Cc(z), where Cc(z) is the tip-surface 
capacitance for a conductive tip and conductive surface. This approximation breaks down 
for small tip-surface separations when the effect of field penetration in the dielectric 
sample is non-negligible. For ferroelectric surfaces, the effective dielectric constant is 
high, κ ≈ 100-1000, favoring the metallization limit. However, in contact tip-surface 
separation z ≈ 0 leads to a divergence in the capacitance, Cc(z), and the corresponding 
force. To avoid this difficulty and, more importantly, take into account the anisotropy of 
the ferroelectric medium, we calculate the tip-surface force using the image charge 
method for spherical tip geometry. This approach is applicable when the tip-surface 
separation is small, z << R, where R is radius of curvature of the tip.  
 
Table 6.II.  
Image charges for conductive, dielectric and anisotropic dielectric planes 
 conductive isotropic dielectric anisotropic dielectric 
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Q
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 The potential in air produced by charge Q at a distance d above a conductive or 
dielectric plane located at z = 0 can be represented as a superposition of potentials 
produced by the original charge and the corresponding image charge Q' located at 
position z = d' below the plane. The potential in a dielectric material is equal to that 
produced by a different image charge Q'' located at z = d''.45,46,47 Values of Q', Q'', d' and 
d'' for metal and isotropic or anisotropic dielectric materials are summarized in Table 6.II. 
Note that the potential in air above an anisotropic dielectric material is similar to the 
isotropic case with an effective dielectric constant zxeff κκκ = , where κx, κz are the 
principal values of the dielectric constant tensor. This simple image solution can be used 
only for the dielectric for which one of the principal axes of dielectric constant tensor 
coincides with surface normal and in-plane dielectric constants are equal, κx = κy. For 
systems without in-plane isotropy, field distribution is no longer rotationally invariant 
and does not allow representation with single image charge; more complex solutions 
using distributed image charges are required.48  
 To address tip-surface interactions and taking the effect of the dielectric medium 
into account, the image charge distribution in the tip can be represented by charges Qi 
located at distances ri from the center of the sphere such that:  
( ) iii QrdR
R
Q −++
−=+ 21
1
1 κ
κ
,    (6.4a)   
( ) ii rdR
R
r −+=+ 2
2
1 ,      (6.4b) 
where R is tip radius, d is tip-surface separation, RVQ 00 4πε= , 00 =r  and V is tip bias. 
Tip-surface capacitance is 
( ) ∑∞
=
=
0
1
i
id QV
,dC κ ,       (6.5) 
from which the force can be found. The rotationally invariant potential distribution in air 
can be found from Eqs.(6.4a,b). One of the important parameters for the description of 
tip-surface junction is potential on the surface directly below the tip, which defines the 
potential attenuation in the tip-surface gap. Specifically, for sphere plane model potential 
on the surface directly below the tip is 
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= −++
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Q
,V κπε .     (6.6) 
 In the conductive surface limit, κ  = ∞ and Eq.(6.5) is simplified to49 
( )∑
=
−=
1
1
000 sinhsinh4
n
c nRC ββπε ,     (6.7) 
where ( )( )RdR += arccosh0β . Surface potential in this case is ( ) 00,0 ≡V . For the 
conductive tip-dielectric surface  
( ) 10
1
1
00 sinh1
1
sinh4 −
=
−∑  +−= βκκβπε nRC n
n
d .   (6.8) 
While in the limit of small tip-surface separation Cc diverges logarithmically, Cd 
converges to the universal "dielectric" limit50 
( ) 

 +
+
−== 2
1
ln
1
1
4 00
κ
κ
κπεκ RC zd .     (6.9) 
 The distance dependence of tip-surface capacitance and surface potential directly 
below the tip are shown in Figure 6.6a,b.  
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Figure 6.6. (a) Tip-dielectric surface capacitance for κ = 10 (                ), κ = 100  (               ) and κ =
1000 (              ), compared to the metallic limit (              ). Vertical lines delineate the region of
characteristic tip-surface separations (0.1-1nm) in contact mode for tip radius R = 50nm. (b) Surface
potential below the tip for tip-surface separations z  = 0.1 R (           ), z  = 0.01 R  (            ) and  z  =
0.001 R  (               ) as a function of the dielectric constant of the surface. 
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For relatively large tip-surface separations Cd(z,κ) ≈ Cc(z), which is the usual assumption 
in non-contact SPM imaging. The most prominent feature of this solution is that, while 
for low-κ dielectric materials the tip-surface capacitance achieves the dielectric limit in 
contact and hence surface potential is equal to the tip potential, this is not the case for 
high-κ materials. Tip-surface capacitance, capacitive force and electric field can be 
significantly smaller than in the dielectric limit. The surface potential below the tip is 
smaller than the tip potential and is inversely proportional to dielectric constant (Figure 
6.6b). This is equivalent to the presence of an apparent dielectric gap between the tip and 
the surface that attenuates the potential. Even though under typical experimental 
conditions contact area between the tip and the surface is non-zero and the sphere-plane 
model is not rigorous, this analysis is still valid. For perfect ferroelectric surface, the gap 
owes to intrinsic phenomena such as finite Thomas-Fermi length of the tip material (~0.5 
A) and/or non-uniform polarization distribution in surface layer of ferroelectric. For 
small contact area and large dielectric constant of the material potential drop in such 
intrinsic gap can be significant. In many practical cases, surface damage, contamination 
or loss of volatile components during fabrication results in the extrinsic non-ferroelectric 
dead layer. In either case, Eq.(6.6) and Figure 6.6 illustrate the implications of a 
dielectric gap on tip-induced surface potential since the minimal tip-surface separation, d, 
is limited by dead layer width.  
 
6.3.2. Tip-surface Forces and Indentation Depth 
 The electrostatic contribution, Ael, to piezoresponse amplitude is calculated 
assuming that the total force acting on the tip is comprised of the elastic contribution due 
to the cantilever, kdF =0 , and a capacitive force, ( )2surftip'el VVCF −= , where k is the 
cantilever spring constant, d the setpoint deflection, C' is the tip-surface capacitance 
gradient and V is the potential. From Eqs.(6.5,7,8), the magnitudes of capacitive and 
Coulombic forces between the cantilever-tip assembly and the surface can be estimated. 
The capacitive force is: 
( ) ( )2'2'2 avtipnlloctiploccap VVCVVCF −+−= ,    (6.10) 
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where Vtip is the tip potential, Vloc is the domain-related local potential directly below the 
tip, Vav is the surface potential averaged over the distance comparable to the cantilever 
length, 'locC  is the local part of tip-surface capacitance gradient and 
'
nlC  is the non-local 
part due to the cantilever. Typically, the cantilever length is significantly larger than the 
characteristic size of ferroelectric domains; therefore, the non-local part results in a 
constant background on the image that does not preclude qualitative domain imaging. 
The non-local capacitance gradient can be estimated using plane-plane geometry as 
( ) 20 −+= LzSC'nl ε , where S is the effective cantilever area and L is the tip length. For a 
typical tip with L ≈ 10 µm and S ≈ 2⋅103 µm2, the non-local contribution is 
mF1081 10−⋅≈ .C'nl  and is independent of tip radius. The force for a tip-surface 
potential difference of 1 V is N1090 10−⋅≈ .Fnl . Here, it is assumed that the force acting 
on the cantilever results in surface indentation only and the cantilever geometry does not 
change, i.e. measured is tip displacement. Practically, optical detection scheme used in 
most modern AFMs implies that measured is cantilever bending angle; buckling 
oscillations of the cantilever, which are not associated with vertical tip motion tip result 
in the effective displacement as analyzed in Section 6.6.  
 The local capacitive contribution due to the tip apex is N1041 8−⋅= .Floc  for z = 
0.1 nm, R = 50 nm, i.e. two orders of magnitude larger. However, 'locC  scales linearly 
with tip radius and, therefore, for the sharp tips capable of high-resolution non-local 
contributions to the signal increase. Similar behavior is found for non-contact SPMs.51 
The Coulombic tip-surface interaction due to polarization charge can be estimated using 
the expression for the electric field above a partially screened ferroelectric surface, 
( ) ( ) 110 11 −− +−= zxu PαE κκε , where α is the degree of screening and P is spontaneous 
polarization (P = 0.26 C/m2 for BaTiO3). For unscreened surfaces α = 0 so this 
Coulombic contribution in the limit Fcoul<<Fcap is ( ) uloctiploccoul EVVCF −=  and for 
the same tip parameters as above N1022 9−⋅= .Fcoul . However, polarization charge is 
almost completely screened in air (as discussed in Chapter 5), typically 1-α << 10-3, and 
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under these conditions the Coulombic contribution can be excluded from the electrostatic 
tip-surface interaction for isothermal experiments. 
 Capacitive force results in an indentation of the surface. In the Hertzian 
approximation the relationship between the indentation depth, h, tip radius of curvature, 
R, and load, P, is52  
3
1
3
2
4
3 −

= R
E
P
h
*
,      (6.11) 
where E* is the effective Young's modulus of the tip-surface system defined as 
2
2
2
1
2
1 111
EEE*
νν −+−= .     (6.12) 
E1, E2 and ν1, ν2 are Young's moduli and Poisson ratios of tip and surface materials 
[Figure 6.7]. For ferroelectric perovskites the Young's modulus is of the order of E* ≈ 
100GPa. The contact radius, a, is related to the indentation depth as hRa = . Hertzian 
contact does not account for adhesion and capillary forces in a tip-surface junction and a 
number of more complex models for nanoindentation processes are known.53  
 
 Under typical PFM operating conditions the total force acting on the tip is 
elFFF += 0 , where F0 = k d0 is elastic force exerted by the cantilever of spring constant 
k at setpoint deflection d0 and Fel is the electrostatic force. Since the electrostatic force is 
modulated, ( )tVVV acdctip ωcos+= , the first harmonic of tip deflection is 
h 
2a 
R 
F 
Figure 6.7. Geometry of the tip indenting the piezoelectric surface 
 233
( )( )( ) ( )dttVtVVCFh locacdc'loc ωωπωχω coscos2 3
2
2
01 ∫ −++= ,  (6.13) 
where ( ) 313243 −= RE*χ . In the limit when the indentation force is much larger than 
electrostatic force, Fel << F0, the effective spring constant of the tip-surface junction is 
hPkeff ∂∂=  and the first harmonic of cantilever response is effk/Fh ωω 11 = . For a 
Hertzian indentation the response is:  
ωω 131031
32
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h
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−−
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= .     (6.14) 
 This equation can be also obtained directly from an expansion of the integrand in 
Eq.(6.13). For typical PFM imaging conditions the setpoint deflection is ~100 nm and the 
spring constant of the cantilever k varies from ~0.01 to ~100 N/m. Consequently, 
imaging can be done under a range of loads spanning at least 4 orders of magnitude from 
1 nN to 10 µN. For F0 = 100 nN, E* = 1011 Pa and potential difference between the 
domains ∆V = 150 mV, PFM contrast between the domains of opposite polarities is 
m/V10026∆ 121
−⋅= .h ω . It should be noted that the potential difference between 
ferroelectric domains in ambient is determined by the properties of the adsorbate layer 
that screens spontaneous polarization.54 Under UHV conditions where the intrinsic 
screening by charge carriers55 dominates the potential difference would be larger and can 
achieve the limiting value of ∆V = 3 V comparable to band gap. In this case, the 
electrostatic PFM contrast between the domains of opposite polarities can be as large as 
m/V1021∆ 101
−⋅= .h ω . 
 It is useful to consider the effect of cantilever stiffness on the electrostatic contrast. 
For soft cantilevers, the indentation depth can be extremely small. The electrostatic tip-
surface and even cantilever-surface interaction can dominate over the elastic load, 
especially for the large potential difference between the tip and surface typical during 
hysteresis measurements or polarization switching. In this case, the linear approximation 
of Eq.(6.14) is no longer valid. In the small signal approximation, Vac→0, the response 
amplitude can still be obtained from Eq.(6.13) where the effective load is now 
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( )2'00 locdcloc VVCkdF −+= , predicting a decrease of response with bias. Interestingly, the 
integral in Eq.(6.13) is nullified for zero tip-surface potential difference, Vdc-Vloc = 0. 
Therefore, the imaging mechanism bears close similarity to that of non-contact open-loop 
SSPM and feedback can be employed to obtain nulling potential map on any surface. On 
piezoelectric surfaces electromechanical contribution is non-zero and nulling condition 
does not correspond to equilibrium surface potential. For a small indentation force the 
cantilever dynamics are expected to be significantly more complex; the tip can lose 
contact with the surface in the upper part of the trajectory, the cantilever vibration can be 
significant, etc. Some of these effects are discussed in Sections 6.6 and 6.8. 
 
6.4. Electromechanical Contrast 
 The analysis of electrostatic interactions above is applicable to any dielectric 
surface; however, for ferroelectric and, more generally, piezoelectric materials an 
additional bias-induced effect is a linear electromechanical response of the surface. A 
rigorous mathematical description of the problem is extremely complex and involves the 
solution of coupled electromechanical mixed boundary value problem for the anisotropic 
medium. Fortunately, the geometry of the tip-surface junction in PFM is remarkably 
similar to the well-studied piezoelectric indentation problem.56,57,58,59,60 In the classical 
limit, the coupled electromechanical problem is solved for mixed value boundary 
conditions; Vs = Vtip in the contact area and the normal component of the electric field Ez 
= 0 elsewhere. It is shown in Section 6.3 that surface potential can be significantly 
attenuated due to the dielectric tip-surface gap. The gap can originate both from the 
intrinsic properties of tip-surface junction and due to the presence of "dead layers" on the 
ferroelectric surface.61 To account for this effect, we introduce semiclassical contact 
limited strong indentation, in which Vs = γVtip in the contact area, where γ is the 
attenuation factor. SPM experiment can also be performed under the conditions when the 
contact area is negligibly small. Piezoelectric deformation occurs even when the tip is not 
in contact due to the tip-induced non-uniform electric field. In this case, the zero field 
approximation outside of the contact area is invalid; instead, the contact area itself can be 
neglected and the surface deformation can be ascribed solely to field effects. Therefore, 
we distinguish two limits for the PFM electromechanical regime: 
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1. Strong (classical) indentation: V = Vtip in the contact area, Ez = 0 elsewhere  
2. Weak (field induced) indentation: contact area is negligible, Ez ≠ 0 
 In practice, both mechanisms might operate and the dominant contribution 
depends on imaging parameters. Interestingly, by this definition, response calculated in 
the weak indentation (WI) model allows to estimate the error associated with Ez = 0 
assumption in the strong indentation (SI) model. 
 
6.4.1. Strong Indentation Limit 
 A complete description of the strong indentation limit is given by Suresh and 
Giannakopoulos,62,58 who extended Hertzian contact mechanics to piezoelectric 
materials. The relationship between the load, P, indentor potential, V, and indentation 
depths, h, is 
V
R
a
h α
β
3
22 += ,      (6.15a) 
aV
R
a
P βα −=
3
     (6.15b) 
where α and β are materials dependent constants and a is contact radius (Appendix C). 
Solving Eqs.(6.15a,b) for indentation depth as a function of indentor bias relevant for 
PFM yields surface deformation as illustrated in Figure 6.8a. For small modulation 
amplitudes, the PFM contrast is ( ) acdc VV,Fhh ′≈ω1 , where the functional form of 
( )dcV,Fh  is given by Eq.(6.15a,b). The bias dependence of the piezoresponse coefficient 
is given by the local slope, ( )dcV,Fhk ′=  shown in Figure 6.8b. For Vdc = 0 the 
asymptotic analysis of Eqs.(6.15a,b) for the c+ orientation yields k0 = 4/3 β/α, while for 
Vdc →+∞ and Vdc →-∞ the respective limits are k+∞ = 5/3 β/α and k-∞ = 2/3 β/α (Figure 
6.8b) and are independent of tip radius and contact force. The response amplitude in the 
strong indentation limit is comparable to the corresponding d33 value (Table 6.III). 
 The applicability of the strong indentation regime to PFM contrast is limited. A 
high dielectric constant leads to a significant potential drop between the tip and the 
surface, Vs << Vtip; therefore, for an infinitely stiff tip and surface the basic assumption of 
the strong indentation limit, Vs = Vtip in the contact area, is not fulfilled. Even for finite  
 236
 
contact the potential on the surface below the tip is lower than the tip potential and differs 
from that assumed in the strong indentation limit. It is useful to consider the effect of 
contact radius on this assertion. A simple approximation for the surface potential below 
the tip is tips VV γ=  in the contact area, where γ is the attenuation factor (Figure 6.9a-d). 
Such behavior is referred to as contact limited strong indentation (CSI). Using a spherical 
approximation for contact region, attenuation factor is estimated as 
( ) 11 −+= deff aw κκγ , where w is the thickness of the "apparent" dielectric gap (w > 0.1 
nm), κd is the dielectric constant in the gap (κd  = 1-100), a is the contact radius and κeff is 
the effective dielectric constant of the ferroelectric material. For planar geometry (i.e. R 
>> a >> w), κeff is close to κz for a ferroelectric material. For the spherical case, κeff is 
close to zxκκ , imposing an upper and lower limit on κeff . For a metallic tip, the gap 
effect is expected to be minimal; for a perfect conductor the lower limit on the effective 
tip-surface separation is set by the Thomas-Fermi length of the metal. For doped silicon 
tips w will be comparable to the depletion width of the tip material. Even for thin 
dielectric layers (0.1 nm-1 nm) the effective surface potential can be attenuated by as 
much as a factor of 100 due to a large difference between dielectric constants of 
dielectric and ferroelectric. For imperfect contact, the magnitude of the piezoresponse in 
the strong indentation limit can become comparable to that of the electrostatic  
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Figure 6.8. Indentation depth as a function of tip bias for different compositions and loads in the strong 
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mechanism. The deviation of the tip shape from spherical (e.g. flattening due to wear, 
etc) reduces the electrostatic response due to a higher contact stiffness and increases 
electromechanical response. The resolution in the strong indentation limit is limited by 
indentation radius a.  
 
6.4.2. Weak Indentation Limit 
 Weak indentation defines the other limiting case in the PFM experiment when the 
indentation load and contact area are small. In this limit, the contribution of the contact 
area to the total electromechanical response of the surface can be neglected (Figure 
6.9e,f). The potential distribution in the tip-surface junction is calculated ignoring the 
electromechanical coupling (rigid electrostatic limit) as shown in Section 6.3 since the 
dielectric constant of material is sufficiently high and field penetration into ferroelectric 
is minimal. The electromechanical response of the surface is calculated using the Green's 
function for point force/charge obtained by Karapetian et al.60 
Figure 6.9. Limiting cases for the electromechanical interactions in the PFM. Tip-surface junction (a,c) and 
surface potential (b,d) in the strong indentation limit with and without the apparent gap effect and tip-
surface junction (e) and surface potential (f) in the weak indentation limit.   
Vs << Vtip   2 a 
Vs = Vtip 
Strong indentation:  
V = Vtip in the contact area,  
Ez = 0 elsewhere  
R 
R 
Weak indentation:  
contact area = 0,  
Ez ≠ 0 
w 
R 
Contact limited SI:  
V = γVtip in the contact area,  
Ez = 0 elsewhere  
2 a 
Vs=γ Vtip 
(a) 
(b) 
(c) 
(d) 
(e) 
(f) 
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( ) ( )
r
,,e,sL
q
r
A
frh zzxxijij
εε+= ,     (6.16) 
where h is vertical displacement, r is the radial coordinate, f is the point force, q is the 
point charge, A and L are materials dependent constants and r is the distance from the 
indentation point. For distributed charge, the surface deflection is: 
( ) ( ) dS
0
0∫ −= rr rr σLh ,     where    ( ) ( )000 rr zEεσ =   (6.17) 
The materials properties affect the PFM contrast through the coefficient L, while the 
geometric properties are described by the (materials independent) integral. This treatment 
implicitly assumes that the field penetration into the material is small.  
 For spherical tip geometry, the electromechanical surface response in the weak 
indentation limit can be evaluated using the image charge method developed in Section 
6.3. The surface charge density induced by point charge Q at distance l from a conductive 
or high-κ dielectric surface is ( ) 23220 24 rl dQ += πσ . From Eq.(6.17), charge induced 
piezoelectric deformation of the surface is lQLh = . Using the image charge series 
developed in Section 6.3, total tip-induced surface deformation is 
( )d,RLG
rdR
Q
Lh
i i
i =−+= ∑
∞
=0
.    (6.18) 
Note that this expression is remarkably similar to that of the tip-induced surface potential 
[Eq.(6.6)]. Thus, piezoresponse in the weak indentation limit can be related to tip-
induced surface potential Vs as ( ) sVLh 12 0 += κπε . Specifically, the surface deformation 
is linear in surface potential, seff Vdh = , where the effective piezoresponse constant, deff, 
in the weak indentation limit is ( )12 0 += zxeff Ld κκπε  [Table 6.III].  
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Table 6.III. 
Piezoresponse coefficients for different materials. 
Composition d33, m/V SI, k0, m/V WI, L, m
2/C WI, deff, m/V 
BaTiO3  1.91⋅10-10 3.40⋅10-10 1.54⋅10-3 1.10⋅10-10 
PZT4 2.91⋅10-10 4.96⋅10-10 2.41⋅10-3 1.71⋅10-10 
PZT5a 3.73⋅10-10 6.04⋅10-10 2.66⋅10-3 2.05⋅10-10 
 
 For R = 50 nm, d = 0.1 nm and a typical value of Cm1052 23−⋅≈ .L  the 
characteristic piezoresponse amplitude in the weak indentation limit is 
m/V10546 12−⋅≈ .h . The distance and tip radius dependence of the response is 
( ) 50.dR~h , in agreement with a previously used point charge approximation.63 The 
effective piezoelectric constant deff for weak indentation limit is remarkably similar to k0 
for the strong indentation limit as shown in Table 6.III. The difference between the limits 
arises from the disparate ways the dielectric gap is taken into account (Figure 6.9). The 
weak indentation limit accounts for the effect of the gap directly in the functional form of 
coefficient L, which incorporates the dielectric properties of the surface. In the strong 
indentation limit, the effective dielectric gap must be introduced through the attenuation 
factor γ. The resolution in the weak indentation limit is determined by the tip radius of 
curvature and effective tip-surface separation and is proportional to Rh .  
 
4.3. Further Development: Alternative Treatments of PFM 
 From the descriptions above, it is clear that strong and weak indentation regimes 
represent two limiting cases for the field penetration in the material, as governed by 
contact properties. For small electromechanical coupling, piezoresponse for arbitrary 
probe-surface geometry can be found using the Greens functions for the anisotropic 
piezoelectric medium if the solution for the purely electrostatic problem is known.  
 For the first time, such approach was developed by Ganpule et. al.,5 who 
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( )∫∞=
0
33dzdzEPR z ,      (6.19) 
where Ez(z) is the electric field exerted by the tip at depth z within ferroelectric and d33 is 
the piezoelectric constant. Here, the response is calculated using the field distribution in 
the material obtained from the solution of uncoupled electrostatic problem. It was shown 
that this model provides an adequate description of the PFM contrast in the PZT thin 
films with complex a-c domain structures. This approach can also be extended for 
analysis of contact effects as demonstrated by Kalinin and Bonnell15 and for analysis of 
spatial resolution as shown Durkan et al.21 The limitation of these treatments is that the 
solutions obtained pertain only to specific simplified cases. 
 Currently the approach using isotropic Green functions is being developed by G. 
Schneider and J. Munos-Saldana (University of Technology Hamburg).64 For most 
piezoelectric materials, the electrostatic field distribution can be calculated ignoring the 
electromechanical coupling. In this case, coupled electromechanical problem for 
displacement and potential is reduced to much simpler 3D Laplace's equation for the 
potential in the anisotropic medium. Using calculated field distribution and Green 
functions for isotropic or anisotropic elastic medium, surface displacement as a function 
from the distance from tip apex can be calculated, providing both the quantitative 
estimate for the piezoresponse and the measure for the lateral resolution of the technique. 
In fact, calculation in Section 6.4 will illustrate that the response is only weakly 
dependent on the elastic properties of the material, thus justifying the use of isotropic 
Green's functions. 
 It is imperative to note that the response both in the strong and weak indentation 
cases and in the more general case is shown to be proportional to the surface potential 
directly below the tip with the proportionality coefficient comparable to the d33 of the 
material. Response is only weakly dependent on the details of surface potential 
distribution and the model used. Therefore, the crucial step in the PFM modeling and 
interpretation is the analysis of this tip-surface potential transfer. The same is true in the 
experimental PFM imaging – unless good tip-surface contact is achieved, the information 
obtained from PFM image is highly unreliable. The contact quality and potential drop in 
the dielectric gap cannot be established from PFM experiment only and additional 
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measurements are required.65 Contact quality is particularly important for quantitative 
spectroscopic measurements. However, adequate description of spatial resolution and 
probed volume in PFM as well as quantitative interpretation of contrast behavior in the 
vicinity of domain walls and grain boundaries require advanced 3D models as presented  
in this Section. 
 
6.4. Effect of Materials Properties on Piezoresponse 
 The solutions discussed in Section 6.3 and 6.4 present a mathematically rigorous 
description of PFM contrast mechanism. These solutions clearly illustrate that complete 
analysis of the electromechanical response of the surface in terms of materials properties 
is difficult. Even in the ideal case of known geometry, both strong and weak indentation 
limits lead to complex expressions that include 10 electroelastic constants for a 
transversally isotropic medium. For the systems with lower symmetry (e.g. ferroelectric 
grain with random orientation) the analytical treatment of the problem is even more 
complex. Therefore, the understanding of PFM contrast can be greatly facilitated if the 
simplified relationship between piezoresponse and material properties can be established. 
As illustrated in Table 6.III, in many cases the effective response calculated from 
rigorous models is comparable to the d33 of the material. Given the difference between 
the geometries of the problems (d33 defines the electromechanical response in z-direction 
to the uniform field applied in the z-direction, effective piezoresponse defines the 
electromechanical response in the z-direction to the highly non-uniform field below the 
tip), these results are quite surprising. In order to rationalize this observation, here we 
investigate the contribution of various electromechanical constants to piezoresponse in 
the strong and weak indentation limits. 
 Electroelastic properties of the solid can be described either in terms of elastic 
compliances sij [m
2/N], piezoelectric constants dij [C/N or m/V] and dielectric 
permittivities εij [F/m], or by elastic stiffness constant cij [N/m2], piezoelectric constants 
eij [C/m
2 or Vm/N] and dielectric permittivities εij [F/m].66 These sets of constants are 
related by tensorial relations ijninj sed = , ijninj cde = , 1−= ijij cs  and 1−= ijij sc . In order 
to clarify the relative contributions of different electroelastic constants to PFM, responses 
both in the strong and weak indentation limits are calculated for a variety of ferroelectric 
 242
materials66,67,68 A sensitivity function of piezoresponse is defined as the functional 
derivative of piezoresponse with respect to material parameter, ( ) ( ) ijijij ffPRfS δδ= . 
Here, the sensitivity is calculated numerically as 
( ) ( ) ( )( )0
00
2.0
9.01.1
ijij
ijijijij
ij ffPR
ffPRffPR
fS =
=−== ,    (6.20) 
where ijf  is a selected electroelastic constant and 
0
ijf  is a reference value for that 
constant. A positive value of ( )ijfS  implies that a higher constant favors piezoresponse, 
while a negative value of ( )ijfS  suggests that the response decreases with this constant. 
( ) 0≈ijfS  indicates that the response is independent of that property.  
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Figure 6.10. Sensitivity in the strong (a) and weak (b) indentation limits in the in the (cij, eij, εij) 
representation. Shown are sensitivities for BaTiO3 (?), PZT4 (▲) and PZT5a (▼). Sensitivity in the strong 
(c) and weak (d) indentation limits in the in the (sij, dij, εij) representation. Shown are sensitivities for 
BaTiO3 (?), PZT4 (▲) and PZT5a (▼). 
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 Shown in Figure 6.10a,b is sensitivity of PR in strong indentation limit to 
electroelastic constants in the (cij, eij, εij) representation. Note that response decreases for 
larger elastic stiffnesses, and the largest contribution originates from c33. As expected, 
response increases for larger piezoelectric constants eij. The contributions of various 
electroelastic constants in this representation to piezoresponse are comparable. 
Sensitivity of piezoresponse for several ferroelectric materials in the (sij, dij, εij) 
representation is shown in Figure 6.10c,d. Piezoresponse in the strong indentation limit is 
clearly dominated by the d33 of the material, while other electroelastic constants provide 
minor contributions (Figure 6.10c). This observation implicitly justifies well-known 
assumption of measured piezoresponse being equal to d33. In the weak indentation limit, 
both d33 and ε11 strongly influence the response, significant contributions being provided 
by d31 and ε33 as well (Figure 6.10d). The response increases with d33 and decreases with 
ε11 as expected. The response in both limits does not depend on elastic stiffness c12 
(Figure 6.10c,d).  
 The goal is to determine under what conditions a correlation exists between the 
measured piezoresponse and d33 of the material. Earliest treatments of piezoresponse 
image contrast explicitly assumed that the response is proportional or equal to d33. To test 
this assertion, the calculated piezoresponse coefficient is compared to piezoelectric 
constant for a series of ferroelectric materials. An almost linear correlation exists 
between the response in strong indentation limit and d33, PR ~ 1.5 d33 (Figure 6.11a). In 
contrast, no such correlation is observed between L and d33 for the weak indentation limit 
(Figure 2.11b). The physical origin of this behavior is that L defines the response of the 
surface to charge and therefore depends on ratios of the type dij/εij. According to the 
Ginzburg-Devonshire theory these ratios are proportional to the corresponding second 
order electrostriction coefficients, dij/εij ~ QijP. Therefore, the effect of the 
electromechanical coupling coefficient and dielectric constants counteract each other. On 
the other hand, the effective piezoelectric constant in the weak indentation limit, deff, 
exhibits a good correlation with d33, deff ~ 0.5 d33 (Figure 6.11c), since the dielectric 
constant effect is already accounted for. The effective piezoelectric response constants in 
the weak and strong indentation limits exhibit almost perfect linear dependence, deff = 
0.33 k0 (Figure 6.11d). This similarity is due to the fact that in the first approximation the  
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piezoresponse is defined by surface potential directly below the tip; the minor differences 
in the proportionality coefficient between piezoresponse and d33 are due to the 
differences in surface potential profile as shown in Figure 6.9. The difference in the 
mechanisms is that in the strong indentation limit the potential in the contact area is 
assumed to be known and equal to the tip potential; the exact tip geometry is therefore 
not essential as long as contact is good. In the weak indentation limit the surface 
deflection is defined by tip-induced charge distribution on the surface, which strongly 
depends on tip geometry. If "true" PFM is the ability to quantify piezoelectric coefficient 
directly from the measurements, it can be achieved directly only in the strong indentation 
region. In the weak indentation regime, the electromechanical properties of the surface 
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Figure 6.11. Correlation between piezoresponse and d33 in the strong (a) and weak (b) indentation limits
for some polycrystal and single crystal materials. Correlation between effective piezoelectric constant deff
and d33 in the weak indentation limit (c) and correlation between deff and piezoresponse in the strong
indentation limit (d). PZT denotes different types of commercial lead zirconate-titanate ceramics, LN and
LT are LiNbO3 and LiTiO3, BTC is 95%BaTiO3/5%CaTiO3 (ceramic B), BTP and BTL are BaTiO3
polycrystals. 
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can be obtained indirectly provided that tip-surface geometry is known. However, 
experimental determination of relevant geometric parameters is usually very difficult; 
therefore, quantitative electromechanical information in the PFM can be obtained only in 
the strong indentation limit. 
 
6.5. PFM Contrast Mechanism Maps 
 In the PFM measurement, the contrast mechanism will depend on details of the 
experimental conditions. Depending on tip radius and indentation force, both linear and 
non-linear electrostatic interactions and strong and weak indentation regimes can occur. 
In order to relate PFM imaging mechanisms to experimental conditions, Contrast 
Mechanism Maps were constructed as shown in Figure 6.12.69,70 To delineate the regions 
with dominant interactions, surface deformation in the electrostatic case was estimated 
using the distance dependence of tip-surface capacitance as 
( )( )( ) NVVVd/./R.F acstip −⋅= − 10501072 81ω , where both R and d are in nanometers. 
The surface deformation, elhω1 , was calculated from Eq.(6.14). The boundaries of the non-
local regions are established by a comparison of tip apex-surface capacitance and 
cantilever-surface capacitance.71 Surface deformation in the electromechanical regime 
was calculated including the "apparent dielectric gap" effect as 
( )deffeffem awdh κκω += 11 , where contact radius, a, is given by the Hertzian model 
and κeff/κd = 30. The boundary between strong and weak indentation regimes is given by 
attenuation factor of 0.3. It should be noted that the estimate of the attenuation factor is 
the major source of uncertainty in this treatment; the Green function based description as 
described in Section 6.4.3 is expected to overcome this difficulty. The boundary between 
the electromechanical and electrostatic regions is given by the condition elem hh ωω 11 = . For 
small indentation forces, a non-linear dynamic behavior of the cantilever is expected and 
the corresponding condition is 0FFel = . For very large indentation forces, the load in the 
contact area can be sufficient to induce plastic deformation of the surface or the tip. The 
onset of this behavior is expected when *EaF =20 π . High pressures in the contact 
area can significantly affect the ferroelectric properties of material and induce local  
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polarization switching, etc.72,73,74 at a strain 33dP  ~ 
9103 ⋅  N/m2 for a typical 
ferroelectric material. The effect of tip-surface potential difference and driving amplitude 
on imaging can be analyzed using formalism presented in Section 6.3.2 and 6.4.1.  
 The Contrast Mechanism Map in Figure 6.12a corresponds to imaging under good 
tip-surface contact (w = 0.1 nm) and zero tip-surface potential difference. The crossover 
from contact limited strong indentation to strong indentation limit depends on the choice 
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Figure 6.12. Contrast Mechanism Maps of piezoresponse force microscopy. SI is strong indentation 
regime, CSI - contact limited strong indentation, WI - weak indentation regime, LE - linear electrostatic 
regime, NE - nonlinear electrostatic regime, NL - non-local interactions, PD - plastic deformation. The 
dotted line delineates the region where stress-induced switching is possible. (a) w = 0.1 nm, ∆V = Vtip-Vs = 
0 V, (b) w = 0.1 nm, ∆V = 1 V, (c) w = 1 nm, ∆V = 1 V, (d) w = 0.1 nm, ∆V = 5 V. 
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of the attenuation factor. Pure weak indention behavior is observable only for large tip 
radii and small indentation forces. Typically, the ferroelectric domains are associated 
with surface potential variations and tip potential is not equal to surface potential. The 
Contrast Mechanism Map in Figure 6.12b corresponds to imaging under good tip-surface 
contact (w = 0.1 nm) and moderate tip-surface potential difference (Vtip-Vloc = 1 V). Less 
perfect contact that results from oxidized tips or poorly conductive coating, as well as the 
presence of contaminants will expand the weak indentation and linear electrostatic 
regions, primarily at the expense of the strong indentation region (comp. Figure 6.12b,c). 
Increasing the tip-surface potential difference increases the electrostatic contribution 
(Figure 6.12d). Consequently, the non-linear electrostatic region expands and can even 
eliminate the linear electrostatic region. However, above a certain tip-surface potential 
difference or driving voltage the linear approximation Eq.(6.14) is no longer valid and 
Eq.(6.13) must be used. The effect of high driving voltages and tip-surface potential 
difference is an increase of indentation force ( )20 loctip'loc VVCFF −+= , expanding the 
electromechanical region. Piezoelectric coefficient can be quantified directly from the 
measurements only in the strong indentation region. As shown in Figure 6.11, k0 
correlates linearly with d33 in the strong indentation regime. In the weak indentation 
regime and contact limited strong indentation regime, the properties of the surface can 
still be obtained indirectly as discussed in Section 6.4.2. Finally, in the electrostatic 
regime, PFM image is dominated by long-range electrostatic interactions and 
piezoelectric properties of material are inaccessible. In certain cases surface charge 
distribution is directly correlated with ferroelectric domain structure; therefore, 
qualitative information on domain topology can still be obtained. These results allow 
multiple controversies in the interpretation of PFM contrast to be reconciled by 
elucidating experimental conditions under which electrostatic vs. electromechanical 
mechanisms dominate. Acquisition of quantitative information requires blunt tips and 
intermediate indentation forces to avoid pressure-induced polarization switching, i.e. 
operation regimes to the right of the dotted line in Figure 6.12. The use of top metallic 
electrode as proposed by Christman75 or liquid electrode as proposed by Ganpule35 is the 
limiting case of this consideration. 
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 The Contrast Mechanism Maps in Figure 6.12 are semiquantitative for a spherical 
tip; however, gradual tip wear during the imaging is inevitable and can be easily detected 
using appropriate calibration standards. The influence of tip flattening on PFM contrast 
mechanisms is shown in Figure 6.13a,b. The response was calculated as a function of 
contact radius for fixed electrostatic force corresponding to R = 100 nm. In contrast to the 
spherical case, the contact stiffness for a flat indentor does not depend on the indentation 
force; hence, the crossover from the electrostatic to electromechanical regime occurs at 
some critical contact radius. Since the sphere/plane model is less accurate for this case, 
the degree of approximation associated with it results in the more qualitative nature of the 
contrast map. It should be noted, however, that electrostatic force can be measured 
directly76 and used for the construction of the map for individual tip. 
 
6.6. Non-local Effects: Cantilever Contribution to PFM 
 The non-local contribution to PFM, Anl, arises due to the buckling oscillations of 
the cantilever77 induced by capacitive cantilever-surface interactions as illustrated in 
Figure 6.14.37 Typically, the cantilever length is significantly larger than the size of  
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Figure 6.13. Contrast Mechanism Maps of piezoresponse force microscopy as a function of contact radius 
and indentation force. SI corresponds to strong indentation regime, CSI - contact limited strong 
indentation, WI - weak indentation regime, LE - linear electrostatic regime, NE - nonlinear electrostatic 
regime, PD - plastic deformation. Dotted line delineates the region where stress-induced switching is 
possible. The maps are constructed for good tip-surface contact (w = 0.1 nm) and bad contact (w = 1 nm). 
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ferroelectric domains; therefore, the non-local interaction results in a constant 
background that does not preclude quantitative domain imaging but heavily contributes to 
local hysteresis measurements. In order to calculate the effective displacements due to the 
buckling oscillations, the simple harmonic-oscillator type models are no longer 
applicable; instead, realistic cantilever geometry must be taken into account. 
 Cantilever oscillations can be described by the beam equation50 
( )
EI
t,xq
dt
ud
EI
A
dx
ud =+ 2
2
4
4 ρ ,     (6.21) 
where E is the Young's modulus of cantilever material, I is the moment of inertia of the 
crossection, ρ is density, A is cross-section area, and q(x,t) is the distributed force acting 
on the cantilever. For a rectangular cantilever wtA =  and 123wtI = , where w is 
cantilever width and t is thickness. For a uniform periodic force Eq.(6.21) is solved by 
introducing ( ) ( ) tiexut,xu ω0= , ( ) tieqt,xq ω0= , where u0 is displacement amplitude, q0 is 
load per unit length, t is time and ω is modulation frequency. After substitution Eq.(6.21) 
is: 
q~uk
dx
ud += 0440
4
,      (6.22) 
Figure 6.14. Schematic diagram of non-local cantilever effect in PFM. Displacement of laser beam 
induced by cantilever deflection (a) is equivalent to that due to cantilever buckling induced by 
uniformly distributed load (b). 
z0 
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where EIAk ρω 24 = , EIqq~ 0= . The boundary conditions for Eq.(6.22) are ( ) 000 =u  
and ( ) 000 ='u  on the clamped end and ( ) 00 =Lu , ( ) 00 =Lu ''  on the supported end, where 
L is cantilever length. In comparison, boundary conditions for a free oscillating cantilever 
are ( ) 0''0 =Lu , ( ) 0'''0 =Lu  on the free end. Eq.(6.22) is solved in the usual fashion. Of 
interest is the deflection angle θ at x = L, which is related to the local slope as 
( )( ) ( )LuLu '' 00atan ≈=θ . From Eq.(6.22) the frequency response of effective deflection 
for the buckling oscillations of supported cantilever is 
( ) ( ) ( ) ( )( )
( ) ( ) ( ) ( )( )kLkLkLkLk
kLkLkLkLq~
sinhcossincosh
sinhsincoshcos
3 −
+−=θ .    (6.23) 
Resonant frequencies for cantilever oscillations are found as a solution of  
( ) ( ) ( ) ( )kLkLkLkL sinhcossincosh = .    (6.24) 
 The lowest order solutions of Eq.(6.24) are βn = k L = 3.927, 7.067, 10.21. 
Corresponding eigenfrequencies are 442442 12 LEtSLEI nnn ρβρβω == . In comparison, 
for the free oscillating cantilever the frequency response is given by 
( ) ( )( )
( ) ( )( )kLkLk
kLkLq
coscosh1
sinsinh~
3 +
−=θ ,    (6.25) 
and the resonance occurs for  
( ) ( ) 01coshcos =+kLkL ,     (6.26) 
 Several lowest order solutions of Eq.(6.26) are αn = k L = 1.875, 4.694, 7.855. 
Therefore, the first cantilever buckling resonance in contact mode occurs at ~ 4.4. times 
higher frequency than the resonance of the free cantilever.  
 In the low frequency limit Eq.(6.23) is simplified by 
EwtqLEIqL 30
3
0
3 448 −=−=θ  and the effective oscillation amplitude detected by an 
optical detector is 32 Lθ . For the free oscillating cantilever in the low frequency limit, 
the response is larger by the factor of 8. 
 The capacitive cantilever-surface force is ( ) 220 2LVVSF surftipcap −= ε , where 
S is the cantilever area LwS = . Therefore, the first harmonic of the load is 
 251
2
00 2∆ LHVSVq acε= , where H is tip height equal to cantilever-surface separation and 
∆V = Vdc-Vsurf. The non-local contribution to PFM signal is conveniently rewritten in 
terms of the spring constant of the free oscillating cantilever, 33 4LEwtkeff =  as 
2
ac0 48∆V HkVLwA effnl ε−= . Therefore, the piezoresponse signal in local hysteresis 
loop measurements comprising both electromechanical and non-local electrostatic parts is 
( )
2
0
48 Hk
VVLw
dPR
eff
surfdc
eff
−+= ε .    (6.27) 
 As discussed above, PFM imaging and quantitative piezoresponse spectroscopy 
requires electromechanical interaction to be much stronger than that of the non-local 
electrostatic interaction. From Eq.(6.27) the non-local contribution is inversely 
proportional to the cantilever spring constant, while the electromechanical contribution is 
spring constant independent. This condition can be written as 
2
0
* 48∆ HdVLwkk effeff ε=>> , where k* is the critical cantilever spring constant 
corresponding to the equality of non-local cantilever-surface and electromechanical tip-
surface interactions. Taking an estimate deff = 50 pm/V, ∆V = 5 V, L = 225 µm, w = 30 
µm, H = 15 µm, the condition on the spring constant is keff > 0.55 N/m. This condition 
can be easily modified for cantilevers with different geometric properties and can be 
rewritten as a condition for tip-surface potential difference. Note that while for ∆V = 0 
non-local interactions are formally absent, this condition is hardly achieved 
experimentally unless a top-electrode set-up is used. Even though for the cantilever with 
high spring constants (keff = 50 N/m) the electrostatic contribution is ~1% of 
electromechanical, it will hinder the determination of electrostriction coefficient from the 
saturated part of hysteresis loop as illustrated in Figure 6.4. 
 The frequency dependence of non-local contribution is given by ( )ωfAA nleff = , 
where dimensionless f(ω) is 
( ) ( ) ( ) ( ) ( )( )( ) ( ) ( ) ( )( )xxxxx
xxxxf
sinhcossincosh
sinhsincoshcos48
3 −
+−=ω ,   (6.28) 
 252
and EIALx ρω 424 = . Frequency dependence of oscillation amplitude and phase is 
shown in Figure 6.15a. Damping is expected to reduce the oscillation amplitude in the 
vicinity of the resonances. The presence of additional frequency-independent terms (e.g. 
due to electromechanical response) as well as additional components due to tip-surface 
interactions will severely modify this frequency dependence.  
 The ratio between the first resonance frequency of free and clamped cantilevers 
combined with the limited frequency range of current lock-ins (< 100 kHz) implies that 
this frequency dependence is not important if the spring constant of the cantilever is 
higher that ~30 kHz. However, experimental frequency dependence of PFM signal is 
extremely complex and a number of features corresponding to tip holder resonances, etc. 
are observed, complicating the interpretation of observed frequency spectra. 
 Nevertheless, Figure 6.15 provides a useful guideline to determine the conditions 
under which non-local electrostatic interactions become important. For cantilevers with 
spring constant keff = 10 k* response is purely electromechanical almost in the entire 
frequency spectrum, while for keff =  k* local-and non-local responses are comparable. 
For keff = 0.1 k* the response is predominantly electrostatic. Figure 6.15 can also be 
interpreted in terms of tip-surface potential difference, since k* ~ ∆V.  
 To provide a simple experimental criterion for the determination of non-local 
effects, we propose using average sensitivity function 
 ( ) ( )∫= 2
1
ω
ω
ωωξ dV,AV ,    (6.29) 
where ω1, ω2 are the boundaries of the frequency window of interest and A(ω,V) is tip 
oscillation amplitude. Linear behavior of ξ(V) implies electrostatic interaction, while 
constant or slowly varying ξ(V) is indicative of dominant electromechanical behavior.  
 To illustrate the cantilever effect on PFM measurements, we used cantilevers with 
different spring constants: Cantilever 1 (NSC-12 Pt type C, Micromasch, ωr = 150 kHz, 
keff = 4.5 N/m), Cantilever 2 (NSC-12 Pt type D, Micromasch, ωr = 82.34 kHz, keff  = 0.35 
N/m), Cantilever 3 (triangular, CSC21 type A, Micromasch, ωr = 42.56 kHz, keff  = 
0.12N/m), Cantilever 4 (DDESP, Digital instruments, ωr = 363.5 kHz, keff = 40 N/m). 
Frequency spectra were acquired from 10 to 100 kHz. It was found that while for stiff  
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cantilevers (cantilever 1 and 4) the response amplitude is essentially frequency 
independent, soft cantilevers (cantilevers 2 and 3) show strong bias and frequency 
dependence of amplitude (Figure 6.15b,c). Note the difference in frequency dependence 
for cantilever 2 for ∆V = 0 (no non-local effect) and ∆V = 1 (non-local effect present). 
Average sensitivity function calculated from 10 to 100 kHz is shown in Figure 6.15d. 
Linear behavior for soft cantilevers and constant behavior for stiff cantilevers is clearly 
seen. The effect of cantilever stiffness on local hysteresis loops is illustrated in Figure 
6.16. In comparison, cantilever parameters and corresponding critical stiffness k* for ∆V 
= 1V are listed in Table 6.IV. For cantilevers 1 and 4, keff is significantly higher than k*. 
For cantilever 3, k* is larger than keff and the crossover from local to non-local behavior is 
Figure 6.15. (a) Frequency dependence of amplitude for buckling cantilever oscillations. Vertical lines
divide the regions with in-phase and out-of-phase oscillations. Experimental frequency spectra for
cantilevers 2 (b) and 3 (c) for biases 1-10 V. Experimental sensitivity function for cantilevers 1 (?), 2 (●),
3 (▼), and 4 (▲). 
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expected at ∆V as small as 200 mV. Finally, for cantilever 2 the two are comparable and 
non-local behavior is expected for ∆V > 2 V in a good agreement with experimental 
observations. 
 
Table 6.IV 
Cantilever parameters and critical stiffnesses 
Cantilever L, µm w, µm H, µm k* for ∆V=1 V,  N/m keff, N/m 
1 130 35 15 0.075 4.5 
2 300 35 15 0.17 0.35 
3* 410 80 15 0.53 0.12 
4 125? 30? 15 0.061 40 
*effective values 
 
 The non-local contribution to PFM is illustrated in Figure 6.16, which compares 
local hysteresis loops obtained using cantilevers with large (k = 5 N/m) and small spring 
constants (k = 0.1 N/m).  
 
Both cantilevers allow successful PFM imaging since relative domain contrast in not 
influenced by the non-local contribution. However, only the stiff cantilever yields a well-
defined local hysteresis loop. The soft cantilever exhibits a response linear in voltage due 
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Figure 6.16. Piezoresponse hysteresis loops for stiff (a) and soft (b) cantilevers. Upper insets show 1 µm 
scans of the surface verifying that imaging is possible in both cases. 
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to the dominance of capacitive cantilever-surface force and cantilever buckling. Still, the 
contribution of electrostatic interactions is non-negligible for the first cantilever, as well, 
and can be detected on non-ferroelectric grains (Grain II). Note that the stiffness of the 
cantilever cannot be increased indefinitely: for a very stiff cantilever and a large 
indentation force materials properties (e.g. pressure induced polarization reversal or 
mechanical surface stability) limit the imaging as illustrated in the Figure 6.12. For small 
indentation force the spring constant of tip-surface junction [Eg.(6.14)] will become 
smaller than cantilever spring constant; hence tip deflection will be much smaller than 
the surface deflection. 
 
6.7. Temperature Dependence of PFM Contrast 
 It was mentioned in the introduction that one of the origins of the existing 
ambiguity between electrostatic and electromechanical response mechanisms is the weak 
temperature dependence of experimentally measured piezoresponse. Here we apply the 
analytical solutions developed in Sections 6.3 and 6.4 to rationalize the temperature 
dependence of the piezoresponse of BaTiO3. Experimentally measured temperature 
dependence of piezoresponse contrast is illustrated in Figure 6.17. This temperature 
dependence of PFM contrast is reminiscent of that of polarization and, indeed, capacitive 
interaction between the conductive tip and polarization charge has been used to describe 
the piezoresponse imaging mechanism. However, SSPM imaging suggests that 
polarization bound charge is completely screened on the surface as discussed in Chapter 
5. Potential dynamics is extremely complex and exhibits relaxation behavior, which is 
not observed for the PFM signal. In order to explain the observed phenomena, we 
calculate the temperature dependence of PFM signal using the models developed in 
Section 6.3. 
 The temperature dependence of PFM contrast is calculated according to 
Karapetian et. al.60 for weak indentation limit. The temperature dependence of the 
electroelastic constants for BaTiO3 was calculated by Ginzburg-Devonshire theory
78,79 
and the temperature dependence for L(T) is compared to experimental measurements in 
Figure 6.18. In contrast to the strong indentation limit, no divergence occurs in the 
temperature dependence of the weak indentation and contact limited strong indentation  
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limits, consistent with experimental behavior. The physical origin of this behavior is that 
not only the piezoelectric constant, but also the dielectric constant increases with 
temperature.  
 The simplified model for this behavior can be developed assuming that 
33dPR~Veff , where Veff is the potential on the ferroelectric surface. Using the attenuation 
factor developed in Section 6.3 for a spherical geometry for the tip, dielectric layer and 
the surface, the approximate relationship between Vtip and Veff is  
( ) tiptip
d
f
eff VVa
d
V 1
1
11 −
−
+=


 += αε
ε
,    (6.30) 
Figure 6.17. Temperature dependence of elastic constants (a), piezoelectric constants (b) and dielectric 
constants (c) for BaTiO3 calculated from Ginzburg-Devonshire theory and temperature dependence of 
piezoresponse coefficient in the WI and CSI limits (d).  
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where εf is the dielectric constant of ferroelectric, εd is the dielectric constant of surface 
layer, d is the thickness of surface layer and a is the effective tip radius. The dielectric 
constant increases with temperature and diverges at Tc; hence, at higher temperatures the 
potential drop through the dielectric layer increases. Thus, the effective potential on the 
dielectric-ferroelectric boundary decreases. At room temperature where ε33 ≈1000, εd 
≈100, d ≈1-10 nm and a ≈10-100 nm, the attenuation factor, α, is of order of unity and 
Veff ≈ Vtip. At higher temperatures and high ε33 increases and Eq.(6.30) is reduced to: 
tip
d
eff Vd
a
V
33ε
ε≈ .      (6.31) 
 It should be noted that while Eq.(6.30) is correct only for the selected geometry, 
the reciprocal relationship between the effective potential and the dielectric constant of 
the media in Eq.(6.31) is universal for any tip-surface geometry (Figure 6.6). To estimate 
the temperature dependence of the piezoresponse both d33 and ε33 were calculated within 
the framework of the Ginzburg-Devonshire80 theory, in which case the temperature 
dependence of spontaneous polarization, P, and susceptibility, χ33, is given by  
1111111
2
1111
2 33 ααααα /P 

 −+−= ,   (6.32) 
( ) 041112111133 30122 εαααχ PP ++=− ,    (6.33) 
where the numerical values of coefficients α1, α11 and α111 are listed in Table 6.V and 
ε0 = 8.314⋅10-12 F/m is the dielectric constant of vacuum. The piezoelectric constant, d33, 
is calculated as  
PQd 1133033 2 εε= ,                                                          (6.34) 
where the electrostrictive coefficient Q11 = 1.11⋅10-1 m4/C2. From Eqs.(6.31) and (6.34) 
the temperature dependence of piezoresponse can be calculated as 
P~V
d
a
PQ~R tipd 1102 εε ,                                               (6.35) 
i.e. the temperature dependence of piezoresponse is that of spontaneous polarization. 
Noteworthy the predicted temperature dependence of piezoresponse using simplified 
model [Eq.(6.35)] and rigorous calculation in the WI limit results in very similar 
temperature dependences. This is due to the fact that in both cases the response is 
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determined by (almost) temperature independent ratios of the type ijijij PQd ~ε , rather 
than strongly temperature dependent piezoelectric coefficients. However, in the model 
[Eq.(6.35)] only d33/ε33 ratio is considered, while in the WI description all relevant 
parameters are incorporated into the model. In the WI, however, the physical origins of 
this weak temperature dependence are less obvious. 
 
Table 6.V. 
Temperature dependence of free energy expansion coefficients81 
Coefficient Formula Dimensionality 
α1 (T-θ)/2ε0Ccw m/F 
α11 [0.448(T-Tc)-21.5]⋅107 V m5/C3 
α111 [27.7-0.534(T-Tc)]⋅108 V m9/C5 
Ccw 1.7⋅105  
θ 393 K 
Tc 403 K 
 
 Thus, the temperature dependence of experimental PFM contrast suggests that 
under the experimental conditions (F0 ≈ 200 nN, nominal radius R ≈ 30 nm, tip is not 
blunted) the imaging mechanism of PFM is governed by the dielectric gap effect. The 
major contribution to piezoresponse is an electromechanical response of the surface to 
the tip bias, however, the properties of tip-surface contact change with temperature. From 
Figure 6.16 the width of the "apparent gap" in these measurements can be estimated as > 
1 nm. This conclusion is verified by small experimental piezoresponse coefficients (~ 4 
pm/V) 26, 34,82,83 as compared to the calculated value for BaTiO3 (~ 50 - 100 pm/V). 
 
8. Imaging Artifacts in PFM 
 One of the inherent problems of any SPM technique is the inevitable cross talk 
between the property and topographic images. Therefore, the analysis of any SPM 
imaging technique would be incomplete without the brief description of the measurement 
artifacts. In this section, we briefly analyze topographic artifacts related to the 
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morphological inhomogeneity of the surface and certain phenomena related to the 
frequency dependence of PFM contrast. 
 
8.1. Topographic Artifacts 
 In the electrostatic regime, topographic features on the surface result in the cross 
talk between topographic and PFM images through the variations in local tip-surface 
capacitance. In non-contact techniques such as EFM and open-loop SSPM the 
topographic artifacts can be pinpointed by contrast behavior under reversed tip bias as 
discussed in Chapters 3 and 5. However, in contact regime, variations of contact area and 
tip surface capacitance related to the topographical features can alter the response 
amplitude on the very small scale (1-10 nm). This effect is expected to be small because 
topographic slopes are minimal at this length scale. Larger topographic features are not 
expected to influence PFM contrast. The possible exception can be PFM imaging of very 
steep surface features (e.g. micropatterned surfaces) when tip can contact the surface by 
lateral surface rather than tip apex as illustrated in Figure 6.18.  
 
Similar effect is observed in conductive AFM imaging.84 At the same time, it can be 
expected that presence of local inhomogeneities such as grain boundaries, 
crystallographic facets, etc. will also affect the local ferroelectric properties of material 
either through elastic and clamping effects or due to the modification of local domain  
Figure 6.18. Surface topography (a) and piezoresponse images (b) of micropatterned 
PZT lines (samples are courtesy of I. Aksay, M. Ozenbas, Princeton University). 
Piezoresponse is higher in the regions with high slopes, where tip touches the surface by 
the side rather than apex. Vertical scale is 1 µm (a). 
(a) (b) 5 µm 
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Figure 6.19. Surface topography (a-d), piezoresponse images (e-h) and surface potential (i-l) images of 
PZT surface in the initial state (a,e,i) and after sequential switching by negatively biased tip (-10V) in 2 
µm (b,f,j), 4 µm(c,j,k) and 7 µm squares (d,h,l).  
2 µm 
2 µm 
2 µm 
2 µm 
(a) 
(b) 
(c) 
(d) 
(e) 
(f) 
(g) 
(h) 
(i) 
(j) 
(k) 
(l) 
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structure. Therefore, topographic artifacts cannot be reliably distinguished from materials 
behavior in the general case. Nevertheless, experimental observations suggest that the 
topographic influence on PFM image is extremely small and even pronounced 
topographic features such as pores, etc do not contribute to PFM contrast.  
 Another important effect in the PFM and especially in the hysteresis measurements 
and polarization switching is the possibility of surface charging by the tip. This effect 
was extensively studied by non-contact SPMs and several experimental studies on the 
magnitude of transferred charge and charge relaxation time have been reported.40,42 
Charge effects in the PFM are less studied. One of the experimental limitations in this 
case is that for the large tip-surface potential differences, i.e. under typical polarization 
switching conditions, the capacitive tip-surface and cantilever-surface forces can 
dominate over the Coulombic forces as discussed in Section 6.3. However, the presence 
of this effect can be established by sequential acquisition of SPM images in the non-
contact and contact modes as illustrated on Figure 6.19. Note that initial piezoresponse 
and potential images exhibit distinctly different structure thus providing complimentary 
information on surface properties. Polarization switching on the central area 2x2 µm by 
the negatively biased tip results both in polarization switching and deposition of negative 
charge on the surface. The size of the charged region is larger (~300nm) on potential 
image due to the lateral spreading of the charge. Potential and piezoresponse features far 
from the switched region are unaltered. This effect can be reproduced for a larger 
scanned region of 4x4 µm. Finally, when the switching was attempted on a large area of 
7x7 µm, polarization remained unswitched, but the deposition of negative charge is still 
observed. This effect can be attributed to both the faster relative tip velocity and 
deterioration of the tip-surface contact. Similar results were reported by Chen et al.43,85 
Relaxation of surface charges as opposed to remanence of switched polarization was 
presented by Ahn.33 Correlation between potential and piezoresponse images of 
multiphase ceramics was studied by Borisevich et al.32 It has been shown that the 
information provided by PFM and SSPM is in general case complementary and reflects 
different properties of the surface as discussed in Chapter 2 and Chapter 5.  
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6.8.2. Dynamic Tip-surface Contrast Transfer 
 The effect of tip-surface contrast transfer can be estimated from the frequency 
dependence of the average response amplitude, domain contrast and cantilever oscillation 
phase. The average amplitude is defined as ( ) ( )−+ += cPRcPRPRav2 , while relative 
contrast of the domains is ( ) ( )−+ −= cPRcPRPRrel2 , where c+ and c- refer to the 
domains with opposite polarization orientation. As shown by Allegrini et. al.,38 this 
frequency behavior can be rather complex and a number of well-formed resonances in 
the frequency dependence of cantilever response can be observed. Imaging in the vicinity 
of these resonances allows higher signal to noise ratio. However, the experimental 
approach employed by the authors suggests the possibility of intermittent tip-surface 
contact in these measurements. Such cantilever resonances were reported to contribute to 
Figure 6.20. Frequency dependence of PFM amplitude on PZT for two adjacent PZT grains (a) and 
frequency dependence of piezoresponse contrast (b). Amplitude frequency dependence of a free cantilever 
oscillations (c). Frequency dependence of PFM signal on BiFeO3 surface from tip modulation (red) and 
sample modulation (black). 
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the observed dynamic behavior of cantilever in the contact force-modulation mode and 
are being extensively studied.86,87,88,89 
 In the contact regime, shown on Figure 6.20 is frequency dependence of response 
amplitude on two grains in polycrystalline PZT sample for tip modulation (k = 1 N/m) 
using "bad" tip. Note that frequency dependence of response amplitude shows numerous 
resonances and relative response of the grains inverts as a function of frequency. This 
complex behavior can be attributed to scanner resonances similarly to intermittent 
contact mode imaging in fluids90 or to intrinsic materials resonance. From the general 
considerations, resonant frequency of excited region below the tip can be estimated as 
2lEf *r ρ∝ , where fr is the resonant frequency, ρ is material density and l is the 
characteristic size of excited region.91 For l ~ 100 nm resonant frequency is estimated as 
fr ~ 60 GHz. Therefore, the non-linear dynamic behavior of PFM should be attributed 
solely to the probe dynamics. Interestingly, this effect can be significantly reduced by 
using sample modulation (i.e. bias is applied to the tip). Shown in Figure 6.20 is 
frequency dependence of PFM contrast on semiconductive (600 kOhm·m) BiFeO3 
surface for tip modulation and modulation applied to the sample. Note that in the latter 
case the frequency dependence of response amplitude is essentially constant. Similar 
frequency behavior is observed for the lateral PFM signal. These observations suggest 
that in some cases the dynamic properties of the cantilever significantly affect PFM 
signal. In such cases, quantitative measurements of piezoelectric properties are clearly 
impossible and weak frequency dependence of PFM amplitude with few or no resonances 
is a requirement quantitative and even qualitative experiment.  
 
6.9. S imultaneous Acquisition of PFM and Potential Images 
 Electrostatic tip-surface interactions can be significantly affected by local surface 
charging. 33,40,42,43 Clearly, elucidating the charge effects in the PFM requires a reliable 
way to probe local piezoresponse and long-range electrostatic forces simultaneously. 
This is especially important for investigations of dynamic phenomena in which large time 
intervals between sequential PFM/SSPM images are unacceptable. Under equilibrium 
conditions, simultaneous acquisition of piezoresponse and potential images can facilitate 
the correlation between topographic, potential and piezoresponse features and analysis of  
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surface properties. We have shown that simultaneous PFM and SSPM imaging can be 
implemented using the usual lift mode so that the topography and piezoresponse are 
acquired in contact and potential is collected on the interleave line (Appendix A).92 
Figure 6.21 illustrates several examples of simultaneous piezoresponse and potential 
imaging on BaTiO3 and PZT. An open loop version of SSPM is used. For BaTiO3 both 
SSPM and PFM features are related to the surface domain structure and therefore are 
closely correlated. For PZT the information provided by the two is complementary. 
10 µm 
1 µm 
1 µm 
Figure 6.21. Surface topography (left), piezoresponse (central) and open-loop SSPM (right) images from 
a-c domains on the BaTiO3 (100) surface (top), for a pristine PZT surface (middle) and for PZT after 
switching by 10 V at 2.5 µm and -10 V at 1 µm. Potential and piezoresponse images are obtained 
simultaneously. 
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However, after polarization switching the regions with deposited charge and reversed 
polarization are distinguished. This illustrates the approach to independently obtain 
information that allows capacitive vs. electromechanical interactions to be quantified. 
 
6.10. Conclusions 
 Analytical models for electrostatic and electromechanical contrast in PFM have 
been developed. Image charge calculations are used to determine potential and field 
distributions in the tip-surface junction between a spherical tip and an anisotropic 
dielectric half plane. For high dielectric constant materials the surface potential directly 
below the tip is significantly smaller than the tip potential, implying the presence of an 
effective dielectric gap. The effect of the unscreened polarization charge during PFM is 
estimated and is shown to be negligible under ambient conditions for BaTiO3. Within the 
electromechanical regime, strong (classical) and weak (field induced) indentation limits 
were distinguished. These solutions can be extended to domains of random orientation 
and to the analysis of stress effects in thin films by using renormalized effective 
electromechanical constants. Expressions for potential and field in the tip-surface 
junction and in the ferroelectric provide a framework for analyzing polarization switching 
phenomena and quantification of local hysteresis loops. The contributions of different 
electroelastic constants of the material to response amplitude were investigated and an 
almost linear correlation between piezoresponse and d33 was illustrated for a series of 
PZT materials in the strong indentation regime. These solutions are represented by 
Contrast Mechanism Maps that elucidate the effect of experimental conditions on PFM. 
Based on these solutions the temperature dependence of piezoresponse on a BaTiO3 
surface was interpreted in terms of weak indentation/dielectric gap model, resolving 
apparent inconsistency between the divergence of d33 at the Curie temperature and the 
experimental decay of the PFM signal with temperature.   
 Simple quantitative criterion for non-local cantilever-surface interactions in PFM 
is developed. The effective displacement due to cantilever buckling is inversely 
proportional to the spring constant of the cantilever. Depending on cantilever geometry, 
non-local interactions are small for cantilevers with spring constants keff > 1 N/m. This 
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analysis can be used to introduce a non-local cantilever correction to local hysteresis 
loops obtained by PFM.  
An approach for simultaneous acquisition of piezoresponse and surface potential 
image was developed. These data were shown to be complementary for the general case. 
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7. FERROELECTRIC LITHOGRAPHY: FROM DOMAIN ENGINEERING  
TO NANOSTRUCTURE FABRICATION 
 
7.1. Introduction 
 To complement the results reported in Chapter 5, it can be expected that 
photochemical activity of ferroelectric titanates will strongly be affected by local 
polarization. A number of early results on polarization dependent catalytic activity of 
ferroelectrics were reported in the late sixties. It has also been known for a long time that 
rutile TiO2 and perovskite titanates are extremely efficient catalysts in photooxidation 
and photoreduction processes. However, it was only recently that Rohrer et. al.1 have 
discovered domain specific photoreduction of aqueous metal cations on polycrystalline 
BaTiO3, this being the first example of domain selective photochemical process. 
 Immediately after this discovery, it was realized1,2 that the PFM lithography on 
ferroelectric materials can be combined with metal photodeposition to fabricate metal and 
semiconductor nanostructures. The results here are directed to the practical 
implementation of ferroelectric lithography for the nanofabrication and analysis of the 
range of the systems (both substrate and metal) active in photodeposition processes. As 
SPM patterning is currently incompatible with large-scale fabrication, the opportunities 
for e-beam patterning ferroelectric domain structure are briefly discussed. Finally, the 
possible process flow for the device fabrication is presented. Many results presented here 
are obtained in the long standing collaboration with other members of Bonnell group, 
most notably T. Alvarez, R. Shao, E. Peng, Dr. X. Lei and Dr. J.H. Ferris, as reflected in 
the publication list. Extensive research in this field is currently underway and this chapter 
summarizes the results of proof-of-the-concept experiments.  
 
7.2. Experimental Procedures 
 
Sample Preparation 
 Polycrystalline barium titanate samples were prepared by sintering commercial 
BaTiO3 powder (Aldrich). Powder was ball-milled and pressed into pellets. Pellets were 
annealed for 12h at 1400°C in air. Samples were cut by a diamond saw and exposed 
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surfaces were polished with SiC media down to 1 µm grit size and alumina slurry down 
to 50 nm size. To relieve polishing damage, pellets were thermally etched at 1200°C for 
12 h in air. Etching results in the formation of the grooves at the grain boundaries and 
surface faceting, which provide topographic contrast that can be used as markers in the 
AFM experiments. The annealing is also crucial to relieve surface damage associated 
with polishing. 
 A number of BaTiO3 epitaxial films from several groups (Max Plank Institute, 
University of Michigan) were studied in the experiments. Unfortunately, PFM imaging 
did not reveal switchable polarization in either of the films and therefore no deposition 
experiments were attempted. 
 PZT thin films were prepared by sol-gel method on Pt/Si substrate (S. Dunn, 
Cranfield University, England). The thickness of the films was ~200 nm and 
characteristic grain size 50-100 nm. 
 
Piezoresponse Force Microscopy  
 Contact-mode AFM and PFM was performed on a commercial instrument (Digital 
Instruments Dimension 3000 NS-III). To perform piezoresponse measurements, the AFM 
was additionally equipped with a function generator and lock-in amplifier (DS340, SRS 
830, Stanford Research Systems). Pt coated tips (l ≈ 125 µm, resonant frequency ~ 350 
kHz) (Micromasch NSCS12 W2C) and conductive diamond coated tips (DDESP, Digital 
Instruments) were used for these measurements. To perform polarization switching in 
BaTiO3 polycrystalline samples, the microscope was equipped by PS310 high voltage 
power supply (Stanford Research Systems). To protect the electronic system, the 
electrical connections between the microscope and the tip were severed. A wire was 
connected from the function generator to the tip using a custom-build sample holder. This 
set-up allowed high voltages (up to 150 Vdc) to be applied. Internal microscope signals 
limits the switching voltage to 12 Vdc. The modulation amplitude in the PFM imaging 
was 6 Vpp. Using larger modulation amplitudes results in polarization reversal in the 
switched regions.  
 To perform local polarization switching, the ac tip bias was discontinued and a dc 
voltage was applied to the tip. To perform local patterning, a function generator output 
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was controlled through a GPIB card using homebuilt control software.3 After scanning a 
selected region, the tip was ac biased and scanned over larger region thus allowing the 
switched domain to be read. Polarization in PZT samples can be switched by voltages as 
low as 10 Vdc. Switching in BaTiO3 ceramics requires high voltages (> 100 Vdc).  
 
Photodeposition 
 To perform photodepositon, BaTiO3 samples were placed in the 0.01 M AgNO3 
solution and irradiated by Xe UV lamp for 10 s at 100W. Variation in exposition time 
allowed particle size and density to be controlled. To study the wavelength dependence of 
deposition process, the experimental setup was additionally equipped by monochromator. 
After deposition, samples were washed and dried by airflow. Deposition conditions are 
specific for individual cations and substrates, e.g. Pd/BaTiO3 or Ag/PZT requires longer 
exposure time (~ 30 min from 0.01M PdCl2 and 0.01 M AgNO3 solution respectively).  
 
7.3. Ferroelectric Lithography on Polycrystalline BaTiO3 
 The first experiments were aimed towards optimizing the properties of BaTiO3 
ceramics and reaction conditions. Photochemical reactivity and the structural properties 
of photodeposited metal are strongly dependent on semiconducting properties of BaTiO3. 
Weakly n-doped/intrinsic ceramic material develops noticeable deposition layer in ~ 1-10 
min and deposited layer is comprised from metal particles weakly or intermediately 
bound to the surface. Heavily donor doped BaTiO3 (commercial PTCR sample) was 
extremely active under the irradiation and active reaction accompanied by the formation 
of hydrogen and metallic silver was observed. Similar behavior was observed for 
semiconducting ZnO. Metal was extremely weakly bound to the surface and was floating 
in the solution. Formation of large silver crystallites bound to the surface was also 
observed. Finally, unintentionally p-doped (iron impurity) materials exhibited weak or no 
photochemical reactivity.  
 Photochemical activity of BaTiO3 was extremely sensitive to surface condition. 
Generally, as polished samples did not developed domain specific deposition patterns and 
thermal etching at 1200°C was necessary to achieve desired reactivity. Etching by HCl 
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yields inferior results partially ascribed to surface contamination with chloride ions and 
subsequent formation of photoactive AgCl.  
 The wavelength dependence of deposition rate determined a threshold wavelength 
corresponding to the band gap of BaTiO3 (Eg = 3.1 eV). The threshold value for the PZT 
is higher (4.1 eV). 
 Based on the results of preliminary experiments, the optimal deposition was 
achieved on undoped thermally etched BaTiO3 under white radiation. The use of a 
monochromator significantly reduces the overall intensity of radiation resulting in long (> 
30 min) deposition times. The details of individual steps in domain imaging and 
engineering are presented below. 
 
7.3.1. Domain Imaging and Photodeposition 
 Piezoresponse force microscopy is used to determine the domain structure of the 
sample before the photodeposition. Surface topography and piezoresponse force 
 1 µm (a)    300 nm (b) 
(c) (d)  1 µm 
(e) 
(f) 
Figure 7.1. Local contact mode topography (a) and piezoresponse image (b) of BaTiO3 surface prior to 
the deposition. Topography after silver (c) and palladium (d) deposition. (e) and (f) are small scans 
corresponding to the boxed areas on (b) and (d).   
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microscopy (PFM) images of BaTiO3 surface are shown in Figure 7.1a,b. While no 
distinct topographic features are seen in Figure 7.1a, PFM image clearly reveals a 
complicated lamellar domain pattern with domain size of order of ~200-300 nm. Note 
that topographic defect (pore) results only in a minor alteration of domain structure and 
does not impair PFM contrast.  
 After the domain characterization, the sample was placed in a 0.01 M AgNO3 
solution and irradiated by Xe lamp for ~1 min. The photodeposited metal pattern is 
clearly seen in Figure 7.1c. Imaging in this case is difficult due to the small particle size 
and weak bonding between the individual silver particles and the surface. During AFM 
tapping mode imaging both pick-up of the particles by the tip and displacement of the 
particles is possible with corresponding reduction in image quality (Figure 7.1f). After 
imaging, silver particles were mechanically removed and palladium was deposited on the 
surface, Figure 7.1d. Note that the polarization distribution on the pristine surface and 
deposition patterns of silver and palladium are identical. It was shown that the 
polarization distribution on the surface does not change during deposition process. The 
reactivity of the ferroelectric surface is not limited by the degree to which the reaction 
has proceeded and removal and deposition steps can be repeated several times.  
 
 The mechanism for domain selective photoreduction is closely related to intrinsic 
screening on ferroelectric surfaces as illustrated in Figure 7.2. In the absence of vacancy 
or step edge defects, transition metal oxide surfaces have a low density of surface states 
Figure 7.2. Schematic diagram of band bending in the paraelectric perovskite above the Curie temperature 
(a) and in the ferroelectric perovskite in the c- (b) and c+ (c) domain regions.  
(a) 
P=Q
P
0=Q
0=P
P−=Q
P
(b) (c) 
Ec 
Ev 
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in the gap between the conduction band, formed predominantly from the d states of the 
transition metal, and valence band, formed predominantly from oxygen p states. In 
regions with negative polarization (c- domains), the effective surface charge becomes 
more negative and, therefore, upward band bending occurs. In the regions with positive 
polarization (c+ domains), surface charge is positive, with associated downward band 
bending. Irradiation with super band gap light results in the formation of an electron-hole 
pair. In ambient, the space charge field results in separation of the electron-hole pair and 
charge accumulation on the surface, i.e. the photovoltage effect. However, on a surface 
immersed in a cationic solution the electrons can reduce the metal cations preventing 
charge accumulation at the surface. Reduction is expected on positive domains, while 
oxidation is expected at negative domains. Thus, particles form preferentially at c+ 
domains. 
 To get some insight into the relationship between grain orientation and 
photodeposition rate, a number of grains were studied. Several examples of silver 
deposition pattern on samples with different grain orientations are shown in Figure 7.3. 
The domain structure of the first grain is formed by the lamellar regions with almost zero 
piezoresponse interspaced by the regions with well-defined dark and bright regions. This 
domain structure as well as the absence of surface faceting indicates that the grain 
orientation is close to (100); the domain structure is thus lamellar a-c domain structure, c 
domains having both c+ and c- orientations (comp. Figure 5.3d). The domain structure of 
the second grain clearly has some a-c character (large features), but now the response in 
the "a" domain regions is not completely zero, indicating the deviation from (100) 
orientation. The topographic structure of this grain is formed by elongated steps. The 
combination of topographic and piezoresponse imaging suggests that the grain has an 
orientation close to (hk0); the facets in this case are due to the faceting into (100) 
surfaces. The topography of the third grain exhibits triangular pyramidal features 
indicating that the grain has a general orientation (hkl). The piezoresponse image in this 
case is considerably more complex exhibiting herringbone patterns; the domains thus can 
not be indexed as a or c. Note that domain structures in adjacent grains are closely 
correlated, i.e. there exist strong intergrain coupling of polarization. This can be expected 
for the minimization of electrostatic energy at the grain boundaries. 
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 The deposition patterns for all three grains are shown in Figure 7.3. It can be clearly 
seen that there is a one-to-one correspondence between the domain orientation and the 
deposition pattern. Unlike the single crystal, in the general case it is impossible to 
unambiguously relate the photochemical activity of the domain and piezoresponse image 
(note well defined photodeposition on "a" domains in Figure 7.2g). Quantifying the 
relationship between PFM contrast and local photochemical activity is challenging since 
it is determined as a product of at least three dependencies (chemical activity in 
Figure 7.3. Local contact mode topography (a,b,c) and piezoresponse (d,e,f) images of BaTiO3 surface 
prior to the deposition. Topography after silver deposition (g,h,i). Note the qualitative agreement between 
metal deposition pattern and PFM image. 
5 µm 
5 µm 
(a) 
(b) 
(d) 
(e) 
(g) 
(h) 
5 µm (c) (f) (i) 
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paraelectric phase on orientation; polarization charge on orientation; measured 
piezoresponse on orientation) that have maxima at different orientations. The analysis of 
orientation dependence of domain related reactivity requires extensive statistical analysis 
of deposition data combined with orientation SEM imaging. 
 The additional complications to the orientation dependence studies of 
photochemical activity arise due to the marked tendency for the surface domain structure 
reconstructions. Stresses due to the processing and topographical features due to faceting 
on the high index surfaces promote the formation of nanoscale (~10-100 nm) near surface 
domains different from the dominant bulk domain structure (comp. to Figure 5.4 for 
single crystal BaTiO3). Careful inspection of Figure 7.3 shows that the deposition pattern 
is defined by both large-scale and nanoscale domain structures as resolved by PFM.  
 
10 µm 
1 µm 
(a)    100 nm 1 µm 
2 µm (b) 
(c) 
(d) 
(e) 
(f) 300 nm 
800 nm 
Figure 7.4. Surface topography (a,b) of Ag nanoparticles at the early stages of photo reduction of 
aqueous AgNO3. On the larger length scales, particles are assembled in the lamellar arrays corresponding 
to the underlying positive ferroelectric domains (b). SEM image of crystalline Ag aggregates formed at 
longer reaction times (c). AFM image of silver nanowires formed on single crystal surfaces (d). AFM 
images of larger Au particles from photo reduction of HAuCl4 (image by T. Alvarez) (e). Palladium 
deposition pattern (image by T. Alvarez) (f).  
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 Some of the morphologies for metal photodeposition are illustrated in Figure 7.4. 
On the initial stage of growth (~3 sec) the silver deposited in the form of nanometer (3-10 
nm) sized particles (Figure 7.4a). For longer exposure times (~1 min), the particles form 
lines on the corresponding domains (Figure 7.4b). The prolonged irradiation (30 min) 
results in the growth of silver and large (~400 nm) crystallites are formed as shown in 
Figure 7.4c. At this stage, the shape of the crystallites is well defined and the 
development of crystallographic planes can be seen. Deposition on single crystal BaTiO3 
with a relatively inactive surface results in the formation of peculiar meandering wires as 
illustrated in Figure 7.4d. Photodeposition of a number of other metals was also 
attempted. We have found that both silver and palladium grow domain specifically, while 
gold and rhodium tend to reduce non-selectively. Interesting crystallite morphologies 
were observed for gold in the form of triangular and hexagonal crystals in Figure 7.4e. 
Finally, deposition of Pd is similar to that of Ag; well-defined palladium crystallites are 
shown in Figure 7.4f. From these observations, the conditions for photodeposition are 
that the redox potential of the cation in the solution is larger than that of H2/H
+ at a given 
pH. At the same time, for too large a potential the deposition is not selective (as for Au). 
Clearly, the pH cannot exceed the stability range for BaTiO3 surface. We believe that the 
optimal control over photodeposition process can be achieved by the judicious choice of 
complexating agent for the cation and solvent and further research is under way. 
 
7.3.2. Domain Engineering in Polycrystalline BaTiO3 
 The purpose of this experiment is to establish the validity of a lithographic 
process based on controlled photodeposition on a ferroelectric material with an 
engineered domain structure. Here, we attempted local poling of polycrystalline BaTiO3 
ceramics with an AFM tip.  
 The results of a successful switching process are illustrated in Figure 7.5. Surface 
topography and piezoresponse images of a pristine BaTiO3 surface are shown in Figure 
7.5a,b. Note the presence of large domains associated with the grains and small a-c 
domain pattern. After the imaging, a bias of -100 V was applied to the tip while scanning 
over a 6x6 µm region. After switching, a large negative feature in PFM image is shown 
in Figure 7.5c. This switched domain structure was metastable and tended to disappear  
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with time if the imaging ac bias was high (> 5 Vpp). The evolution of domain structure 
after consecutive scans is illustrated in the Figure 7.6.  
 Note that the lamellar domains in the near surface regions remained unaltered 
(horizontal streaks in the switched region). Immediately after the switching, the sample 
was placed in the silver nitrate solution and the deposition was performed. The resulting 
deposition pattern is shown in Figure 7.5d in which heavier deposition is evident in the 
switched region. At the same time, due to the presence of large amount of a-c domains 
(stripes) the deposition is not localized in the switched region. These results couldn't be 
ascribed to the negative charge injection into ceramic material with subsequent reduction 
of silver. First, no deposition was observed on the regions after applied high voltages (~ -
150 V) if the switching did not occur. Second, typical amount of deposited material (> 
100 nm) would require unrealistically high initial injected charge densities (~ 5·103 C/m2 
corresponding to ~2000 electrons per unit cell).   
 4 µm (a)  2 µm 
(b) 
(c) 
(d) 
(e) 
(f) 
Figure 7.5. Surface topography (a) and piezoresponse image (b) of the pristine BaTiO3 surface. PFM 
image of BaTiO3 surface after local polarization switching by -100 Vdc in the 6 µm region (c). Surface 
topography after silver photodeposition (d). (e) and (f) are small scans corresponding to the boxed areas 
on (c) and (d).  
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 Despite this result, local switching of polycrystalline BaTiO3 is shown to be 
extremely difficult and unreliable. Poling requires extremely high tip voltages (~ 100-150 
Vdc). Even for these high voltages (and inherent danger of such experiments), only two 
attempts out of ~ 10 were successful. To rationalize these observations, one can speculate 
that the poling voltage is determined by the substrate coercive field and the geometry of 
the system. In thin film samples on conductive substrates, the application of relatively 
small voltages (5-10 V) to the tip results in a large fields (~106-108 V/m) sufficient for 
local polarization reversal (provided that tip-surface contact is good, as discussed in 
Chapters 3 and 6). In contrast, polarization switching in bulk materials is considerably 
more difficult due to the effect of uncompensated charge on the lower surface of the 
growing domain4 and high dielectric constant resulting in poor tip-surface contact 
(Chapter 6). Switching is also hindered by surface a-c surface domain structure 
reconstruction and associated elastic stress fields that effectively pin 90° domain walls. 
Therefore, even though bulk c domains can be oriented by poling at high voltages, 
surface a domains will remain and result in an uncontrollable deposition pattern as seen 
on Figure 7.5d. Finally, the poling voltage is clearly dependent on crystallographic grain 
orientation. While for (100) surfaces the poling results in a single variant of domain 
orientation and polarization vector orients in (100) direction (with a few exceptions for 
strongly anisotropic materials5), for grain with e.g. (111) orientation three domains 
orientation will be equivalent and more complex types of domain structures in the poled 
region can result.  
 500 nm (a) (b) (c) 
Figure 7.6. Polarization instability in switched region in Fig. 6.5. (a) is acquired immediately after
switching by –100 V, (b) is the second scan, (c) is the third scan. It was shown latter that polarization
reversal can be minimized by smaller driving voltages during PFM imaging. 
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 To summarize, the results on BaTiO3 prove that local polarization controlled with 
subsequent metal photodeposition can indeed be used for directed creation of metallic 
structures. BaTiO3 ceramics and thin films, while being very active in the 
photodeposition process, are ill suited for AFM patterning. Therefore, further progress 
can be achieved by the search of alternative substrates.  
 
7.4. Ferroelectric Lithography on PZT Thin Films 
 The difficulties in polarization switching in BaTiO3 can be traced to the small 
number of possible domain orientations (six equivalent (100) axes) and relatively high 
a/c ratio of the unit cell that leads to the enhanced domain wall pinning. Lead-zirconate 
titanate (PZT) based materials, especially in the vicinity of morphotropic phase boundary, 
possess multiple equivalent polarization orientation (8 or 12) greatly facilitating 
polarization reversal processes. High quality epitaxial and oriented PZT films are widely 
used for many applications and thus are available commercially. Additionally, due to the 
close crystallographic and electronic structure similarity between BaTiO3 and PZT it can 
be conjectured that domain specific photochemical activity will be characteristic for this 
material as well. However, until now no information on the photochemical reactions on 
PZT was available.  
 Preliminary experiments have shown that the color of PZT films irradiated by UV 
light in the silver nitrate solution indeed changes, indicating the deposition of the metal. 
The required deposition times for PZT are longer than those for BaTiO3, reflecting the 
difference in the band gaps for these materials (Eg = 3.1 eV for BaTiO3 and 4.1 eV for 
PZT). The active region of the spectrum is narrower for the PZT.  
 Surface topography and piezoresponse image of PZT films before poling are shown 
in Figure 7.7a,b. The inset on the topographic image shows that the film consists of 50-
100 nm size grains. The inset on the piezoresponse image verifies that ferroelectric 
domains are present in the film and domain size is comparable with the grain size. 
Careful inspection of PFM images illustrates that most small grains (~50 nm) are in the 
single domain state, while larger grains can contain multiple domains. Unlike BaTiO3 
crystals, domains are small and do not form ordered patterns; therefore, comparison of 
domain structure before the photodeposition and metal deposition pattern is all but  
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impossible. To avoid this problem, we have fabricated relatively large-scale lines by 
intermittent application of +10 V and -10 V to the tip. The resulting domain pattern is 
shown in Figure 7.7c exhibiting "random" polarization orientations with domain size of 
50-100 nm on the edges of the image and line regions with positive or negative 
polarization orientation in the central part of the image. Patterned samples were placed in 
the silver nitrate solution and irradiated by the UV lamp for 30 min. Resulting metal 
patterns were clearly visible in the optical microscope; the corresponding topographic 
image is shown in Figure 7.7d. Careful inspection of the lines has shown that they are 
formed by small (10-50 nm) silver particles. The total amount of deposited material 
corresponds to ~100 nm layer (comp. to the thickness of the PZT film ~ 200 nm). Note 
the one-to-one correspondence between the polarization pattern on the PFM image and 
photodeposited silver pattern. Deposition occurs exclusively on the domains written by 
the negative voltage, i.e. positive domains. Very little silver particle density was observed  
   10 µm (a) 
    0.5 µm 
 (e)    5 µm 
(f)     5 µm 
 (c)    10 µm 
   10 µm (b) 
    0.5 µm 
   10 µm 
Figure 7.7. Surface topography (a) and piezoresponse image (b) of PZT thin film. The inset shows that 
the PFM contrast is not random but is due to the small (~50-100 nm) ferroelectric domains associated 
with grains. PFM image (c) of lines patterned with alternating +10 and -10 Vdc. Surface topography (d) 
after deposition of Ag nanoparticles. Piezoresponse image of checkerboard domain structure fabricated 
using lithographic system (e) and SEM image of corresponding silver photo deposition pattern (f). 
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on the negative domains. The lateral size of the smallest feature on the image is ~700 nm. 
The lateral size of the features that can be written on PZT surface is limited by the grain 
size of the film and was found to be 50-100 nm.  
 To extend this approach towards complex structure fabrication, we have built in-
house ferroelectric lithography system. Briefly, the input file (TIFF image) is digitized 
with controlled thresholding level resulting in binary data array. This array is used to 
control the voltage output of function generator through the GPIB interface. The voltage 
generator output is applied to the AFM tip. Thus, during the scanning the tip voltage is 
altered in a controlled manner, resulting in the image transfer on ferroelectric surface. A 
number of images produced by this approach are shown in Figure 7.8. The image size in 
all cases is 15x15  µm and is limited by the grain size of PZT thin film (for small image 
sizes, the grain effect becomes important, for larger image sizes, there are unswitched 
regions between the lines) and mechanical stability of the tip (for large scan sizes, large 
tip velocity enhances wear). 
(a) 
(b) 
(c) 
(d) 
(e) 
(f) 
5 µm 
Figure 7.8. Piezoresponse images (a,c,e) patterned by lithographic system and SEM micrographs (b,d,f) of 
photodeposited silver. Note one to one correspondence between PFM image and silver deposition pattern. 
The images represent "nanocircuit" (a,b), Penn logo (c,d), thesis author (e,f). Image size is 15 µm. 
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 To summarize, we have discovered that PZT is a second ferroelectric material 
active in photodeposition process. This behavior can be projected to other ferroelectric 
titanates and possibly ferroelectric semiconductors in general, however, this remains to 
be proven. In PZT films a large number of polarization orientations, small dielectric 
constant, weak coupling between the grains and small number of non-180° domain walls 
facilitate the local poling. At the same time, the photodeposition process is selective and 
constrained to positively poled regions only; deposition level on negatively poled 
domains is extremely small. Therefore, local domain patterning and photodeposition can 
be performed selectively with high quality of image transfer. The minimal feature size 
achieved so far is limited by the grain size of the film and is ~ 100 nm. At the same time, 
particle size can be significantly smaller (~3-10 nm). Further improvement in resolution 
of these techniques will be achieved with PZT epitaxial thin films on conductive 
substrates and is expected to be at least 10 nm. 
 
7.5. Domain Patterning by E-beam  
 As illustrated in the previous section, combination of ferroelectric patterning and 
metal photodeposition, further referred to as ferroelectric lithography, can be used for the 
fabrication of the nanometer scale structures. However, while nanofabrication with probe 
tips is useful in fundamental studies, it is not readily amenable to large-scale applications. 
At the same time, it was reported that ferroelectric domain structure in materials such as 
single crystal LiNbO3 could be controlled by the e-beam.
6,7 Due to the close similarity 
between PZT and LiNbO3 it can be conjectured that e-beam patterning can be applied to 
the former material as well. 
 To confirm this conjecture, PZT thin films were exposed to the e-beam in the 
SEM (JEOL 6400, ~30x40 µm area, 20 keV, 10 min). The exposed region was then 
imaged using PFM. Figure 7.9 clearly illustrates that e-beam exposure results in the 
reorientation of polarization. The sign of polarization reversal depends on the exposure 
time – 10 min exposure has led to both significant carbon deposition and formation of 
positively poled regions, whereas short (1-3 sec) exposures resulted in the formation of 
negatively poled regions. Surface potential imaging immediately after exposure has 
shown that there is no significant charge accumulation in the exposed regions (not  
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shown), which may account for PFM contrast. The polarization orientations are 
confirmed by reversing the domains with a locally applied electric field and comparing 
the associated piezoelectric response. It is found that polarization in negatively switched 
regions can be back switched by relatively small tip voltages (~10 V, comparable to 
pristine film) whereas in the positively switched region carbon deposition resulted in 
increased (30 V) switching voltages. 
 The origins of e-beam induced switching are straightforward. Primary electrons 
from the beam injected into the surface interact with the solid causing secondary 
electrons (core electrons, valence electrons, Auger electrons) to be emitted. If the ratio of 
emitted electrons to incident electrons is <1, the surface will be negatively charged; if > 1 
the surface will be positively charged. The distribution of primary and emitted electrons 
is determined by penetration depths of the beam (1-5 µm)8 and the escape depth of the 
secondary electrons (1-3 nm). The charge is also compensated by the band bending and 
carrier influx from the bulk of the materials. Beam induced charge distribution is clearly 
inhomogeneous and results in a local electric field that may cause realignment of atomic 
polarization. The formation of e-beam induced dipole is used for local domain imaging in 
Surface Acoustic Microscopy (SAM)9 of ferroelectric materials and the mechanism of 
SAM imaging was extensively studied by X.X. Li. However, the primary object in these  
 
(a) (b) 10 µm 
10 V 
- 10 V 
positive 
negative 
positive 
Figure 7.9. Piezoresponse image of PZT surface exposed to an e-beam (a). Polarization switching can 
be confirmed by reversing the polarization orientation by applying an electric field (b).  
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studies was polycrystalline BaTiO3, in which polarization switching is hindered; no beam 
switching was reported. 
 In the case illustrated in Figure 7.9, the domains in a PZT thin film are oriented 
negatively by beam energies between 200 eV and 10 keV, which produce a positive 
surface charge. The opposite orientation is produced in regions where a thin (<1 nm) 
carbon film deposits, which has the opposite primary to secondary electron ratio and, 
consequently, the opposite charge. It is the combination of high excitation cross-section 
and small escape depth that facilitates development of a sufficiently large field to reorient 
domains. The energy dependence of secondary electron yield for oxides is such that 
positive poling is expected at energies >20 kV even in the absence of carbon deposition.10  
 This approach can be further developed by use of the standard e-beam 
lithographic tool for the local poling of the ferroelectric substrate. Figure 7.10a illustrates 
an array of square regions irradiated at different doses (500 µC/m2 for the bottom left to 
5.184 mC/m2 in the top right). Figure 7.10b shows the corresponding deposition pattern. 
Note that the amount of deposited material strongly depends on the dose. 
 
7.6. Device Fabrication 
 After the preliminary results on the controlled deposition of silver on PZT surface 
with engineered domain structure were achieved, we attempted the integration of this 
process with conventional semiconductor technology. At the first stage, we attempted the  
Figure 7.10. (a) Piezoresponse image of e-beam switched pattern for different doses and (b) 
topographic image photodeposited silver pattern (courtesy of J.H. Ferris and T. Alvarez). 
(a) (b) 
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fabrication of the silver metal line between macroscopic contacts. The crucial step in this 
fabrication is to prevent the random silver deposition on the PZT surface areas unaffected 
by the tip. This can be achieved by a) fabricating the PZT islands on the non-conductive 
non-photoactive substrate, b) negative poling of the PZT surface prior to the SPM or e-
beam patterning and c) creation of the protective dielectric layer that leaves open PZT 
mesas small enough to be controlled by the tip. 
 At this point, we have actively pursued second and third approach. In the latter 
case, the overbaked resist layer was used to fabricate the dielectric structure. Second 
Figure 7.11. Piezoresponse phase image (a) of positively switched lines on the negative background. (b) 
Optical micrograph after silver deposition. 
(a) (b) 10 µm 
200 nm (a) (b) 
Figure 7.12. Optical micrograph (a) of the silver line fabricated between two gold electrodes. (b) SEM 
image of the same region. The inset shows that the 400 nm wide line is formed by the individual silver 
nanoclusters of 10-70 nm size (courtesy of R. Shao, X. Lei and J. Ferris).  
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resist was used to fabricate gold leads using lift-off technique. It turned out that in this 
approach resists tend to contaminate the PZT layer, thus precluding the local PFM poling. 
 After several trial and error steps, it was found that this effect can be alleviated by 
oxygen plasma etch with subsequent HCl etch to remove the organic contaminant and 
restore the active PZT surface. The double line structure fabricated by this approach is 
shown in Figure 7.11. This approach was found to be very sensitive to the resist dielectric 
properties (the surface PZT surface becomes contaminated again in time) and in the 
future alternative dielectric layers (Al2O3 or SiO2) are required. 
 In an alternate approach, gold contacts were directly deposited on the PZT surface 
using the stencil mask, thus avoiding resist contamination. The line obtained by this 
approach is shown in Figure 7.12. Note the clear optical contrast between the regions 
with positive, negative and random poling state. In the future, the particle deposition far 
from the switched area will be controlled by either corona poling or use microcontact 
electroded stamp. On the SEM image the line is comprised of 20-50 nm individual Ag 
particles. The size of the particles and interparticle spacing can be controlled by the 
choice of deposition conditions, making this approach promising for the future 
nanodevices fabrication.    
 
7.7. Conclusions and Perspectives 
 Ferroelectric lithography studies on polycrystalline BaTiO3 surfaces illustrate that 
polarization patterning with subsequent metal photodeposition can be used for directed 
creation of metallic structures. BaTiO3, while being very active in the photodeposition 
process, is not suitable for AFM patterning due to the high switching field required. To 
avoid this problem, lead zirconate titanate (PZT) is suggested as an alternative and its 
photochemical activity is demonstrated. In PZT films a large number of polarization 
orientations, small dielectric constant, weak coupling between the grains and small 
number of non-180° domain walls facilitate the local poling. The photodeposition process 
is selective and constrained to positively poled regions only; deposition level on 
negatively poled domains is extremely small. Local domain patterning and 
photodeposition can be performed selectively with high quality of image transfer. The 
minimal feature size achieved so far is limited by the grain size of the film. Further 
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improvement in resolution of these techniques will be achieved with PZT epitaxial thin 
films on conductive substrates and is expected to be at least 10 nm. It is projected that 
this behavior is common to ferroelectric titanates and possibly other ferroelectric 
semiconductors. 
 These results clearly illustrate the potential of controlled polarization switching 
with subsequent metal photodeposition for the creation for metal meso- and nanoscale 
structures. Polarization and deposition steps can be repeated thus allowing fabrication of 
nanostructures comprised of several deposited materials on ferroelectric substrate. It is 
important to note that this mechanism of directed assembly differs fundamentally from 
those that utilize local electrostatic attraction to assemble nanostructures onto templates 
of patterned charge.11 In the latter case, local charge can be used to locally deposit 
charged particles from colloidal solution. However, on the most surfaces in ambient the 
charge deposition is limited to sizes ~100 nm or larger. In these cases, the positions of the 
charges are not pinned; therefore, the pattern is susceptible to diffusion. Local 
polarization switching allows creation and manipulation of nanodomains down to 10 
nm.12 On a ferroelectric substrate, local surface charge is due to atomic polarization and 
therefore is stable. More importantly, since the reaction mechanism involves controlling 
the surface electronic structure, the reaction product is not limited by the amount of local 
charge. This approach can be combined with existing silicon technology.  
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8. CONCLUSIONS 
 
 The conclusions derived in this thesis can be divided into three categories: those 
related to the technique development and quantification, grain boundary phenoena and 
ferroelectric surface behavior.  
 
8.1. Techniques 
1.SSPM under applied lateral bias provides spatially resolved potential images not 
affected by surface adsorption. This technique provides a quantitative tool for spatially 
resolved resistance measurements with high (100-300 nm) spatial resolution (compare to 
~ 4 µm for the best available probe-based techniques). The sources of error in local (< 
300 nm) potential measurements are traced to the non-local cantilever contribution to the 
probe-surface interactions and non-ideality of the feedback loop.  
2. For the quasi one-dimensional systems such as electroactive interfaces, it is possible to 
obtain the I-V characteristic of the interface from the local SSPM measurements under 
applied bias. The contribution of stray resistances in the circuit can be accounted for by 
the variation of circuit termination resistors.  
3. A novel SPM technique, further referred to as Scanning Impedance Microscopy, is 
developed for the quantitative imaging of ac transport. SIM imaging at low frequencies 
visualizes the resistive barriers at the interfaces, whereas SIM imaging at high 
frequencies visualizes capacitive barriers at the interfaces. The crossover between the 
regimes occurs at frequencies equal or higher than intrinsic relaxation frequency of the 
interfaces, 1/RC. Unlike many SPM techniques, SIM yields quantitative information 
consistent with macroscopic impedance spectroscopy measurements. 
4. Combination of SIM and SSPM allows local bias at the interface and interface 
capacitance to be determined simultaneously avoiding the contributions of contacts and 
bulk impedances. Ability to obtain local I-V and C-V characteristics of interfaces with 
lateral resolution of ~50 nm is extremely valuable for semiconductor device 
characterization and imaging of operational nanoelectronic circuits. 
5. The tip related artifacts on the nanoscale device imaging is illustrated on an example of 
carbon nanotube circuit. In turn, by measuring the force signal over biased carbon 
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nanotube, tip surface transfer function is determined, thus rendering carbon nanotubes as 
efficient standards for electrostatic tip characterization. 
6. An approach for current based frequency resolved measurements (AFM-assisted 
impedance spectroscopy) is developed and the structure of tip-surface equivalent circuit 
is determined. The stray probe-surface capacitance is measured directly to be Cs ~ 0.5 pF. 
This capacitance imposes the limit on the measurable tip-surface resistances as R < 
1/(ωCs), practically limiting imaging to R < 1012 Ohm. 
7. To describe image formation mechanism in the piezoresponse force microscopy it is 
necessary to include local electromechanical, local electrostatic and non-local 
electrostatic contributions. Non-local contribution due to buckling cantilever oscillations 
is inversely proportional to the cantilever spring constant and becomes negligible for stiff 
cantilevers (k >> 1N/m). 
8. The results of electrostatic image charge calculations give the upper boundary of local 
electrostatic response as ~5 pm/V and indicate the existence of intrinsic dielectric gap 
between metallic tip and ferroelectric surface. 
9. Electromechanical piezoelectric response is heavily impaired by tip-surface contact. 
Depending on the contact, strong (classical), contact limited and weak (field induced) 
indentation limits are distinguished. Typical response in the classical regime is ~100 
pm/V and is comparable with corresponding d33. In the weak indentation regime, 
response is ~10 pm/V and depends on tip geometry. The contribution of different 
electroelastic constants of the material to response amplitude is investigated and an 
almost linear correlation between piezoresponse and d33 is found.  
10. It is possible to obtain the quantitative information on materials properties from PFM 
imaging in the strong indentation regime. In the weak indentation regime, the detailed 
knowledge of tip geometry is required (which is usually not available). No information 
can be obtained in the electrostatic regime.  
11. The guidelines for quantitative PFM imaging and spectroscopy are set forth in the 
form of Contrast Mechanism Maps that elucidate the effect of experimental conditions 
such as indenttion force and tip radius of curvature. Quantitative imaging is possible 
using relatively high indentation forces (~100 nN) and blunt tips (~50-100 nm), while 
high resolution (~5 nm) imaging requires sharp probes. 
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12. PFM contrast is observable even for the relatively conductive materials (e.g. BiFeO3 
or doped BaTiO3), for which classical current-based ferroelectric measurements are 
impossible due to the high sample conductivity, thus allowing it to be the reliable tool for 
establishing the ferroelectric ordering in semiconductors. 
 
 
8.2. Transport at Electroactive Interfaces 
1. Frequency dependence of zero-bias interface resistance and capacitance in Σ5 Nb-
doped SrTiO3 bicrystal is determined by SPM and variable temperature impedance and I-
V measurements. Experimental data show that the dielectric constant is lowered in the 
vicinity of SrTiO3 grain boundaries. Corresponding theory was developed and the 
dielectric nonlinearity was shown to be in agreement with reference data.  
2. The dominant transport mechanism in SrTiO3 at room temperature is diffusion. It is 
shown that for lower temperatures mobility increases and the transport mechanism 
switches to thermionic emission over the barrier. At high interface biases conductance is 
limited by space charge limited current, thus partially explaining low non-linearity 
coefficient typical for SrTiO3 varistors. 
3. In polycrystalline ZnO, SSPM on the grounded surface indicates the presence of the 
second phase inclusions. Imaging under applied dc bias illustrated the presence of a large 
number of rectifying interfaces, indicating that symmetric I-V characteristic of 
polycrystalline samples represent the average properties. Potential gradients within 
individual grains allow the current distribution in the sample to be determined. 
4. In polycrystalline BaTiO3 with a positive temperature coefficient of resistance (PTCR), 
the electric activity of the interfaces and ferroelectric activity of the grains is mapped 
using variable temperature SSPM and PFM. The formation of resistive grain boundary 
barriers was observed below the nominal transition temperature, while piezoresponse 
activity was observed in the PTCR region. These results indicate the gradual nature of the 
transition, which is a direct consequence of large dispersion of grain boundary properties. 
5. In polycrystalline BiFeO3 ceramics it is shown that the grain boundaries, rather than 
ferroelectric domain walls, control ac conductivity. 
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8.3. Polarization-related Phenomena on Ferroelectric Surfaces 
1. A combination of topographic imaging and SSPM/PFM measurements is required for 
unambiguous reconstruction of domain structure on the well defined ferroelectric 
surfaces.  
2. Quantitative analysis of voltage and distance SSPM and EFM data on BaTiO3 (100) 
surface was used to determine that the polarization charge is almost completely screened 
on BaTiO3 (100) surface in air. 
3. Spontaneous polarization changes instantly with temperature, while relaxation time for 
screening charge is relatively large. Variation of temperature results in the formation of 
uncompensated charge that slowly relaxes with time. The sign of domain potential is 
determined by screening charge rather than polarization bound charge; i.e. c+ domains are 
negative and c- domains are positive on SSPM image. 
4. The dynamics of phase transition and magnitude of potential suggest that screening is 
due to surface adsorbates. Temperature programmed desorption data suggest that the 
screening is due to the dissociative water adsorption. 
5. Kinetics and thermodynamics of adsorption can be determined from VT SSPM 
measurements. The enthalpy for this process is ∆Hads = 164.6 kJ/mole, the entropy is 
∆Sads = -126.6 J/mole K. Relaxation of screening charges is slow; characteristic times are 
~10 min, corresponding activation energy is ~4 kJ/mole. 
7. Piezoresponse measurements on BaTiO3 are found to be strongly affected by the 
dielectric tip-surface gap. This effect severely reduces the measured response amplitude 
and governs the temperature dependence of the PFM signal. This effect is not nearly as 
important for PZT as it is for BaTiO3 due to the smaller dielectric constant of the latter. 
8. Ferroelectric field effects are used for the fabrication of metal nanostructures by 
domain-selective metal photodeposition on the engineered domain structures. The 
process flow for the device fabrication using ferroelectric lithography is developed.  
 
 
