Nitrification at the site of a contaminant ammonium plume from a former coal carbonisation plant can be modelled with three competing bacterial populations of Nitrosomonas, Nitrobacter, and Brocadia anammoxidans. Oscillations of chemical species at the site can be explained by a reduced model of ammonium competition between Nitrosomonas and B. anammoxidans which effectively acts as an activator-inhibitor system. Stable oscillations occur in conditions of low nutrient (ammonium) supply and this causes a spatial travelling wave in a borehole profile when diffusion is introduced.
Introduction
The remediation of contaminated groundwater by bacterial reaction, termed bioremediation, is a process of significant and enduring interest in industrial and agricultural settings. There is currently much interest in the quality of groundwater, much of it driven by legislation directives, and a recent study by Gleeson et al. (2015) has concluded that only approximately 6% of groundwater is renewable, which emphasises the importance of maintaining the resource. The problem of groundwater quality is an endemic one, since every industrialised country is littered with countless spills and leaks of various contaminants. Typically, the contaminated groundwater forms a plume, which then migrates slowly under the influence of the regional groundwater flow, and this causes water quality problems if the plume reaches streams or wells as it migrates.
However, almost any contaminant is subject to consumption and removal by bacterial colonies within the soil, and thus, bioremediation can affect clean-up of the pollutant. It is important to be able to predict whether such bioremediation will be effective, but it is clearly impractical to monitor the spread of the plume in a comprehensive manner. Borehole data is useful but expensive, and thus, numerical modelling can provide a cheap but effective means of predicting the spread of pollutants in the ground.
While this is routinely done, an issue that then arises is in confronting the model calculations with borehole data. This is not as simple a task as it might seem because the chemical profiles in the boreholes can be quite complicated. While variance can be ascribed to noise in the data, it is also natural to associate consistent trends to deterministic processes, and the task we set ourselves in this paper is to consider the extent to which mathematical models of bacterial reaction and reactant dispersion within soil can predict some of the detail of measured borehole data. It is important to emphasise that the aims of the model approach are to reproduce qualitative structures in borehole data but not to completely replicate a particular data set.
The Rexco site
The Rexco site near Mansfield in the UK is the site of a former coal carbonisation plant which was in operation between 1930 and 1970 . Leakage from the plant caused a plume of phenols and ammonium to spread, but by the 1990s, the phenols had disappeared, leaving a plume of ammonium some 500 m long and 25 m deep, spreading at a rate of about 60 m year −1 in a north-easterly direction. Two boreholes were dug, at distances from the source of 65 m (bh 102) and 130 m (bh 101), and data of the chemical profiles has been reported by Smits et al. (2009) , for example, with the site geochemistry described in Davison (1998) . shows data measured from bh 102 during the 1990s, while Fig. 2 shows data from the same borehole some ten years later. The horizontal axis represents depth in metres below ground level (the water table for both boreholes is at approximately 15 m below the surface). Figure 3 shows the bacterial colony data in the borehole corresponding to the chemistry in Fig. 2 and detailed in Smits et al. (2009) .
In Fig. 1 , a sharp nitrate front appears at a depth of 19 m and then a non-zero concentration persists until around 23 m where nitrate is removed entirely. Throughout this distance, there is a concurrent depletion of hydrogen ions as well; however, monitoring the acidity in the soil is beyond the scope of this paper and we make a remark about it in the conclusions. After the nitrate is depleted, ammonium and organic carbon CH 2 O start to oscillate out of phase Bacterial colony populations measured as a percentage of the total bacterial community as a function of depth below ground surface. AOB stands for ammonium-oxidising bacteria. This data is the bacterial companion to the chemistry data in Fig. 2 (redrawn from Smits et al. (2009)) with each other. In earlier work by Fowler et al. (2014) , Fowler (2014) , and McGuinness et al. (2014) , it was shown that bacterial populations competing for carbon resources can oscillate, thus providing a possible explanation for the oscillatory behaviour of the ammonium and carbon at the lower front. Figure 2 , featuring the borehole data ten years later, also shows an early sharp nitrate spike. Since the second data set includes molecular oxygen content, we can see that this nitrate spike forms from the oxidation of ammonium by oxygenated groundwater. After this primary nitrate spike, the oxygen has been depleted, and secondary oscillations can be observed between nitrate and ammonium in the anaerobic regime. The absence of these apparent oscillations in Fig. 1 does not mean they were not occurring but perhaps the data resolution was not sufficient to detect them. 
Modelling review and novelty
Mathematical nutrient modelling has a rich history of study and particular interest has been given to nitrogen as there are large health and environment impacts related to nitrogen gas emission and nitrate accumulation in groundwater. Much of the modelling effort has been given to large-scale, scenariospecific simulations with a focus on accurately capturing dynamics in bioreactors. For example, Capuno (2007) and Langergraber et al. (2009) consider a series of cascading chemical and biological reactions represented as ordinary differential equations with time-dependent concentrations. The work of Capuno (2007) was to analyse start-up reactors for nitrogen removal and simulations are made to provide insight into the underlying biological mechanisms. Langergraber et al. (2009) provides a 17-process model for the biokinetic processes in wetlands with the aims of being implemented as a surrogate for experimental insight. Other large-scale models such as Johnsson et al. (1987) , Maggi et al. (2008) , and Bailey et al. (2015) consider coupling reaction chemistry with advective-diffusive processes. The work of Maggi et al. (2008) for example solves nutrient concentration along with groundwater flow equations for water saturation while Johnsson et al. (1987) include a secondary model for soil temperature and flow as inputs to the nitrogen transformation equations. These models are calibrated with experimental data and simulations are computed followed by discussions of the dynamics. Abstract nutrient modelling has been carried out by Huisman and Weissing (1999) and conceptual numerical modelling carried out by Widdowson et al. (1988) and Kindred and Celia (1989) . Huisman and Weissing (1999) present a set of k nutrients and j bacterial species. They show that the principle of competitive exclusion, where steady-state existence implies k = j , can be violated with nonlinear dynamics and oscillations in the population. The numerical simulations of Widdowson et al. (1988) and Kindred and Celia (1989) were designed to improve simulation techniques of nutrient transport and microbial activity.
The biggest strength of large-scale models is that they are designed to replicate experiments and can therefore produce simulations which accurately reflect collected data. However, a drawback of this approach is that the complexity limits clarity in exposing and understanding the dominant processes underlying the dynamics. Many qualitative structures such as oscillations are left unexplained or attributed to noise. Conversely, the abstract model of Huisman and Weissing (1999) provides an intimate connection between parameter values and the observed behaviour between competitive exclusion and oscillation but there is limited justification for parameter selection or understanding of the oscillatory mechanism. Furthermore, the generality of the model limits explicit dynamic transition conditions.
Our modelling approach follows a similar style to Fowler et al. (2014) which can be viewed as an intermediary between the general abstract modelling and large-scale complex modelling techniques. As in the latter models, we will posit equations based on specific nitrification biochemical reactions and analyse them through simulation. However, we will scale these models to produce nondimensional numbers which will distinguish dominant and tertiary processes based on their size. We will use this technique to reduce the model to a simple set of equations amendable to analytic analysis in a similar manner to the abstract models.
The novelty of our modelling work is an accurate quantitative and predictive analysis of qualitative features observed in real borehole data. We explicitly show the dominant dynamics through a mathematical reduction of a larger-scale model which does not require any preconceived knowledge of the underlying processes, only relative values of key parameters. We explicitly determine the conditions under which competitive oscillations occur and precisely how they bifurcate from those of constant populations. We also identify the oscillatory mechanism by reducing a complex model to a classic differential equation of a harmonic oscillator, variants of which are well studied. Through the scaling and reduction method, our modelling approach and results can drastically reduce the complexity of large-scale systems, reducing computational costs while providing deeper insight into the problem.
Overall, in this paper, we seek to explain the form of the nitrate spike at the upper front, and its apparent evolution in Fig. 2 into a decaying oscillatory wave train. We propose that these oscillations are caused by the effect of the biochemical reactions on the interaction between the bacteria which are involved and in "Mathematical model", we postulate such a coupled model. We show a parameter regime in which the model can be reduced to a simple pair of oscillator equations. In "Temporal oscillations", we analyse a certain limit of the mathematical model to temporal oscillations, that is, we consider the nutrient and bacterial concentrations without any dispersive mechanism. To introduce the spatially oscillating wave train, we introduce nutrient diffusion in "Spatial oscillations". Implications of the model are discussed in "Discussion and conclusion".
Mathematical model
The oxidation of ammonium to nitrate is a process termed nitrification for which there are two main steps. Firstly, in a process termed nitritation, ammonium is converted to nitrite through a class of bacteria known as ammonium-oxidising bacteria (AOB). Secondly, in nitratation, nitrite-oxidising bacteria (NOB) convert the nitrite to nitrate. Classical nitrification was considered to be a strictly aerobic process represented by the following bioreactions:
Here, S represents the ammonium-oxidising bacteria, Nitrosomonas, while B represents the nitrite-oxidising bacteria Nitrobacter. Each of these are commonly found in soil environments 1 (Koops and Pommerening-Rȯser 2001; Sliekers et al. 2005) . Overall, the reactions Eqs. 2.1a and 2.1b sum to the net reaction
Prior to the late twentieth century, there was no conclusive evidence of anaerobic ammonium oxidation and it was generally believed to be a purely aerobic process. However, this conclusion was experimentally shown to be incorrect by Mulder et al. (1995) with the discovery of an anaerobic ammonium oxidation (anammox) process which used nitrite as a terminal electron acceptor. One possible reaction pathway for the anammox process Van der Heijden et al. (1994) and Strous et al. (1998) Fig. 3 where the typically aerobic Nitrosomonas bacteria continue to flourish once the oxygen has been removed. Indeed, it was shown by Schmidt and Bock (1997) that AOB such as Nitrosomonas can utilise nitrogen dioxide, NO 2 , in place of oxygen. In an anoxic environment, the ammonium oxidation equation becomes Bock 1997, 1998; Schmidt et al. 2001b )
The borehole data presented in Figs. 1 and 2a does not include any measure for this proposed NO 2 gas pathway and therefore its inclusion may appear unjustified. However, the bacterial community data in Fig. 3 clearly shows a wellsustained population of AOB far beyond the aerobic regime and therefore, some secondary anaerobic reaction must allow the AOB to survive. Chemostat studies of Sliekers et al. (2005) show an increase in nitrous oxide production, a by-product of reaction (2.4), when oxygen limitation is present. As such, we include the NO 2 pathway as a representative suggestion due to the experimental evidence of its inclusion but will clarify the effects of this assumption in the model as the equations are introduced. The reactions as currently proposed admit a global accumulation of nitrate and any observed oscillations will have a general upward trend. To observe periodic spikes such as those seen in Fig. 1 , we will include a simple linear nitrate removal term. This represents nitrate fixation processes, the most common of which is denitrification. Denitrification is the conversion of nitrate into nitrogen gas and is generally performed by facultative anaerobes and anaerobic heterotrophs (Strohm et al. 2007 ). The former are bacteria that prefer oxygen as a terminal electron acceptor but will utilise other substrates if necessary while the latter rely on complex carbon. However, aerobic nitrifiers have been known to perform denitrification as well (Wrage et al. 2001 ) and therefore this is not an exclusively anaerobic process.
We anticipate that the nitrification process alone is sufficient to obtain oscillatory behaviour in the borehole data and a proper description of denitrification would only impact factors such as the nutrient amplitude. Since the complexity of nitrate fixation is on a similar scale to denitrification, modelling the entire process would further complicate the model without drastically enhancing the conclusions. Furthermore, as carbon plays a significant role in the denitrification process, a proper model of denitrification should include carbon dynamics of which very little data is available for the borehole under consideration. A numerical model of denitrification presented by Kinzelbach et al. (1991) concluded that carbon sources from both groundwater recharge and organic material affixed to the soil matrix were required to reproduce concentration profiles. Some carbon data is available in Fig. 1 but does not seem to have a high variation of the same magnitude of nitrate and only appears to have interesting dynamics far into the anaerobic regime where it oscillates with ammonium. A model for this long-time oscillatory behaviour has previously been considered by Fowler et al. (2014) .
One of the key assumptions we make in our model is the importance of the biological mediation in the aforementioned chemical processes, that is we assume that the reaction rates depend on the bacterial populations and that the growth of these populations themselves is affected by the chemical reactions. We denote the chemical concentrations as 5) and the bacterial concentrations of Nitrosomonas, Nitrobacter, and B. anammoxidans as C AOB , C NOB , and C XOB respectively where each concentration has units mg L −1 . We ignore the chemical species which do not carry forward to other nitrification reactions for simplicity. Focusing only on these components, we rewrite the chemical reactions (2.1a), (2.1b), (2.3), and (2.4) as
and then pose rate equations using standard mass action kinetics aṡ
The reaction rates are taken to be of Monod type following (Monod 1949 ) and satisfy
represents the inhibition for anaerobic processes to oxygen. The Monod terms act in the same way as MichaelisMenton kinetics of Michaelis and Menten (1913) for enzyme bonding. These types of kinetics are generally used for microbially mediated transformations such as in Maggi et al. (2008) and represent the metabolic limits that bacteria have in the presence of high nutrient supply. If nutrient concentrations are very small, then the reaction rates become first-order linear mass action kinetics and when very large, they reduce to zeroth-order kinetics at a maximal rate. The abstract nutrient model in Huisman and Weissing (1999) also uses Monod kinetics but rather than multiply each Monod term involved in a reaction, they take the minimum under assumption that this limits the reaction. We maintain a general formulation for our reaction and allow the scaling to dictate limiting mechanics and whether reductions to first or zeroth order kinetics are appropriate. The inhibition term (2.9) is a decreasing function which has a maximum value of one if the oxygen concentration is zero (supports anaerobic growth) and tends to zero (inhibits anaerobic growth) as the concentration gets large.
There are also non-microbially mediated nutrient transformation processes such as aqueous complexation, gas dissolution, and adsorption. The first two are ignored on the basis that nitrification is not a spontaneous chemical transformation and requires bacterial involvement. This is most evidenced by Figs. 2 and 3 where spikes in nitrate correspond to spikes in bacterial population. Considering only the nutrients in our model, Mekala et al. (2017) states that ammonium is the most dominant for adsorption. If we consider including adsorption of ammonium to some particulate phase with concentration C NH 4s , then the ammonium model would transform tȯ
where κ A and κ D are the adsorption and desorption coefficients, respectively, R represents the reactions already considered in Eq. 2.7 3 , and τ is the time scale of adsorption equilibrium for the particulate and mobile phases. Typically, following for example Fowler (2011) , this time scale is small and the particulate and mobile phases quickly reach equilibrium,
, and the particulate phase can be removed by adding the equations
We recover the ammonium model (2.7) 3 with a modified time scale 1
which affects the organic rates of reaction. We ignore this scaling on the assumption that
is very small and therefore the adjustments are negligible. Furthermore, Yu et al. (2011) and Ranjbar and Jalali (2013) state that ammonium adsorption is comparable to nitrate leeching in terms of nitrogen losses and we do not model leeching so it seems appropriate to also discount adsorption as well.
The coefficients Y i in Eq. 2.7 are yield coefficients, d i are death rates, μ i are the maximal bacterial activity, k ij are the saturation constants for bacteria j feeding on nutrient i, e P is the nitrate removal rate, k I the oxygen inhibition concentration, and ζ is a dimensionless recycling coefficient. The source terms I O and I A represent inputs of oxygen and ammonium respectively and are necessary in a chemostat situation where batch reactors are used to grow bacterial cultures. In a more physical groundwater situation, oxygen is supplied by diffusion from the oxygenated surface water and therefore an input seems rather inappropriate in that model. However, regarding ammonium, a common soil process is ammonification which is the recycling of ammonium due to bacterial predation and conversion of natural soil organic material (Barber 1995) , the latter of which is likely insignificant due to the depths considered. While some of the soil ammonification is captured by the recycling term multiplying ζ in Eq. 2.7 3 , there are many more bacterial and fungal species not being modelled which would have a large contribution on ammonium recycling. Therefore, in the interest of a simplified model, ammonification will be captured by allowing the source term I A to remain in a full soil borehole model.
Since no data is available on NO 2 gas in the borehole, we will take it to be a constant, the consequence of which is that Eq. 2.7 becomes a closed system. We will further assume that NO 2 is in abundant supply for the bacteria, i.e. that C NO 2g k MS so that
Using this assumption allows for any nutrient to be used in place of NO 2 as long as it is not rate limiting the growth of AOB and its inclusion merely allows for an anaerobic transformation of ammonium to nitrite.
Model parameters and non-dimensionalisation
There are two approaches one can take when attempting a parameter estimation for Eq. 2.7. The first approach is to use the data in Fig. 2 which provides an approximate nutrient scale for each of the components for the particular borehole. These scalings could be applied to the model and used to infer parameter estimates for the Monod reactions.
Alternatively, values for each of the kinetic parameters used could be obtained from experiments found in literature and nutrient scales would follow. Ideally, both approaches would be consistent and produce similar estimates but the high degree of system complexity mixed with strong variation between lab-and field-scale parameters means this will generally not be true. For example, Charoanwoodtipong et al. (2015) showed that specific nutrient parameters can be very sensitive to the ambient levels of nutrient itself, intimately connecting parameter and nutrient scale.
However, a mathematical model should be reasonably robust to parameter estimation error if it is to ever capture and explain the observed behaviour. We will use the method of taking experimental parameter values for scales as this approach has a more intimate connection to the model choice compared to selecting scales from the data. There is no experimental parameter for I A or I O as these are model-specific parameters. We will fix the ammonium input as this is relevant to both a chemostat and soil situation and then allow their ratio β = I O /I A to vary with the caveat that β = 0 in the soil problem.
Since we anticipate that the ammonification rate is tied to bacterial recycling then it is natural to choose I A as a bacterial scale multiplied by an anaerobic environment decay rate. A study by Whitman et al. (1998) Salem et al. (2006) reports that in anaerobic conditions, bacterial decay rates are on the order of 10 −2 day −1 . Multiplying these numbers together, we will take I A = 6 × 10 −3 mg L −1 d −1 . Furthermore, we will consider ζ = 0 so that I A captures all the ammonium recycling. Since we have simplified the model of denitrification to a linear proportionality to C NO 3 , there is no clear mechanism for choosing the denitrification rate e P . Instead, we will choose this through a convenient choice of a non-dimensional parameter. Model parameters are presented in Table 1 .
By observation in Fig. 2 , the interesting spatial dynamics appear in the anoxic regime and so we will non-dimensionalise (2.7) using scales appropriate to that region: 13) and the dimensionless equations become (with the dimensionless variables in lower case and η being the dimensionless H )
14) 15) and conditions of nutrient starvation are associated with the limit 1. By writing (2.14) 4 and choosing C 0
, we have taken the nitrate removal rate coefficient e P = 1.8 × 10 −3 d −1 . Since this is a rate for a simplified process, it is hard to justify its validity; however, it is the same order of magnitude as the recycling rate which is sensible. The choice of C 0 NO 3 = C 0 NH 4 follows from the similar scales which appear in Fig. 2 . All of the scales and dimensionless values are presented in Table 2 using parameter choices from Table 1. The observed values for each nutrient are based on order estimates from data in Fig. 2a, b while the bacterial values follow discussions in "Model parameters and non-dimensionalisation" following calculations from Whitman et al. (1998) and Alfreider et al. (1997) . The reaction time scale is a consequence of the model scaling and an observed value is not available in reference literature. It is of interest to note that the scales of bacterial nitrogen content, C 0 AOB , C 0 NOB , and C 0 XOB which are derived using the chosen parameter I A are consistent with values presented by Kogure and Koike (1987) and also the computed reference value in "Model parameters and non-dimensionalisation".
A full study of the steady states of the highly nonlinear problem (2.14) is beyond the scope of this manuscript and instead we will focus on a strongly anaerobic regime 3 by setting β = 0. However, numerical investigations of Eq. 2.14 indicate that multiple steady states do exist for β > 0 and not too large. This indicates a resource competition dependent on oxygen supply. Indeed, this competition has been observed in oxygen-limited reactors where nitrite-oxidising bacteria were not detected (Schmidt et al. 2001b; Helder and De Vries 1983; Hanaki et al. 1990) and it was postulated that ammonium-oxidising bacteria have a stronger affinity for oxygen over NOB while the anammox bacteria have a stronger affinity for nitrite over NOB. 
where we have taken ω ij = ij = 0 on the basis that they are small and η = 1 since c O 2 = 0. We are predominantly interested in this anaerobic problem because the spatial inhomogeneity in Fig. 2 
Results

Temporal oscillations
To illustrate the presence of oscillatory solutions, we simulate (2.16) acknowledging that the choice of parameters in Table 1 , specifically λ X = 41.67 and γ N = 14.7, falls within the weak instability band (2.19). We perform the simulations in MATLAB using the differential equation solver ode45, the results of which are in Fig. 4 for the chosen non-dimensional window t = 900 to t = 1000.
It can be seen that the solutions are periodic and are similar to the spike-like oscillations found in related systems by Fowler (2014) and Fowler et al. (2014) , as well as other models such as Huisman and Weissing (1999) and Maggi et al. (2008) . In particular, both bacterial populations exhibit boom-and-bust dynamics, with short-lived outbreaks followed by long quiescent intervals, while the principal nutrients, ammonium and nitrite, recover. The spiky nature of the oscillations is associated with small values of . The nitrate production (Fig. 4e) is essentially inverse to the ammonium cycling, and this can be understood since the overall resource flow is ammonium to nitrate, and when is small, the model (2.16) somewhat resembles that of Michaelis-Menten kinetics, with the bacterial populations playing the role of enzymes. In Fig. 5 , we plot the dimensional C AOB and C XOB bacteria using the scales in Table 2 to show the out-of-phase oscillations that they exhibit. This phase shift is also observed in the data of Fig. 3 .
Spatial oscillations
We now seek to model a more realistic borehole profile where spatial nutrient transport is permitted. There are two transport mechanisms: advection by groundwater flow, and diffusion or dispersion. Longitudinal dispersion is generally ∼ d p U , where d p is the pore diameter and U is the groundwater velocity, if the pore-scale Péclet number is large (i. e. d p U D, where D is the diffusion coefficient). In the present case, this is unlikely to be the case, and the dispersion coefficient is just D. The magnitude of the horizontal advection term is given by the reduced Péclet number, which is
where l v and l h are the vertical and horizontal length scales. Typically, this is large so that advection dominates the transport equation. However, when the groundwater flow is spatially uniform, as is realistic here, the advective derivative can be replaced by a (Lagrangian) time derivative which describes the evolution of the chemical components of the groundwater column as it moves, and the only effective transport in the column is through vertical diffusion. This simplification is enabled by the fact that l v l h , so that horizontal transport between neighbouring columns can be neglected.
It is known (see Fowler (2011) and Kopell and Howard (1973) ) that when a temporal system exhibits periodic kinetics, the addition of spatial diffusion can induce wave trains. A similar strategy was used for carbon cycling in McGuinness et al. (2014) , where travelling waves were indeed observed. However, in that analysis, the reaction was assumed to begin in the centre of an infinite medium and propagate outwards. Instead, we seek to modify the spatially independent system (2.14) to include oxygen supply from a phreatic interface rather than as a volumetric source term. However, as previously discussed, it is natural to leave the volumetric source of ammonium to simulate the recharge 
where the subscripts z and t denote space and time partial derivatives respectively, D J are diffusion coefficients, and r S1 , r S2 , r B , and r X are given by Eq. 2.8. Note that we have once again taken ζ = 0 allowing I A to represent ammonification and I O = 0 to reflect the absence of the oxygen volumetric source term. We supplement this with boundary conditions that the far-field flux of each nutrient must vanish and that there is no nutrient present at the phreatic surface aside from oxygen where we instead specify a concentration C O 2 (0, t) =C O 2 = 9.6 mg L −1 due to solubility from atmospheric oxygen 6 . The zero condition for the other nutrients is motivated by the plume formation away from the water table and the recharge of fresh water without nutrients due to rainfall. We initialise each bacterial population with a small but finite value to avoid an extinct initial state and we consider zero initial conditions for all nutrients except for ammonium where we take half the observed value (50 mg L −1 ). We choose half the observed value to compensate for the dynamic production of ammonium through ammonification. Non-dimensionalising (3.2), we maintain the scalings (2.13) and introduce the scale z ∼ L for some typical vertical length scale which we take to be 1 m, consistent with the length scale in Fig. 2 . This results in the nondimensional spatial model
where the parameters remain unchanged from Eq. 2.15 and we introduce the new parameters (Kreft et al. 2001) . These values do not reflect modifications due to porosity, tortuosity, and ionic charge. We introduce the non-dimensional boundary oxygen Table 2 . We simulate the model (3.3) using a method of lines procedure (Schiesser 1991) with cell-centred finite differences in the spatial variable. Using this method reduces the partial differential equations to a set of ordinary algebraic differential equations in time only. As such the MATLAB solver ode45 is available for the time-dependent equations that result. A similar numerical framework was used for the spatial carbon cycling model in McGuinness et al. (2014) . We take a spatial mesh on [0, 20] with step size 5 × 10 −3 and take care that the final computational time is sufficiently small that artificial reflections do not occur from the travelling waves reaching the right boundary. We initialise the bacterial populations with the value 1 × 10 −6 and use the parameter set taken from Tables 2 and 3 recalling that the values of λ X and γ N fall within the weak instability band (2.19) of the chemostat model (2.16). Since the ω ij and ij are small values for ammonium and nitrite, then the full spatial system (3.3) should induce travelling waves in regions of low oxygen as would be expected for Eq. 2.16 with the addition of diffusion. The simulation results for C NO 2 , C NH 4 , C O 2 , C NO 3 , C AOB , C NOB , and C XOB are in Fig. 6 . The times plotted correspond to 3.3 years (left figures) and 26.4 years (right figures). At t = 3.3 years, the constant supply of oxygen has initiated aerobic growth of the bacteria and a nitrate spike has emerged. In the anaerobic region, the ammonium has been consumed and some constant nitrite, nitrate, and anammox bacteria have formed. Later on, at 26.4 years, the oscillations in the nutrients are fully underway and a travelling wave behaviour is observed. Regarding nitrate, the amplitude of each successive spike is smaller as they go deeper into the soil. Furthermore, the C AOB and C XOB bacterial peaks appear spatially out of phase with one another. Each of these features is present in Fig. 2 . To emphasise the nitrate spikes at 26.4 years we plot the nitrate data on a smaller y-scale in Fig. 7 . According to Fig. 6d , the oxygen has effectively been depleted by 2 m below the water table surface. However, Fig. 7 indicates that highamplitude oscillations continue to persist as is predicted by both the data in Fig. 2b and the reduced model (2.16).
Discussion and conclusion
We investigated a bacterially mediated chemical system for nitrification involving aerobic and anaerobic reactions and showed that stable periodic solutions can be obtained in a chemostat reactor for a reduced anaerobic model. We then adapted this model to a one-dimensional soil profile where vertical diffusion was included and travelling wave behaviour was observed. Oscillatory behaviour was an anticipated result based on the data presented in Smits et al. (2009) and redrawn in Fig. 2 ; however, it is fairly surprising that a model as simple as Eq. 2.7 and even the reduced anoxic model (2.16) were sufficient to see such oscillations. The biochemistry of soil ecosystems is quite complex and there are several species of bacteria as well as a large cascade of redox reactions which are not modelled here. Even in the process of nitrification, there are several species capable of both aerobic and anaerobic nitrifying and denitrifying reactions including lithotrophs, such as the bacteria described in our model, but also heterotrophic bacteria which require complex carbon sources along with nitrogen (Schmidt et al. 2001b; Verhagen and Laanbroek 1991; Verhagen et al. 1992 ). However, even within this complex myriad of chemistry and biology, our model posits that it is sufficient to obtain oscillatory behaviour with a single representative biological process for each of nitritation and nitratation in the aerobic and anaerobic regimes. While not shown here, if values for γ N are taken inside the weak instability band (2.19) but sufficiently far from the boundaries, then period doubling and chaotic type behaviour can be observed. This seems to be consistent with conclusions of Huisman and Weissing (1999) where chaotic oscillations were observed with plankton competition. It is worthwhile investigating and quantifying the transition from stable oscillations to apparently chaotic behaviour in this model. Analysing the chemostat model (2.14) for zero oxygen input resulted in a simple reduced model (2.16) for the oxygen-depleted state and we were able to explicitly determine the conditions which admit stable periodic solutions (Appendix A). This anoxic state is very significant because looking at the oxygen data in Fig. 2b , it is clear that most of the soil region is anaerobic aside from a sharp, non-oscillatory diffusion layer at the phreatic surface. Furthermore, looking at other nutrients in Fig. 2 shows that oscillations occur well within the anaerobic layer. This oscillatory behaviour is also exhibited by the bacterial populations in Fig. 3 . Combining this information suggests that if reaction kinetics are responsible for spatial oscillations, then it must be the anoxic kinetics which is responsible; this is quite counterintuitive since aerobic nitrification is a much larger producer of nitrate. Indeed, if we look at the data in Fig. 2a and the results of our model in Fig. 6 , there is a large spike of nitrate from the aerobic activity which is primarily due to a localised cluster of nitrite-oxidising bacteria Nitrobacter.
It is intriguing that even though anaerobic kinetics dominate, there will always be a niche region for the oxygendependent nitrite oxidisers. Although it is speculated that anammox bacteria outcompete NOB for nitrite and AOB outcompete NOB for oxygen, the benefit to the NOB Nitrobacter seems to be in exploiting the ammonium competition between Nitrosomonas and B. anammoxidans and the oxygen inhibition of B. anammoxidans. Conversely in the oxygen-limited regime, the anammox bacteria are able to exploit the competition for limited oxygen supply between Nitrosomonas and Nitrobacter. Ultimately then it appears the ability for Nitrosomonas bacteria to thrive in both oxygen-rich and oxygen-depleted environments allows the two species Nitrobacter and B. anammoxidans to exist in separate environments.
There has been recent evidence due to Schmidt et al. (2001b) that the Nitrosomonas bacteria may not actually be switching biological mechanism for aerobic and anaerobic ammonium oxidation but rather are always using NO 2 gas as a nutrient in place of oxygen. It was observed by Schmidt et al. (2001a) and Zart et al. (2000) that aerobic nitrification was inhibited when gaseous NO 2 was removed from laboratory cultures and similarly Schmidt et al. (2001c) and Zart and Bock (1998) showed that nitrogenous oxides have a promoting effect on pure cultures of a Nitrosomonas species. It is known (Schmidt et al. 2001b ) that even in classic aerobic nitrification, hydroxylamine (NH 2 OH) is the intermediary product in Eq. 2.1a that reacts to form nitrite. The full reaction is as follows
and then oxygen is the terminal electron acceptor,
which summing together yields the Eq. 2.1a. However, it is proposed by Schmidt et al. (2001b) that NO 2 (or N 2 O 4 ) replaces the oxygen in the reaction to form hydroxylamine with nitrous oxide NO as a by-product. Oxygen is still the terminal electron acceptor via (4.2) but is also used to convert NO back into NO 2 . The reaction is proposed as
which also combines with Eq. 4.2 to yield the identical net C AOB mediated reaction (2.1a). When oxygen is not available for Nitrosomonas, the ammonium oxidation reaction in Eq. 4.3 is unaffected as is the nitrite production reaction but instead the NO remains as a by-product and nitrite acts as a partial electron acceptor in place of water with nitrogen gas emitted as a product. However, as the full anaerobic reaction Eq. 2.4 indicates, nitrite is still ultimately produced. Therefore, since the base reaction from the perspective of Nitrosomonas remains unchanged with or without sufficient oxygen supply, then as long as there is sufficient ammonium to consume, the bacteria need not worry about the oxygen level of their environment. It is worth reemphasising that the borehole data does not provide evidence of the presence of NO 2 ; however, the key insight from Eq. 4.3 is that AOB can adapt their nutrient supply without adapting their metabolic pathway, and so long as some nutrient is available for anoxic growth, populations will be sustained in both aerobic and anaerobic regions. It was recently proposed by Cribbin et al. (2014) that reaction fronts can form between two reactants when a secondary reaction occurs with a reactant that diffuses across the front and reforms. We have exactly such a scenario with the modified nitritation Eq. 4.3 where NO 2 is consumed and then reformed with oxygen. Therefore, it could be this process that not only separates the oxygen reaction front but also allows the transport of nitrogenous gases into the anoxic layer. Furthermore, the passive role that Nitrosomonas bacteria play in allowing regional coexistence of Nitrobacter and B. anammoxidans could be the bacterial front analogue to the conclusion of Cribbin et al. (2014) which would be that competing bacterial species can coexist and thrive as long as there is a third species that can thrive in each environment through passive competition. Huisman and Weissing (1999) showed that introducing competitors can lead to oscillations in populations provided that they were rate limited enough as to not exclude their competitors from a given nutrient. However, their analysis was limited to a single environment and we are considering two environments, aerobic and anaerobic saturated groundwater with nutrient exchange. We are suggesting that stable oscillations in each environment require passive competition through a species that can exist in each environment. Such a hypothesis would be worth further investigation. This important role of Nitrosomonas bacteria in the population dynamics of Nitrobacter and B. anammoxidans is clear from Fig. 6e , f where each peak in C AOB has a corresponding peak in either C NOB or C XOB depending on the oxygen concentration. The bacterial data in Smits et al. (2009) , redrawn in Fig. 3 , corroborates this result where slightly out-of-phase peaks in population are observed.
An interesting feature of the model presented is the importance of treating ammonium as a finite resource. As a first approximation when modelling an ammonium spill, it is feasible to suggest ammonium levels to be constant. This has drastic effects for the spatial model (3.3) in "Spatial oscillations". Making this assumption and looking at Eq. 3.3 5 for c AOB at the point z = 0 where the soil-air interface occurs and hence where oxygen is non-dimensionally prescribed as c O 2 = G yields
We have simplified η ≈ 0 since the environment is quite oxygen rich here and since c NH 4 is assumed to be constant then κ is a constant. Either κ is positive in which case there will be infinite growth, κ is negative and the population will go extinct or κ ≡ 0 and the population is static. Instead, by including c NH 4 in the model, it allows for a zero boundary condition at z = 0 which prohibits bacterial growth there and nutrients, such as the oxic nitrate spike, would form away from the origin. Indeed, this is observed in both Fig. 6 and the data in Figs. 1 and 2 . There are several avenues of future work both experimentally and mathematically that are open. Clearly, the role of NO 2 needs to be better understood in the context of soil nitrogen dynamics. Schmidt et al. (2001b) state that the ecological evidence for these nitrogenous gases is still an object of speculation and that NO 2 is not naturally available in most anoxic environments. Therefore, it must be transported from aerobic regions and the modified aerobic ammonium oxidation Eq. 4.3 could be the mechanism that allows this transfer to occur. The lack of clarity on sources and availability of NO 2 was the primary motivation for the assumption of constant levels and further experimental data would help properly incorporate this into the model. We recommend that all future borehole chemistry analyses specifically look for NO 2 (and ideally other important nitrogenous gases such as NO). This would help elucidate the conclusion from our model that the majority of the dynamics happen in the anoxic layer as a consequence of such gases. It has been shown by Schmidt and Bock (1997) that NO, which is a product of the anaerobic nitrite production (2.4), may inhibit NO 2 activity of Nitrosomonas. However, it has also been shown by Kartal et al. (2010) that NO does not inhibit anammox bacteria and that they can use this gas to oxidise additional ammonium, thus removing it from the system. This could be a potential method for controlling NO 2 levels and also for increasing the activatorinhibitor behaviour of the two bacteria. This could further enhance the spatial phase separation of Nitrosomonas and anammox bacteria. Better information about the role of NO 2 in soil bacteria metabolism would help relax the assumption that it is not rate limited and allow it to be incorporated into the model in a more complete way with the other nutrients.
Mathematically, it would be of interest to incorporate the role of hydrogen ions and pH into a nitrate model. Figure 1 shows experimentally that the concentration of hydrogen ions decreases in a similar fashion to nitrate and both deplete at the same time. Hydrogen could be a key mediator that separates anaerobic regions where nitrate is highly produced and where it is not. As well, the anaerobic nitrate reactions may play a role in maintaining necessary soil pH levels by controlling hydrogen concentrations. The mathematics of including hydrogen would be complicated as enzymatic activity can be strongly pH dependent and shifting the pH slightly can alter bacterial community structures. An empirical equation for pH has been included in Maggi et al. (2008) as a piecewise linear function but there is limited discussion on the impact on the nitrification process.
We considered nutrient transport in saturated groundwater on the basis that borehole data in Figs. 1 and 2 were provided for depths below the water table. This is not meant to imply that unsaturated contaminant flow is of secondary concern; indeed, the opposite is true as groundwater pollution should be remediated in unsaturated regions before it can alter the saturated water chemistry leading to largescale health impacts and high environmental impact and financial costs. Maggi et al. (2008) provide a mechanistic model for contaminant transport that couples to a model for water flow in the unsaturated region. Similar models are derived in Morrissey et al. (2015) for contamination due to septic tanks, although the modelling of contaminant transport is not considered in as much detail as the groundwater flow itself. In both cases, a modelling approach similar to what is presented here could not only identify the dominant contaminant transport processes and chemistry and quantify transitions such as oscillations but also target strategies for remediation in terms of soil properties and pollutant sources. This is an interesting and important future research direction.
We reemphasise that our goal for this model was not to reproduce the data set presented in Smits et al. (2009) , nor any other data set, but rather to address some of the more qualitative structures found in borehole data. Our model is a fairly simple one in regard to the complex biochemistry in soil, and the core mechanics of oscillation can be explained by an even simpler model (2.16) which can be studied analytically. This simple model, when combined with scalar, one-dimensional diffusion, is able to reproduce travelling wave structures such as those seen in Fig. 2 and bacterial population peaks such as those in Fig. 3 . Our model accurately captures the relevant wavelengths with peak separation between 1 to 2 m in both data and simulation. Furthermore, the oscillations appearing around 26 years is consistent with observations of dynamic behaviour in the first borehole measurements occurring approximately 20 years after the plant had closed.
The scales for the model were chosen to ensure that the terms in the proposed kinetic reactions were of comparable order, and the resulting scales were thus unrelated to the observed orders of magnitude of the chemical concentrations. Despite this, both the simulations for oxygen and nitrite produce results with comparable scales to the data in Fig. 2 . Of particular interest is the agreement with the nitrite data; the scale is chosen based on the anaerobic kinetics and is an order of magnitude smaller than that suggested by the data. However, both the simulations and data suggest that the large supply of nitrite is driven into the anaerobic layer by diffusion and that a much smaller scale drives the oscillatory behaviour.
The ammonium scale and thus the nitrate scale are not commensurate with the borehole data; however, we recover the qualitative features of the observed nitrate profile, in which successive spikes decrease in amplitude with depth, and that the anaerobic spikes have a significantly smaller concentration than the aerobic ones. The disagreement in ammonium scales is not surprising as the data belongs to an ammonium contaminant site which would be an unnatural environment compared to that of an uncontaminated site. Various values of the ammonium saturation constant ranging from 0.25 mg L −1 (Koops and PommereningRȯser 2001) to 36.08 mg L −1 (Laanbroek et al. 1994 ) have been reported, and this is something that can be drastically affected by the ammonium supply conditions. The first borehole data was not recorded until 20 years after the Rexco plant had shut down, and 60 years after it first opened, and an ammonium leak over this time scale could significantly alter the ecological environment and affect all of the model parameters. Furthermore, by simplifying the nitrogen fixation, we would anticipate errors in the nitrate and hence ammonium scales, as nitrate is the key terminal electron acceptor for denitrification. This only further validates the importance of choosing scales based on the chosen model rather than solely on the data, as the data will include processes which have not been modelled, and which can misrepresent the resulting analysis. It would be of interest to determine the kinetic parameters of Table 1 for the Rexco contaminant zone and use these for further numerical simulations. Fig. 8 . Here, μ + is the eigenvalue associated with the positive square root solution to Eq. A.2 and μ − the negative square root.
The value of γ N in Table 2 is below the bifurcation threshold γ − N and at first the problem, as posed, would We refer to the instability region (A.3) as the strong instability band because, if satisfied, the (0, 0) base state will be unstable even for = 0 exactly. However, when is finite but small, then the instability band extends to Eq. 2.19 which we denote the weak instability band. Using the values in Table 2 yieldsγ N − = 9.65 andγ + N = 1.62×10 3 . Solving the roots of Eq. A.1 numerically using = 0.1 as in Table 2 yields the true instability threshold, 11.03 < γ N < 91.95, (A.8) which is in fair agreement with the lower boundγ − N from the asymptotic analysis. The source of error in the upper bound is due toγ + N being of O( −1 ) and a proper rescaling of γ N would be required to accurately asymptotically approximate the upper band for such a large value of . However, this is mitigated for smaller values of as seen in Table 4 where the value of λ X is once again taken from Table 2 . 
