Abstract. Measure contraction property is a synthetic Ricci curvature lower bound for metric measure spaces. We consider Sasakian manifolds with non-negative Tanaka-Webster Ricci curvature equipped with the metric measure space structure defined by the sub-Riemannian metric and the Popp measure. We show that these spaces satisfy the measure contraction property M CP (0, N ) for some positive integer N . We also show that the same result holds when the Sasakian manifold is equipped with a family of Riemannian metrics extending the sub-Riemannian one.
Introduction
In the last decade, there is a surge of interest in the study of metric measure spaces satisfying synthetic Ricci curvature lower bounds. This area of research begins with the work by Lott-Villani [25] and Sturm [37, 38] . In there, they introduce a notion of synthetic Ricci curvature lower bound for length spaces equipped with a measure, called curvature-dimension condition, using the theory of optimal transportation. Length spaces are metric spaces for which the distance between any two points is the same as the length of curves, called geodesics, connecting the two points. Since then, numerous work is devoted to the search of other notions of synthetic Ricci curvature lower bound and extending various well-known results on Riemannian manifolds with Ricci curvature lower bound to these spaces. Here is a non-exhaustive list of related works [25, 37, 38, 31, 32, 2, 13 ] (see also [39] for an introduction and a more complete list of references).
In this paper, we focus on another notion of synthetic Ricci curvature lower bound called the measure contraction property MCP (k, n) introduced and studied in [37, 38, 31] . Roughly speaking, a length space equipped with a measure satisfies the measure contraction property if for each Borel set and a point in the length space, there is an interpolation by geodesics between them such that the ratio of the measure of this interpolation to that of the set can be estimated from below by the Date: December 29, 2015.
1 corresponding ratio in a space form. When the metric measure space is a Riemannian manifold of dimension n equipped with the Riemannian volume, then the condition MCP (k, n) is equivalent to the Ricci curvature bounded of the Riemannian manifold being bounded below by k.
The situation is quite different in the sub-Riemannian setting. In this case, the curvature-dimension condition does not hold. In [16] , it was proved that the Heisenberg group of dimension 2n + 1 satisfies MCP (0, 2n + 3). This was extended to Sasakian manifolds equipped with the sub-Riemannian metric and the Popp volume in [1, 24] under curvature conditions defined by the Tanaka-Webster curvature (see section 3 for the precise definitions of Sasakian manifolds and the TanakaWebster curvature). In this paper, we relax this condition to the nonnegativity of the Tanaka-Webster Ricci curvature. is bounded above by a constant independent of the point x and and the radius r. It also follows from [26] (see also [24] ) and a classical argument due to Jerison [15] that the L p -Poincaŕe inequalities hold. The doubling condition and the L 2 -Poincaŕe inequality together also gives parabolic Harnack inequality [29, 30, 14, 35] and heat kernel bounds [12] for the sub-elliptic heat equation (see also [18] for the converse).
It also follows from the doubling condition, the L 2 -Poincaŕe inequality, and the work in [7] that the linear space of harmonic functions with polynomial growth of a fixed degree is finite dimensional. Finally, our approach can be used to prove a Bonnet-Myers type theorem (see Theorem 5.1). This covers and gives an alternative approach to all the results in [4] and [3] at least in the Sasakian case. In fact, it follows from the proof of Theorem 1.1 that a Laplacian comparison theorem holds (see Corollary 3.7). This can be used to prove a local differential Harnack inequality for the sub-elliptic heat equation which improves the global result in [3] .
One can also combine the doubing condition, the L p -Poincaŕe inequality, and the work in [8] to obtain the Harnack inequality and the Liouville theorem for solutions of the sub-elliptic version of the p-Laplace equation. It also gives rigidity results for quasi-regular mappings. These consequences are, to the knowledge of the author, not covered by any previous work.
In addition, we also prove the measure contraction property holds for a family of Riemannian manifolds for which the Riemannian metrics ·, · ǫ extend the sub-Riemannian one (see Section 4 for the precise definition). Measure contraction property for such a family was considered in [33] for the three dimensional Heisenberg group and then in [19] for the Sasakian case under a curvature condition defined by the TanakaWebster curvature. We relax this condition to the non-negativity of the Tanaka-Webster Ricci curvature in the following theorem. Consequences analogous to those mentioned above for Theorem 1.1 also hold in these Riemannian cases. In section 2, we will give precise definition of the measure contraction property in the sub-Riemannian setting. We will also begin the proof of Theorem 1.1 in this section. In section 3, we discuss properties of Sasakian manifolds and the corresponding Tanaka-Webster curvature. The complete proof of Theorem 1.1 is also contained in this section. Section 4 is devoted to the proof of Theorem 1.2. The proof of the Bonnet-Myers type theorem mentioned above is contained in the last section.
path in M is a horizontal path if it is everywhere tangent to the distribution D. Assume that D is bracket generating meaning that there is a positive integer k such that the iterated Lie-brackets of vector fields in D up to order k generate the each tangent space of M. Under this assumption, the Chow-Rashevskii theorem (see [28] ) guarantees that any two points can be connected by a horizontal path. Because of this, one can define a distance d S , called the sub-Riemannian or CarnotCaratheodory distance. The distance d S (x, y) between two points x and y is given by the length of the shortest horizontal path connecting x and y. Here the length is measured by the given sub-Riemannian metric ·, · SR .
In this paper, the distributions of the sub-Riemannian manifolds are contact. A distribution D is contact if there is a 1-form η such that ker η = D and the restriction of dη to D is non-degenerate. Let X 1 and
Therefore, by the non-degeneracy condition, D is bracket generating.
Let V be the Reeb field defined by η(V ) = 1 and dη(V, ·) = 0. We also equipped M with a Riemannian metric ·, · such that V is of length 1, V is orthogonal to ker η, and ·, · extends the sub-Riemannian one ·, · SR . Let vol be the Riemannian volume form of this Riemannian metric. This volume form coincides with the Popp volume in the subRiemannian case (see [28] for the definition of Popp measure for general sub-Riemannian manifolds). We will also denote the corresponding measure with the same symbol. For the rest of this paper, we consider the following metric measure space (M, d S , vol). Let x 0 be a point on the manifold M and let
. By [6, Theorem 1] (see also [11] ), the function f 0 is locally semiconcave on M − {x 0 }. Therefore, by Alexandrov theorem (see [10, 39] ), f 0 is twice differentiable vol almost everywhere.
Let H : T * M → R be the sub-Riemannian Hamiltonian defined by H(x, p) = 
where π : T * M → M is the projection map. It follows as in [27, 10] that the map x → (x, df 0 ) and hence ϕ t for all t in [0, 1] are Borel maps.
The measure contraction property MCP (0, N) for the metric measure space (M, d S , vol) can now be rewritten in terms of the map ϕ t as (2.1)
for all Borel set U. Here ϕ t (U) is the interpolation between the set U and the point x 0 by geodesics mentioned in the introduction. Let Z be the set of all points where f 0 is twice differentiable. For each point x in Z, the curve t → ϕ t (x) is the unique length minimizing sub-Riemannian geodesic starting from x and ending at x 0 . It follows that ϕ t is injective on Z for all 0 ≤ t < 1. In particular, in order to show MCP (0, N), it is enough to show that
for any Borel set U. Finally, we are going to show that
S (x 0 , x) and ∆ H denotes the sub-Laplacian. The sub-Laplacian is defined by
where {v 1 , ..., v 2n } is an orthonormal basis of ker(η x ) and ∇ 2 is the Hessian with respect to the Riemannian metric defined above.
Therefore, it follows from [39, Theorem 11.1] that the measure (ϕ t ) * vol is concentrated on ϕ t (Z), it is absolutely continuous with respect to vol, and its density g with respect to vol satisfies g(ϕ t ) det(dϕ t ) = 1.
On the other hand, if we can show First, note that if the curve t → π(e t H (x 0 , p 0 )) is a length minimizing geodesic, then, for each t in (0, 1), p → π(e t H (x 0 , p)) is a diffeomorphism from a neighbourhood of p 0 in the cotangent space T * x M to a neighbourhood of π(e t H (x 0 , p 0 )) in the manifold M. It follows from this that the function f t is smooth at ϕ t (x) for each x and each 0 < t < 1, so the term ∆ H f t (ϕ t ) in (2.3) makes sense. Let x be in the set Z where f t is differentiable. Then ∇ H f 0 is the initial velocity of the geodesic t → ϕ t (x), where ∇ H f 0 is the horizontal gradient of the function f 0 defined by projecting ∇f 0 orthogonally onto the distribution ker η. It follows that |∇ H f 0 | = d S (x 0 , x) and so f t satisfies the Hamilton-Jacobi equation
Therefore, by the method of characteristics,
Let v 0 (t) = V (ϕ t (x)) and let v 1 (t), ..., v 2n (t) be a family of orthonormal frames of ker η defined along the path t → ϕ t (x). This family can be chosen in such a way thatv i (t) is contained in the orthogonal complement of ker η.
Let A(t) and W (t) be the matrices defined by
Note that W (t) is skew symmetric. By differentiating (2.6) in x, we obtain
Since W (t) is skew symmetric, it follows that
Therefore, by [5, Theorem 4.5 and Lemma 6.2],
Finally, since A(0) = I and
(t)), (2.3) follows.
Sasakian Manifolds and Measure Contraction Property
In this section, we recall the definition of a Sasakian manifold and prove some properties needed for this paper. We then give a proof of (2.4) and hence Theorem 1.1.
Let η be a contact form on a manifold M of dimension 2n + 1 and let V be the Reeb field. Let J be a (1, 1)-tensor satisfying J V = 0, J 2 X = −X for all horizontal vector field X (i.e. X is contained in the distribution ker η), and
We call the structure (J , V, η, ·, · ) is Sasakian if the following holds for all vector fields Y 1 and
Next, we state some properties of the Levi-Civita connection which is needed for this paper. The proof can be found in [5, 19] .
for all vector fields Y and all horizontal vector fields X 1 , X 2 .
The Tanaka-Webster connection∇ is defined bȳ
The corresponding curvature is the Tanaka-Webster curvature and it is denoted by Rm. The Riemann curvature tensor Rm and the Tanaka-Webster curvature Rm are related as follows.
for all vector fields Y 1 , Y 2 and all horizontal vector fields X 1 , X 2 , X 3 .
Proof of Theorem 1.1. We start off with the following simple lemma:
Proof. By differentiating the equation (2.5) and applying Proposition 3.1, we obtain
It follows from this and (2.6) that
The second assertion follows from similar arguments .
Next, we define a family of orthonormal frames similar to the one in the previous section. Similar orthonormal frames were first introduced by the author in [20] . It was also used in [19, 21, 22] in many other geometric situations.
Lemma 3.4. There is a family of orthonormal frame {v 0 (t), ..., v 2n (t)} defined along the path
It follows that from Proposition 3.1 that
It follows from Lemma 3.3 that
It also follows from Proposition 3.1 that
Finally, we can choose v 3 (t), ..., v 2n (t) such that
is contained in the span of v 0 (t), v 1 (t), v 2 (t) for each i = 3, ..., 2n. This can be achieved by first extending the frame {v 0 (t), v 1 (t), v 2 (t)} to an orthonormal frame {v 0 (t),
for each j = 0, 1, 2 and i = 3, ..., 2n. Therefore, v i (t) = 0. It also follows from this and Proposition 3.1 that one can pick v 2i (t) = J v 2i−1 (t).
Lemma 3.5. Let S(t) be the matrix defined by
Then S(t) satisfies the following matrix Riccati equatioṅ
with the condition lim t→1 S(t)
and J 2n−2 is the (2n − 2) × (2n − 2) matrix such that the ij-th entry is given by
Proof. By differentiating (2.5),
By the Ricci identity and Proposition 3.1,
By setting v = v j (t) and w = v i (t),
where
Next, we apply Proposition 3.1 and 3.2 to the above equation.
where v i (t) hor denotes the horizontal part of v i (t).
In the matrix notations,
where On the other hand, it follows from Proposition 3.2 that
Therefore, the result follows.
Lemma 3.6. The matrix S(t) satisfies Proof. Let T (t) = −S(1 − t) −1 . Then T satisfies T (0) = 0 anḋ 
HereR 33 (t) is of size (2n − 2) × (2n − 2).
Since
is invertible for t small enough, the result follows.
, where S 1 (t) is of size 3 ×3.Then S 1 (t) and S 3 (t) satisfyṠ
Then s 3 (t) = tr(S 3 (t)) satisfies
Since S 22 (1 − t) = − satisfies the equality case of the above inequality. It follows that (3.6)
By (3.3), the matrixS(t) = S 11 (t) S 13 (t) S 13 (t) S 33 (t) satisfieṡ
S(t) ≤ −S(t)C 0S (t) + C 1S (t) +S(t)C
By combining this with (3.5) and using the assumption that the Tanaka-Webster Ricci curvature is non-negative, we obtain
It follows that
where K is a matrix. LetS =S(t) + C 3 + s 3 C 0 . Then the above equation becomes
with c > 0 is non-negative definite, it follows that
where C 5 = 1 0 0 0 and 1 > c > 0.
On the other hand,
A computation using Lemma 3.6 and definition of S 0 (t) shows that F ≥ 0 for t small enough. It follows that F ≥ 0 on [0, 1] (see [34, Proposition 1] ). Therefore,S ≥ S 0 . Hence, (2.4) follows from this and (3.6).
We finish this section by recording the following Laplacian comparison theorem. It is an immediate consequence of (2.4).
Corollary 3.7. Under the assumptions of Theorem 1.1, the following holds on the set where f is twice differentiable:
The Riemannian case
In this section, we consider the case when the distance function d ǫ of the metric measure space is given by the Riemannian metric ·, · ǫ extending the contact sub-Riemannian one and satisfying the conditions
for all horizontal vector fields X. The gradient ∇ ǫ f of f with respect to the metric ·, · ǫ is given by
It satisfies the following Hamilton-Jacobi equationḟ By the same arguments as in Section 2, in order to show the measure contraction property MCP (0, N), it is enough to prove the following condition holds vol a.e.
We first show the following.
Lemma 4.1. Let x be a point where ϕ t is differentiable. Then
Proof. 
Therefore,
Hence,
Next, we assume that the contact manifold is Sasakian. By differentiating (4.1) and applying Proposition 3.1, 
and
. Then, by Proposition 3.1 and (4.4),
Finally, we extend v
, where i = 1, ..., n. Let v j (t) be the parallel transport of v ǫ j (0) along the path t → ϕ ǫ t (x), where j = 3, ..., 2n. For each such fixed j, it follows that
for k = 0, 1, 2. Therefore, v ǫ j (t), v ǫ k (t) = 0 and the result follows.
Lemma 4.3. Let S ǫ (t) be the matrix defined by
Then S ǫ (t) satisfies the following matrix Riccati equatioṅ
with the condition lim t→1 S ǫ (t)
and J 2n−2 is the (2n − 2) × (2n − 2) matrix such that the ij-th entry is given by J (v i+2 (t), v j+2 (t) .
Proof. By differentiating (4.4), we obtain
By the Ricci identity and Proposition 3.2,
After rewriting this in matrix notation, we obtaiṅ 5) where Therefore, R ǫ (t) =R ǫ (t) + K, where
The result follows from this and (4.5).
Lemma 4.4. The matrix S ǫ (t) satisfies
as t → 0, where
It satisfies the following equatioṅ
The result follows from this.
Finally, we give the proof of Theorem 1.2.
, where S ǫ 1 (t) is a 3 × 3 block. It follows from Lemma 4.3 that
Let s ǫ 3 be the trace of S ǫ 3 . It follows thaṫ
It follows from this and Lemma 4.4 that
By combining this with (4.8) and using the assumption that the Tanaka-Webster Ricci curvature is non-negative, we see thatS =S +
Next, we use the term s ǫ 3 (t) 2 and estimate
where c is a constant in the open interval (0, 1).
Finally, if we letŜ = C 0 + 1 ǫ
(4.10)
LetŜ 0 be a solution of the following equation
Then the matrix Sr(t) =Ŝ 0 (1 − t) satisfies the following equation 
It turns out that the above equation has closed form solutions which is first found by using a computer. Here we describe how the solution can be obtained. Let us first look at the corresponding homogeneous equation.
The above equation is the, so called, second symmetric power, of the following second order equation (see [36] for the precise definition and a detail discussion of the symmetric power). − 216taǫ(n − 1)(5 + 3c) log(12 + a 2 ǫ 2 t 2 ) .
(4.14)
By using this solution and (4.10), we obtain Sr. 
