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Abstract 
According to the physical structure of color image sensor in camera, cameras acquire images using image sensors 
overlaid with a color filter array (CFA) from different channels filters, so we can only achieve a single color 
component at each pixel position. In order to reconstruct a color image, color demosaicing is required to reconstruct 
the other two color components. General interpolation method may blur the image edge and introduce visible artifacts 
near edges. An image reconstruction algorithm based on adaptive region demosaicing is put forward in Bayer format 
to reduce the color artifacts. Experiment results show that the algorithm can improve the image quality and PSNR, 
sharpen texture and edge of the image and enhance image quality. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of Harbin University 
of Science and Technology 
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1. Introduction   
Usually, a full-color image is composed of three-color planes according to the three-primary-color 
theory. In order to reduce the cost and the complexity, many cameras use a single sensor covered with a 
color filter array (CFA). In the CFA-based sensor configuration, only one color is measured at each pixel 
and the missing two colors are estimated. The estimation process is known as color demosaicing. 
Different CFA can achieve different information, so there are many reconstruction methods according to 
different CFA, the Bayer CFA is most popular CFA used nowadays [1]. 
Here, we compute green components according to the gradient operators and the extent of the texture, 
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and then the missing red components and blue components are estimated based on the interpolated green 
components and the model of color differences. Its experimental performance and comparisons with other 
methods show our method has good performance for reconstructing high quality image from CFA.
2. Existing image reconstruction algorithms 
Human Visual System (HVS) is sensitive to the texture and the edges present in the images and non-
adaptive color interpolation algorithm often fail to around the texture and the edges since they are not able 
to detect the texture and the edges. The earliest proposed techniques were based on well-known 
interpolation methods for images, but these methods can’t avoid edge blurring and color distortion effect. 
Based on Mondriaan model, literature [2] proposed a hue-smooth interpolation algorithm transformation, 
however, the color artifact exists in the abrupt region of green components. In the literature [3][4][5], the 
edge-based interpolation algorithms are proposed, at first calculated for each pixel along the gradient of 
different directions, and then gradients can be used to determine the final value of the different 
interpolation direction. Hamilton and Adams begin by using edge-directed interpolation for the green 
channel in [6][7]. In [8], an adaptive filter method is proposed under the observations that the high 
frequencies are similar across three-color components. Literature [9] presents that missing green samples 
are estimated based on the variances of the color differences along different edge directions firstly and 
then the missing red and blue components are estimated based on the interpolated green plane. In [10], it 
is explained that an object of constant color will have a constant color difference even though lighting 
variations may change the measured values. CFA demosaicing is formulated as a problem of 
reconstructing correlated signals from their downsampled versions with an opposite phase [11]. A way to 
reconstruct a full three-color representation of color images by estimating the missing pixel components 
in each color plane is called a demosaicing algorithm [12]. 
 To protect the interpolation along the edge, at first, we can define two gradients, one in horizontal 
direction, the other in vertical direction, then determine the appropriate interpolating direction. In Fig. 1, a 
pixel at location ( ),i j  in the CFA is represented by either ( ), , ,, ,i j i j i jR g b 、 ( ), , ,, ,i j i j i jr G b  or 
( ), , ,, ,i j i j i jr g B ，where ,i jR 、 ,i jG and ,i jB  denote the known red, green and blue components, 
and ,i jr , ,i jg and ,i jb  denote the unknown components in the CFA. 
Fig. 1. Four 5×5 regions of Bayer CFA pattern: (a) to (d) correspond to CFA at location (i,j)
A Bayer CFA image consists of 50% green, 25% red, and 25% blue samples. This particular 
arrangement stems from the fact that the sensitivity of the HVS to the luminance (green) is dominated by 
the green spectrum. In Fig.1 (a), we can compute the gradients and then estimate the missing pixel’s color 
at location ( )i j,  as formula (1).  
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( ) ( ) ( ), , 1 , 1 , 1, 1, , , 1 , 1 1, 1,1 1 1or or2 2 4i j i j i j i j i j i j i j i j i j i j i jg G G g G G g G G G G− + − + − + − += + = + = + + +     ( 1 )
After the green channel interpolation is performed, the red/blue channel can be estimated from color 
difference (the inter-channel correlation). This is based on the assumption that the hue does not change 
abruptly between neighboring pixels locations. The red channel information at location ( )i j,  pixel in 
Fig.1 (b), (c) and (d) can be estimated as formula (2), (3) and (4). 
( ), , , ,
1 1
1
4i j i j i m j n i m j nm n
r g R g+ + + +
=± =±
= + −∑ ∑                                                             (2)
( ), 1 , 1 , 1 , 1
, , 2
i j i j i j i j
i j i j
R g R g
r G
− − + +− + −= +                                                          (3)
( )1, 1, 1, 1,
, , 2
i j i j i j i j
i j i j
R g R g
r G
− − + +− + −= +                                                         (4)
3. Image reconstruction algorithm according to CFA
Having a full-resolution green channel facilitates, we can reconstruct red channel and blue channel. 
Significant effort has been devoted to improve the accuracy of green channel. First of all, the luminance 
(green) is interpolated using variable of color gradients, and then the chrominance (red and blue) are 
estimated according to the recovered green channel from the hue-red difference and hue-blue difference. 
3.1. Interpolating missing green components 
The Bayer pattern measures the green image on a quincunx grid and the red and blue images on 
rectangular grids. The green channel is measured at a higher sampling rate than the other two, so the 
green channel contains more detail information. In Fig.1 (a), the proposed algorithm computes the 
gradient terms in every direction, and then we can decide how to calculate ,i jg . For example, if the 
direction is horizontal gradients, then 




i j i j i j i j i j
i j
G G R R R
g
− + − ++ − −= + ; if the direction is the 
vertical gradients, then 




i j i j i j i j i j
i j
G G R R R
g
− + − ++ − −= + .
We note that the missing green components are estimated in a raster scan fashion, once the missing 
green component is interpolated, the same process is performed for estimating the next missing green 
component in a raster scan manner. 
3.2. Interpolating missing red /blue component at green sampling positions 
One commonly used assumption in demosaicing is that the hue within object in an image is constant. 
This perfect inter-channel correlation assumption is formulated such that the color differences within 
objects are constant. Fig.1(c) and (d) shows the two possible cases where a green CFA sample is located 
at the center of a 5×5 block. The missing components of the center in Fig. 1(c) can be obtained by 
formula (3) and (5), the missing components of the center in Fig. 1(d) can be obtained by formula (4) and 
(6). 
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3.3. Interpolating missing blue/red components at red/blue sampling positions 
The missing blue/red components at the red/blue sampling positions are interpolated according to the 
assumption of color difference. In Fig.1 (a) and (b), the center missing blue sample is interpolated by 
formula (7) and (2). 
( ), , , ,
1 1
1
4i j i j i m j n i m j nm n
b g B g+ + + +
=± =±
= + −∑ ∑                                                ( 7 )
4. Experiments and conclutions 
Experiment data comes from Kodak PhotoCD. Firstly, we simulate sampling to achieve CFA from 
full-color image, and then we reconstruct the Bayer format image using our algorithm and some existing 
algorithms. We report experimental results of our comparative study among five selective reconstruction 
algorithms. The PSNR are calculated as the objective measures for comparing the algorithms. Table 1 
includes the performance comparison of five reconstruction algorithms. It can be observed that the 
proposed algorithm achieves the better PSNR performance. From Reconstruction image of Fig.2 (a) 
shown in Fig.3, it was found that the proposed algorithm could handle fine texture patterns and edge well. 
(a)                          (b)                          (c)                           (d)                           (e)                          (f) 
Fig. 2. Original images:(a) to (f) correspond to different test images 
(a)                          (b)                          (c)                           (d)                           (e)                          (f)
Fig. 3. Reconstruction image of the part of Fig.2 (a):(a) is an original image, (b) to (f), left to right correspond to the different 
methods, they are Bilinear Interpolation, Edge Sensing Interpolation, Smooth Hue Interpolation, Linear Interpolation and Our 
algorithm. 
Experimental results show our image reconstruction algorithm for CFA makes full use of the color 
gradients variance of the pixels in a local region to estimate the interpolation direction for interpolating 
the missing green samples, and then the missing red components and blue components are estimated 
based on the interpolated green components and the model of color differences. A high-resolution image 
in details and textures can be captured based on CFA and then reconstructed. 
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Table 1. The PSNR comparison of five different reconstruction algorithms on six images 
Reconstruction Image 









Fig.2 (a) 26.17 31.06 28.60 31.84 35.81 
Fig.2 (b) 33.20 38.13 35.04 38.89 38.90 
Fig.2 (c) 31.23 35.44 32.22 36.10 36.64 
Fig.2 (d) 23.61 29.82 26.41 29.88 34.37 
Fig.2 (e) 30.50 34.22 32.64 35.26 35.85 
Fig.2 (f) 28.54 32.68 30.84 33.75 35.88 
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