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In this paper we examine the problem of the heat equation with non-linear 
boundary conditions of stochastic type. 
In this paper we consider a problem for the heat equation i which a
stochastic relation s imposed between the interior values and the boundary 
values ofthe solution. 
In earlier wo ks [l-3] problems ofthis form appear inwhich deterministic 
relations are imposed. The problem which we study here is one in which the 
boundary values are dependent on he solution n the interior. Suchproblems 
are typically posed by a ‘Thermostat’ control unit whose performance varies 
with differing temperatures. In our case the assumption that he relation 
imposed between the interior values and the boundary values ofthe solution 
is of stochastic typemeans that our “Thermostat” has “noise.” Moreover, we 
assume that our “Thermostat” is aging. 
In Section 1 we introduce thnotation to be used and the statement of the 
problem. Various lemmas necessary for our later work are proved in 
Section 2.In Section 3 we prove the xistence of a solution andwe study its 
asymptotic behaviour (for large time). The connection between the 
asymptotic behaviour f the solution n the stochastic and deterministic cases
is examined inSection 4. In that section we also examine the “aging process” 
that akes place in the “Thermostat.” 
1. STATEMENT OF THE PROBLEM 
We consider the heat equation 
u, =k(& + uyy +%I 
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for (x,Y, Z) E (R +)), 0< t < co, where k> 0 and u = U(X, y, z, t), with the 
initial boundary conditions: 
4x, Y, z, 0) =.I-(-% Y, z), 
In earlier similar works [l-2] F was taken to be a given deterministic 
function. In this work we shall assume that 
F~F(rl,rz,...,r,,rl,,q,,r,), m-00 <tic avVj>O, 
i = l,..., m, j= 1,2,3, 
represents a stochastic pro ess; i.e., for all constant values ofti and qj, F is 
a random variable. We also assume that f(x, y, z) is a random variable for
each x, y, z > 0. F represents the operation of the “Thermostat.” The system 
is monitored at the m fixed points (xi, yi, zi), i = 1,2,..., m  The assumption 
that F is a random variable means that here is“noise” inthe “Thermostat.” 
The mathematical representation of the “aging” ofF will be presented in 
Section 4. 
We shall use the following definitions: 
DEFINITION 1. We will et (Q, A, P) denote a probability measure space 
where the non-empty set R is the sample space, A is a u-algebra of subsets of 
0 and P is a complete probability measure onA. 
DEFINITION 2. The symbol L, = L&2, A, P) will denote he collection of 
all random variables z such that Ez* = I, z2dP < 00. The space L, is a 
Banach space with the norm 
DEFINITION 3. The symbol L’: E Ly(J2, A, P) will denote the collection 
of all random variables x = (x,, x2 ,..., x,)such that each coordinate xi 
belongs toL,. The space Lr is a Banach space with the norm defined by 
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DEFINITION 4. The symbol I,, =L,(.Q,A,P) will denote the collection 
of all random variables z such that P ess up (z/ < co. That is, 
infn04(suP.4z0 lzl) < co, where P(Ll,,) = 0. We define the norm on L, by 
lIzIlL, = Pess sup 1~1. 
Let R be the set of real numbers and denote by R + the set of nonnegative 
real numbers. 
DEFINITION 5. C G C(R +, L’f) will be the space of all vector functions x 
defined onR’ with range contained inLT such that 
(a) x is mean square continuous, i.e., 
E c [xi(t + h) -xi(t)]* + 0 as h + 0, 
i=l 
and 
(b) x is uniformly bounded (m.s.), i.e., 
The space C is a Banach space with the norm 
DEFINITION 6. We denote by C((R+)4, L ) the space of all random 
functions u defined on (R ‘)” with values in L, which are mean square 
continuous with respect toeach argument, i.e., 
E(u(x + h, Y, z, t) - ~4x9 Y, z, 0)’ -+ 0, as h + 0, 
with similar elations holding for y, z, t. We also denote by 
C(Rm x (Rt)3, L,) the space of all random functions defined onR” X (R t)3 
with values in L, which are mean square continuous with respect toeach 
argument. 
We shall make the following assumptions on the random function F:
(Al) F(<, qI, v2, t, o) belongs to C(Rm x (R t)3, L,) and is continuous 
with respect tor a.e. in Q. (Here {is an m-dimensional vector.) 
(A2) F(0, v,, n2, t, w) = 0 a.e. in 0. (Here 0 is the zero vector in R”.) 
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(A3) F satisfies a Lipschitz condition ofthe form 
where U, u E R” and a,(w), bj(w) are positive random variables b longing to
L,(Q, A, P). 
(A4) a,(w), b,(o) belong to L,. 
We seek afunction u(x, y, z, t) such that 
(I) 4x, Y, z, t) E C((R +I43 ~52); 
(II) there xists a stochastic function ul(x, y, z, t) E C((R+)4, LJ such 
that 
E a, Y, z, t+h) -u(x, y, zt) 2 
h - %(X, Y, z, t) 
+O as h-0; 
(III) there xist stochastic functions u,,, uyY, u,, E C((R +)4, L,) defined 
as in II; 
(IV) U, = k(u,, + u,, + u,,) a.e., inQ; 
(V) u(x, y, z, 0) =f(x, y, z)fE C((R t)3, L,) and f is of exponential type 
IS, p. 541, i.e., 
h(x, Y, z, 0 
= UC m cc mg(x, x’f)g(y,y’, t)g(z, z’, t)f(x’,y’, z’W’~y’~z’ (6) 0 00 
exists. where 
g(x, x’ t) = ~ ZJnkt +-(x-x’)?J/lkt _ e-(x+x’)*/4kt}a 
Here the integral is astochastic mean square Riemann integral [4, p. 271. 
(VI) 
40, Y, z, t) = FW,, Y, ~1, t>,..., 4qn urn, z,,,, t>, Y, z, 4 ~1, 
u(x, 0, z  t)= F(u(x, , Y, , ~1, t),..., u(x> Y, > z, > t), x, z, L 01, 
~6, Y, 0, t) = FW, , Y, , ~1, O,..., +n 7 Y, 7 z, 9 th x, Y, 6 0). 
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2. BASIC LEMMAS 
In this ection we introduce some basic lemmas that are necessary to give 
meaning to condition VI and which will also be used in the sequel. 
LEMMA 1. Assme that F satisfies condition Aland y(t, w) = (y,(t, o),..., 
y,(t, CO)) is a vector of random variables. Then 
S,(t, w)= F(y,(t, w),..., y, ,(t, 01, ~1, ~2 7 t, 0) 
is a random variable for each nI, n2, tE R +. 
ProoJ: Let a, ,..., a, , be m discrete random variables and{cz’;~,..., a,-} be 
the set of values ofa, ,..., a, ,. Then Sd,:I ..., t(t, o)= F(dil,..., a,“, n , q2, t, w) 
is a random variable. The set A, = U {w 1 F(a, ..., a, n, , n2, t, w) < a} is a 
measurable setsince A, is the union of countably many measurable sets. For 
fixed t,y(t, w) is a vector frandom variables, thusthere exists a equence of
. discrete vector random variables yk(t, w) (as in [5, p. 6201) such that 
y& 0) + y(t, w> a.e. 
For fixed k,F( yk(t, w), ql, q2, t, w) is a random variable andfrom Al we 
obtain 
F(yk(f, ~1, vl, v2, t, ~1 --t W(t, (I)), vlyv2, t, w) 
which implies that S,(t, w) is a random variable. 
a.e., 
LEMMA 2. Assume that y(t, w) belongs to LT and F satisfies Al-M. 
Then S,(t, o) = F( y(t, w), nl, n2, t, CO) belongs to L,. 
ProoJ By Lemma 1 S,(t, w) is a random variable. From the 
assumptions A2-A4 we obtain 
where 
s,(t, co) = F(O, ~1,112 3 6 ~1. 
LEMMA 3. Assume that Al-A4 hold and y(t, w) is mean square 
continuous with respect tot. Then S,(t, w)= F( y(t, w), n,, rf2, tw) is a 
mean square continuous random variable with respect tot. 
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Proof: By Lemma 1, P( y(t, w), q,, vz, t, w) is a random variable, and by 
Lemma 2 F(y(t, w), vr, q2, t, W) belongs toL,. Using assumptions A2-A4 
we obtain 
IIF(y(t + h, w), fll, 42, t + h, WI - xY(t, WI, ‘I1 3 129 t9 411L2 
G c II af(w)llY~ II YiCt + k O> -Yitt, w)llt~ + II Ww>llL* I h I) (9) 
i=l 
which converges to zero as h converges to zero. 
3. EXISTENCE AND ASYMPTOTIC BEHAVIOUR 
Using the method of [6, pp. 62-641 we shall reduce the differential 
equation (1) and the initial boundary conditions (2)-(5) toan integral 
equation. Let
g,(x’, 0 = k g 
X-O 
_ = $ exp(-x’2/4kt)/2m, (10) 
where the function g has been defined by Eq. (7), and let he vector function 
y(t, o) be defined by
y(t, 0) = (u(x,, Y , z1, t, ~),..., @,, Y,, z,, t, 0)). (11) 
Proceeding as in [2] it can be shown that any function that satisfies 
(l)-(5) also satisfies th  stochastic integral equation 
u(x, Y, z, t, w) = h(x, y, z, t, w) 
t m 
li I 
00 
+ gl(x, t - 7) g(y, y’, t - 7) g(z, z’, t - 7) 
00 0 
x F(y(7, o), y’, z’, 7,u) dy’ dz’ d7 
t a, 
il I 
cc 
+ g,(y, t - 7) g(x, x’, t - 7) g(z, z’, t - 7) 
00 0 
X F(y(7, w), x’, z’, 7, w) dw’ dz’ dt 
I a, 00 
+ 
li I g,(z, t - 7) gk x’, t - 7) g(y, y’, t - 7) 00 0 
X F(y(7, w), x’, y’, 7, u) dx’ dy’ dr, (12) 
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where h(x, y, z, t, w) is defined byEq. (6). It will always be assumed that 
integrals are tochastic meansquare Riemann integrals [4,p. 271. 
Substituting the points (xi, yi, zi) i= l,..., m into Eq. (12) we obtain the 
vector stochastic integral equation 
y(t, co) = H(t, w) + fi c” Lrn G,(y’, z’, t - r)F(y(r, co), y’, z’, r, w)dy’dz’dt 
‘OJO JO 
I cc 03 
+ 
il .I 
Gz(x’, y’, t- r) F(y(s, o), x’, y’, r, co) dx’ dy’ dr 
00 0
f m cc 
+ 
II i 
G3(x’, z’, t- r) F(y(t, o), x’, z’, r, co) dx’ dz’ dr 
00 0 
= qY(t, m)), 
where 
w, w) = W,(t, WI,..., H,(t, w))> Hj(tY w,= h(xj, Yj, zj> t, w, 
and 
G,(u, v t- r) = (Gj,(,u, v  t- r) ,..., G, (LI, v, t- rj), j= 1,2,3, 
Gji&, V, t-Tt)=g,(d,jXi f 6uZi +JjjJJi, t-r) 
X g(a,jYj + 62jxi + a3jxi9 P9 t - r, 
X g(ljljzj + 6*j.Yi + BJjzi, u, t- r), i = l,..., m. 
(13) 
(14) 
(15b) 
We shall use the following properties of the functions Gji@, v, t - r), 
g(x, x’, r) and gi(x, t - t) which can be obtained directly from Eqs. (7) (lo), 
(15) 
Gji@, V, t- r) > 0, (164 
tmcc 
II 5 
Gji(u, t- t) dp dv dr < 1, j= 1, 2, 3, (16b) 
00 0 
g(x, x’, t) > 0, (17a) 
I 
co 
g(s, r, 0) dr < 1, (17b) 
0 
g, (Xl t- r> > 0, (17c) 
1 
a3 
g,(x, r) dt = 1. (17d) 
0 
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We shall prove the existence of the solution fthe vector integral equation 
(13) which implies inturn the existence of a function u(x, y, z, t) satisfying 
the stochastic integral equation (12). It is easily seen that u(x, y, z, t) 
satisfies Eq. (1) and conditions (2)-(5). 
THEOREM 1. Assume that F satisfies conditions Al-A4 and 
3m xi”=, ~laf(w)ll~‘~ < 1. Then there xists a unique solution toEq. (13) 
belonging toC. 
Proof: We shall use Banach’s fixed point heorem. Let the operator T 
defined onthe Banach space C be given by 
Ty(t, u) = .F(Y(& w>> (see Eq. (13)), (18) 
where y(t, 0.1) E C. 
Using assumptions A2-A4, the Schwarz inequality andproperty (16a) we 
obtain the following inequalities: 
II G(t, w)I/,,y < IIW, dLT 
+ [‘I* i”; II G&‘, Y’, t - 7)F(y(7, ~1, x’, Y’, 7, w)llLy 
“0 0 -0 
x dx’ dy’ dr 
+ 1’ irn i”; /I GJ(x’, z’, t - 7) F( ~(7, co), x’, z’, 7, co)& ah’dz’ dr 
“0.0 “0 
and 
+ i’ j.rn juilG,(~‘~ z’,t- t)F( ~(7, co), y’, z’, 7, w)llLfdy’ zdr 
‘0’0 “0 
(19) 
/I fqt, w)ll,, = 1 f EHf@, 0) 1 1’2 < f {EHf(ty U))1’2 = fJ IIHi(ty O)ll&* (20) 
i= I i=l i=I 
Consider the second term of inequality (19): 
x’, y’, t - 7) F(y(7, w), x’, y’, 7, w)llLY dx’ dy’ dr 
-I 00 m 
=!1 r II G2W, Y’, t - r> F(v(7, ~1, x’, Y’, 7,~) 0’0 ‘0 
- G2(x’, y’, t - 7) F(0, x’, y’, t)l& a!~’ dy’ dr 
f Gii(x', y’ t - 7) 
l/2 
= llqY(7, w), x’, Y’, 7,o) 
i=l 
- F(0, x’, y’, 7, w)l/, I a!? dy’ dr 
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2 @,(x’,y’,t-5) Y2 < 
i=l 
’ at(u) IYi(T, ~>l>’ 
112 
IT, 
dx’ dy’ dt 
< 
(21) 
In the same manner we obtain the same inequality for the third and fourth 
terms. Hence we obtain from (19), (201, (21) 
(22) 
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Hence, 
(23) 
which implies that 
II 5% < *- (24) 
To show the continuity of 7”(t, w), with respect tot we consider the 
following equality (as was done in (22)): 
x c I Gji(y’, z’, t+ h - T) - Gji(y’, z’, t- t)l 
,?I 
- Ily(~ o)llLT dy’ dz’ dr 
Let h approach zero. The first term approaches z ro by the assumption on 
f(x, y, z, w) (see condition IV). The second term approaches z ro by the 
assumption on y(t, o), and the Lebesque dominated convergence th orem, 
since from (lo), (15b), (17b) we obtain 
Gji(y’, Z’  t + h - t) dy’ dz’ < g,(U, t + h - t) < M, (W 
where 
Ll = b,jXi + G*jZ( + 6jjYi9 
3fike- I.’ 
M=a2\/;;. 
It follows from the assumption on y(t, w) and (15a) that he last term also 
converges to zero. 
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To show that T is a contraction we consider the following inequality (as
done in (23)) 
II Ty(t, w) -Tz(t, w)IILT < 3m (26) 
or 
IID -Tzll,< 3m 
Using the assumption that 3m II x7!, a:(w)l/~~ < 1 and the Banach fixed 
point heorem we obtain the desired result. 
To study the asymptotic behaviour ofy(t, CO) for large twe consider the 
following theorem. 
THEOREM 2. Suppose that F satisfies Al-A4 and II H(t, w)llLY+ 0 as 
t + 03. Then IIy(t, w)II~~+ 0 as t+ co. 
ProoJ: Using Eq. (13) for the solution y(t, CO) (i.e., Ty= y), and 
considering equality (22) we obtain from (15b), j = 2) 
1 g~(Zi,t--)g(Xi,X’,t-7)g(yi,y’,t-7) 
i=I 
x izl g,(z,,t-7) 
I 
x IIY(~, ~>llL+ (27) 
By (17a), (17b), (17~) we get that Eq. (27) is smaller than 
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We obtain the same inequality forj= 1, j= 3, and hence 
Using Lemma 1 of [7, p. 31, we see that 
IIYCt5 wK~ G ,zI I hi(fy o)lIL2 exP 111 1$1 u~(U)l/“z 1’ 
Lm 0 
x \“- g,(x,,t-7)+ c 
[ iti ,?I 
g,(yi,t-7)+ 2 gl(zi,t-7) d7 * 
i=l 1 I 
From the assumption H(t, w) and properties (17c), (17d) of gl(x, t - 7) 
we see that for large t: 
(29) 
Hence. 
IIYk 4IL,m + 0 as t-co 
Remark. If one assumes that f(x, y, z, w) is integrable a. . or uniformly 
bounded (in m.s.) on (R’)3 then one can show that ]]H(t, w)]lLT -+0 as t-t 00 
(use [5, Ch. II]). 
4. THE RELATION BETWEEN THE STEADY-STATE SOLUTION AND THE 
SOLUTION OF THE DETERMINISTIC ASE 
In this ection we shall examine the relationship between the steady-state 
solution f stochastic case and the solution fthe deterministic case; 
moreover, we shall briefly dwell upon the aging process for a system of the 
stochastic ype. 
We consider the “average problem”: 
505/39/3-9 
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Find U= U(x, y, z, t) such that 
(i) ~2~ = k(17,, + zZYY + E7,,); 
(ii> U(x, Y, 2, 0) =I& Y, z>; 
(iii) 
where f&c, y, z) = W(x, Y, z, w). 
Fo(4, r* Y-*-Y r,,v,, ‘12, v3)=Jwt,9 f&Y.‘, r,, Vl, 1129 v3,0>* 
Let J?#) = U(xi, yi, zi, r) and J(t’(t) = p,(t),..., y,(t)). The non-linearity of 
F implies that y(l) is not equal to Ey(t, w). 
In what follows eare interested in the relation between the solution of 
the average problem and the solution of the stochastic problem (l)-(5) for 
large t. The importance of finding this relationship is that it permits u to 
decide whether the deterministic model(i)-(iii) s sufficiently accurate for 
large t. 
LEMMA 4. Assume that a’(F(<, x, y, t, w)) -+ 0 as t + az~ for each <E Rm 
and uniformly with respect to xand y, and assume that he limit ast -+ 03 of 
F,@(t), x y, t) exists uniformly with respect to x and y. Then 
02(F(7(t), x, Y, t, a)) + 0 as t + 00 uniformly with respect to xand y. 
Proof Since we assume that he boundary terms have a limit as to 
t + co, we can use the result of[ 1, Chap. 61, to conclude that y(t)+y(m) as 
t--f co. Consider 
o(F(T(t), x, Y, t, w)) < {E(F(N), x, Y, t, w) -W(m), x, Y, t, N211’2 
+ 4F(.VC~), x, Y, t, w)) + IF,(Y(~), x, Y, 0 
- F&V(t), x, Y, t)l. (30) 
By the Lipschitz continuity of F the first and the third term approach zero 
uniformly in x and y and it follows from the assumption of the lemma that 
the second term also approaches z ro uniformly in xand y. 
THEOREM 3. Suppose that Al-A4 hold and for some M, E, > 0, 
o’(F(t, x, Y, t, ~1) -+ 0 as t-00, (3 la> 
02(FG x, Y, t, w)) < ~4 for (t,x,y,t)ER x CR+)‘, (3 lb) 
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and 
Then 
~*(f(x, Y, z)> GE. (3lc) 
llY(h u>- Y(f)[LF --)0 as f -+ a. 
Proof: We consider thefollowing difference 
3 
y(t, w) -Y(f) = fqt, 0) - H(t) + y 
r 00 m 
JJ J 
(F(Y(G o), Y’, z’, 5, w> 
j=lOO 0 
- Fo( y(r), y', Z’, T)) Gj(y’, t’, t, T) dy’ dz’ dT. (32) . 
Using the Schwarz inequality and assumptions A2-A4 we obtain 
By assumption (31~) (see also the above remark) the first term approaches 
zero. The third term is equal to 
~(F(jf((t), X', J”, T, w)) dX’ dy’ dt 
i=l 
t, Z)) dx’ dy’ dr. (34) 
By Lemma 4 the scond term of (34) for sufficiently largefixed t,is less than 
E F (g,(Xi,t-r)fg,(Yi,t-T)+g,(Zi,t-T))dT I 
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[compare inequality (28)], and by assumption (31b) the first term is less 
than 
(gl(xi,t-7)+g,(y,,t--t)+g,(zi,t-75)) d7 * (35) 
I I 
Let t go to infinity. Then by (17d), (35) goes to zero. Hence the third term 
also approaches zero as t goes to infinity. Therefore 
x \"- Gji(x’, y',t, 7) 
iY1 
or 
IIv(f, w> -J@>ll,, < O(E) exp ( 3m /I g1 af(-,ll:::, 
([7, p. 31, compare (29)), which implies that 
IIY(C 0) -JwlL~+ 0 as t-tco. 
THEOREM 4. Assume fhat COV(F(r,x’, y', t,w), F(&x", y",a,w))= 
We “+“‘), and COV(F(.Y(7), y’z’, 7, co), F(y(u), y", z", u, w)) < M for u, 7 
belonging toany compact set in R’ and M a positive constant. Moreover 
II fw, WI - mm, + 0 as t-+cO. 
Then supl Ilv(t, ~1 -Y(f(t>llLr = 03. 
Prooj Using Eq. (32) and the triangle inequality we obtain 
I cc 
lb J 
m 
2 (fxY(7,0>, Y', z', 7, u> -F,(?(7'0, Y', z', 7) 
00 0 
1 Gi(r'.Z'.~,7))dYrdZ'd7//~~-llH(t,~)-H(~)ll,,, (36) 
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which implies that 
tmm 
> 1111 I (fw~), Y’, z’, rr w) - F&q(t), y’,z’, 5)) 00 0 
x 
- II fa 0) - ma,, . (37) 
Hence 
IlYk WI -mq + IIWY w> - m)llL, 
I a! 00 
+ II !’ II F(Y(G WI, Y’v z’7 59 w> - W(~), Y’, z’, 5, 41L2 00 0 
X 5 
(, ( 
dy’ dz’ dr 
I 
,t Gj,(Y’, Z’, t, r) 
> ,/Jyj$J; 
1) 
COV(F(Jqr), Y’, z’, r o>, F(.P(u), Y”, z”, 090)) 
X$ 
m 
2 Gji( Y’, Z’, 1, 7) 
j=l cc i=l 1 
X ’ Gji( Y”, Z”, t, a)) dy’ dy” dz’ dz” dS dO 
,T, 
X 2 ((c Gji(y', z’, t, r)) 
j=l ,Yl 
, t, a) dy’ dy” dz’ dz” dr da 
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X T- G-(y”, z”, t, a) i Jt dy’ dy” dz’ dz” d5 do 
i=l 
' 2 
j=l (( 
izl Gji(Y'> z', f, x)) 
X ( ’ Gji(Y”y Z”, t, U) 
L% 
dy’ dy” dz’ dz” dT do 1 
l/Z 
. (38) 
Let t, be suffkiently large and fixed. By the existence of y(co) and the 
assumptions f the theorem weobtain [as in (28)] 
I 
v2 
. 
By the assumptions f the theorem the right side goes to infinity as t -+ co. 
Using the assumptions A2-A4 we get hat he left side is smaller than [as 
calculated in (21)j 
x 
and therefore S(t) goes to infinity as t+ co. 
Assume that supl IIy(t, w) --~(t)llLT < M; then S(t) is smaller than 
+M, + 5 G,,(y’, z c. r) 
J?l i=l 
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From (16b) and the assumption on IIH(t, w) - a(t, w)II~~ weget hat for 
each t, R(t) is uniformly bounded, and therefore S(t)is bounded which yields 
a contradiction. Hence 
DISCUSSION 
We see that under the assumptions of Theorem 3we can use the average 
model for large t whereas this is impossible under the condition of 
Theorem 4. This kind of phenomenon, where the average solution s not near 
the stochastic olution, is typical of the process of“aging” ofthe Thermoat. 
Its mathematical interpretation is that he variance ofF converges very 
rapidly toinfinity (i.e., theconditions of Theorem 4). 
Now we consider some examples ofthe function F(<, x, y, t, o). 
(a) F(<, x, y, t, o) = a(o) c(t)f(<, x, y), where a(w) is a bounded variable 
f(& x, y) satisfies th  Lipschitz condition andf(0, x, y) = 0. The function 
c(t) is Lipschitz continuous bounded and as t + co, c(t) + 0. It is easily seen 
that F satisfies Al-A4 and, moreover, the conditions f Theorem 3 are 
satisfied. 
(b) F(& x, Y, t, 0) = F,(r, x y, t) +6(& w), where F,,(<, x, y, t) is a scalar 
function which satisfies th  Lipschitz condition andF,(O, x, y, t) = 0. The 
function c?(& o) is a random variable such that 6(0, o) = 0 a.e. and satisfies 
a Lipschitz condition with respect to c. Moreover s(& w) satisfies 
where Eis a positive small parameter. It iseasily seen that F satisfies Al-A4 
and from Theorem 3 we can use the deterministic modelfor as E which is 
small enough. 
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