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Résumé
Nous revenons ii sur une méthode de résolution
de CSP par déomposition introduite dans [16℄ et qui
est appelée Regroupement Cylique. Alors que [16℄
se limitait à présenter uniquement les prinipes de la
méthode, dans ette ontribution, nous montrons om-
ment elle-i peut être rendue opérationnelle, notam-
ment par une exploitation idoine des propriétés des sous-
graphes triangulés. Dans un seond temps, nous présen-
tons des résultats formels qui démontrent que le Re-
groupement Cylique réalise eetivement un ompro-
mis temps-espae en termes de omplexités théoriques.
Nous onluons et artile en présentant quelques résul-
tats expérimentaux qui montrent que le Regroupement
Cylique. peut être eae en pratique.
Abstrat
We study here a CSP deomposition method intro-
dued in [16℄ and alled Cyli-Clustering. While [16℄
only presents the priniples of the method, this paper
explains how this method an be made operational by
exploiting good properties of triangulated indued sub-
graphs. After, we give formal results whih show that
Cyli-Clustering proposes a time-spae trade-o w.r.t.
theoretial omplexities. Finally, we present some preli-
minary experiments whih show that Cyli-Clustering
based on an hybrid adaptation of Tree-Clustering alled
BTD [18℄ may be eient in pratie.
1 Introdution
Le formalisme CSP (Constraint Satisfation Pro-
blem) onstitue un adre puissant pour la repré-
sentation et la résolution eae de nombreux pro-
blèmes. En partiulier, de nombreux problèmes aadé-
miques ou réels peuvent être formulés dans e adre
qui permet notamment l'expression de problèmes NP-
omplets. Généralement, les CSP sont résolus par dif-
férentes versions de la reherhe de type "baktrak"
dont la omplexité est exponentielle dans la taille de
l'instane. Néanmoins, des résultats théoriques tels
que eux présentés dans [10℄ ont montré que, pour
le as de ertaines instanes, de meilleures bornes de
omplexité pouvaient être proposées. Ces nouvelles
bornes sont obtenues en appliquant des méthodes de
déomposition qui fontionnent en exploitant des pro-
priétés topologiques du réseau de ontraintes, 'est-
à-dire du graphe (ou de l'hypergraphe) représentant
la struture du problème. Par exemple, dans [6, 9℄,
deux stratégies de déomposition ont été proposées, la
méthode de l'ensemble oupe-yle (CCM) et le Tree-
Clustering (TC). Néanmoins, alors que leur intérêt
théorique semble tout à fait avéré (voir [13℄ pour une
telle analyse), leur avantage sur un plan pratique est
loin d'être démontré.
D'abord dans [16℄ et puis dans [8℄, des ompromis
entre omplexité en temps et en espae ont été pro-
posés an de rendre ette lasse d'approhes utilisable
en pratique. Plus réemment enore, dans [18℄, une
approhe hybride de la déomposition de CSP a été
proposée. Cette approhe est hybride au sens où elle
ombine le baktraking ave la déomposition stru-
turelle. Cette méthode a montré son intérêt pratique
pour la résolution de CSP diiles. Aussi, il semble
que de tels ompromis ainsi que la notion de méthodes
hybrides, permettent de proposer des implémentations
réalistes pour les méthodes struturelles. Cet artile
étudie ette orientation en analysant et en essayant de
rendre exploitable la méthode dite du Regroupement
ylique (Cyli-Clustering, noté CC [16℄). Il faut rap-
peler ii que l'artile [16℄ se limitait essentiellement à
la desription de ses motivations et de ses prinipes.
Par exemple, il ne fournissait auune indiation préise
pour une exploitation pratique de CC. De plus, auune
analyse théorique, ni pratique, n'était présentée dans
[16℄, et n'a depuis, été réalisée. Aussi, au regard des
derniers développements réalisés au niveau de la dé-
omposition de CSP, et en partiulier des approhes
qui exploitent des ompromis entre temps et espae,
il nous a semblé pertinent d'étudier l'approhe de la
méthode CC.
La première étape de ette méthode, telle qu'elle
était introduite dans [16℄, onsistait en la détermina-
tion des liques maximales du réseau de ontraintes
initial (du graphe don). Cette approhe peut se révé-
ler d'un intérêt limité ar le nombre de liques maxi-
males dans un réseau de ontraintes peut être expo-
nentiel dans le nombre de ses variables [24℄. Aussi, l'ex-
ploitation pratique de CC requiert-elle une étude ap-
profondie an de ontourner déjà ette première dif-
ulté. Cei est rendu possible par la démarhe sui-
vante, qui s'appuie sur la notion de sous-graphe induit
triangulé. Alors que TC fontionne en approximant la
déomposition arboresente optimale d'un réseau de
ontraintes, notre approhe de CC détermine d'abord
un sous-graphe du réseau de ontraintes du problème
onsidéré, sous-graphe qui se révèle déjà struturé en
arbre. Cette partie, interne au CSP de départ, possède
don des propriétés très utiles pour une résolution ef-
ae. De plus, une propriété, simple mais très utile
sur les hypergraphes, nous permet de onstruire, sur
la base de e sous-graphe, un CSP équivalent au pro-
blème de départ. Une partie de elui-i sera arbores-
ente, alors que l'autre orrespondra exatement à un
ensemble oupe-yle. L'analyse du réseau est fondée
sur des propriétés des graphes triangulés.
Notre nouvelle desription de CC nous permet de
présenter de nouveaux résultats sur la omplexité des
méthodes de déompositions, qui tendent à prouver
que ette tehnique onstitue un ompromis entre TC
et CCM. Par exemple, nous démontrons ii que les
omplexités théoriques en temps et en espae de CC
se situent entre elles de TC et de CCM.
Finalement, nous présentons une implémentation de
CC qui est basée sur BTD [18℄. Cette implémentation
permet à CC d'obtenir des résultats expérimentaux
assez intéressants en pratique.
Cet artile est organisé omme suit. La setion 2
introduit les dénitions essentielles au sujet du forma-
lisme CSP et des méthodes de déomposition omme
TC et CCM. La setion 3 introduit les fondations théo-
riques de CC, puis la setion suivante présente une
omparaison formelle entre CC, TC et CCM. La se-
tion 5 traite des questions relatives à la mise en oeuvre
eetive de CC et présente quelques résultats expéri-
mentaux préliminaires.
2 Réseaux de ontraintes et méthodes de
déomposition
2.1 Problèmes de satisfation de ontraintes
Un problème de satisfation de ontraintes (CSP)
également appelé réseau de ontraintes, onsiste en la
donnée d'un ensemble de variables qui doivent être af-
fetées haune à une valeur issue d'un domaine ni, de
telle sorte que toutes les ontraintes soient satisfaites.
Formellement, un CSP est ainsi déni par un quadru-
plet (X,D,C,R). X est un ensemble {x1, . . . , xn} de n
variables. Chaque variable xi prend sa valeur dans un
domaine ni assoié Di, domaine gurant dans D. Les
variables sont soumises à des ontraintes dénies par
C. Chaque ontrainte Ci est dénie par la donnée d'un
ensemble {xi1 , . . . , xiji } des variables qu'elle ontraint
ainsi que par elle d'une relation Ri (de R) telle que Ri
représente l'ensemble des tuples sur Di1 × · · · × Diji
qui permettent de satisfaire la ontrainte. Une solu-
tion du CSP est une aetation de toutes les variables
à des valeurs qui permettent de satisfaire toutes les
ontraintes.
Pour un CSP P , l'hypergraphe (X,C) est ap-
pelé hypergraphe de ontraintes. Un CSP est dit bi-
naire si toutes ses ontraintes sont binaires, i.e. elles
onernent haune exatement deux variables. Dans
e as, (X,C) est en fait un graphe (appelé graphe
de ontraintes) assoié à (X,D,C,R). Pour un CSP
donné, le problème onsiste soit à trouver toutes les
solutions, soit une solution, ou enore savoir s'il en
existe une. Le problème de déision (existene d'une
solution) est onnu pour être NP-omplet, elui du
alul d'une solution étant NP-diile.
En général, les CSP sont résolus par diérentes ver-
sions de la reherhe baktrak, dont la omplexité est
alors exponentielle dans la taille de l'instane onsidé-
rée. Par onséquent, de nombreux travaux du domaine
ont herhé à améliorer l'eaité de la reherhe.
L'un des résultats essentiels du domaine, présenté dans
le ontexte limité des CSP binaires, est donné dans
[10℄. Dans et artile, E. Freuder introduit une proé-
dure de prétraitrement dont l'objet est de onstruire
un bon ordre sur les variables, avant l'exéution d'un
algorithme de reherhe. E. Freuder exhibe ensuite une
ondition qui permet d'armer qu'auun baktrak ne
sera opéré pendant la reherhe. Cette ondition est
liée à la fois à une propriété struturelle vériée par
le réseau de ontraintes, ainsi qu'à la vériation par
elui-i, d'une propriété de ohérene loale. La pro-
priété la plus intéressante s'énone alors par :
Théorème 1 ([10℄) Un CSP binaire ar-onsistant
dont le graphe de ontraintes est aylique admet une
solution et il existe un ordre de reherhe glouton (i.e.
sans baktrak) pour la trouver.
Notons dès à présent que ette propriété est égale-
ment vériée pour le as de ontraintes d'arité quel-
onque, et dont le réseau est don onstitué par un hy-
pergraphe de ontraintes [15℄). Cette propriété montre
que la résolution eetive (tratability) d'un CSP est
intimement liée à des propriétés topologiques, 'est-à-
dire struturelles, de son graphe de ontraintes sous-
jaent.
Cette propriété a onduit plusieurs herheurs à pro-
poser des méthodes qui permettraient de résoudre des
CSP quelonques, à savoir des CSP yliques. On re-
tiendra prinipalement la méthode dite de l'ensemble
oupe-yle [6℄ et le tree-lustering [9℄ que nous pré-
sentons suintement dans les setions suivantes.
2.2 Tree-lustering (TC)
Parmi les méthodes basées sur la notion de déompo-
sition arboresente de graphes [21℄, nous avons hoisi,
sans manque de généralité, et pour des raisons de sim-
pliité, de dérire TC. Cependant, notre travail peut
être adapté à d'autres méthodes de déomposition éga-
lement basées sur la déomposition arboresente de
graphes [13, 7℄.
TC proède en onstruisant un CSP déni à partir
de regroupements de variables (lusters) de sorte que
l'interation existant entre lusters soit alors strutu-
rée en arbre. Le nouveau CSP est équivalent à elui
d'origine (i.e. il possède le même ensemble de solu-
tions), mais l'hypergraphe de ontraintes assoié est
maintenant aylique. Aussi, la propriété onernant
les CSP ayliques est alors appliable à ette nouvelle
représentation du problème de départ. Pour présenter
TC dans le détail, puis ensuite le Regroupement Cy-
lique, nous devons rappeler quelques dénitions issues
de la théorie des graphes et des hypergraphes :
Dénition 1 La 2-setion (ou graphe primal) d'un
hypergraphe (X,C) est le graphe (X,E) ave E =
{{Xi, Xj} | ∃Ck ∈ C telle que {Xi, Xj} ⊆ Ck}.
Dénition 2 Un graphe est dit triangulé si tout yle
de longueur au moins égale à 4 possède une orde,
i.e. une arête joignant deux sommets non-onséutifs
le long du yle.
Dénition 3 Etant donné un graphe G = (X,C)
et un ordre σ = (x1, x2, . . . , xn) sur X, les sues-
seurs d'un sommet xi sont les éléments de l'ensemble
{xj ∈ X \ {xi} : {xi, xj} ∈ C and j > i}. Nous dirons
qu'un sommet xi est simpliial pour σ si les sues-
seurs de xi sont deux à deux adjaents. Nous dirons
qu'un ordre σ = (x1, x2, . . . , xn) de X est un ordre
d'élimination parfait si, pour i = 1, . . . , n, xi est sim-
pliial pour l'ordre σ.
Théorème 2 ([11℄) Un graphe G = (X,C) est dit
triangulé si et seulement si X admet un ordre d'élimi-
nation parfait dans G.
Diérentes dénitions équivalentes de la notion
d'ayliité d'hypergraphe ont été proposées dans la
littérature. Ii, nous onsidérerons elle relative aux
graphes triangulés :
Dénition 4 Un hypergraphe est dit onforme si
toutes les liques maximales de sa 2-setion orres-
pondent à une arête dans l'hypergraphe original.
Dénition 5 ([2, 3℄) Un hypergraphe est aylique
s'il est onforme et si sa 2-setion est triangulée.
La proédure TC omporte plusieurs étapes. La pre-
mière est basée sur la triangulation de la 2-setion.
Cette opération, qui est réalisée bien sûr uniquement
si e graphe n'est pas déjà triangulé, ajoute de nou-
velles arêtes an de produire une 2-setion triangu-
lée [23℄, dont l'hypergraphe doit ensuite être déter-
miné. C'est l'objet de la seonde étape, puisqu'elle va
identier les liques maximales {C′1, . . . , C
′
m} dans la
2-setion triangulée [12℄. L'étape suivante fournit l'hy-
pergraphe aylique dont les arêtes orrespondent aux
liques maximales de la 2-setion. Cet hypergraphe
possède néessairement par onstrution, une 2-setion
triangulée et il est onforme. La omplexité en temps
de es diérentes étapes est O(n + e′) où n est le
nombre de sommets et e′ le nombre d'arêtes du graphe
triangulé. Une fois es étapes réalisées, il faut alors
dénir le CSP résultant qui est obtenu en résolvant
haque sous-problème déni par les lusters (liques
maximales de l'hypergraphe) C′1, . . . , C
′
m, haque sous-
problème étant onstitué des variables appartenant
au luster orrespondant. Les ontraintes à onsidérer
sont alors elles gurant à l'origine entre les variables.
La résolution de haque sous-problème va produire une
liste de tuples onsistants qui orrespondent aux solu-
tions. La omplexité en temps de es diérentes étapes
est O(m.dW+1) où d est la taille du plus grand do-
maine et W + 1 l'arité de la plus grande ontrainte
dans le nouveau CSP (elle est égale à la taille de la
plus grande lique dans la 2-setion triangulée). Fi-
nalement, nous obtenons un CSP globalement onsis-
tant en utilisant un ltrage par inter-onsistane ou
pairwise-onsisteny [15℄, qui équivaut à l'exéution
de la onsistane d'ar sur les tuples. La omplexité
en temps est O(n.dW+1.(W + 1).log(d)). Notons que
la omplexité en espae est O(m.dW+1) mais qu'il est
possible de la limiter à O(m.dS), omme 'est par
exemple le as ave l'adaptation de TC fournie par
la méthode "Cluster Tree Elimination" [7℄). Dans e
as, S est la taille de la plus grande intersetion entre
paires de lusters, 'est-à-dire la taille maximum des
séparateurs minimaux du graphe.
Enn, il faut rappeler ii que le problème qui
onsiste à aluler la meilleure déomposition arbo-
resente, 'est-à-dire la déomposition pour laquelle la
valeur de W est minimum, onstitue un problème qui
est NP-diile. Pour plus de détails, voir [7℄.
Par la suite, nous identierons sous le sigle TC, les
méthodes basées omme TC [9℄, sur la déomposition
arboresente de réseaux de ontraintes. Il s'agit par
exemple de Join Tree Elimination [7℄ ou enore de
Cluster Tree Elimination [7℄.
Alors que es méthodes semblent fournir les ap-
prohes les plus eaes pour la résolution de CSP,
du moins pour e qui onerne la omplexité théorique
en temps (voir l'analyse de [13℄), leur intérêt pratique
est hélas très limité. Les raisons de et état de fait
sont que le temps de alul eetif est nalement très
important, et de plus qu'elles néessitent l'alloation
et l'exploitation d'un espae mémoire trop important
pour résoudre des as pratiques réels. Aussi, dans [18℄,
une approhe alternative, appelée BTD, a été propo-
sée. Son objet est de limiter la taille de l'espae requis,
et d'éviter également de nombreux traitements redon-
dant lors de la reherhe. Alors que TC alule toutes
les solutions de haque luster, puis mémorise les ae-
tations (tuples) orrespondantes sur les intersetions
entre lusters (pour les meilleures approhes), BTD
ne alule qu'une partie de es solutions et don, n'en
enregistre que ertaines. Dans BTD, es aetations
sont appelées goods si elle peuvent être étendues à des
aetation onsistantes sur la partie de CSP qui est
onnetée à ette intersetion, et elles sont appelées
nogoods si e n'est pas possible. Aussi, omme pour
les autres méthodes proédant par déomposition ar-
boresente et basées sur TC, la omplexité en espae
de BTD est limitée ar elle est bornée par O(m.dS).
Toutefois, e pire des as n'est généralement pas at-
teint en pratique grâe à l'enregistrement des goods
et des nogoods. Du fait de e ompromis, BTD peut
résoudre des instanes que ni TC, ni ses diverses opti-
misations ne peuvent appréhender.
2.3 La méthode de l'ensemble oupe-yle (CCM)
Un ensemble oupe-yle d'un graphe (respetive-
ment d'un hypergraphe) est un ensemble de sommets
dont la suppression induit un graphe aylique (resp.
un hypergraphe aylique). CCM [6℄ est basée sur le
fait que l'aetation de variables hange, d'une er-
taine façon, la onnetivité eetive du graphe de
ontraintes traité. Aussi, lors d'une reherhe, dès que
toutes les variables d'un ensemble oupe-yle ont été
aetées, le graphe de ontraintes résultant ne pos-
sède alors plus auun yle. Le sous-problème assoié
est alors aylique et le théorème 1 peut don être ex-
ploité. Une propriété permet de résumer la méthode :
Propriété 1 Si toutes les variables qui appartiennent
à un ensemble oupe-yle d'un graphe de ontraintes
(respetivement un hypergraphe de ontraintes) sont
aetées en satisfaisant les ontraintes qui portent sur
elles, et si le CSP résultant d'une appliation d'un l-
trage par onsistane d'ar (respetivement par inter-
onsistane) ne voit auun domaine vide, alors le pro-
blème admet des solutions et tolère un ordre de re-
herhe glouton.
Le test de onsistane d'un CSP peut don s'opé-
rer, d'abord en aetant de façon onsistante, les va-
riables d'un ensemble oupe-yle, puis en propageant
par onsistane d'ar l'eet de ette aetation. La
taille de l'ensemble oupe-yle onstitue alors la "hau-
teur" du baktraking néessaire à la résolution du
problème. Plus préisément, pour un CSP binaire, la
omplexité en temps de CCM est O(e.dK+2) où e est
le nombre de ontraintes et K la taille de l'ensemble
oupe-yle. Le oût néessaire à la reherhe d'une
aetation onsistante sur l'ensemble oupe-yle est
O(dK). Pour haque solution de l'ensemble oupe-
yle (i.e. une aetation onsistante), il est néessaire
de résoudre le CSP aylique induit. La omplexité
en temps est alors de O((n − K).d2), et par onsé-
quent, nous obtenons globalementO(e.dK+2). On peut
onstater que le paramètre le plus important dans
ette omplexité est K, et que le problème d'optimisa-
tion visant à minimiser K est NP-diile [20℄. Cette
méthode peut être étendue aux CSP non-binaires, la
omplexité en temps étant alors O(e.r.log(r).dK) où r
est la taille (nombre de tuples) de la relation la plus
grande assoiée aux ontraintes dans le CSP [17℄. No-
tons qu'après l'aetation de l'ensemble oupe-yle,
le CSP aylique induit peut dans e as être résolu
par le même type de proédure que TC, ar on se si-
tue alors dans un CSP qui n'est pas néessairement
binaire.
2.4 Comparaison des méthodes
L'avantage le plus important de TC onerne la na-
ture du résultat eetivement obtenu par la méthode.
TC alule une représentation du problème qui permet
l'obtention des solutions sans baktraking à l'issue de
la phase de prétraitement. A l'opposé, CCM n'ore pas
e type d'avantage ar toute solution doit être alu-
lée à l'aide d'une reherhe par baktraking, qui sera
bornée par la taille de l'ensemble oupe-yle.
Tout d'abord dans [4℄, puis réemment dans [13℄, il a
été démontré que si l'on onsidère les valeurs optimales
de W et K, nous auronsW +1 ≤ K+2. Ainsi, TC est
théoriquement meilleur que CCM pour e qui onerne
la omplexité en temps. Toutefois, ni TC ni CCM n'ont
à e jour démontré leur réel intérêt pratique. Comme
ela est armé dans [18℄, e phénomène est dû à la
omplexité en espae observée en pratique pour TC,
alors que pour CCM, et état de fait est probablement
dû à la omplexité en temps.
3 Mise en oeuvre du regroupement y-
lique (CC)
An d'éviter les inonvénients de TC et de CCM,
une approhe alternative appelée regroupement y-
lique (CC) a été introduite dans [16℄. Notons que et
artile se limitait uniquement à présenter les idées de
l'approhe sans élairissement sur la mise en oeuvre
eetive de la méthode. Tel que présenté dans [16℄,
CC fontionne en quatre étapes. La première étape
onsiste en la reherhe de toutes les liques maxi-
males du graphe de ontraintes initial. La deuxième
étape onsidère haque lique maximale pour résoudre
le sous-problème assoié. Le résultat onsiste en un
hypergraphe de ontraintes dont les ontraintes or-
respondent aux diérents sous-problème résolus. Les
deux dernières étapes déterminent d'abord un en-
semble oupe-yle, puis pour terminer, lanent l'exé-
ution de CCM sur e nouveau CSP. L'exéution
de CC n'est malheureusement pas eae pour des
raisons d'ordre à la fois théorique et pratique. Par
exemple, il est bien onnu que pour un graphe quel-
onque, le nombre de ses liques maximales peut être
exponentiel dans le nombre de ses sommets [24℄ et
ainsi, onduire à une première étape diilement réa-
lisable en pratique. Dans et artile, nous présentons
une autre approhe pour la mise en oeuvre de CC, ori-
ginellement introduite dans [17℄. Cette approhe est
basée sur l'exploitation des propriétés ombinatoires
et algorithmiques des graphes triangulés. La gure 1
résume l'approhe. La première étape de CC (a) iden-
tie un sous-graphe triangulé (Triangulated Indued
Subgraph, noté TIS) du graphe (tous les sommets et
arêtes appartiennent au TIS, exeptés les sommets 2
et 4 et les arêtes en pointillés). La deuxième étape gé-
nère un CSP n-aire aylique basé sur le TIS (b). La
dernière étape résout le CSP initial en appliquant la
méthode de l'ensemble oupe-yle sur le nouveau pro-
blème, puisque les sommets qui ne gurent pas dans le
TIS onstituent un ensemble oupe-yle du nouveau
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Fig. 1  Une déomposition par regroupement y-
lique.
problème. Dans et exemple, e sont les sommets 2 et
4. Les justiations théoriques de ette approhe sont
basées sur les propriétés des TIS.
Dénition 6 Etant donné un graphe G = (X,C), si
T est un sous-ensemble de X, G(T ) = (T,C(T )) est le
sous-graphe de G induit par les sommets de T , 'est-
à-dire C(T ) = {{xi, xj} ∈ C : xi, xj ∈ T }. Le graphe
G(T ) est un sous-graphe induit triangulé (TIS) de G
si et seulement si G(T ) est triangulé. G(T ) est TIS
Maximal (MTIS) si T est maximal pour l'inlusion
(il n'est pas inlus stritement dans un sous-ensemble
T ′ ⊆ X tel que G(T ′) soit triangulé.
Dans [1℄, Balas et Yu dénissent un algorithme ap-
pelé TRIANG pour le alul d'un MTIS. Sa omplexité
en temps est O(n + e). Notons que le MTIS n'est pas
néessairement de taille maximum, mais qu'il s'agit
toujours d'un sous-graphe maximal au sens de l'inlu-
sion. Cei n'est pas surprenant pare que le problème
de la reherhe d'un sous-graphe maximum triangulé
est un problème NP-diile [20, 25℄.
Pour simplier, et sans manque de généralité, nous
présentons notre approhe uniquement sur les graphes
de ontraintes, don les CSP binaires. Pour étendre
ette méthode aux CSP n-aires, il sut de onsidérer
la 2-setion omme dans TC. Etant donné le graphe
de ontraintes initial, la première étape onsiste en la
reherhe d'un TIS. En exploitant les propriétés des
hypergraphes ayliques, la seonde étape génére un
hypergraphe qui possède deux types d'arêtes. Le pre-
mier type d'arêtes orrespond aux liques maximales
du TIS et le seond aux arêtes du graphe initial qui
ne gurent pas dans le sous-graphe. La 2-setion de
et hypergraphe orrespond au graphe de ontraintes
initial et on onnaît alors un ensemble oupe-yle
de et hypergraphe, ensemble orrespondant aux som-
mets qui ne gurent pas dans le TIS. Cet hypergraphe
permet de générer un nouveau CSP dont toutes les
arêtes orrespondent aux nouvelles ontraintes. Les
tuples des relations de ompatibilité de es nouvelles
ontraintes sont produits en énumérant toutes les af-
fetations partielles onsistantes des variables appar-
tenant aux ontraintes. La dernière étape onsiste en
l'appliation de CCM.
Dénition 7 Etant donné un graphe G = (X,C) :
 Hmax(G) = (X, C′) désigne l'hypergraphe induit
par les liques maximales de G, 'est-à-dire que
C′ est l'ensemble des liques maximales de G.
 étant donné un sous-ensemble Y de X, EG(Y ) =
{c ∈ C : c∩Y 6= ∅}, i.e. EG(Y ) est l'ensemble des
arêtes qui possèdent au moins un sommet dans Y .
Dénition 8 Etant donnés un hypergraphe H =
(X,C) et Y , un sous-ensemble de X :
 H(Y ) = (Y,C′) désigne l'hypergraphe induit par
l'ensemble de sommets Y , où C′ = {c′ ⊆ Y : ∃c ∈
C, c′ ⊆ c et c′ est maximal }.
 si Y est tel que H(X \ Y ) est aylique, alors Y
est un ensemble oupe-yle de H.
Propriété 2 Etant donnés un graphe G = (X,C) et
un sous-ensemble T de X tel que G(T ) est triangulé,
alors l'hypergraphe Hmax(G(T )) est aylique.
Notons dès à présent que pour des questions de
plae, nous ne donnerons ii auune preuve. Le leteur
intéressé pourra les trouver dans [19℄.
Propriété 3 Etant donné un graphe G = (X,C), un
sous-ensemble T de X et C′ l'ensemble des liques
maximales de G(T ), 'est-à-dire Hmax(G(T )) =
(T, C′), alors si G(T ) est triangulé, X \ T est un en-
semble oupe-yle de l'hypergraphe HT = (X, C′ ∪
EG(X \ T )).
Propriété 4 Etant donné un graphe G = (X,C) et
T est un sous-ensemble de X ; si G(T ) est un MTIS
de G, alors Y = X \ T est un ensemble oupe-yle
minimal de HT = (X, C′∪EG(Y )) où C′ est l'ensemble
des liques maximales de G(T ).
Dénition 9 Etant donné un CSP binaire PG =
(X,D,C,R) de graphe G = (X,C), et ave T sous-
ensemble de X tel que G(T ) est triangulé, le CSP in-
duit par T sur PG est PHT = (X,D,CT , RT ) qui est
déni par :
 CT = C′ ∪EG(Y ) où C′ est l'ensemble des liques
maximales de G(T ), 'est-à-dire Hmax(G(T )) =
(T, C′) et Y = X \ T
 RT = {Ri ∈ R : Ci ∈ EG(Y )} ∪ {R
′
i : C
′
i ∈
C′ et R′i =⊲⊳Cj⊆C′i Rj} où le symbole ⊲⊳ désigne
l'opérateur de jointure de la théorie des bases de
données relationnelles.
 HT = (X,CT ).
Si G(T ) est un MTIS de G, alors PHT est appelé CSP
maximal induit par T sur PG.
Nous appliquons ette dénition à l'exemple
donné dans la gure 1. Ii, T = X\{2, 4} et don
CT = {{1, 2}, {1, 11}, {2, 3}, {2, 10}, {3, 4}, {3, 9},
{4, 5}, {4, 6}, {4, 8}, {5, 6, 7}, {6, 7, 8}, {8, 9}, {9, 10},
{10, 11}}. Les relations assoiées aux ontraintes
binaires orrespondent aux relations initiales
alors que les nouvelles ontraintes, dénies par
des relations ternaires, sont obtenues en résol-
vant les sous-problèmes assoiés. Aussi, nous
avons R{5,6,7} = R{5,6} ⊲⊳ R{5,7} ⊲⊳ R{6,7} et
R{6,7,8} = R{6,7} ⊲⊳ R{6,8} ⊲⊳ R{7,8}.
Finalement, il faut que, le CSP induit maximal PHT
possède exatement le même ensemble de solutions que
PG.
Théorème 3 Soit PG = (X,D,C,R) un CSP binaire
de graphe G = (X,C), T un sous-ensemble de X tel
que G(T ) est un TIS, et PHT = (X,D,CT , RT ) le CSP
induit par T on PG. L'ensemble de solutions de PG,
noté SolPG , est égal à l'ensemble de solutions PHT ,
noté SolPHT .
Le théorème 3 résume la méthode : étant donné un
CSP binaire PG = (X,D,C,R) de graphe G, il est
susant de déterminer un ensemble T de sommets tel
que G(T ) est un TIS de G. Pour trouver l'ensemble
T , nous pouvons utiliser la proédure TRIANG(G, T).
Après, nous onsidérons G(T ) et nous alulons ses
liques maximales C′ grâe à une proédure adéquate
CliquesMaxTriangulated(G(T ), C′). A l'étape sui-
vante, nous générons le CSP induit par T sur PG,
PHT = (X,D,CT , RT ) en résolvant haque sous-
problème orrespondant à haque lique dans C′. Nous
notons ette proédure Generate(PG, T, C′,PHT ). Fi-
nalement, puisque le sous-ensemble X \ T est un
ensemble oupe-yle minimal de l'hypergraphe HT ,
nous pouvons appliquer la méthode de l'ensemble
oupe-yle généralisée pour résoudre PHT , en ap-
pelant la proédure CyleCutsetMethod(PHT , X \
T, SolPG).
1. CyclicClustering(PG, SolPG)
2. Begin
3. TRIANG(G, T) ;
4. CliquesMaxTriangulated(G(T ), C′) ;
5. Generate(PG , T, C
′,PHT ) ;
6. CyleCutsetMethod(PHT ,X \ T, SolPG)
7. End
Fig. 2  Regroupement Cylique.
Théorème 4 Etant donné un CSP binaire PG, la
proédure CyliClustering alule SolPG .
Théorème 5 La omplexité en temps de
CyliClustering est O(e + n.a.da+k) et la om-
plexité en espae est O(n.s.ds) où s est la taille de la
plus grande intersetion entre deux lusters, 'est-à-
dire la taille maximale des séparateurs minimaux dans
le TIS et k est la taille de l'ensemble oupe-yle.
Notons que la première étape de ette approhe per-
met de déterminer les paramètres de la omplexité, a
et k en O(n + e) fournissant ainsi un nouvelle me-
sure de la omplexité d'un CSP dont l'évaluation peut
être obtenue en un temps linéaire, sous l'hypothèse de
l'emploi de TRIANG. Un autre avantage qui est oert
par CC réside dans le fait que la "hauteur" totale de
baktraking est en fait déomposée en deux parties
diérentes : l'une relative à la résolution de l'ensemble
oupe-yle (le paramètre k), et l'autre pour résoudre
les sous-problèmes (le paramètre a). Finalement, nous
pouvons onstater que la omplexité est bornée par
exp(a+ k).
Pour appliquer eaement ette méthode, il nous
faut d'abord résoudre un problème d'optimisation ar
la première étape onsiste indiretement, à détermi-
ner les paramètres les plus importants pour e qui
onerne la omplexité : a et k. Aussi, il serait in-
téressant de minimiser k, e qui revient à maximiser
|T |. Il nous semble que l'emploi de l'algorithme TRIANG
ne soit pas néessairement, dans e as, la meilleure
approhe envisageable. Toutefois, nous ne onnaissons
pas, à e jour, de résultats onernant e problème
d'optimisation.
4 Comparaison théorique
Nous onsidérons iiW et S pour TC,K pour CCM
et a, s et k pour CC. Bien que les valeurs optimales
de W , S, K, a, s et k soient diiles à déterminer en
pratique ar tous les problèmes d'optimisation asso-
iés sont NP-diiles, l'analyse proposée ii prend en
ompte les valeurs optimales de es paramètres.
Tout d'abord, il est lair que s ≤ S. Notons qu'il
est faile d'exhiber des exemples de CSP pour lesquels
k + a≪ K. Plus généralement et formellement, notre
premier résultat nous permet d'armer que le Regrou-
pement Cylique est théoriquement meilleur que CCM
pour e qui onerne la omplexité en temps.
Théorème 6 Etant donné un CSP binaire PG =
(X,D,C,R), si PG possède un ensemble oupe-yle
de taille K, alors il existe néessairement une dé-
omposition par Regroupement Cylique dont les pa-
ramètres a et k vérient k + a ≤ K + 2.
Notons que pour la omplexité en espae, CCM est
meilleure que CC puisque l'espae requis est linéaire
dans le nombre de variables, soit limité à n.
Le théorème suivant nous permet d'armer que la
déomposition par Regroupement Cylique est systé-
matiquement meilleure que le tree-lustering pour e
qui onerne la omplexité en espae. La preuve de e
résultat est basée sur le fait que la valeur W + 1 est
toujours plus grande que la taille de la plus grande
lique dans un graphe.
Théorème 7 Etant donné un CSP binaire PG =
(X,D,C,R), pour toutes les déompositions par Re-
groupement Cylique dont les paramètres sont a et k,
et pour toutes les déompositions par tree-lustering de
paramètre W , nous avons a ≤W + 1.
Le théorème suivant est lairement plus intéressant
puisqu'il établit le lien entre les omplexités en temps
de TC et de CC.
Théorème 8 Etant donné un CSP binaire PG =
(X,D,C,R), s'il existe une déomposition par Regrou-
pement Cylique dont les paramètres sont a et k, alors
il existe une déomposition par tree-lustering de pa-
ramètre W vériant W + 1 = k + a.
En résumé, pour les omplexités théoriques, on a la
garantie d'obtenir :
 Pour le temps : CCM ≤ CC ≤ TC
 Pour l'espae : TC ≤ CC ≤ CCM
où la notation X ≤ Y signie que la méthode X pos-
sède une omplexité moins bonne que elle de Y .
5 Mise en oeuvre du Regroupement Cy-
lique ave BTD
5.1 Deux approhes naturelles : CC-BTD1 et CC-
BTD2
Du fait de l'intérêt pratique limité de TC, il est natu-
rel d'implémenter CC en remplaçant TC, après l'ae-
tation de l'ensemble oupe-yle, par BTD dont l'e-
aité est largement meilleure que elle de TC [18℄.
Aussi, nous montrerons ii omment il est possible
d'exploiter BTD et nous présenterons une optimisa-
tion de son emploi dans CC.
Pour implémenter CC, une approhe naturelle peut
onsister en l'exéution de BTD dès qu'une nouvelle
aetation onsistante de l'ensemble oupe-yle est
trouvée. Cette approhe, notée CC-BTD1, est immé-
diatement envisageable et de plus, elle garantit l'ob-
tention des bornes de omplexité fournies par CC.
Néanmoins, ette approhe n'est pas néessairement
la plus eae. En eet, dès que CC réalise une
nouvelle aetation onsistante de l'ensemble oupe-
yle, il faut exéuter BTD, qui alulera et enregis-
trera notamment à nouveau des "goods" et des "no-
goods". Toutefois, il est lair qu'une partie de e alul
peut être évitée. En eet, onsidérons une aetation
onsistante de l'ensemble oupe-yle. BTD alulera
et enregistrera les goods et les nogoods assoiés à l'af-
fetation onsidérée. En eet, ertains nogoods sont
obtenus pare que l'aetation d'une ertaine variable
de l'ensemble oupe-yle onduit à l'inonsistane
d'une partie de l'aetation des futures variables. Pour
une autre aetation de l'ensemble oupe-yle, la
même aetation de la même variable pourrait ette
fois-i fournir un good. Aussi, étant donnée une ae-
tation onsistante de l'ensemble oupe-yle, il semble
impossible d'exploiter les goods et les nogoods pro-
duits par un préédent appel de BTD. Néanmoins, il
est possible d'exploiter les nogoods produits lors d'un
appel préliminaire de BTD. Nous noterons ette se-
onde approhe CC-BTD2. Ii, avant de laner CC,
nous réalisons un appel préliminaire de BTD. Il est
lair que tous les nogoods enregistrés orrespondent à
des aetations qui ne pourront jamais être étendues à
des aetations omplètes onsistantes, en partiulier
en inluant les variables qui appartiennent à l'ensemble
oupe-yle. Aussi, es nogoods peuvent être exploités
pour traiter toutes les aetations onsistantes de l'en-
semble oupe-yle pour stopper la reherhe. D'autre
part, les goods alulés ne peuvent pas être exploi-
tés diretement ar ils ont été alulés sur des sous-
problèmes qui ne sont pas néessairement ompatibles
ave toute aetation de l'ensemble oupe-yle.
Avant de présenter des expérimentations sur es
deux approhes, notons que l'intégration de BTD dans
CC ore déjà un intérêt théorique :
Théorème 9 Etant donné un CSP P = (X,D,C,R)
et une déomposition par Regroupement Cylique ave
un TIS G(T ) et des paramètres a et k. La omplexité
de CC-BTDi (i = 1, 2) est O(e + n.a.d
a+k) alors
que la omplexité en espae est O(n.s.ds) où s est la
taille de la plus grande intersetion entre deux liques
maximales de G(T ).
5.2 Resultats expérimentaux
Tout d'abord, avant de présenter les résultats que
nous avons obtenus, il nous faut noter que l'ea-
ité de CC dépend fortement du nombre de solutions
(ou aetations partielles onsistantes) de l'ensemble
oupe-yle. En eet, dans le pire des as, CC al-
ulera toutes les solutions de l'ensemble oupe-yle.
Aussi, pour des raisons d'eaité, CC doit s'appuyer
sur un ensemble oupe-yle qui en reèle peu, e qui
onduit diretement à la question d'un alul d'en-
semble oupe-yle qui satisferait e type de propriété.
Une façon de proéder peut onsister à aluler un
MTIS en utilisant l'algorithme de Balas et Yu [1℄.
En faisant ainsi, nous obtenons ertes un ensemble
oupe-yle de taille raisonnable, mais qui possède
parfois trop de solutions. Aussi, avons-nous préféré
onstruire un ensemble oupe-yle éventuellement de
plus grande taille, mais qui reèlerait beauoup moins
de solutions en exploitant non pas l'algorithme TRI-
ANG de Balas et Yu, mais une méthode heuristique
sans garantie de minimalité. Cette méthode proède
en hoisissant un sommet (une variable), en l'enlevant
du graphe de ontraintes, et en répétant e proessus
jusqu'à e que le graphe résultant soit triangulé. Les
sommets supprimés forment alors un ensemble oupe-
yle. An de limiter le nombre de solutions de l'en-
semble oupe-yle, lors de haque étape, le sommet
hoisi est elui qui orrespond à la variable qui est a
priori la plus ontrainte, soit, elle qui partage le plus
de ontraintes ave les variables déjà séletionnées.
Nous avons d'abord expérimenté CC-BTDi sur des
instanes de CSP binaires aléatoires lassiques et nous
avons omparé les résultats obtenus ave Forward-
Cheking [14℄, MAC [22℄ et FC-BTD [18℄. Pour or-
donner les variables dans FC, MAC ou même, dans
le traitement des lusters pour FC-BTD et CC-BTDi,
nous avons utilisé l'heuristique lassique dom/deg [5℄.
Cette heuristique hoisit en premier les variable xi qui
minimisent le ratio
|dxi |
|Γxi |
ave dxi le domaine ourant
de xi, et Γxi l'ensemble des variables partageant une
ontrainte ave xi. Les instanes aléatoires dites las-
siques, ont été produites en utilisant le générateur érit
par D. Frost, C. Bessière, R. Dehter et J.-C. Régin.
Ce générateur onsidère 4 paramètres : n, d, e et t.
Il produit ainsi des CSP d'une lasse (n, d, e, t) possé-
dant n variables, dont le domaine est de taille d, et il
existe au total e ontraintes binaires (0 ≤ e ≤ n(n−1)2 )
pour lesquelles t tuples sont interdits (0 ≤t≤ d2). Les
lasses que nous avons onsidérées se situent dans le
voisinage de la transition de phase. Pour haque lasse,
nous avons résolu 50 instanes, qui dans haque as,
possédaient un graphe de ontraintes onnexe.
Les résultats sont donnés dans [19℄. Nous avons
onstaté que CC-BTD1 et CC-BTD2 obtiennent des
résultat similaires. L'existene de tels résultats n'est
en soi pas surprenant, pare que, omme ela a déjà été
observé dans [18℄, il existe très peu de nogoods stru-
turels dans les instanes aléatoires lassiques, pour des
raisons évidentes intrinsèquement liées à la nature de
es instanes. Ainsi, il n'y a que très peu de nogoods
qui peuvent être exploités, et qui de fait le seront. Cei
explique que CC-BTDi possède des performanes in-
férieures à FC ou FC-BTD. Toutefois, CC-BTDi sup-
plante MAC quand FC s'avère meilleur que MAC. De
plus, en dépit de l'absene de propriétés adéquates
pour l'exploitation d'une telle méthode struturelle,
nous n'avons pas observé de dégradation signiative
des performanes de ette méthode, par rapport aux
résultats oerts par FC ou FC-BTD.
Comme il est bien onnu que les instanes de CSP
binaires aléatoires lassiques ne reèlent auune stru-
ture pertinente en vue de l'exploitation qui pourrait
Classe W K a+ k FC MAC FC-BTD CC-BTD1 CC-BTD2
(50,15,15,75,5,15,80,50) 27,96 46,70 30 42,00 89,98 10,14 4,76 3,35
(50,15,15,76,5,15,80,50) 28,10 46,38 30 24,68 85,14 23,62 3,35 2,44
(50,15,15,71,5,20,130,50) 28,28 50,34 35 46,42 159,96 40,70 0,35 0,35
(50,15,15,72,5,20,130,50) 29,14 50,40 35 211,36 699,47 128,53 0,29 0,30
(50,15,15,77,5,15,80,30) 27,96 46,40 30 1,89 8,64 1,58 4,89 1,49
(50,15,15,78,5,15,80,30) 28,10 46,28 30 39,98 89,56 1,51 3,45 2,15
Tab. 1  Classes d'instanes struturées aléatoires. Paramètres W,K et a + k des déompostions et temps
d'exéution (en seondes) de FC, FC-BTD, CC-BTD1 et CC-BTD2.
en être faite pour e type de déomposition, il nous a
semblé néessaire de réaliser des tests en s'appuyant
ette fois-i, sur des instanes de CSP binaires aléa-
toires struturées. Par instanes struturées, nous en-
tendons des instanes dont les graphes de ontraintes
vérient des propriétés qui ont un sens pour des mé-
thodes telles que CC. Formellement, notre généra-
teur aléatoire prend 8 paramètres. Il onstruit des
CSP de la lasse (n, d, a, t, s, k, e1, e2) ave n + k va-
riables, haune possédant un domaine de taille d.
Pour haque ontrainte, t tuples sont interdits. Coner-
nant la struture, le générateur onstruit d'abord un
arbre de liques sur n sommets (omme dans [18℄) où
a est la taille de la plus grande lique et s elle de la
plus grande intersetion entre paires de liques. No-
tons que tout arbre de liques est un TIS. Les k va-
riables restantes orrespondent alors à un ensemble
oupe-yle pour lesquelles e1 ontraintes sont pré-
sentes. Finalement, nous rajoutons e2 ontraintes an
de onneter les variables de l'ensemble oupe-yle
et elles de l'arbre de lique. De ette manière, nous
générons des problèmes qui reèlent une struture ex-
ploitable. Malheureusement, nous ne possédons par de
méthode qui soit en mesure de reonnaître systémati-
quement une telle struture. Puisque notre objetif est
de vérier l'intérêt de CC-BTDi dans le adre de pro-
blèmes struturés, et non de juger de la qualité de la
méthode du TIS, et don de elle de l'ensemble oupe-
yle, la struture sera fournie en entrée de CC-BTDi.
Les lasses de CSP qui ont fait l'objet d'expérimenta-
tions sont toutes situées au voisinage de la transition
de phases (voir table 1). Pour haque lasse onsidé-
rée, nous avons résolu 50 instanes. Enn, pour haque
instane, le graphe de ontraintes est onnexe.
La table 1 montre que CC-BTDi peut surpasser
MAC, FC et FC-BTD quand la struture du pro-
blème possède de telles propriétés. Notons par ailleurs
qu'en e qui onerne les paramètres de la omplexité
(W,K, a et k), TC fournit, omme l'indiquent les ré-
sultats théoriques de la setion 4, les meilleurs résul-
tats. La résolution qui suit ne reprend ependant pas
ette tendane. Cela nous inite à penser que le déou-
page en deux étapes distintes de la partie "exponen-
tielle" dans CC, onstitue un avantage sur le plan pra-
tique. Nous pouvons aussi observer que CC-BTD2 est
meilleur que CC-BTD1. Aussi, les nogoods enregistrés
pendant la phase de traitement préliminaire réalisée
par l'appel à BTD permettent-ils à CC-BTD2 d'éviter
ertaines zones de l'espae de reherhe potentiel.
Pour résumer, CC-BTDi peut onstituer une ap-
prohe intéressante pour la résolution de problèmes
struturés. La diulté essentielle onerne alors le
problème de reonnaissane de la struture du pro-
blème que la méthode pourrait exploiter, en partiu-
lier, l'aptitude qu'elle peut avoir à aluler un TIS de
bonne qualité, 'est-à-dire onduisant à un ensemble
oupe-yle reelant peu de solutions. Une onsé-
quene immédiate de e onstat est qu'il est mainte-
nant néessaire de développer des méthodes alulant
des TIS ave et objetif, avant de pouvoir totalement
armer l'intérêt pratique de CC-BTDi.
6 Conlusion
Dans e papier, nous avons étudié le Regroupement
Cylique [16℄. Alors que [16℄ se limitait à présenter les
prinipes de la méthode, nous avons expliqué omment
ette méthode peut être mise en oeuvre eetivement
par l'exploitation de propriétés de sous-graphes trian-
gulés. Nous avons ensuite montré que le Regroupe-
ment Cylique ore un ompromis entre temps et es-
pae sur le plan de la omplexité théorique. Pour ela,
nous avons démontré que sa omplexité en temps est
inférieure à elle de la méthode de l'ensemble oupe-
yle alors que pour e qui onerne sa omplexité en
espae, elle est inférieure à elle du Tree-Clustering.
Finalement, nous avons présenté les résultats d'expé-
rimentations qui montrent que le Regroupement Cy-
lique, quand il s'appuie sur une adaptation hybride
du Tree-Clustering appelée BTD [18℄, peut eetive-
ment être très eae en pratique, ei à partir du
moment où l'instane à résoudre reèle des propriétés
struturelles adaptées et reonnaissables.
Il demeure un travail important qui reste à dé-
velopper, prinipalement dans deux diretions. Tout
d'abord, nous devons étudier les outils algorithmiques
pour aluler des TIS de meilleure qualité. La seonde
diretion onerne l'étude visant à exploiter au mieux
les informations produites par BTD pendant la phase
de traitement préliminaire dans CC-BTD2.
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