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Eine Bemerkung u¨ber positiv definite quadratische Formen
und rationale Punkte
von Nikolay Moshchevitin1 (Moskau)
1. Resultate u¨ber rationale Punkte.
Sei
f(x) =
n∑
i,j=1
fi,jxixj , fi,j = fj,i, x = (x1, ..., xn) ∈ R
n
eine positiv definite quadratische Form mit ganzen Koeffizienten. Fu¨r die Form f betrachten wir eine
indefinite Form
F (z) = f(x)− y2
in n+ 1 Variablen z = (x1, ..., xn, y) ∈ R
n+1 und den Ko¨rper
Sf = {x ∈ R
n : |f(x)| < 1},
dessen Volumen wir durch vf bezeichnen.
Wir erinnern uns, dass eine quadratische Form Q(z) isotrop heißt, wenn ein Gitterpunkt g 6= 0 mit
Q(g) = 0 existiert.
In der vorliegenden Note werden wir folgende Behauptung zeigen.
Satz 1. Sei
f(α) = f(α1, ..., αn) = 1.
Definieren wir die Konstante
κf = 6max
{
1,
(n+ 1)2(n+1) · 62n · 22n
2
v
2(n+1)
f
}
Falls die Form F (z) isotrop ist, gibt es fu¨r jedes T > 1 einen ratiolalen Punkt
r =
(
a1
q
, ...,
an
q
)
, a1, ..., an ∈ Z, q ∈ Z,
mit den folgenden Eigenschaften:
1 6 q 6 T,
f (α − r) = f
(
α1 −
a1
q
, ..., αn −
an
q
)
6
κf
qT
(1)
und
f(r) = f
(
a1
q
, ...,
an
q
)
= 1.
1
unterstu¨tzt durch RFBR 15-01-05700а.
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Diese Behauptung ist eine effektive Version eines hu¨bschen Satzes von Fishman, Kleinbock, Merrill
und Simmons [7]. Kleinbock und Merrill [6] hatten vor kurzem das Resultat des Satzes 1 fu¨r die
einfachste positive Form
f0(x) = x
2
1 + ...+ x
2
n (2)
bewiesen, ohne eine explizite Konstante in (1). Ein allgemeines Ergebnis war spa¨ter von Fishman,
Kleinbock, Merrill und Simmons [6] bewiesen werden. Sie hatten keine explizite Konstante auch und
sie benutzten die Methoden der Theorie Dynamischer Systeme.
Hier geben wir einen kurzen Beweis des Satzes 1, der nur den Satz von Minkowski u¨ber die sukzes-
siven Minima und einen Nullstellensatz fu¨r die isotropen Form von Cassels [3] verwendet. Dieser
Nullstellensatz wurde 1955 von Cassels [1] bewiesen (sehe auch die Arbeit von Davenport [4]). Birch
und Davenport [1], Schlickewei [9], Schulze-Pillot [12], Schlickewei und Schmidt [10,11] haben dieses
Resultat verallgemeinert. Eine interessante U¨bersicht wurde von Fukshansky [5] geschrieben. Ein
kurzer Beweis des Satzes 1 fu¨r f0 in dem Fall n = 3 wurde in [8] gegeben.
A¨ltere Resultate u¨ber die Aproximation von Punkten auf der quadratischen Fla¨che durch rationale
Punkte der Fla¨che sind in dem Buch von Cassels ([3], Kap. 6, § 8, 9) besprochen.
2. Quadratische Forme und Automorphismen.
Wir brauchen die einfachste Form (2) und die entsprechende Form
F0(z) = x
2
1 + ...+ x
2
n − y
2.
Wir betrachten die Kugel
S = {x : x21 + ... + x
2
n < 1} ⊂ R
n
mit dem Volumen on = volS.
Wir brauchen auch die indefinite Form
F1(w) = x
2
1 + ... + x
2
n−1 + ξη
in n+ 1 Variablen w = (x1, ..., xn−1, ξ, η) ∈ R
n+1. Es ist klar, dass
F0(z) = F1(Bz)
mit
B =


1 · · · 0 0 0
...
...
...
...
...
0 · · · 1 0 0
0 · · · 0 1 −1
0 · · · 0 1 1

 .
Die Form F0 hat eine Familie der Automorphismen
Dt =


1 0 · · · 0 0 0
0 1 · · · 0 0 0
...
...
...
...
...
...
0 0 · · · 1 0 0
0 0 · · · 0 t−1 0
0 0 · · · 0 0 t


, t ∈ R+,
2
so dass
Gt = B
−1DtB =


1 0 · · · 0 0 0
0 1 · · · 0 0 0
...
...
...
...
...
...
0 0 · · · 1 0 0
0 0 · · · 0 1
2
(
t+ 1
t
)
1
2
(
t− 1
t
)
0 0 · · · 0 1
2
(
t− 1
t
)
1
2
(
t + 1
t
)


, ,
Automorphismen der Form F0 sind:
F0(Gtz) = F0(z), ∀ t ∀ z.
Fu¨r einen Punkt β ∈S ko¨nnen wir eine orthogonale Matrix Rβ finden, fu¨r die gilt
β = Rβe,
wo e = (0, ..., 0︸ ︷︷ ︸
n−1
, 1)T . Es ist klar, dass Rβ ein “abstandserhaltenden Automorphismus” der Form F0 ist,
der den euklidischen Abstand zwischen Punkten bewahrt.
Wir definieren die Punkte
e =


0
...
0
1
1

 , α =


α1
...
αn−1
αn
1

 , β =


β1
...
βn−1‘
βn
1

 ∈ R
n+1
und die Matrizen
Wf =
(
Wf n×n 01×n
0n×1 1
)
, Rβ =
(
Rβ n×n 01×n
0n×1 1
)
.
Dann
α =Wfβ, (3)
β = Rβe (4)
und
t · β = RβGte. (5)
Wir betrachten den Zylinder
K =
{
z = (x1., , , xn, y) ∈ R
n+1 : |y| < 1, x21 + ... + x
2
n−1 + x
2
n < 1
}
mit dem Volumen volK = 2on. Sei Kf (α, t) =WRβ(α)GtK. Wegen
K ⊂ {z : |F0(z)| < 1},
F0(Rβz) = F0(Gtz) = F0(z), F (Wx) = F0(x), (6)
haben wir
Kf (α, t) ⊂ {z : |F (z)| < 1}. (7)
Wir bemerken, dass
volKf(α, t) = |detWf · detRβ(α) · detGt · 2on| = |detWf | · 2on = 2vf . (8)
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3. Sukzessive Minima.
Wir betrachten die sukzessiven Minima λj, 1 6 j 6 n+1 des Ko¨rpers Kf (α, t). Aus dem Satz von
Minkowski folgt
λn1λn+1 6 λ1 · · ·λn+1 6
2n+1
volKf(α, t)
,
sodass
λn+1 6
2n+1
λn1 · volKf (α, t)
=
2n
λn1 · vf
. (9)
Wir unterscheiden zwei Fa¨lle.
Fall 1. Sei λ1 < 1. In diesem Fall existiert ein Gitterpunkt g ∈ Kf(α, t), g 6= 0. Aber F (g)
ganzzahlig ist, sodass aus (7) folgt F (g) = 0.
Fall 2. Sei λ1 > 1. Dann aus (9) folgt
λn+1 6
2n
vf
. (10)
In diesem Fall existieren unabha¨ngig Gitterpunkte
g1, ..., gn+1 ∈ λn+1Kf(α, t). (11)
Die Form F ist isotrop und darum die Form
Q(ξ) = F (ξ1g1 + ...+ ξn+1gn+1) =
n+1∑
i,j=1
Qi,jξiξj, ξ = (ξ1, ..., ξn+1) ∈ Z
n+1
ist isotrop auch. Dann Hilfssatz 8.1 aus Kap. 6 [3] gibt einen Gitterpunkt ζ = (ζ1, ..., ζn+1) ∈ Z
n+1\{0}
mit Q(ζ ) = 0 und
max
16j6n+1
|ζj| 6
(
3
∑
16i,j6n+1
|Qi,j|
)n/2
. (12)
Aber
Qj,j = F (gj), Qi,j =
1
2
(F (gi + gj)− F (gj)− F (gi)) , i 6= j
Aus (11) folgt gi + gj ∈ 2λn+1Kf (α, t), sodass liefern (11) und (7)
|F (gj)| 6 λ
2
n+1, |F (gi + gj)| 6 4λ
2
n+1,
und darum
max
16i,j6n+1
|Qi,j| 6 3λ
2
n+1. (13)
Sei
g = ζ1g1 + ...+ ζn+1gn+1.
Dann F (g) = 0 und aus (10), (11), (12) und (13) folgt
g ∈ (n+ 1)n+13nλn+1n+1Kf(α, t) ⊂
(n + 1)n+1 · 6n · 2n
2
vn+1f
Kf(α, t).
In beiden Fa¨llen existiert ein Gitterpunkt
g = (a1, ..., an, q) ∈ Cf Kf(α, t) \ {0}, Cf = max
{
1,
(n+ 1)n+1 · 6n · 2n
2
vn+1f
}
(14)
mit F (g) = 0.
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4. Beweis des Satzes 1.
Sei
t =
2T
3Cf .
Betrachten wir den Gitterpunkt g aus (14). Wir definieren die Punkte
u = (u1, ..., un, q) = W
−1
f g ∈ Rβ(α)GtCfK, g =Wfu; (15)
v = (v1, ..., vn, q) = R
−1
β(α)u = R
−1
β(α)W
−1
f g ∈ GtCfK, u = Rβ(α)v; (16)
w = (w1, ..., wn, wn+1) = G
−1
t v = G
−1
t R
−1
β(α)u = G
−1
t R
−1
β(α)W
−1
f g ∈ CfK, v = Gtw; (17)
so
wj = vj , 1 6 j 6 n− 1,
wn =
1
2
(
1
t
+ t
)
vn +
1
2
(
1
t
− t
)
q,
wn+1 =
1
2
(
1
t
− t
)
vn +
1
2
(
1
t
+ t
)
q
und
F0(w) = F0(v) = v
2
1 + ...+ v
2
n−1 + v
2
n − q
2 =
= v20 + ... + v
2
n−1 +
(
1
2
(
1
t
+ t
)
vn +
1
2
(
1
t
− t
)
q
)2
−
(
1
2
(
1
t
− t
)
vn +
1
2
(
1
t
+ t
)
q
)2
.
Wegen w ∈ CfK, gilt |wn|, |wn+1| < Cf und |wn + wn+1| < 2Cf , |wn − wn+1| < 2Cf . Daher ist
|q − vn| <
2Cf
t
, (18)
und
|q + vn| < 2Cf t, (19)
Aus (18), (19) folgt
2q = q + vn + q − vn <
2Cf
t
+ 2Cf t < 3Cf t,
oder
q 6
3Cf t
2
= T. (20)
Aus (3), (15), (4), (16) und (6) folgt
F (g−qα) = F (Wf (u−qβ)) = F0(u−qβ) = F0(Rβ(α)(v−qe)) = F0(v−qe) = v
2
1+ ...+v
2
n−1+(vn−q)
2.
Aber v21 + ...+ v
2
n−1 + v
2
n − q
2 = F0(v) = F (g) = 0. Daraus folgt
|F (g− qα)| = |v21 + ... + v
2
n−1 + (vn − q)
2| = |q2 − v2n + (vn − q)
2| = |2q(q − vn)| <
4Cfq
t
. (21)
(In der letzten Ungleichung verwenden wir (18).) Fu¨r den rationalen Punkt r =
(
a1
q
, ..., an
q
)
∈ Qn
folgt
f (α − r) 6
6C2f
qT
. (22)
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Nun haben wir (20) und (22), und Satz 1 bewiesen ist.
5. Linear unabha¨ngige Lo¨sungen.
Das folgende Ergebnis wurde 1983 von Schulze-Pillot [12] gezeigt (seht auch Folgerung 1 aus [11]):
Sei
Q(ξ) =
m∑
i,j=1
Qi,jξiξj, ξ = (ξ1, ..., ξm) ∈ R
m
eine isotrope quadratische Form mit ganzrationalen Koeffizienten. Dann gibt es linear unabha¨ngige
ganzzahlige Punkte ζ
k = (ζk1 , ..., ζ
k
m), 1 6 k 6 m mit Q(ζ
k) = 0 und mit
m∏
k=1
max
i
|ζki | 6 cm
(
max
i.j
|Qi.j|
)m2
2
−1
,
wobei cm > 0 eine effektive Konstante ist.
Aus diesem Ergebnis folgt:
Satz 2. Sei f(α1, ..., αn) = 1. Falls die Form F (z) isotrop ist, gibt es eine effektive Konstante
κ∗f > 0 mit den folgenden Eigenschaften. Fu¨r jedes T > 1 gibt es (n + 1) unabha¨ngige ganzzahlige
Punkte
(ak1, ..., a
k
n, q
k) ∈ Zn+1, 1 6 k 6 n+ 1
mit 1 6 qk 6 T , f
(
α1 −
ak
1
qk
, ..., αn −
akn
qk
)
6
κ∗
f
qkT
und f
(
ak
1
qk
, ...,
akn
qk
)
= 1.
Der Beweis verla¨uft analog zu dem von Satz 1.
Der Autor dankt Prof. O.N. Deutscher fu¨r die fruchtbare Diskussion und Prof. C. Elsholtz fu¨r
sprachlische Hinweise.
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