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Forecast Evaluation for Multivariate
Time-Series  Models:
The U.S.  Cattle Market
Timothy Park
A set of rigorous  diagnostic techniques  is used to evaluate the forecasting performance
of five  multivariate time-series models  for the U.S.  cattle sector.  The root-mean-
squared-error criterion  along with an evaluation of the rankings of forecast errors
reveals that the Bayesian vector autoregression  (BVAR) and the unrestricted  VAR
(UVAR) models generate  forecasts which are superior to both a restricted  VAR
(RVAR) and a vector autoregressive  moving-average  (VARMA)  model. Two methods
for calculating a test evaluating the ability to forecast directional  changes are
implemented.  The BVAR models and the UVAR model  unambiguously  outperform
the VARMA model in forecasting directional  change.
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A prime objective of this paper is to present a
set of rigorous diagnostic  tools which  can be
used to evaluate forecasting performance  and,
in turn, guide the  selection of an appropriate
forecasting  model. Two criteria originally sug-
gested by Granger and Newbold are presented
to  motivate  the techniques  used to  evaluate
forecasting  performance.  The  methods  put
forth  complement  work  by  Kaylen  (1988)
which  examined  a different  set of techniques
for comparing  forecasts.  The complete  set of
techniques implemented in this paper has not
been applied previously.
The first criterion proposed by Granger and
Newbold examines whether a set of forecasts
is significantly better than its competitors. The
root mean-squared error is the traditional sta-
tistic for comparing forecasts from alternative
models. However, simple comparisons of root
mean-squared  errors  provide  limited  infor-
mation  for guiding  the selection  of a model.
To examine whether the observed  differences
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in root  mean-squared  errors  are  statistically
significant,  a formal test is applied.  A second
test  evaluates  forecasting  performance  based
on the relative size of  forecast errors. The time-
series models are compared based on rankings
of the  forecast  errors using  a  test procedure
developed  by Stekler.
The  second criterion  proposed by  Granger
and Newbold attempts to assess the worth of
the forecasts to a decision maker in an absolute
sense, an evaluation that is often very difficult.
Merton developed the theoretical foundations
for one type of test which meets this criterion.
The  test evaluates  the  ability  of time-series
models  to forecast directional  changes in the
variables  of interest. The test is implemented
in a nonparametric  procedure  following Hen-
riksson and Merton and also using a regression
framework developed by Cumby and Modest.
The forecasting performances of five multi-
variate  time-series  models  which  have  been
proposed  as methods  for generating  optimal
forecasts  are investigated.  The models exam-
ined here  were chosen  for two reasons. First,
in previous empirical work these models have
been  shown  to  outperform  other  models  in
forecasting accuracy. Second, the model selec-
tion  and  specification  procedures  for  each
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model  are  well  defined,  avoiding  to  a  large
degree  the need  for judgmental  decisions  in
choosing an appropriate  model.
First, a set of five time-series models is spec-
ified and identified.  Then methods for evalu-
ating the forecast  performance  of the models
are developed  and applied.  This paper repre-
sents the first attempt to compare these models
on a common data set gathered from the U.S.
livestock sector.
Data
The  livestock  sector  has  been  buffeted  by a
series  of shocks in the  past  15  years.  Move-
ments  in  cattle-on-feed,  beef produced,  and
prices  for  steers  have  been  exacerbated  by
changes in agricultural policy such as the Dairy
Termination  Program  and  grain  embargoes
along with structural  shifts in the demand for
meat. The impact of these events on the live-
stock  sector provides  a  stringent test  for the
forecasting performance  oftime-series models.
The time-series  models are estimated using
four  series  from  the  U.S.  livestock  industry.
The variables are: beef production, total cattle-
on-feed,  steer prices for  900- to  1,100-pound
steers, and feeder steer prices for 600- to 700-
pound  feeders.  The  data  series  were  chosen
from a U.S. Department of  Agriculture (USDA)
model  for the U.S.  livestock industry  devel-
oped by Stillman. Data used were available on
a continuous monthly basis from January  1970
through  October  1987.  The  beef production
variable  corresponds  with  the  primary  pro-
duction sector of the USDA structural model.
The total cattle-on-feed  variable is the capital
stock  variable  representing  the total number
of animals available for marketing.  The price
variables  are  key  components  in the  USDA
model.  Steers  are  the  most  highly  valued
slaughter animals in the livestock sector. Feed-
er steer prices comprise the largest cost in cattle
feedings for the cow-calf operator.
The specification  of time-series  models be-
gins with series which are stationary.  Yet for-
mal tests for stationary series  often have been
neglected  in  formulating  time-series  models.
A  test  procedure  developed  by  Dickey  and
Pantula was used to check for stationarity. The
test can be motivated by noting that hypoth-
eses  about the  presence  of unit roots  can be
tested based on parameters from the sequence
of regressions  specified in table  1.
This application of the procedure begins with
the third difference  of each  series,  following
Dickey and Pantula's presentation which is ap-
propriate for economic time series. Each third
difference  is  regressed  on a constant  and the
lagged value of the second difference  for that
series. Compared to the rA  table of Fuller, the
t-statistics for the lagged  second difference of
each series in Step 1  are lower than the critical
values. The null hypothesis  that the third dif-
ference  for each  series is nonstationary  is re-
jected.
In a sequential test procedure, the degree of
differencing  is  decreased  by  one  to examine
whether  the second  difference  is sufficient  to
induce stationarity. In Step 2, the third differ-
ence of each  series is regressed on a constant,
the  lagged  second  difference,  and  the lagged
first difference. Based on the t-statistics for both
the lagged first difference and the lagged second
difference,  the null hypothesis that the second
difference of each series is nonstationary is also
rejected.
The test procedure continues by considering
whether a first difference  is sufficient to induce
stationarity. The model for testing the null hy-
pothesis  uses the  same set  of variables  as  in
Step 2, supplemented with the lagged value of
the dependent variable. The appropriate mod-
el  is  presented  in table  1 as Step  3. For the
logarithm  of beef production  and  the  loga-
rithm of cattle-on-feed,  each of the t-statistics
for the complete  set of lagged variables  indi-
cates that no differencing  is required.  For the
steer prices  and feeder  steer prices  series,  the
t-statistics  on the lagged  value of the depen-
dent  variable  in each  equation  indicate  that
the first difference  is necessary  to induce  sta-
tionarity.  Graphical  analysis of the data con-
firms that the transformed  series  are  station-
ary.
Estimation of Multivariate Vector
Autoregressive  Moving-Average  Models
The first forecasting model estimated is a vec-
tor generalization  of univariate autoregressive
moving-average  (VARMA) models proposed
by Tiao  and Box.  Recent  empirical  work  by
Fackler  and  Krieger  has  shown  that  these
models  can  substantially  outperform  unre-
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Table  1.  Dickey-Pantula  Stationarity Tests for Times  Series
Dependent Variablea
Explanatory  Variablesb  Beef Production  Cattle-on-Feed  Steer Prices  Feeder Prices
STEP 1:
Ho: Three unit rootsc
Constant  0.000652  0.000135  0.000873  -0.00631
(0.092)  (0.040)  (0.00398)  (-0.031)
DIF(Y21_)  -1.746  -1.301  -1.323  -1.453
(-35.087)*  (-18.086)*  (-  18.465)*  (-21.554)*
STEP 2:
Ho: Two unit roots
Constant  0.00129  0.000720  0.1509  0.119
(0.296)  (0.242)  (0.814)  (0.658)
DIF(Y,_,)  -2.221  -0.637  -0.787  -0.699
(-17.128)*  (-7.520)*  (-8.582)*  (-7.438)*
DIF(Y,_1)  -0.636  -0.984  -0.927  -1.104
(-8.883)*  (-13.029)*  (-8.582)*  (-  14.652)*
STEP 3:
Ho: One unit root
Constant  1.438  0.907  1.271  0.951
(2.885)  (3.841)  (1.799)  (1.565)
Y,_i  -0.190  -0.099  -0.022  -0.016
(-2.883)*  (-3.838)*  (-1.642)  (-1.434)
DIF(Y,  )  -2.031  -0.538  -0.769  -0.686
(-14.187)*  (-6.287)*  (-8.369)*  (-7.284)*
DIF(Y2,)  -0.695  -1.064  -0.939  -1.112
(-9.512)*  (- 14.067)*  (-12.380)*  (-14.764)*
a The dependent variable  is the third difference for each  series.
b Notation  for the explanatory  variables in the sequence of models:  Y,_,  is the lagged value of the dependent  variable; DIF(Y,_,) is the
lagged first difference of the dependent variable; DIF(Y2_,) is the lagged second  difference of the dependent variable.
cAsymptotic  t-values are in parentheses.  Asterisk indicates significance at  .05 level.  Critical  value for To5 = -2.89.
stricted VAR models on the basis of forecast-
ing accuracy.  The VARMA model is specified
as
(1)  IP(L)Z, = C + 0,(L)at, where
p = I  - ,bIL  - ...  - pLP  and
q,  = I-  OL - ...  - OqLq,
where I represents the unit matrix, L is the lag
operator, and p and q denote the orders of the
autoregressive  and  the  moving-average  pro-
cesses,  respectively.  For this model,  C is a k
x  1 vector of constants,  hp and Oq are k  x  k
matrices,  Z, is a k-element vector,  and at is a
k-element  vector  of identical  and  indepen-
dently  distributed  random  shocks  that have
mean zero and covariance 2.
The tentative  specification  of the VARMA
model  begins  with  the  sample  cross-correla-
tion matrices,  which  are  used to identify the
order of the moving-average  process. If Z,  fol-
lows an MA(q) model,  then the cross-covari-
ances  and cross-correlations  are zero for k >
q.  Second,  to identify autoregressive  models,
Tiao  and Box  proposed  a generalized  partial
autocorrelation  function, P(v). If Zt follows  a
vector AR(p) model, then P(v) =  0 for v > p.
The  partial  autoregression  matrices  and  as-
sociated statistics used for identifying pure au-
toregressive  processes  indicate  that a low-or-
der  AR  specification  would  not  adequately
model  the data. The  sample  autocorrelations
and  cross-correlations  for the series  are  per-
sistently high, also ruling out a low-order MA
model.
The  extended  sample  cross-correlation
(ESCC) is a key diagnostic  tool developed by
Tiao and Tsay to identify mixed models which
contain both moving-average  and autoregres-
sive components.  The procedures  developed
by Tiao and Tsay using the ESCC methodol-
ogy lead to the identification of a VARMA(1,1)
model from which forecasts are generated. The
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Table 2.  Likelihood Ratio Test Statistics for
Lag Length in VAR  Models
Degrees
of
k2  k,  M(k2,  k)ab  Freedom
1  0  471.11  16
2  1  129.99  16
3  2  64.26  16
4  3  33.64  16
5  4  24.30  16
7  6  36.64  16
8  7  43.95  16
9  8  54.10  16
10  9  13.75  16
11  10  28.42  16
12  11  38.21  16
9  4  183.55  80
Note: Ho: All coefficients in lag k, + 1,..., k2 equal zero. Boldface
indicates candidate  lag lengths for testing.
aM(k2, k,)  is approximately  distributed  as a x
2 random variable
with m
2(k 2 - kl)  degrees of freedom.
bCritical  value  for x2?605  =  26.296: Critical  value for X0,o5  =
101.879.
final model is  estimated by maximum  likeli-
hood.
Estimation of the Vector
Autoregression  Models
Two  alternative  versions  of the VAR model
are  estimated.  In  the  unrestricted  VAR
(UVAR)  model,  each  variable  in the system
depends  on lagged values of itself and lagged
values of all the  other variables.  A common
lag,length  is specified  for the variables  in the
system.
The likelihood ratio test statistic developed
by Tiao and Box is used to determine the order
of the  lag  length for the  UVAR  model.  The
test  starts with  a  maximum  lag  length of  12
months  to capture  any  yearly pattern  in  the
series  for the cattle  industry.  For testing  lag
length  k,  versus  k2,  the likelihood  ratio  test
statistic is
(2)  M(k) = [N-  .5  - m  k][ln S(k,)  - In S(k2)],
where  N is the effective  number of observa-
tions,  m  is the number  of endogenous  series
in the model,  k is the order  of the  longer lag
length in the model, and S(k) is the determi-
nant of  the matrix of the residual sum of  squares
and  cross products  from the model  with lags
1 through  k.  Under  the null hypothesis  that
all  of the  coefficients  in k,  +  1,  ... ,  k2  are
zero, M(k) is asymptotically x2 with m 2(k2 -
k1)  degrees of freedom.
The likelihood ratio test statistics for testing
lags 1 through  12 are presented in table 2. The
results of table  2 indicate that the lag lengths
of four and nine are candidate lag lengths  for
the  UVAR.  When  testing  lag  9  versus lag  4,
the null hypothesis that all  of the coefficients
in lags 5 through 9 were zero was not rejected.
The lag length for the UVAR is set at nine.
Fackler  and  Krieger  identified  potential
problems  with  using  the  UVAR  model  for
forecasting in multivariate time-series models.
Lengthening the lag length by one variable in-
creases  the  number of estimated  parameters
by the square of  the number of variables in the
model.  Choice  of  lag  length  may  be  con-
strained by  the available  degrees  of freedom
in the  data  set. A  lag  length which  is under-
specified leads to biased coefficient estimates.
The specification that each variable in the sys-
tem has an identical  lag length is also restric-
tive and may be inappropriate.
An alternative  method for specifying a type
of VAR model is based on a method proposed
by Webb to  overcome  these  difficulties.  The
method, which was designed to restrict signif-
icantly  the number  of estimated  coefficients
relative  to the UVAR model,  is here termed
RVAR.  For each  series,  a  search  procedure
designed to minimize  a goodness-of-fit  crite-
rion is used to choose  the  lag length.  Kaylen
(1988) has shown that a similar model-fitting
procedure  using  an  alternative  criterion  for
choosing lag length yields forecasts for the U.S.
hog market which  outperformed  a variety of
other models.
The  procedure  developed  by  Webb  is de-
signed  to  efficiently  identify the  specification
that minimizes an appropriate goodness-of-fit
criterion  while  limiting the role  of judgment
in the process. The optimal criterion for iden-
tifying  the order of any  type of VAR  model
should be based on the success of the criterion
in  identifying  the  most  accurate  forecasting
model.
Liitkepohl showed that the Schwarz criterion
was the most effective criterion for identifying
the  correct  order  of lag  length.  In  a  test  of
various  criteria  for  forecasting  performance,
Engle  and  Brown  demonstrated  that  the
Schwarz criterion resulted in the smallest mean-
squared  forecasting error.  Using the  Schwarz
criterion, the chosen model specification min-
imizes:
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(3) Schwarz = T(K/7 * ESS,
where  T is the number of observations  used
in the  model, K is the number of lags in the
model,  and ESS is the sum of squared  resid-
uals.
Selection  of  the  lag  length  based  on  the
RVAR specification  proposed  by Webb con-
sists of the following steps.  The starting spec-
ification for each equation contains lagged val-
ues  of the  dependent  variable  based  on  the
Tiao-Box  criterion.  The  lag  length  for  each
variable is increased by one period. A decrease
in the  Schwarz  criterion  determines  whether
the lag length  for one variable is increased by
one  period.  To  avoid  converging  to  a  local
minimum,  additional  lag lengths also are  ex-
amined to see whether  the Schwarz criterion
declines. When a lower Schwarz criterion  can-
not be attained, no additional terms are added.
For the  final specification,  the values  in each
lag are examined to see if  removing a lag lowers
the  criterion.  The  final  specifications  of the
UVAR  and  RVAR  models  are  presented  in
table 3.
Estimation of the Bayesian  Vector
Autoregression
A modification  of the  VAR  model  imposes
Bayesian priors for the parameter  values and
their  underlying  distributions.  Litterman
(1986a)  showed  that the Bayesian vector au-
toregression  (BVAR)  can  produce  forecasts
which  perform  as  well  as  structural  econo-
metric  models.  The  Bayesian  approach  has
been especially  effective in dealing with spec-
ification  uncertainty  inherent  in  time-series
modeling.  Nickelsburg  and  Ohanian demon-
strated  that imposing Bayesian  random-walk
priors reduced forecast error variance even in
the  presence  of misspecification.  A  final
strength  of the  BVAR  model  has  been  the
emergence  of a consistent  method  for speci-
fying the Bayesian priors, including formal sta-
tistical criteria for examining the performance
of alternative specifications.
The model is written as an nth order  auto-
regressive  form for the n-vector of dependent
variables denoted by Y
(4)
m
Yt= D  +  2  BjYtj +  e,,
j=1
where  Dt is the constant term for  each  com-
ponent of Y. Let b,. be the ijth element of the




Pro-  on-  Steer  Feeder
Lagged Variables  duction  Feed  Prices  Prices
Unrestricted VAR
Beef Production  9  9  9  9
Cattle-on-Feed  9  9  9  9
Steer Prices  9  9  9  9
Feeder Prices  9  9  9  9
Restricted VAR
Beef Production  9  1
Cattle-on-Feed  9  1
Steer Prices  1  9
Feeder Prices  1  9
autoregressive  matrix B. Choice of lag  length
using  the  appropriate  test statistic  has  been
discussed previously.
The  Litterman  prior  is  based  on  the  as-
sumption that the behavior of most economic
variables  can be  approximated  as  a  random
walk around an unknown, deterministic com-
ponent.  For each equation  in the system, this
specification  is written as
(5) Yt  = Dt + BiYt,  +  et.
Additional assumptions  on the B matrix  are
that: (a) the elements of the B matrix are jointly
normally  distributed;  (b) the means of the  bi
elements  are zero,  except for  bi  which  has  a
mean  of one; and  (c)  the  bi  are  uncorrelated
across  all i and j.
Following  the specification  adopted by Lit-
terman  (1986a,  b),  the initial  own-lag  coeffi-
cients,  bi,  are equal to one  for both the  series
specified in logarithms and for the differenced
series.  Kaylen (1988)  suggested that for series
which  are differenced,  it may be appropriate
to center  initial  own-lag  coefficients  on zero.
Litterman  (1986a)  also  noted that modifica-
tions to these values  might be considered but
argued that the forecasting performance should
be relatively insensitive to the specification of
the prior on the first lag of the dependent vari-
able.  Alternative  specifications  of the  b,  can
be considered in future work.
The random-walk prior is supplemented with
additional assumptions on the form of the dis-
tribution of the prior means. Variable lags fur-
ther in the past have less explanatory  power
than the more recent lags;  standard deviations
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on  the  lag  coefficients  decrease  as  the  lag
lengthens.
The standard deviations of the estimated pa-
rameters  are specified based on the following
information:
X  represents the constant overall tightness of
the prior.  Low values of X  imply a tight prior
in which the distributions ofthe estimated coef-
ficients  are  tightly  spiked  around  the  prior
means.
y7  determines the rate at which standard de-
viations decrease on coefficients in the lag dis-
tributions.  The  decay  pattern  of the  lagged
standard deviations  can take  the form of an
harmonic lag, a geometric lag, or no decay pat-
tern. A tighter decay pattern implies that stan-
dard  deviations  on  higher  lags  receive  less
weight and  are  more tightly  restricted  about
prior means.
72  represents the relative  tightness on stan-
dard deviations of own lags of dependent vari-
ables  compared  to lags  of other  variables  in
the system.
Given the parameters  (X, ,7,  )2),  the Litter-
man prior for the standard deviation  of coef-
ficient i,j at lag  1  is
x
1l
(6)  5/ =  -
T
lyl I Yl  d
ifi =j
if i  j.
In  the  prior,  6i  is  the  standard  error  of the
residuals  from the  univariate  autoregressions
for variable  i of the lag length chosen for the
VAR. The priors are scaled by a ratio of stan-
dard  errors  from  the  univariate  autoregres-
sions. The scaling is necessary  so that the units
in which the variables of the original series are
measured  do not bias  the specification  of the
BVAR.
In the specification  of the symmetric prior,
the tightness parameters for the coefficients of
variable  i in equation j  are the  same  for all  i
andj. The nonsymmetric prior relaxes this re-
striction,  allowing varying degrees of interac-
tions among the variables in the model based
on additional information  about the relation-
ships of the variables. The specification of the
nonsymmetric  prior  is based  on a  matrix  of
72(i, j) coefficients,  which reflects the tightness
on the coefficient of variable j in the ith equa-
tion of the system.  Values of 72(i, j) near one
are chosen when the variables tightly interact;
values near zero reflect less interaction among
the variables.
The BVAR models are fit using a procedure
developed by Bessler and Kling.  The starting
point for the BVAR  specification is based on
the lag length chosen by the UVAR model.  A
grid search for the settings of(X,  71,  72) is con-
ducted using values from (.00, .01, .25, .50, .75,
1)  based on data over the period January  1970
through December  1981.  Out-of-sample  fore-
casts are generated  for each parameter  setting
using the Kalman filter, as described in Doan
and  Litterman,  for the  period  January  1982
through  December  1984.  The parameter  set-
ting  for  (X, yi,  72)  which  minimizes  the  log
determinant of  the error covariance matrix over
the out-of-sample period is (.50, .00, .50). The
nonsymmetric prior uses the same value for X
= .50 and  y, = .00 with values of 72(i, j)  spec-
ified in table 4.
Selection of the BVAR  model  is based  on
the forecasting performance  of the models es-
timated  using a subset  of the complete  data.
The  final  BVAR  models  for both  the  sym-
metric  prior and the nonsymmetric  prior are
specified over the period January  1970 through
December  1984  and  forecast  out  of sample
from January  1985 through October  1987.
Out-of-Sample  Forecast Evaluation
The  first  criterion  proposed  by  Granger  and
Newbold  for  evaluating  forecasts  examines
whether a set of forecasts is significantly better
than its competitors.  The root mean-squared
error  (RMSE)  reflects  the  decision  maker's
concern with the variability of forecast errors.
The  traditional use  of the  RMSE  criterion  is
complemented  with an additional method for
evaluating  the  comparative  forecast  perfor-
mance  of the models. A second test proposed
by Stekler evaluates  forecasting ability based
on  the  rankings  of forecast  errors  from  the
models.
RMSEs for the three forecast horizons (one
month, three months, and six months ahead)
are presented in table 5. Monthly forecasts are
generated for the period January  1985 through
September  1987 for the untransformed  series.
Based on the RMSEs,  no model  clearly  out-
performs the other models across all horizons
for  all  series.  The  VARMA  model  has  the
poorest  performance,  achieving  the  lowest
ranking for each of the four series in both the
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Lagged  Pro-  on-  Steer  Feeder
Variables  duction  Feed  Prices  Prices
Beef Production  1.00  0.80  0.80  0.10
Cattle-on-Feed  0.80  1.00  0.80  0.10
Steer Prices  0.80  0.80  1.00  0.80
Feeder Prices  0.10  0.10  0.80  1.00
three-month  and six-month forecasts. For the
one-month forecasts, the VARMA model pro-
vides the worst forecasts  for the beef produc-
tion and cattle-on-feed  series and the most ac-
curate forecasts for the steer price series. Based
on the RMSE criterion, the BVAR models per-
form well across  all forecast horizons.
The key issue is whether the differences  be-
tween  the  RMSEs  are  statistically  significant
across the models. Although the RMSE is often
used  to  distinguish  between  forecasting  per-
formance of time-series models, formal statis-
tical tests for significant differences in this sta-
tistic are often neglected.
Granger and Newbold  presented a method
for testing the equality  of the mean-squared
errors  across  forecasting  models.  The  test  is
based on the correlation between (ec  +  c2)  and
(E1  - E 2)  where  e1 is  the  forecast  error  from
model 1 and e2is the forecast error from model
2. If the forecasting models are unbiased (i.e.,
E(e1)  =  E(e2)  =  0)  and  the  errors  are  not
autocorrelated,  then  E[(e1 +  e
2)  (cE  - E2)]  =
VAR(el) - VAR(e2).  Thus, the mean-squared
errors  are equal if and  only if the correlation
between  (el  +  E 2) and  (  c  - E 2)  is  zero.  The
statistic  for testing whether this correlation  is
zero is
(T - 3)/2
(7)  Z= [ln(l  + r)-  ln(l  - r)] (
where r is the sample correlation  and T is the
number  of out-of-sample  predictions.  Under
the null hypothesis of no correlation,  Z is ap-
proximately distributed N(0,  1).
For each variable, pairwise comparisons are
made between  the model  with the minimum
RMSE and the alternative  models.  Compari-
sons in which  the minimum RMSEs  are  sig-
nificantly lower than an alternative  model are
denoted by an underline in table 5. The results
confirm that the VARMA model achieves sig-
nificantly higher RMSEs across all forecast ho-
rizons for all variables, except for the one-step
forecasts  of steer prices.  The results also sug-
gest that choosing a model based solely on the
magnitude of the  RMSE is not sufficient.
An  alternative  measure  of forecasting  ac-
curacy defined by Stekler is based on a ranking
Table 5.  Out-of-Sample  Root  Mean-Squared Error Forecasts,  1985-87
Modela b  BVAR-S  BVAR-NS  VARMA  UVAR  RVAR
One Period Ahead
Beef Production  112.27  111.88  125.84  115.51  110.23*
Cattle-on-Feed  250.92*  286.49  347.26  251.44  310.21
Steer Prices  2.53  2.58  2.34*  2.68  2.39
Feeder Prices  2.03  1.86*  2.09  2.16  1.99
Three Periods Ahead
Beef Production  102.78  105.05  127.65  105.53  102.31*
Cattle-on-Feed  400.47  513.86  737.77  369.12*  534.86
Steer Prices  2.47*  2.51  4.92  2.51  2.48
Feeder Prices  2.03  1.95*  4.15  2.10  2.02
Six Periods Ahead
Beef Production  106.64  109.25  141.25  102.90*  118.46
Cattle-on-Feed  563.86  682.64  891.83  532.63*  581.39
Steer Prices  2.49  2.46*  6.07  2.48  2.71
Feeder Prices  1.95  1.87*  5.86  2.00  1.96
aAsterisk indicates the minimum  root mean-squared error (RMSE) for  each series.
b The underscore indicates that the minimum RMSE, denoted by an asterisk, was significantly smaller than the RMSE from the alternative
model.
Note: BVAR-S-Bayesian VAR model with a symmetric prior, BVAR-NS-Bayesian  VAR model with a nonsymmetric prior; VARMA-
vector ARMA model (Tiao and Box); UVAR-unrestricted VAR;  and RVAR-restricted VAR  using Schwarz criterion.
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Table  6.  Test  for  Equal  Forecast Ability-
Out-of-Sample  Forecasts
One  Three  Six
Period  Periods  Periods
Variables a Ahead  Ahead  Ahead
Beef Production  4.682  4.042  6.595
Cattle-on-Feed  4.200  27.720*  15.547*
Steer Prices  6.406  12.537*  30.070*
Feeder Prices  4.386  11.983*  21.782*
a Asterisk  indicates  significance  at
X4. o5  = 9.488.
.05  level.  Critical  value  for
of forecast errors from the models. This mea-
sure reflects the decision maker's concern with
the comparative  size of forecast errors  gener-
ated  by alternative  time-series  models.  Each
of the forecasts from the models is ranked one
through five according to their accuracy in pre-
dicting  the four  series.  A score  equal  to the
ranking is assigned to each variable. Aggregate
scores  are  obtained  for each  of the series  by
summing the rankings across the given forecast
horizon.
If the models have equal forecasting ability,
the scores would have the same expected value
for  each model.  A x2 goodness-of-fit  statistic
is  used  to  test  for differences  in  forecasting
ability  by  examining  whether  the  aggregate
score  differs  significantly  from  the  expected
score assuming the models had equal forecast
ability. This criterion explicitly compares  the
complete set of forecasts over each period from
each model.
Table 6 presents the x2 values for the scores
from the forecasting models. The x2 values are
calculated  separately  across  each  forecasting
horizon for the four series. For the one-month
forecasts,  the calculated values for each of the
four series do not exceed the 5% critical value.
The null hypothesis that the models have equal
scores and thus equal forecasting ability cannot
be rejected.
The calculated  statistics for the three-month
and six-month forecasts indicate that for lon-
ger range  forecasts the  models  differ  in fore-
casting  ability.  Significant  x2 values  are  ob-
tained  for  cattle-on-feed,  steer  prices,  and
feeder prices at the three-month and six-month
forecasting horizons. The null hypothesis that
the  models  have equal  forecasting  ability for
these three series is rejected.  For the beef pro-
duction series, no model  significantly outper-
forms the  other models.  The  x2 statistics  do
not  exceed  the  critical  values  for either  the
three-month  or  the  six-month  forecast  hori-
zons.
The rankings of the forecast errors reinforce
the  results obtained  based on the RMSE cri-
terion.  The VARMA  model yields the largest
forecast  errors  and  ranks last  by  the Stekler
criterion.  For the three-month and six-month
horizons,  the VARMA  models  rank  last  for
each of the four variables. The symmetric and
nonsymmetric BVAR models compare favor-
ably with the other models for the one-month
forecasts. The UVAR model is clearly the best
model for longer term forecasts; this model has
the lowest ranking for the variables  beef pro-
duction,  cattle-on-feed,  and steer prices.
The  second criterion  proposed by Granger
and Newbold for evaluating forecasts attempts
to assess the value of the forecasts to a decision
maker in some absolute  sense.  The Henriks-
son-Merton test, which evaluates the ability of
the  time-series  model  to  predict  directional
changes in the forecast variable, meets this cri-
terion.  Merton provided the theoretical justi-
fication for such a test.  He suggested that if a
forecast has any value, it must cause a rational
observer to modify prior beliefs about the dis-
tribution  of  subsequent  movements  in  the
variable being forecast.
Cumby and Modest reformulated the test for
forecasting ability and proposed  a method to
implement the test in a simpler and  more in-
tuitive  regression  framework.  To  implement
the test, let  yit  =  1 if the forecast  change for a
particular  series  is  nonnegative,  and  Yit  =  0
otherwise.  Under the null hypothesis that the
forecast has no value, Henriksson and Merton
showed that the following condition must hold:
(8)  Prob[,it = 0  Zit <  0]
+ Prob[7i, =  1 Z,  i>  0]=  1,
where Zit represents  the actual change  in the
variable.
A method to carry out the Henriksson-Mer-
ton test is based on the regression
(9) Zit =  a  +  OXit +  Et,
where Xi, =  1 if the forecast change for a series
is positive and Xi  = 0 if the forecast change is
negative,  a and f  represent coefficients  to be
estimated,  and  E is  the  random  error  term.
When  the  forecasting  model  contains  no  in-
formation  about movements  in the variable,
then  f  =  0.  If the  model  is  able  to forecast
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Model:
a b BVAR-S  BVAR-NS  VARMA  UVAR  RVAR
One Period Ahead
Beef Production  91.07  99.94  -37.12  81.42  87.60
(1.81)  (1.90)  (-0.66)  (1.52)  (1.58)
Cattle-on-Feed  187.14  113.91  163.82  114.39  132.78
(1.72)  (1.04)  (1.54)  (1.05)  (1.17)
Steer Prices  2.70  2.20  0.40  2.31  1.49
(3.99)  (3.05)  (0.52)  (3.19)  (1.84)
Feeder Prices  1.17  1.01  0. 86  1.33  0.86
(1.77)  (1.51)  (1.27)  (2.03)  (1.30)
X2 Test Slopes = 0  20.555*  14.599*  4.671  15.377*  7.744
Three Periods Ahead
Beef Production  126.03  162.55  54.96  143.20  145.78
(2.32)  (3.03)  (0.90)  (2.66)  (2.78)
Cattle-on-Feed  181.32  224.49  25.71  329.01  76.56
(1.71)  (2.10)  (0.22)  (3.61)  (0.68)
Steer Prices  1.81  1.47  -0.16  1.66  0.77
(2.58)  (2.11)  (-0.20)  (2.45)  (0.98)
Feeder Prices  1.45  0.60  -1.49  0.95  0.72
(2.10)  (0.81)  (-2.12)  (1.30)  (1.00)
x2 Test Slopes  = 0  18.760*  19.159*  5.373  24.487*  9.056
Six Periods Ahead
Beef Production  205.46  217.33  6.38  153.96  153.96
(3.65)  (4.13)  (0.10)  (4.32)  (2.61)
Cattle-on-Feed  60.42  -82.69  -57.47  107.97  257.80
(0.43)  (-0.61)  (-0.50)  (0.79)  (2.22)
Steer Prices  1.18  1.31  1.50  1.29  0.46
(1.27)  (1.47)  (1.84)  (1.41)  (0.53)
Feeder Prices  -0.75  0.18  1.31  0.40  0.50
(0.98)  (0.23)  (1.71)  (0.53)  (0.62)
x2 Test Slopes = 0  10.796*  13.560*  6.316  13.808*  12.069*
a  Asymptotic  t-values in parentheses.
b Asterisk indicates significance at  .05  level. Critical  value for x2, o5  = 9.488.
Note:  See the note to table 5 for model definitions.
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directional  changes  in  the  variable,  then
f  > 0.
The regression tests of forecasting ability are
based on the joint modeling  of all  four vari-
ables  in the time-series  models,  allowing  for
cross-variable interactions in the livestock sec-
tor.  Tests are  performed  for each  of the  five
time-series  models  using out-of-sample  fore-
casts for the one-month, three-month, and six-
month horizons.
The  definitions  for  forecast  and  actual
changes  for  each  series  are  based  on Kaylen
(1986).  The  forecast  direction  compares  the
forecast for k periods in advance made at time
t with the actual  value  at time  t. The  actual
direction compares the difference between the
actual value for k periods in advance  and the
actual at time t. Table 7 presents the estimated
slope  coefficients  from the  regression  tests  of
forecasting ability along with asymptotic t-sta-
tistics. The tests for forecasting ability are based
on the  x2  statistics  which jointly test the  hy-
pothesis that the slope coefficients are zero for
each  of the time-series  models.
The regression  tests reveal  strong evidence
of forecasting  ability  for the  symmetric  and
nonsymmetric  BVAR models and the UVAR
model. For each forecast horizon, the null hy-
pothesis of no value in the forecasts is rejected
for these three time-series models. By contrast,
the VARMA model shows no evidence of  fore-
casting ability  across  any of the forecast  ho-
rizons.  The RVAR  model,  while not able to
forecast directional changes over either the one-Western Journal  of Agricultural  Economics
Table 8.  Henriksson-Merton  Nonparametric
Out-of-Sample  Forecast Evaluationa
Model:b  c  n,  n  N,  N 2
One Period Ahead
BVAR-S  .99964  43  64  66  62
BVAR-NS  .99791  40  61  66  62
VARMA  .89438  36  62  66  62
UVAR  .99875  42  64  66  62
RVAR  .98978  39  62  66  62
Three Periods Ahead
BVAR-S  .99831  41  61  64  56
BVAR-NS  .99476  40  61  64  56
VARMA  .70838  34  60  64  56
UVAR  .99913  41  60  64  56
RVAR  .98086  36  56  64  56
Six Periods  Ahead
BVAR-S  .95308  37  57  61  47
BVAR-NS  .97834  39  59  61  47
VARMA  .97716  35  52  61  47
UVAR  .97096  37  56  61  47
RVAR  .99815  39  55  61  47
a C is the  confidence level defined in the text; n, is the number of
successful  predictions  given  a positive revision;  n is the number
of successful predictions given a positive revision plus the number
of unsuccessful  predictions given a nonpositive revision; N. is the
number  of observations  with  positive  revisions;  and N 2 is  the
number of observations  with nonpositive revisions.
b See the note to table 5 for model definitions.
month or the three-month horizon, is able to
forecast directional changes over the six-month
horizon.
The  Henriksson-Merton  test  provides  ad-
ditional  information  for evaluating  the fore-
casting ability of the successful BVAR models
and the UVAR model.  Calculation of this test
provides  information  about  the  number  of
times  each  model  correctly  and  incorrectly
predicts  both  upward  and  downward  direc-
tional changes in the variables of interest. Such
information  would clearly  be  of use  to a de-
cision maker in evaluating a time-series mod-
el.
For  a  series  of N observed  out-of-sample
forecasts for the variables, define N1 = number
of observations  with positive revisions;  N2 =
number of observations  with nonpositive  re-
visions;  N  =  N1 +  N 2; n,  = number  of suc-
cessful  predictions  given  a positive  revision;
n2 = the number of unsuccessful  predictions
given a nonpositive  revision; and n = nj +  n2 .
The Henriksson-Merton  test for forecasting
ability examines whether the observed number
of successful predictions  is unlikely under the
null hypothesis of no forecasting ability. Let x
represent  the number  of correct  predictions.
The null hypothesis of no forecasting ability is
rejected when the probability  of observing  n,
or more correct signals is unacceptably  small.
For a given confidence  level  (c),  the null hy-
pothesis of no value in the forecasts is rejected
when n  >- x*, where x* is the solution to
= ( 10)
-c  nf  - x/wn)
= 1 - confidence  level with nR  = min(N,, n).
These results, summarized in table  8, indi-
cate significant forecasting ability for the sym-
metric and nonsymmetric BVAR, UVAR, and
RVAR models across all the forecast horizons
at  the  5% significance  level.  The  VARMA
models reveal no evidence of ability to predict
directional  changes  for  either  one-month  or
three-month  forecast horizons at  the 5% sig-
nificance  level.
Given that the variable actually experienced
an increase, the symmetric and nonsymmetric
BVAR models and UVAR model predict such
directional changes over 60% of the time across
all  forecast  horizons.  Downward  directional
changes  are correctly predicted with a success
rate over 60% at both the one-month and three-
month forecast horizons, dropping off to about
40% at the six-month horizon.  The VARMA
model  achieves  a  lower  success  rate in  pre-
dicting both upward and downward direction-
al changes  across  all the forecast horizons.
Summary
The  forecasting  performance  of five  multi-
variate time-series models for the livestock in-
dustry  is  evaluated.  Formal  comparisons  of
time-series  models are based  on two  criteria.
The first criterion  examines whether  a set of
forecasts  is  significantly  better than its  com-
petitors. The RMSEs for each model are eval-
uated and complemented with a statistical test
which  examines whether the observed  differ-
ences in RMSE  are statistically  significant.  A
second measure of forecast performance based
on  this  criterion  examines  the  comparative
rankings of forecast  errors. Both tests provide
insight into the comparative forecasting ability
of alternative  time-series models.
The  symmetric  and  nonsymmetric  BVAR
models  perform well across  all  forecast hori-
zons based on the RMSE criterion. The VAR-
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MA  model  performs  poorest,  achieving  the
lowest  ranking  for each  of the  four series  in
both the three-month and six-month forecasts.
The VARMA model provides the worst fore-
casts for the beef production and cattle-on-feed
series for the one-month  forecasts.
The rankings of the  forecast  errors confirm
the results of the RMSE criterion. The BVAR
models  compare  favorably  with  the  other
models  for  the  one-month  forecasts.  The
UVAR model is clearly the best model for the
six-month  forecasts,  with  the  lowest ranking
for beef production,  cattle-on-feed,  and steer
prices.  The poor performance of the VARMA
model is again apparent  as the model  results
in  the  largest  forecast  errors.  For  the  three-
month and six-month horizons,  the VARMA
models rank last for each of the four variables.
The second criterion attempts to assess the
worth of the  forecasts  to a decision  maker  in
some  absolute  sense.  A formal  test  for fore-
casting ability evaluates the ability of the time-
series  models  to  forecast directional  changes
in  the  variables  of interest.  The  test  reveals
that the BVAR models and the UVAR model
show  unambiguous  evidence  of  forecasting
ability,  again  outperforming  the  VARMA
model.
The  results reported  here  may not be gen-
eralized  outside the livestock industry.  Based
on the test criteria examined in this paper, both
the  BVAR  and  the UVAR  models  generate
forecasts  which compare  favorably  with fore-
casts  from other models.  Forecasts from both
the  symmetric  and  nonsymmetric  BVAR
models along with the UVAR model dominate
both alternative VAR specifications and VAR-
MA  time-series  models.  The  model  specifi-
cation procedures used to identify appropriate
BVAR  models  have  been  extensively  devel-
oped and implemented.  These procedures yield
forecasts which can clearly outperform a range
of alternative time-series  models.
[Received August 1988; final revision
received October 1989.]
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