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RE-EXAMINATION OF BREGMAN FUNCTIONS AND NEW
PROPERTIES OF THEIR DIVERGENCES
DANIEL REEM, SIMEON REICH, AND ALVARO DE PIERRO
Abstract. The Bregman divergence (Bregman distance, Bregman measure of dis-
tance) is a certain useful substitute for a distance, obtained from a well-chosen function
(the “Bregman function”). Bregman functions and divergences have been extensively
investigated during the last decades and have found applications in optimization, op-
erations research, information theory, nonlinear analysis, machine learning and more.
This paper re-examines various aspects related to the theory of Bregman functions
and divergences. In particular, it presents many sufficient conditions which allow the
construction of Bregman functions in a general setting and introduces new Bregman
functions (such as a negative iterated log entropy). Moreover, it sheds new light on
several known Bregman functions such as quadratic entropies, the negative Havrda-
Charva´t-Tsallis entropy, and the negative Boltzmann-Gibbs-Shannon entropy, and it
shows that the negative Burg entropy, which is not a Bregman function according
to the classical theory but nevertheless is known to have “Bregmanian properties”,
can, by our re-examination of the theory, be considered as a Bregman function. Our
analysis yields several by-products of independent interest such as the introduction of
the concept of relative uniform convexity (a certain generalization of uniform convex-
ity), new properties of uniformly and strongly convex functions, and results in Banach
space theory.
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1. Introduction
The Bregman divergence (the Bregman distance, the Bregman measure of distance)
is a certain substitute for a distance. Roughly speaking, given a space X , for example,
R
n with the Euclidean norm (n ∈ N) or a more general real normed space, and given a
well-chosen convex function b which is differentiable on an open and convex subset of
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X , the Bregman divergence induced by b is
B(x, y) := b(x)− b(y)− 〈b′(y), x− y〉, (1)
where y is in the open set, x ∈ X , and 〈b′(y), x−y〉 is the value of the continuous linear
functional b′(y) : X → R at the point x− y. This divergence, which was introduced in
the pioneering paper of Bregman [22] in 1967 and re-emerged in the 1981 paper of Cen-
sor and Lent [41], has been extensively investigated since then and found applications
in various areas including information theory, nonlinear analysis, optimization, opera-
tions research, inverse problems, machine learning, and even computational geometry.
For a rather short and partial list of related papers, see [5,6,9,10,13,15,17,20,23,27,
31,33–37,39,40,43–47,49,51,52,54,56,62,67,69,70,77,89,90,95–97,104,107].
In this paper we re-examine various aspects related to the theory of Bregman func-
tions and divergences. One major aspect that we consider is the very definition of
this concept in a rather general setting, and the presentation of many sufficient con-
ditions which allow the construction of Bregman functions in such a setting. This
general treatment, which is presented in Section 4 and is especially relevant to real
Hilbertian spaces (namely, spaces which are isomporphic to Hilbert spaces), is comple-
mented in three ways; first, by the introduction of concrete Bregman functions in finite-
and infinite-dimensional spaces and (such as a negative iterated log entropy which is
discussed in Section 9, and the ℓ2-type entropy which is discussed in Section 10); sec-
ond, by shedding new light on several known Bregman functions such as the negative
Boltzmann-Gibbs-Shannon entropy (Section 6), the negative Havrda-Charva´t-Tsallis
entropy (Section 7), and quadratic entropies (Subsection 11.4); third, by showing (in
Remark 4.5 and Section 8) that the negative Burg entropy, which is not a Bregman func-
tion according to the classical theory but nevertheless is known to have “Bregmanian
properties”, can, by our re-examination (and extension) of the theory, be considered a
Bregman function.
Our analysis yields a few by-products of independent interest. For instance, we
re-examine in Section 3 the notion of uniform convexity and present a generalization
of it which we call “relative uniform convexity”. This notion turns out to be useful
in proving the boundedness of the level sets of functions which are candidates to be
Bregman functions as shown, for instance, in Proposition 4.13(I),(XIV),(XV)). Along
the way we derive new properties of uniformly and strongly convex functions (see, for
example, Section 3, Proposition 4.13, Corollaries 4.14–4.15 and Subsection 5.1), and
introduce certain new relative or non-relative uniform convexity properties of concrete
functions (for instance, in Section 6 we discuss the negative Boltzmann-Gibbs-Shannon
entropy, in Section 7 we discuss the negative Havrda-Charva´t-Tsallis entropy, and in
Section 8 we discuss the negative Burg entropy). We also present a certain contribution
to the theory of Banach spaces, that is, we introduce the class of Banach spaces having
the component-* property (Subsection 5.2). Finally, in a few sections of our paper we
discuss briefly several not very well-known historical aspects related to the theory of
Bregman functions and divergences. We also note that in the companion paper [87],
we apply the theory mentioned above to proximal forward-backward algorithms based
on Bregman divergences in certain Banach spaces.
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We want to elaborate more on the relation of our paper to optimization theory. As
can be seen in many of the references mentioned earlier, various optimization algorithms
which involve Bregman divergences have been published. Convergence proofs of such
algorithms have essentially two aspects: one is the geometrical properties of the diver-
gence that generate Feje´r type sequences, and the other one is related to the behavior
of the divergence on the boundary of the effective domain of the Bregman function
which induces the divergence. This second aspect has generated the necessity to de-
velop different convergence proofs depending on the involved functions. An important
contribution of our paper is that we address this issue in various ways, for instance in
Proposition 4.13 and in the sections devoted to entropy-like functions (Sections 6–11).
To the best of our knowledge, the results that we present in this paper are new.
We note, however, that versions of a limited number of our results are known, mainly
in a restricted setting (for example, in finite-dimensional Euclidean spaces instead of,
say, in all normed spaces). In such cases we provide references to these versions. It
is also worthwhile noting that large parts of the discussion below are rather detailed
and, in particular, full proofs are provided. We decided to do so not only in order
to make the discussion as self-contained as possible, but also in order to clarify some
issues which are usually overlooked in the literature and in order to avoid the possi-
bility of missing certain delicate points. Another reason for the detailed discussion is
the fact that the treatment of several statements and examples requires a lot of case
analysis (for instance, due to certain parameters which appear in the formulation of
these statements/examples).
2. Preliminaries
This section introduces the notation and main definitions used in this paper. We
consider a real normed space (X, ‖ · ‖), X 6= {0}. The dual of X , that is, the set of all
continuous linear functionals from X to R, is denoted by X∗ and we let 〈x∗, x〉 := x∗(x)
for each x∗ ∈ X∗ and x ∈ X . We say that X is Hilbertian if there exists a continuous
and invertible linear mapping between X and a Hilbert space. In particular, if X
is a Banach space and the norm of X is equivalent to another norm on X which is
induced by an inner product, then X is Hilbertian. The closure of V ⊆ X is denoted
by V and the interior of V is denoted by Int(V ). The effective domain of a function
b : X → (−∞,∞] is the set dom(b) := {x ∈ X : b(x) < ∞} and b is said to be
proper if its effective domain is nonempty. It is well known and immediate that dom(b)
is convex whenever b is convex. The closed interval between two points x, y ∈ X is
the set [x, y] := {tx + (1 − t)y : t ∈ [0, 1]}, the open interval between them is the set
(x, y) := [x, y]\{x, y} and the half open interval with endpoint x is [x, y) := [x, y]\{y}.
Given ∅ 6= V ⊆ X and f : V → X∗, we say that f is weak-to-weak∗ sequentially
continuous at x ∈ V if for each sequence (xi)∞i=1 ∈ V which converges weakly to x and
for each z ∈ X we have limi→∞〈f(xi), z〉 = 〈f(x), z〉. If f is weak-to-weak∗ sequentially
continuous at each x ∈ V , then f is said to be weak-to-weak∗ sequentially continuous
on V . A well-known fact which will be used frequently in the sequel is that in finite-
dimensional spaces the weak and strong (norm) topologies coincide, and on the dual
spaces of finite-dimensional spaces the weak∗ and strong topologies coincide.
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We say that M : X2 → R is a bilinear form if both x 7→ M(x, y) and y 7→ M(x, y)
are linear functions from X to R for each y ∈ X and x ∈ X , respectively. The norm
of M is ‖M‖ := sup{M(x, y)/(‖x‖‖y‖) : x, y ∈ X\{0}} and we say that M is bounded
whenever ‖M‖ <∞. A well-known fact is that if M is bounded, then it is continuous,
and conversely, if X is a Banach space and M is continuous, then it is bounded (see, for
example, [24, p. 49] for a more general statement of the latter implication; in general,
various well-known facts which are stated here without a reference can be found in,
say, [24,71]).
Definition 2.1. Given b : X → (−∞,∞], assume that Int(dom(b)) is nonempty and
that x ∈ Int(dom(b)). We say that b is Gaˆteaux differentiable at x if there exists a
continuous linear functional b′G(x) ∈ X∗ such that
〈b′G(x), y〉 = lim
t→0
b(x+ ty)− b(x)
t
, ∀ y ∈ X. (2)
We say that b is Fre´chet differentiable at x if there exists a continuous linear functional
b′F (x) ∈ X∗ such that for all h ∈ X sufficiently small,
b(x+ h) = b(x) + 〈b′F (x), h〉+ o(‖h‖). (3)
We say that b is twice Fre´chet differentiable at x if there exists a continuous bilinear
form b′′(x) : X2 → R such that for all h ∈ X sufficiently small, we have
b(x+ h) = b(x) + 〈b′F (x), h〉 +
1
2
b′′(x)(h, h) + o(‖h‖2). (4)
We say that b is Gaˆteaux/Fre´chet differentiable in an open subset U ⊆ dom(b) if b is
Gaˆteaux/Fre´chet differentiable at each x ∈ U . If there is no ambiguity regarding the
type of differentiation, then we denote by b′(x) the corresponding derivative of b at x
instead of b′G(x) or b
′
F (x) and say that b is differentiable.
It is well known [3, pp. 13-14] that if b is Fre´chet differentiable at some x, then it is
Gaˆteaux differentiable at x and b′G(x) = b
′
F (x), and, on the other hand, if b
′
G exists in
U and is continuous at x ∈ U , then b′F (x) exists and is equal to b′G(x). Another well-
known fact is that when X is finite-dimensional and b is lower semicontinuous, convex
and proper, then b is Gaˆteaux differentiable at x ∈ dom(b) if and only if it is Fre´chet
differentiable there [12, Corollary 17.44, p. 306], [91, Theorem 25.2, p. 244]. In all the
concrete examples considered in this paper the derivatives will coincide since b will be
continuously Fre´chet differentiable on U , but in a few auxiliary results we will assume
the weaker condition of Gaˆteaux differentiability. In certain cases we may identify b′
with a vector in a space Y which is naturally isomporphic to X∗ (for instance, when X
is a finite-dimensional space, a Hilbert space or an ℓp spaces, p ∈ (1,∞)).
The subdifferential of b at x ∈ X is the set ∂b(x) := {x∗ ∈ X∗ : b(x) + 〈x∗, w − x〉 ≤
b(w) ∀w ∈ X}. The effective domain of ∂b is the set dom(∂b) := {x ∈ X : ∂b(x) 6= ∅}.
Of course, ∂b(x) = ∅ if b is proper and x /∈ dom(b), namely dom(∂b) ⊆ dom(b). If
X is finite-dimensional, and b is proper and convex, and the subset U := Int(dom(b))
is nonempty, and b is Gaˆteaux differentiable in U and limi→∞ ‖b′(yi)‖ = ∞ for each
sequence (yi)
∞
i=1 in U which converges to some point on the boundary of dom(b), then
we say that b is essentially smooth. If X is finite dimensional and b is proper, convex,
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and strictly convex on every subset of dom(∂b), then we say that b is essentially strictly
convex. If b is essentially smooth and essentially strictly convex, then we say that b is
Legendre.
3. Uniform convexity and relative uniform convexity
In this section we recall the notions of uniform convexity and strong convexity, and
introduce the notions of relative uniform convexity and relative strong convexity. These
notions, the definitions of which are given in Definition 3.1 below, are central to later
sections. We clarify several issues related to them in Remark 3.2 below, and then prove
a certain lemma (Lemma 3.3).
Definition 3.1. Let (X, ‖ · ‖) be a normed space and let b : X → (−∞,∞] be con-
vex. Denote K := dom(b) and suppose that S1 and S2 are two nonempty subsets (not
necessarily convex) of K.
(I) The function b is called uniformly convex relative to (S1, S2) (or relatively uni-
formly convex on (S1, S2)) if there exists ψ : [0,∞) → [0,∞], called a relative
gauge, such that ψ(t) ∈ (0,∞] whenever t > 0 and for each λ ∈ (0, 1) and each
(x, y) ∈ S1 × S2,
b(λx+ (1− λ)y) + λ(1− λ)ψ(‖x− y‖) ≤ λb(x) + (1− λ)b(y). (5)
If S := S1 = S2 and b is uniformly convex relative to (S1, S2), then b is said to
be uniformly convex on S.
(II) The optimal gauge of b relative to (S1, S2) is the function defined for each t ∈
[0,∞) by:
ψb,S1,S2(t) := inf
{
λb(x) + (1− λ)b(y)− b(λx+ (1− λ)y)
λ(1− λ) : (x, y) ∈ S1 × S2,
‖x− y‖ = t, λ ∈ (0, 1)
}
, (6)
where we use the standard convention that inf ∅ = ∞, namely, if there is no
(x, y) ∈ S1 × S2 such that ‖x − y‖ = t, then ψb,S1,S2(t) := ∞. The optimal
gauge is also called the modulus of relative uniform convexity of b on (S1, S2) or
simply the optimal relative gauge, and b is uniformly convex on (S1, S2) if and
only if ψb,S1,S2(t) > 0 for every t ∈ (0,∞). If S := S1 = S2, then we denote
ψb,S := ψb,S1,S2 and call ψb,S the modulus of uniform convexity of b on S.
(III) A function ψ : S1 × S2 → R which satisfies the inequality
λ(1−λ)ψ(x, y)+ b(λx+(1−λ)y) ≤ λb(x)+ (1−λ)b(y), ∀ (x, y) ∈ S1×S2, λ ∈ (0, 1),
(7)
is called a relative pre-gauge of b on (S1, S2) (or relative to (S1, S2)). When
S1 = S2, then ψ is called a pre-gauge.
(IV) The function b is said to be uniformly convex on closed, convex, and bounded
subsets of K if b is uniformly convex on each nonempty subset S ⊆ K which is
closed, convex and bounded.
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(V) The function b is said to be strongly convex relative to (S1, S2) if there exists
µ > 0 (which depends on S1 and S2 and sometimes will be denoted by µ[S1, S2]),
called a parameter of strong convexity of b on (S1, S2), such that b is uniformly
convex relative to (S1, S2) with ψ(t) :=
1
2
µt2, t ∈ [0,∞) as a relative gauge. If
S := S1 = S2 and b is strongly convex relative to (S1, S2), then b is said to be
strongly convex on S.
Remark 3.2. Here are a few comments regarding Definition 3.1. In all of these com-
ments we assume that the setting of Definition 3.1 holds.
(i) The convexity assumption on b is needed simply to ensure that the fraction which
appears in the definition of ψb,S1,S2 (in Definition 3.1(II)) is bounded below by
zero, and hence ψb,S1,S2 is nonnegative even if b is not uniformly convex relative
to (S1, S2). Of course, if b satisfies (5) with some relative gauge ψ, then b is
automatically convex on [x, y].
(ii) A simple property which follows from (5) is that if b is uniformly convex relative
to (S1, S2), then, given a relative gauge ψ, we have ψ(t) ∈ (0,∞) for all t > 0
which satisfies t < diam(S1, S2) := sup{‖x − y‖ : x ∈ S1, y ∈ S2}. Moreover, if
diam(S1, S2) = ‖x − y‖ for some x ∈ S1, y ∈ S2, then ψ(diam(S1, S2)) < ∞. If
diam(S1, S2) <∞, then for all t > diam(S1, S2) the value of ψ(t) is not important,
but, nonetheless, we have ψb,S1,S2(t) = ∞ according to (6). In particular, if
diam(S1, S2) = 0, a case which can only happen when S := S1 = S2 is a singleton,
then ψb,S1,S2(t) = ∞ for every t > 0; in this degenerate case we still regard b as
being uniformly convex with respect to S.
(iii) If S1 ∩ S2 6= ∅, then ψb,S1,S2(0) = 0, as follows immediately from (6). Another
immediate observation (which follows from (5) and (6)) is that if b is uniformly
convex relative to (S1, S2), then ψb,S1,S2(t) ∈ (0,∞] for each t > 0.
(iv) If b is uniformly convex relative to (S1, S2), then b is strictly convex on [x, y] for
all x ∈ S1 and y ∈ S2 satisfying x 6= y. Indeed, by our assumption there exists
a gauge ψ : [0,∞) → [0,∞] satisfying b(λx + (1 − λ)y) ≤ λb(x) + (1 − λ)b(y) −
λ(1 − λ)ψ(‖x − y‖) for all λ ∈ (0, 1). Since x 6= y, the definition of ψ implies
that ψ(‖x − y‖) > 0. Hence b(λx + (1 − λ)y) < λb(x) + (1 − λ)b(y), namely b
is strictly convex on [x, y]. This observation can be extended: since intervals are
bounded and convex subsets, we conclude that if b is assumed to be uniformly
convex relative to all pairs (S1, S2) of nonempty, bounded and convex subsets of
K, then b is strictly convex on K.
(v) Relative uniform convexity is a notion weaker than uniform convexity. Indeed,
a function which is uniformly convex on some ∅ 6= S ⊆ K is uniformly convex
relative to (S1, S2) for all nonempty subsets S1, S2 of S, where the relative gauge
coincides with the gauge. On the other hand, as will be shown in Subsections 6.5,
7.6, 8.4 and 9.4 respectively, the negative Boltzmann-Gibbs-Shannon entropy, a
certain instance of the negative Havrda-Charva´t-Tsallis entropy, the negative Burg
entropy and the negative iterated log entropy are not uniformly convex on (the
interior of) their effective domains. On the other hand, the first three functions
are uniformly convex relative to some pairs (S1, S2), where S2 is almost the whole
interior of the effective domain.
8 DANIEL REEM, SIMEON REICH, AND ALVARO DE PIERRO
(vi) A pre-gauge (from (7)) quantifies, in some sense, how much b is strictly convex on
[x, y], namely, how much the basic convexity inequality becomes a strict inequality
on [x, y]: the more the pre-gauge is positive at (x, y), the more the function is
strictly convex on [x, y]. If b is convex on [x, y] but not strictly convex there, then
any pre-gauge of b on S1 × S2 must be nonpositive at (x, y) ∈ S1 × S2.
(vii) If ∅ 6= S ⊆ K, then a gauge is an improved pre-gauge on S2 since it provides
a positive lower bound for the (basic convexity) difference λb(x) + (1 − λ)b(y) −
b(λx+ (1− λ)y) for given x, y ∈ S, a lower bound which does not depend on the
points x and y but only on the distance between them.
(viii) A nonnegative relative pre-gauge of b also quantifies the strict convexity of b. A
nonnegative relative gauge is an improved relative pre-gauge which quantifies the
strict convexity of b in a partial-uniform way: it holds uniformly in the sense that
only the distance between x and y matters, as long as x is taken from S1 and y is
taken from S2.
(ix) It is possible to generalize even further the concept of relative pre-gauge so that a
better lower bound is given for the convexity difference. Indeed, we can consider
any function ψ : S1 × S2 × [0, 1] → R which satisfies the inequality ψ(x, y, λ) +
b(λx+ (1−λ)y) ≤ λb(x) + (1−λ)b(y) for every (x, y, λ) ∈ S1×S2× [0, 1]. Such a
“relative primitive gauge” ψ, when it is nonnegative, quantifies in a finer way the
(strict) convexity of b.
(x) A simple but useful observation which will be used in later sections is the following
one: if for each (x, y) ∈ S1×S2 the function b is strongly convex on the line segment
[x, y] with a strong convexity parameter µ[x, y], then φ(x, y) := 0.5µ[x, y]‖x− y‖2
is a relative pre-gauge for b on (S1, S2). In particular, if one is able to find a
function ψ : [0,∞)→ [0,∞) which is positive on (0,∞) and satisfies the inequality
ψ(‖x− y‖) ≤ φ(x, y) for each (x, y) ∈ S1× S2, then b is uniformly convex relative
to (S1, S2) with ψ as a relative gauge.
(xi) It is immediate to check that if b is uniformly convex relative to (S1, S2) with
a gauge ψ and if z0 ∈ X is given, then the function b˜ : X → (−∞,∞] which
is defined by b˜(x˜) := b(x˜ + z0) for each x˜ ∈ X (and having an effective domain
dom(b˜) = dom(b) − z0) is uniformly convex relative to (S1 − z0, S2 − z0) with
a gauge ψ˜ = ψ. In particular, if b is strongly convex relative to (S1, S2), then
b˜ is strongly convex relative to (S1 − z0, S2 − z0) (with the same parameter of
strong convexity). Moreover, if, given x ∈ dom(b) and rx ≥ 0, we know that b
is uniformly (or strongly) convex relative to ({x}, {y ∈ dom(b) : ‖y‖ ≥ rx}) with
a gauge ψ, then a simple verification (using the triangle inequality) shows that if
x˜ := x− z0 and rx˜ := rx + ‖z0‖, then b˜ is uniformly (or strongly) convex relative
to ({x˜}, {y˜ ∈ dom(b˜) : ‖y˜‖ ≥ rx˜}) with the same gauge.
(xii) The notions of relative uniform convexity, pre-gauge, and relative pre-gauge seem
to be new, and so is the possibility to consider uniform and strong convexity of
a function on a subset S of K which is not necessarily convex. In addition, it
seems that the possibility to define a modulus of uniform convexity for functions
which are merely convex and not necessarily uniformly convex is new too. This
possibility has some implications: for instance, ψb,S(t) may grow to infinity as at
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least as fast as a quadratic function in t even if there exists some t1 > 0 such that
ψb,S(t) = 0 for all t ∈ [0, t1] (see Lemma 3.3 below).
(xiii) An important reason for considering relative uniform convexity is the fact that it
enables one to show some boundedness properties related to the level sets of b and
beyond: see Proposition 4.13(I),(XIV),(XV) and Corollary 4.14 below. Such
properties guarantee that b satisfies Definition 4.2(iv) above. Once one knows
that the corresponding level sets are bounded and if, in addition, the space X is
reflexive, then one can conclude that any sequence contained in the corresponding
level set contains a weakly convergent subsequence, a very useful property for
proving the convergence of many algorithmic schemes.
(xiv) Additional information related to uniformly convex functions can be found in, for
instance, [102] (the original work in this domain; properties and examples), [79,
pp. 63-66] (strong convexity in finite-dimensional Euclidean spaces), [105], [106,
pp. 203–221] (properties and examples), [32] (relation to total convexity), and
[19,21] (properties and examples).
We finish this section with a lemma which describes some properties of the modulus of
uniform convexity. Part of it is known in a slightly different setting, namely inequality
(8) below when b is uniformly convex and S = K: see [102, Lemma 1] and [106,
Proposition 3.5.1, pp. 203-204]. Our proof is inspired by [106, proof of Proposition
3.5.1].
Lemma 3.3. Let (X, ‖ · ‖) be a normed space and b : X → (−∞,∞]. Let K :=
dom(b) and suppose that b is convex on a nonempty convex subset S of K. Let ψb,S
be the modulus of uniform convexity of b on S (see Definition 3.1(II)). Then φ(t) :=
ψb,S(t)/t
2 is increasing on (0,∞) and ψb,S is increasing on [0,∞) (and both of them are
strictly increasing on [0, diam(K)) if b is uniformly convex). In addition,
ψb,S(ct) ≥ c2ψb,S(t), ∀c ≥ 1, ∀t ≥ 0 (8)
and
ψb,S(ct) ≤ c2ψb,S(t), ∀c ∈ (0, 1), ∀t ≥ 0. (9)
Hence if S is not a singleton, then ψb,S(c) decays to zero at least as fast as a quadratic
function in c when c → 0. If S is unbounded and if ψb,S(t0) > 0 for some t0 > 0 (as
happens, in particular, if b is uniformly convex on S), then ψb,S(c) grows to infinity at
least as fast as a quadratic function in c when c grows to infinity.
Proof. We start by proving (8). When c = 1, then (8) is trivial. When t = 0, then (8)
holds because of Remark 3.2(iii). Now assume that t > 0 and c ∈ (1, 2). This special
case will be used later for proving the more general case in which c can be arbitrary in
(1,∞). If ψb,S(ct) =∞, then (8) is satisfied. Consider now the case ψb,S(ct) <∞ and
fix an arbitrary ǫ ∈ (0,∞). It follows from (6) that there exist x, y ∈ S and λ ∈ (0, 1)
such that ‖x− y‖ = ct and
λb(x) + (1− λ)b(y)− b(λx+ (1− λ)y)
λ(1− λ) < ǫ+ ψb,S(ct). (10)
The left-hand side of (10) is well defined because b is assumed to be finite on S. It can
be assumed that λ ∈ (0, 0.5], because if λ ∈ (0.5, 1), then we let λ′ := 1 − λ, x′ := y,
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y′ := x, and an immediate verification shows that (10) holds with λ′, x′, y′ instead of
λ, x, y respectively.
Let yλ := λx + (1 − λ)y, yc := (1/c)x + (1 − (1/c))y. Then ‖yc − y‖ = t and
yλ = cλyc + (1 − cλ)y. Since c ∈ (1, 2) and λ ∈ (0, 0.5], we have cλ ∈ (0, 1) and
1/c ∈ (0, 1). Therefore the convexity of S implies that yc and yλ belong to S. We
conclude from (6) that ψb,S(t) <∞ and also that
b(yc) ≤ 1
c
· b(x) +
(
1− 1
c
)
· b(y)− 1
c
(
1− 1
c
)
ψb,S(ct), (11)
b(yλ) ≤ cλb(yc) + (1− cλ)b(y)− cλ(1− cλ)ψb,S(t). (12)
Now we start with (12), bound from above its right-hand side (first, by bounding from
above cλb(yλ) by the right-hand side of (11) after multiplying (11) by cλ, second,
by taking into account (10) and performing elementary algebraic manipulations, and
third, by recalling that yλ = λx+ (1− λ)y). By additional simple calculations (which,
along the way, lead to the cancellation of b(yλ) on both sides of the inequality) we arrive
at
c2ψb,S(t) ≤ ψb,S(ct) + c(1− λ)ǫ
1− cλ < ψb,S(ct) +
2cǫ
2− c, (13)
where the second inequality in (13) follows from the assumptions that ψb,S(ct) <∞ and
that λ ∈ (0, 0.5]. Since (13) holds for arbitrary small ǫ > 0, it follows that (8) holds
for every t > 0 and c ∈ (1, 2). Since tc ∈ (0,∞) we conclude from (8) that ψb,S(c2t) =
ψb,S(c(ct)) ≥ c2ψb,S(ct) ≥ c4ψb,S(t). By induction we have ψb,S(ckt) ≥ c2kψb,S(t) for
each k ∈ N, t > 0 and c ∈ (1, 2). Now fix c ∈ (1,∞). Since c > 1 and limk→∞ k√c = 1,
there exists k ∈ N large enough such that σ := k√c ∈ (1, 2). From the previous lines we
know that ψb,S(σ
kt) ≥ σ2kψb,S(t). This and σk = c imply that (8) holds.
To show that φ(t) := ψb,S(t)/t
2 is increasing on (0,∞) we fix 0 < t1 < t2 < ∞.
Then t2 = ct1 for c := t2/t1 > 1. From (8) we conclude that φ(t2) ≥ φ(t1) (and
strict inequality holds if b is uniformly convex and t1, t2 ∈ (0, diam(K))), as required.
This inequality and the equality ψb,S(t) = t
2φ(t), t ∈ (0,∞) show that ψb,S is monotone
increasing on [0,∞) (and it is strictly increasing on [0, diam(K)) if b is uniformly convex)
because on (0,∞) it is a product of two increasing and nonnegative functions and at
t = 0 it vanishes, as explained in Remark 3.2(iii). It remains to prove (9). Fix c ∈ (0, 1)
and t ≥ 0. Denote s := 1/c ∈ (1,∞). From (8) we have ψb,S(t) = ψb,S(sct) ≥ s2ψb,S(ct).
Thus c2ψb,S(t) = (1/s
2)ψb,S(t) ≥ ψb,S(ct), as claimed.
As for the decaying property of ψb,S when S is not a singleton (S may be bounded
or unbounded), fix some positive t0 which is smaller than diam(S). This is possible
since diam(S) ∈ (0,∞]. We have ψb,S(t0) ∈ [0,∞) according to Remark 3.2(ii). Given
an arbitrary s ∈ (0, t0), we can write s = ct0 for some c ∈ (0, 1). From (9) we have
ψb,S(s) = ψb,S(ct0) ≤ c2ψb,S(t0) = (ψb,S(t0)/t20)s2, that is, ψb,S(s) decays to 0 at least
as fast as a quadratic function in s, as required. Finally, we need to consider the
growth property of ψb,S when S is unbounded and ψb,S(t0) > 0 for some t0 > 0. Since
diam(S) =∞, it follows that ψb,S(t0) is finite (Remark 3.2(ii)), and from (8) we have
ψb,S(c) = ψb,S(t0 · (c/t0)) ≥ (ψb,S(t0)/t20)c2 →∞ when t0 < c→∞, as claimed. 
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4. Bregman functions and divergences
In this section we discuss the central concepts of a Bregman function and a Bregman
divergence and establish various properties related to them. Full proofs of all of the
assertions are given for the sake of completeness even in cases when versions of some
assertions are known in certain settings. For the reader’s convenience, the section is
partitioned into subsections.
4.1. Definitions and related remarks. We start with the following definition.
Definition 4.1. Let (X, ‖ · ‖) be a real normed space. Let b : X → (−∞,∞] and
suppose that Int(dom(b)) 6= ∅ and also that b is Gaˆteaux differentiable in Int(dom(b)).
Define a function B : X2 → (−∞,∞] by
B(x, y) :=
{
b(x)− b(y)− 〈b′(y), x− y〉, ∀(x, y) ∈ dom(b)× Int(dom(b)),
∞ otherwise. (14)
Then B is called a pre-Bregman divergence (pre-Bregman distance, pre-Bregman mea-
sure) induced by the pre-Bregman function b. The set Int(dom(b)) is called the zone of
b.
A pre-Bregman function is a function which is a candidate to be a Bregman function
and a pre-Bregman divergence is a function which is a candidate to be a Bregman
divergence. The exact definitions of a Bregman function and a Bregman divergence is
given below.
Definition 4.2. Let (X, ‖ · ‖) be a real normed space and let b : X → (−∞,∞]. Let
∅ 6= U ⊆ X. Then b is called a Bregman function with respect to U (the zone of b)
and B : X2 → (−∞,∞] is called the Bregman divergence (or the Bregman distance,
or the Bregman measure of distance) associated with b if all of the following conditions
hold:
(i) U = Int(dom(b)) (in particular, Int(dom(b)) 6= ∅) and b is Gaˆteaux differentiable
in U .
(ii) b is convex and lower semicontinuous on X and strictly convex on dom(b).
(iii) B is defined by (14).
(iv) For each γ ∈ R and each x ∈ dom(b), the level-set L1(x, γ) := {y ∈ U : B(x, y) ≤
γ} is bounded.
(v) Let x ∈ dom(b) and let (yi)∞i=1 be a given sequence in U . If limi→∞ ‖x− yi‖ = 0,
then limi→∞B(x, yi) = 0.
(vi) Let (xi)
∞
i=1 be a given sequence in dom(b) and (yi)
∞
i=1 be a given sequence in U .
If (xi)
∞
i=1 is bounded, limi→∞B(xi, yi) = 0, and there exists y ∈ dom(b) such that
limi→∞ ‖yi − y‖ = 0, then limi→∞ ‖xi − y‖ = 0.
We say that b has the limiting difference property if for each x ∈ dom(b) and
each sequence (yi)
∞
i=1 in U , if (yi)
∞
i=1 converges weakly to some y ∈ U , then B(x, y) =
limi→∞(B(x, yi) − B(y, yi)). We say that b is sequentially consistent if for all se-
quences (xi)
∞
i=1 in dom(b) and (yi)
∞
i=1 in Int(dom(b)), if (yi)
∞
i=1 is bounded and one has
limi→∞B(xi, yi) = 0, then limi→∞ ‖xi − yi‖ = 0.
Here are a few remarks concerning Definitions 4.1 and 4.2.
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Remark 4.3. Of course, the Bregman divergence B (which is always finite on dom(b)×
U) is in general not a metric: for example, it is not symmetric and does not necessary
satisfy the triangle inequality. However, it can be seen from Definition 4.2 that B
still enjoys various properties which make it a substitute for a measure of distance.
Additional relevant properties can be found in Proposition 4.13 below. These properties
are useful in various scenarios, as will be explained in Remark 4.9 below.
In the above-mentioned connection, it is worth mentioning that B, or at least partic-
ular instances of it induced by special pre-Bregman functions b, satisfies certain useful
analytical relations (such as equations or inequalities) which have geometrical interpre-
tations. Among these relations are the “three-point identity” of Chen and Teboulle [45,
Lemma 3.1], and the “three-point property” [50, p. 212, Inequality (2.11)], the “four-
point property” [50, p. 212, Inequality (2.12)] and the “five-point property” [50, p.
207, Inequality (1.4)] of Csisza´r and Tusna´dy. For instance, if X is a Hilbert space and
for some γ > 0 we have b(x) := γ‖x‖2, x ∈ X (in this case B(x, y) = γ‖x− y‖2 for all
x, y ∈ X), then the “three-point identity” is nothing but a restatement of the cosine
rule from trigonometry, and a special case of the “three-point property” (which was
also observed in [22, Lemma 1]) is nothing but a well-known inequality which follows
from the cosine rule and the obtuseness of the angle between two vectors: the vector
obtained from a point and its orthogonal projection onto a nonempty, closed and con-
vex subset, and the vector obtained from an arbitrary point in that subset and the
above-mentioned projection.
Remark 4.4. We occasionally refer to (arbitrary) concrete examples of Bregman func-
tions as “entropies”, since some of the well-known examples of Bregman functions, or
their negatives, are traditionally called “entropies” (a typical example is the negative
Boltzmann-Gibbs-Shannon entropy). Hence, a general term for all of these functions
might be “Bregman entropies”, but we do not use this phrase.
Remark 4.5. Definitions 4.1 and 4.2 are modeled after, and slightly extend [8, Def-
inition 3.1, Definition 4.1], which by themselves extend the classical finite-dimensional
definition of the Bregman function [39, pp. 153–154], [41, Definition 2.1], [43, Defini-
tion 2.1], [52, Definition 2.1]. The notion of a Bregman function which has the limiting
difference property appears in a somewhat implicit form in previous works, for instance
in [84, Definition 2.4(5), Example 2.5] and [88]. The notion of Bregman functions
which are sequentially consistent appears in various forms, for instance in [11, Condi-
tion 4.3(ii)], [30, p. 249], [31, Lemma 2.1.2, p. 67], and [32, p. 50].
In the classical definition dom(b) should be closed and b should be continuous on it,
and also b′ should be continuous on U . In Definition 4.2 we require less from b. We let
b to attain the value∞ because, among other things, this allows us to treat in a unified
way classical Bregman functions such as the normalized energy function b = 1
2
‖x‖2,
x ∈ Rn, and the negative Boltzmann-Gibbs-Shannon entropy b(x) = ∑nk=1 xk log(xk),
x = (xk)
n
k=1 ∈ [0,∞)n, as well as another classical entropy (the negative Burg entropy:
b(x) = −∑nk=1 log(xk), x = (xk)nk=1 ∈ (0,∞)n), which is not a Bregman function
according to the classical definition [41, Definition 2.1] because dom(b) is not closed
and b cannot be extended to a finite and continuous function (convex or not) defined
on dom(b) = [0,∞)n.
RE-EXAMINATION OF BREGMAN FUNCTIONS 13
When constructing Bregman functions, we will usually start with a nonempty, open
and convex subset U ⊆ X , define b there, and then we will extend it to U , either in a
continuous way (as in the case of the negative Boltzmann-Gibbs-Shannon entropy and
the negative Havrda-Charva´t-Tsallis entropy, which are discussed in Sections 6 and 7,
respectively) or by assigning it the value ∞ on U\U (as in the case of the negative
Burg entropy which is discussed in Section 8). The values of b outside U will not be
very important to us, but in order to make sure that b is be lower semicontinuous on
X (as will be needed in most of the cases discussed in Proposition 4.13), we will define
b(x) :=∞ for x /∈ U .
Remark 4.6. In Definition 4.2(iv) it is sufficient to require that γ ∈ (0,∞) since,
as shown in Proposition 4.13(III) below, B(x, y) ≥ 0 for all x, y ∈ X . If b is a clas-
sical Bregman function and X is finite-dimensional (that is, b satisfies Definition 4.2,
where here one requires that also dom(b) is closed, that b′ is continuous on U , and
that b is continuous on dom(b)), then it is also required that the second type level-set
L2(y, γ) := {x ∈ dom(b) : B(x, y) ≤ γ} be bounded for each γ ∈ R (or, in fact, for
each γ ∈ (0,∞)) and y ∈ U . However, it is well known that this requirement is re-
dundant: see, for instance, [8, Remarks 4.2] or [30, Theorem 3.2]. In our paper we
are less interested in the boundedness of the second type level-sets, but nevertheless
we present several sufficient conditions for this requirement to be fulfilled: see Propo-
sition 4.13(XV),(XVII) below. As a matter of fact, in all of the concrete examples
of Bregman functions that we present in later sections the second type level-sets are
bounded. A different sufficient condition can be found in [8, Theorem 3.7(iii)]: it says
that the second type level-sets are bounded whenever X is finite-dimensional and b is a
lower semicontinuous convex pre-Bregman function which is essentially strictly convex.
A generalization of this condition to reflexive Banach spaces can be found in [9, Lemma
7.3(v)].
Remark 4.7. If X is a Banach space, then any lower semicontinuous and convex pre-
Bregman function b is automatically continuous on its zone U . Indeed, since U , namely,
the interior of its effective domain, is nonempty, and since X is Banach, b is continuous
on U according to [81, Proposition 3.3, p. 39].
Remark 4.8. In the infinite-dimensional theory of Bregman functions and divergences,
such as in [2,9,10,31,88,89] the treatment of B and b is usually not axiomatic as in the
finite-dimensional case or as in Definition 4.1. Indeed, while B is defined as in (14) (or
slight modifications of (14), as in [31, p. 3], where the gradient of b is replaced by a one-
sided directional derivative), b is assumed to be not only what we called a pre-Bregman
function (Definition 4.1), but rather a special function: for instance, a uniformly convex
and Fre´chet differentiable function, or a Legendre function that satisfies additional
concrete assumptions. However, as far as we know, with the exception of [31, p. 65]
and [84], no general axioms such as the ones given in Definition 4.1 have been imposed.
In the first case b is assumed to be totally convex on U and to satisfy Definition 4.2(iv)
for all x ∈ U , and the theory regarding the divergence B(x, y) is developed mainly to
points x, y ∈ U . In the second case the goal is to develop a theory of Bregman distances
without Bregman functions, and so the axiomatic approach considered there concerns
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B and not b. We also note that it is known that the classical definition of Bregman
functions in finite-dimensional spaces involves redundancies in the sense that some items
in it imply other ones (see [30] for a survey and a thorough analysis).
Remark 4.9. A major reason behind Definition 4.2 is that the properties of B and
b allow one to establish the convergence of various algorithmic schemes which aim at
solving a rich class of optimization problems (constrained and unconstrained minimiza-
tion, the feasibility problem, finding zeros and fixed points of nonlinear operators, etc.).
Additional or slightly different properties are sometimes needed for establishing certain
convergence results, and usually they are achieved by imposing additional assumptions
on b. Definition 4.2 suffices for most finite-dimensional Bregman-divergence-type al-
gorithms that we are aware of, but in order to allow more flexibility and to better
address infinite-dimensional settings, we establish in Proposition 4.13 below and the
corollaries following it a few additional useful properties of B. Later (Section 5) we
present relevant sufficient conditions which allow one to construct Bregman functions.
The examples in later sections are based on these properties and conditions.
Remark 4.10. Given a continuous linear functional ℓ : X → R, a positive number λ,
and a Bregman function f : X → (−∞,∞] which induces a Bregman divergence Bf , it
is easy to verify that b := λf + ℓ is a Bregman function with zone Int(dom(f)) and an
effective domain dom(f), and that Bb = λBf . In particular, Bℓ = 0; moreover, if f has
the limiting difference property, then b has it too, and if f is sequentially consistent, then
so is b. In addition, given m Bregman functions bk : X → (−∞,∞] with associated
Bregman divergences Bk, k ∈ {1, . . . , m}, m ∈ N, and given m positive numbers
λk, k ∈ {1, . . . , m}, denote b :=
∑m
k=1 λkbk and assume that Int(∩mk=1dom(bk)) 6= ∅.
Then it is simple to check that b is a Bregman function with an effective domain
dom(b) = ∩mk=1dom(bk), zone Int(dom(b)) = Int(∩mk=1dom(bk)) = ∩mk=1Int(dom(bk)),
and an associated Bregman divergence B =
∑m
k=1 λkBk; moreover, if bk has the limiting
difference property for each k ∈ {1, . . . , m}, then b has this property too; in addition,
if bk is sequentially consistent for some k ∈ {1, . . . , m}, then b is sequentially consistent
(here we also use Proposition 4.13(III) below), and if for some k ∈ {1, . . . , m} all the
second type level-sets of Bk are bounded, then all the second type level-sets of B are
bounded. These simple observations can be useful in some scenarios, as is illustrated
in Subsections 11.1–11.2 below.
Remark 4.11. A simple verification shows that if b : X → (−∞,∞] is a Bregman
function with zone U and associated Bregman divergence B, and if z0 ∈ X is given,
then the function b˜ : X → (−∞,∞], which is defined by b˜(x˜) := b(x˜ + z0) for each
x˜ ∈ X , is a Bregman function with a zone U˜ := U − z0. The associated Bregman
divergence B˜ of b˜ satisfies B˜(x˜, y˜) = B(x˜+ z0, y˜+ z0) for each (x˜, y˜) ∈ X2. Moreover, b
has the limiting difference property if and only if b˜ has this property, and b is sequentially
consistent if and only if b˜ is sequentially consistent.
4.2. Pre-Bregman functions: Sufficient conditions. In this subsection we estab-
lish many sufficient conditions which ensure that the considered pre-Bregman functions
satisfy parts or all of Definition 4.2. We start with a lemma, which is probably known,
and which is used in the proof of Proposition 4.13(XVIII) below (we note that the
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convexity assumption on the set S which appears in Lemma 4.12 is crucial: a simple
counterexample is to take X = ℓ2, Y = R, d = | · |, S = {ek : k ∈ N}, where ek is the
k-th element in the canonical basis of X , and f : S → Y , f(ek) := k for all k ∈ N.).
Lemma 4.12. Suppose that S is a nonempty, bounded and convex subset of a normed
space (X, ‖ · ‖) and let (Y, d) be a metric space. If f : S → Y is uniformly continuous
on S, then f is bounded on S.
Proof. The uniform continuity of f on S implies that for an arbitrary fixed ǫ > 0 (say,
ǫ := 1) there exists δ > 0 such that for every u, v ∈ S satisfying ‖u − v‖ < δ we have
d(f(u), f(v)) < ǫ. Now fix z ∈ S. The boundedness of S implies that there existsM > 0
such that ‖u−z‖ ≤M for each u ∈ S. Given u ∈ S, u 6= z (we can assume that S 6= {z},
otherwise the assertion is obvious and the proof is complete), let m be the maximal
integer which is smaller than ‖u − z‖/(0.5δ). Then 0 ≤ m < ‖u − z‖/(0.5δ) ≤ m + 1
and thus |‖u − z‖ − 0.5mδ| ≤ 0.5δ. For each nonnegative integer k ∈ {0, . . . , m} let
pk be the point defined by pk := u + 0.5kδ(z − u)/‖z − u‖ and let pm+1 := z. Then
‖pk − pk+1‖ = 0.5δ whenever k ∈ {0, . . . , m− 1} and
‖pm − pm+1‖ =
∥∥∥∥
(
u+ 0.5mδ
(z − u)
‖z − u‖
)
−
(
u+ ‖z − u‖ (z − u)‖z − u‖
)∥∥∥∥
= |0.5mδ − ‖z − u‖| ≤ 0.5δ.
Therefore ‖pk − pk+1‖ < δ for each k ∈ {0, 1, . . . , m}. Since the convexity of S implies
that pk ∈ [u, z] ⊆ S for each k ∈ {0, 1, . . . , m}, it follows from the triangle inequality,
and the choice of δ and M , that
d(f(u), f(z)) ≤
m∑
k=0
d(f(pk), f(pk+1)) < (m+ 1)ǫ <
(‖u− z‖
0.5δ
+ 1
)
ǫ ≤
(
M
0.5δ
+ 1
)
ǫ.
This inequality obviously holds also when u = z, and we conclude from the triangle
inequality that d(f(u), f(v)) ≤ d(f(u), f(z))+d(f(z), f(v)) < ((1/δ)4M+2)ǫ for every
u, v ∈ S. Hence f is bounded on S, as claimed. 
The following proposition, which is the main result of this section, describes many
properties of Bregman and pre-Bregman functions and divergences, especially their
asymptotic behavior under various conditions. It also describes some asymptotic prop-
erties (such as strong convergence) of relevant sequences. Some of these properties are
not needed for a pre-Bregman function to be a Bregman function according to Defini-
tion 4.2, but they are still useful in some circumstances, for example, for establishing
the convergence of certain algorithmic sequences to the solutions of various optimiza-
tion problems. For instance, the property of B mentioned in Proposition 4.13(XVIII)
is needed in [88] for establishing the convergence of an infinite product of certain op-
erators to a common asymptotic fixed point of them, and the sequential consistency of
B mentioned in Proposition 4.13(V) is useful in the convergence analysis of various
algorithms, such as the one discussed in [11, Section 4] (in [11, Condition 4.3(ii)] a
stronger version is assumed in which both (xi)
∞
i=1 and (yi)
∞
i=1 belong to U).
It is worth noting that versions of some of the properties mentioned in Proposition
4.13 below are known in some settings. For example, the claim that B(x, y) > 0 if
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x ∈ dom(b), y ∈ Int(dom(b)), x 6= y (Proposition 4.13(III)), is well known if the space
is finite-dimensional and b is a classical Bregman function (see Remark 4.5 above for
a discussion on classical Bregman functions). However, in the infinite-dimensional case
it seems that our result, in which we assume less, is new, and it actually generalizes [9,
Lemma 7.3(vi)] if b is also assumed to be Gaˆteaux differentiable at y (there b is assumed
to be essentially strictly convex but instead of using B from (14), a slightly more
general version of B, based on directional derivatives, is used in [9, Lemma 7.3(vi)]; for
a closely related result, in which both x and y are assumed to belong to the algebraic
interior of dom(b) and b is assumed to be strictly convex on the algebraic interior of
dom(b), see [31, Proposition 1.1.4, p. 4]). A second example: Proposition 4.13(X)
generalizes [8, Proposition 3.2(ii)]. A third example: a variant of Proposition 4.13(I)
is known when b is assumed to be uniformly convex [106, Theorem 3.10(i)-(iv), p. 215]
or strongly convex [106, Corollary 3.11(i)-(iv), pp. 217–218; Remark 3.5.3, p. 218].
We also note that some parts of Proposition 4.13 may seem, at first glance, very
similar or even identical (for example, Parts (VIII)–(IX)). However, this is not the
case, because each time there are differences in the assumptions and also in the stated
results, and these differences require modifications (sometimes significant ones) in the
corresponding proofs.
Proposition 4.13. Let (X, ‖·‖) be a real normed space. Suppose that b : X → (−∞,∞]
is convex, lower semicontinuous, and that U := Int(dom(b)) is nonempty. Assume also
that b is Gaˆteaux differentiable in U . Denote by B : X2 → (−∞,∞] the pre-Bregman
divergence defined in (14). Let S1 and S2 be nonempty subsets of dom(b). Then the
following properties hold:
(I) Given x ∈ dom(b), y ∈ U and a relative gauge ψ of b on ({x}, {y}) (the modulus
of uniform convexity of b relative to ({x}, {y}) or any other relative gauge), we
have ψ(‖x−y‖) ≤ B(x, y). In particular, if S2∩U 6= ∅ and if b is uniformly convex
relative to (S1, S2 ∩ U) with some relative gauge ψ, then ψ(‖x − y‖) ≤ B(x, y)
for each (x, y) ∈ S1 × (S2 ∩ U). Specifying even further, if S2 ∩ U 6= ∅ and if
b is uniformly convex relative to (S1, S2 ∩ U) with some relative gauge ψ which
is assumed to be strictly increasing and continuous on some interval J ⊆ [0,∞)
having the property that ψ(J) contains B(x, y) for each (x, y) ∈ S1 × (S2 ∩ U),
then ‖x− y‖ ≤ ψ−1(B(x, y)) for each (x, y) ∈ S1 × (S2 ∩ U).
(II) For each y ∈ U , the function x 7→ B(x, y), x ∈ X, is convex and lower semi-
continuous. In addition, if b is uniformly convex relative to (S1, S2) with a gauge
ψ, then for each y ∈ U the function x 7→ B(x, y), x ∈ X is uniformly convex
relative to (S1, S2) with the same gauge ψ.
(III) If x = y ∈ U , then B(x, y) = 0. Furthermore, B(x, y) ≥ 0 for each x ∈ X and
y ∈ X. If, in addition, b is strictly convex on the open interval (x, y) for some
x ∈ dom(b) and y ∈ U satisfying x 6= y, then B(x, y) > 0. In particular, if b is
strictly convex on U , and x ∈ dom(b) and y ∈ U are given, then B(x, y) = 0 if
and only if x = y.
(IV) Assume that b is uniformly convex on a nonempty and convex subset S of dom(b)
satisfying S ∩ U 6= ∅. Let (xi)∞i=1 be a given sequence in S and (yi)∞i=1 a given
sequence in S ∩ U . If limi→∞B(xi, yi) = 0, then limi→∞ ‖xi − yi‖ = 0.
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(V) Suppose that b is uniformly convex on every nonempty, bounded and convex subset
of dom(b). Then given two sequences (xi)
∞
i=1 in dom(b) and (yi)
∞
i=1 in U satisfying
limi→∞B(xi, yi) = 0, if one of these sequences is bounded, then the other sequence
is bounded too and, moreover, limi→∞ ‖xi−yi‖ = 0. In particular, b is sequentially
consistent (see Definition 4.2). Specializing even further, under the assumption
that b is uniformly convex on every nonempty, bounded and convex subset of
dom(b), if (xi)
∞
i=1 is in dom(b) and (yi)
∞
i=1 is in U , and one of these sequences
converges strongly to some z ∈ dom(b), and also limi→∞B(xi, yi) = 0, then the
other sequence converges strongly to z too.
(VI) Suppose that b is continuous on dom(b) and strictly convex on U and that b′
is continuous on U . Let (xi)
∞
i=1 be a given sequence in X which is contained
in a compact subset of dom(b) (in particular, this condition holds when X is
finite-dimensional and (xi)
∞
i=1 is bounded). Let (yi)
∞
i=1 be a given sequence in U
such that limi→∞ ‖yi − y‖ = 0 for some y ∈ U . If limi→∞B(xi, yi) = 0, then
limi→∞ ‖xi − y‖ = 0.
(VII) Suppose that (xi)
∞
i=1 is a bounded sequence in dom(b) and (yi)
∞
i=1 is a sequence in
U which is contained in a compact subset of dom(b) (in particular, this condition
is satisfied if X is finite-dimensional and (yi)
∞
i=1 is bounded). If B is a Bregman
divergence and limi→∞B(xi, yi) = 0, then limi→∞ ‖xi − yi‖ = 0.
(VIII) Assume that b′ is bounded on all the subsets of U which are bounded and convex.
Let (xi)
∞
i=1 and (yi)
∞
i=1 be sequences of elements of U . If one of these sequences
is bounded and limi→∞ ‖xi − yi‖ = 0, then limi→∞B(xi, yi) = 0.
(IX) Suppose that b is continuous on dom(b). Assume that b′ is bounded on all bounded
and convex subsets of U . Let (xi)
∞
i=1 be a given sequence in dom(b) and (yi)
∞
i=1
a given sequence in U , where one of these sequences is bounded. If limi→∞ ‖xi −
yi‖ = 0, then limi→∞B(xi, yi) = 0. In particular, if b is continuous on dom(b)
and b′ is uniformly continuous on all bounded and convex subsets of U , then
given a sequence (yi)
∞
i=1 in U which converges to some x ∈ dom(b), we have
limi→∞B(x, yi) = 0.
(X) Suppose that b is continuous on U and that b′ is locally bounded at each point of
U . If (yi)
∞
i=1 is a sequence in U which satisfies limi→∞ ‖x − yi‖ = 0 for some
x ∈ U , then limi→∞B(x, yi) = 0. In particular, if X is finite-dimensional and
b : X → (−∞,∞] is merely assumed to be a lower semicontinuous and convex
pre-Bregman function with zone U 6= ∅ (as we assume in the formulation of
Proposition 4.13), then for every sequence (yi)
∞
i=1 in U which converges to some
x ∈ U , we have limi→∞B(x, yi) = 0.
(XI) Suppose that b is continuous on dom(b) and that b′ has the following property:
for each x ∈ dom(b) and each sequence (yi)∞i=1 in U which converges in norm to
x, the relation limi→∞〈b′(yi), x− yi〉 = 0 holds. Given a sequence (yi)∞i=1 in U , if
limi→∞ ‖x− yi‖ = 0 for some x ∈ dom(b), then limi→∞B(x, yi) = 0.
(XII) Let S ⊆ U be nonempty. Suppose that x ∈ U and sup{‖x − y‖ : y ∈ S} < ∞.
If b′ is bounded on all bounded and convex subsets of U , then sup{B(x, y) : y ∈
S} <∞.
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(XIII) Suppose that S ⊆ U is nonempty. Let x ∈ dom(b). Assume that sup{‖x − y‖ :
y ∈ S} <∞ and that b is continuous on dom(b). Assume also that b′ is bounded
on all bounded and convex subsets of U . Then sup{B(x, y) : y ∈ S} <∞.
(XIV) Let ∅ 6= S ⊆ U and x ∈ dom(b) be given. Assume that S = S ′ ∪ S ′′ where S ′
is bounded (and possibly empty) and S ′′ is contained in a nonempty subset V
of U such that b is uniformly convex relative to ({x}, V ) with a gauge ψ which
satisfies limt→∞ ψ(t) = ∞. Suppose that sup{B(x, y) : y ∈ S} < ∞. Then S is
bounded. Similarly, given ∅ 6= S ⊆ dom(b) and y ∈ U , if S = S ′ ∪ S ′′ where S ′
is bounded (and possibly empty) and S ′′ is contained in a nonempty subset W of
dom(b) such that b is uniformly convex relative to (W, {y}) with a gauge ψ which
satisfies limt→∞ ψ(t) = ∞, and, in addition, sup{B(x, y) : x ∈ S} < ∞, then S
is bounded.
(XV) Suppose that for each x ∈ dom(b), there exists rx ≥ 0 such that the subset
U ∩ {w ∈ X : ‖w‖ ≥ rx} is nonempty and b is uniformly convex relative to
({x}, U ∩ {w ∈ X : ‖w‖ ≥ rx}) with a gauge ψx which satisfies limt→∞ ψx(t) =
∞. Then for each x ∈ dom(b) and each γ ∈ [0,∞), the first type level-set
L1(x, γ) := {y ∈ U : B(x, y) ≤ γ} is bounded. Moreover, if, given x ∈ dom(b),
the gauge ψx satisfies ψx(0) = 0, and it is continuous and strictly increasing
on [0,∞), then max{2ψ−1x (γ), 2rx, ψ−1x (γ) + rx + ‖x‖} is an upper bound on the
diameter of L1(x, γ).
Similarly, if for each y ∈ U , there exists ry ≥ 0 having the property that
the subset {w ∈ dom(b) : ‖w‖ ≥ ry} is nonempty and b is uniformly convex
relative to ({w ∈ dom(b) : ‖w‖ ≥ ry}, {y}) with a gauge ψy which satisfies
limt→∞ ψy(t) = ∞, then for each y ∈ dom(b) and each γ ∈ [0,∞) the second
type level-set L2(y, γ) := {x ∈ dom(b) : B(x, y) ≤ γ} is bounded. Moreover, if,
given y ∈ U , the gauge ψx satisfies ψx(0) = 0, and it is continuous and strictly
increasing on [0,∞), then max{2ψ−1y (γ), 2ry, ψ−1y (γ)+ry+‖y‖} is an upper bound
on the diameter of L2(y, γ).
Finally, if b is uniformly convex on dom(b), then all the first and the second
type level-sets of B are bounded.
(XVI) Each of the following conditions is sufficient for the boundedness of all the level-
sets of the first type L1(x, γ), x ∈ dom(b), γ ∈ [0,∞):
(i) U is bounded;
(ii) U is unbounded and lim‖y‖→∞, y∈U B(x, y) =∞ for all x ∈ dom(b).
(XVII) Each of the following conditions is sufficient for the boundedness of all the level-
sets of the second type L2(y, γ), y ∈ U , γ ∈ [0,∞):
(i) U is bounded;
(ii) U is unbounded and lim‖x‖→∞, x∈dom(b)B(x, y) =∞ for all y ∈ U ;
(iii) X is finite-dimensional and b is strictly convex on U and is essentially
smooth;
(iv) X is finite-dimensional and b is strictly convex on dom(b).
(XVIII) Suppose that b′ is uniformly continuous on all bounded and convex subsets of U .
Given two sequences (xi)
∞
i=1 and (yi)
∞
i=1 in U such that one of them is bounded,
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suppose that limi→∞ ‖xi−yi‖ = 0. Then limi→∞(B(x, xi)−B(x, yi)) = 0 for each
x ∈ dom(b).
(XIX) Suppose that b′ is weak-to-weak∗ sequentially continuous on U . If (yi)
∞
i=1 is a
sequence in U which converges weakly to y ∈ U , then B(x, y) = limi→∞(B(x, yi)−
B(y, yi)) for all x ∈ dom(b). In particular, under the assumptions that X is
finite-dimensional and b′ is continuous on U , if (yi)
∞
i=1 is a sequence in U which
converges to some y ∈ U and if x ∈ dom(b), then B(x, y) = limi→∞(B(x, yi) −
B(y, yi)).
(XX) Given x ∈ dom(b), if b is uniformly convex relative to ({x}, S2 ∩ U) with a rela-
tive gauge ψx which is continuous and strictly increasing on [0,∞), and satisfies
limt→∞ ψx(t) = ∞ and ψx(0) = 0, and if limi→∞B(x, yi) = 0 for some sequence
(yi)
∞
i=1 in S2 ∩ U , then (yi)∞i=1 converges strongly to x. Similarly, given y ∈ U ,
if b is uniformly convex relative to (S1, {y}) with a relative gauge ψy which is
continuous and strictly increasing on [0,∞), and satisfies limt→∞ ψy(t) =∞ and
ψy(0) = 0, and if limi→∞B(xi, y) = 0 for some sequence (xi)
∞
i=1 in S1, then
(xi)
∞
i=1 converges strongly to y.
Proof. (I) We first recall that the modulus of uniform convexity ψb,{x},{y} (see (6))
exists even if b is not uniformly convex relative to ({x}, {y}). Now, since b is
Gaˆteaux differentiable at y, it follows from (5) that for every λ ∈ (0, 1), we have
ψ(‖x− y‖) ≤ λb(x) + (1− λ)b(y)− b(λx+ (1− λ)y)
λ(1− λ)
=
1
1− λ
(
b(x)− b(y)− b(y + λ(x− y))− b(y)
λ
)
−−→
λ→0
b(x)− b(y)− 〈b′(y), x− y〉 = B(x, y), (15)
as required. If, in addition, S2 ∩ U 6= ∅ and b is uniformly convex relative to
(S1, S2 ∩U) with some relative gauge ψ, then, in particular, ψ is a relative gauge
of b on ({x}, {y}) for every x ∈ S1 and y ∈ S2 ∩ U . Thus we can conclude from
previous lines that ψ(‖x− y‖) ≤ B(x, y) for all x ∈ S1 and y ∈ S2 ∩ U . Suppose
further that ψ is strictly increasing and continuous on an interval J ⊆ [0,∞)
and ψ(J) contains B(x, y) for each (x, y) ∈ S1 × (S2 ∩ U). The first assumption
implies that ψ−1 exists on ψ(J) and is strictly increasing there, and the second
assumption combined with (15) imply that ‖x − y‖ ≤ ψ−1(B(x, y)) for each
(x, y) ∈ S1 × (S2 ∩ U).
(II) Fix y ∈ U and for each x ∈ X let h(x) := B(x, y). Then h is the sum of
the continuous linear (hence convex and lower semicontinuous) function L(x) :=
−b(y)− 〈b′(y), x− y〉, x ∈ X , and the function b, which is assumed to be convex
and lower semicontinuous. Thus h is convex and lower semicontinuous. If b is
also assumed to be uniformly convex relative to (S1, S2) with gauge ψ, then by
adding the left-hand side of the equality L(λx+(1−λ)y) = λL(x) + (1− λ)L(y)
(for an arbitrary λ ∈ (0, 1)) to the left-hand side of (5), and the right-hand side
of this inequality to the right-hand side of (5), we see that h is uniformly convex
relative to (S1, S2) and ψ is a gauge of h.
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(III) The equality B(x, y) = 0 is immediate from (14) when x = y ∈ U . Now fix some
y ∈ X and let x ∈ X . If y /∈ U , then B(x, y) =∞ > 0. Assume now that y ∈ U .
If x /∈ dom(b), then B(x, y) = ∞ > 0. If x ∈ dom(b), then from (15) (with
ψb,{x},{y} instead of ψ) and the fact that the optimal gauge of a convex function
is nonnegative (even if the function itself is not uniformly convex: see Remark
3.2(i)), we have B(x, y) ≥ ψb,{x},{y}(‖x− y‖) ≥ 0, as required.
Now assume that for some x ∈ dom(b) and y ∈ U satisfying x 6= y, we know
that b is strictly convex on the open interval (x, y). Our goal is to prove that
B(x, y) > 0 in this case. The assumed strict convexity of b on (x, y) implies that
h(λ) := b(λx+(1−λ)y) < λb(x)+(1−λ)b(y) for each λ ∈ (0, 1). This inequality
and the fact that h(0) = b(y) < ∞ imply that h is finite on [0, 1) and also that
g(λ) := (h(λ) − h(0))/λ < b(x) − b(y) for all λ ∈ (0, 1). It will be shown in a
moment that g is increasing on (0, 1). Thus limλ→0+ g(λ) exists and g(λ) decreases
to it as λ → 0+. In particular, the limit is smaller than b(x) − b(y). Since b is
Gaˆteaux differentiable at y, it follows from (2) that limλ→0+ g(λ) = 〈b′(y), x−y〉.
These facts and (14) imply that B(x, y) > 0, as claimed.
It remains to show that g is increasing (actually strictly increasing) on (0, 1).
This fact is known, but we provide a proof anyway, since the proof is very short.
Fix arbitrary 0 < λ1 < λ2 < 1. The inequality g(λ1) < g(λ2) is equivalent to the
inequality h(λ1) < (λ1/λ2)h(λ2) + (1 − (λ1/λ2))h(0). This last inequality holds
because λ1/λ2 ∈ (0, 1) and h is strictly convex on (0, 1) (as follows from the strict
convexity of b on the interval (x, y) and the definition of h).
Finally, we need to show that if b is strictly convex on U and x ∈ dom(b) and
y ∈ U are given, then B(x, y) = 0 if and only if x = y. We have already seen that
if x = y, then B(x, y) = 0. On the other hand, suppose that B(x, y) = 0. Assume
to the contrary that x 6= y. Since y ∈ U and x ∈ dom(b) ⊆ U , the open line
segment (x, y) is contained in U (see, for instance, [101, Theorem 2.23(b), p. 28]).
Hence we conclude from previous paragraphs that B(x, y) > 0, a contradiction
which proves that x = y.
(IV) From the uniform convexity of b on S and from Part (I) we know that for each
i ∈ N, the inequality ψb,S(‖xi− yi‖) ≤ B(xi, yi) holds, where ψb,S is the modulus
of uniform convexity of b on S defined in (6). Assume to the contrary that
‖xi − yi‖ 9 0 as i → ∞. Then there exist ǫ > 0 and subsequences (xik)∞k=1,
(yik)
∞
k=1 of (xi)
∞
i=1 and (yi)
∞
i=1, respectively, such that ‖xik − yik‖ ≥ ǫ for all
k ∈ N. Since the modulus of uniform convexity is an increasing function on
[0,∞) as follows from Lemma 3.3 and since it attains positive values on (0,∞),
the assumption limi→∞B(xi, yi) = 0 implies that for each k ∈ N,
0 < ψb,S(ǫ) ≤ ψb,S(‖xik − yik‖) ≤ B(xik , yik) −−−→
k→∞
0.
This is a contradiction which proves the assertion.
(V) Assume first that both sequences (xi)
∞
i=1 and (yi)
∞
i=1 are bounded. Let S be the
convex hull of the set {xi, yi : i ∈ N}. This is a nonempty, bounded and convex
subset of the convex set dom(b). Hence by our assumption b is uniformly convex
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on it. Since xi ∈ S and yi ∈ S ∩U for each i ∈ N, it follows from Part (IV) that
limi→∞ ‖xi − yi‖ = 0, as required.
Now we show that the claim mentioned in the previous paragraph holds if
we merely assume that only one of the sequences (xi)
∞
i=1 or (yi)
∞
i=1 (and not
both simultaneously) is bounded. We modify below an argument which appears
in [94, p. 219] in a somewhat different context. Assume first that (xi)
∞
i=1 is
bounded. If, to the contrary, (yi)
∞
i=1 is unbounded, then this assumption and
the fact that (xi)
∞
i=1 is bounded imply there exist some ǫ > 0 and subsequences
(xij )
∞
j=1 of (xi)
∞
i=1 and (yij)
∞
j=1 of (yi)
∞
y=1, respectively, such that ‖yij − xij‖ > ǫ
for each j ∈ N. Define for all j ∈ N
zj :=
ǫ
‖yij − xij‖
yij +
(
1− ǫ‖yij − xij‖
)
xij .
Then ‖zj − xij‖ = ǫ for each j ∈ N and hence (zj)∞j=1 is bounded. More-
over, since zj is a strict convex combination of a point from dom(b) and a
point from Int(dom(b)), we can use [101, Theorem 2.23(b), p. 28] to con-
clude that zj ∈ Int(dom(b)). Thus [94, Lemma 2.2] (which is formulated in
a finite-dimensional setting, but its simple proof holds word for word in any real
normed space with the same assumptions on b as we assume) and Part (III)
above imply that B(xij , zj) ≤ B(xij , yij) for every j ∈ N. Since we assume that
limi→∞B(xi, yi) = 0, we have limj→∞B(xij , yij) = 0. Since B is nonnegative
(Part (III)), we conclude that limj→∞B(xij , zj) = 0. Hence we are in the set-
ting of the first paragraph, where (xi)
∞
i=1 is replaced by (xij )
∞
j=1 and (yi)
∞
i=1 is
replaced by (zj)
∞
j=1, and therefore limj→∞ ‖xij −zj‖ = 0, in contrast to the equal-
ity ‖zj−xij‖ = ǫ for each j ∈ N which was established earlier. This contradiction
proves that indeed (yi)
∞
i=1 is bounded, as claimed.
We still need to consider the case where (yi)
∞
i=1 is bounded and to prove that this
assumption implies that (xi)
∞
i=1 is bounded too. The proof of this case is similar
to the previous case, where we interchange the roles of (xi)
∞
i=1 and (yi)
∞
i=1, namely
zj := (ǫ/‖xij−yij‖)xij+(1−(ǫ/‖xij−yij‖))yij and so on (in this case [94, Lemma
2.2] and Part (III) above imply that B(zj , yij) ≤ B(xij , yij) for every j ∈ N).
Finally, it remains to consider the case where b is uniformly convex on every
nonempty, bounded and convex subset of dom(b), and where (xi)
∞
i=1 is a sequence
in dom(b) and (yi)
∞
i=1 is a sequence in U such that one of these sequences converges
strongly to some z ∈ dom(b) and limi→∞B(xi, yi) = 0. The sequence which
converges strongly is bounded. This fact, the assumption limi→∞B(xi, yi) = 0
and the previous paragraphs imply that the other sequence is bounded too and
limi→∞ ‖xi − yi‖ = 0. This equality and the triangle inequality imply that the
other sequence converges to z as well.
(VI) Consider an arbitrary cluster point x of (xi)
∞
i=1, i.e., limk→∞ ‖x − xik‖ = 0 for
some subsequence (xik)
∞
k=1 of (xi)
∞
i=1. At least one cluster point exists since (xi)
∞
i=1
is contained in a compact subset of X . Since limi→∞ ‖yi− y‖ = 0 and y ∈ U , the
boundedness of (yi)
∞
i=1 (which follows from the assumption that (yi)
∞
i=1 converges),
together with (14), the continuity of b on dom(b), and the continuity of b′ on U , all
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imply that limk→∞B(xik , yik) = B(x, y). Since limi→∞B(xi, yi) = 0 holds by our
assumption, it follows that B(x, y) = 0. Assume to the contrary that x 6= y. Since
dom(b) is convex (because b is convex) and y ∈ U = Int(dom(b)) and x ∈ dom(b),
the nonempty open interval (x, y) is contained in U (see [101, Theorem 2.23(b),
p. 28]). From this fact, the assumption that b is strictly convex on U , and from
Part (III) one has x = y, a contradiction. Thus indeed x = y. Since x was an
arbitrary cluster point of (xi)
∞
i=1, we conclude that all the cluster points of this
sequence coincide with y. Hence y = limi→∞ xi, as claimed.
(VII) Assume to the contrary that the assertion is false, namely it is not true that
limi→∞ ‖xi−yi‖ = 0. Hence for some ǫ > 0 and a (strictly monotone) subsequence
(ij)
∞
j=1 of natural numbers we have
‖xij − yij‖ ≥ ǫ. (16)
Since (yi)
∞
i=1 is contained in a compact subset of dom(b), also its subsequence
(yij)
∞
j=1 is contained in that compact subset. Hence (yij)
∞
j=1 has a convergent
subsequence (yijk )
∞
k=1 which converges to some y in the closure of dom(b). Since
we assume that limi→∞B(xi, yi) = 0, it follows that limk→∞B(xijk , yijk ) = 0.
Since B is a Bregman divergence, from Definition 4.2(vi) we conclude that also
limk→∞ xijk = y (here we also use the fact that (xi)
∞
i=1 is bounded and hence so
is (xijk )
∞
k=1). Thus limk→∞ ‖xijk − yijk‖ = ‖y− y‖ = 0. This equality contradicts
(16).
(VIII) Since limi→∞ ‖xi−yi‖ = 0 and one of the sequences is bounded, the other sequence
is bounded too. LetW be the convex hull of the subset {xi, yi : i ∈ N}. ThenW is
a convex subset of the convex subset U andW is bounded because {xi, yi : i ∈ N}
is a bounded subset of U . Since b′ is bounded on bounded and convex subsets
of U , there is λ > 0 such that ‖b′(z)‖ ≤ λ for all z ∈ W . From the previous
lines and the mean value theorem [3, Theorem 1.8, p. 13] it follows that b is
Lipschitz continuous on W with a Lipschitz constant λ. The previous lines,
(14), the triangle inequality, the assumption limi→∞ ‖xi − yi‖ = 0, the fact
that yi ∈ W for each i ∈ N, and Part (III), all imply that 0 ≤ B(xi, yi) ≤
|b(xi) − b(yi)| + ‖b′(yi)‖‖xi − yi‖ ≤ 2λ‖xi − yi‖ → 0 as i tends to infinity, as
required.
(IX) As in the proof of Part (VIII), both (xi)
∞
i=1 and (yi)
∞
i=1 are bounded. Let W be
the convex hull of the bounded subset {xi, yi : i ∈ N} ⊆ dom(b). Then W ∩ U
is convex and bounded (and nonempty since yi ∈ W ∩ U for each i ∈ N) and
hence, by our assumption on b′, there exists λ > 0 such that ‖b′(z)‖ ≤ λ for all
z ∈ W ∩ U . Fix i ∈ N and define hi(t) := b(txi + (1 − t)yi) for all t ∈ [0, 1].
Since xi ∈ dom(b) and yi ∈ U = Int(dom(b)), it follows that txi + (1 − t)yi ∈
dom(b). Hence hi is well defined and from [101, Theorem 2.23(b), p. 28] we have
[yi, xi) := {txi + (1 − t)yi : t ∈ [0, 1)} ⊆ U . Since [yi, xi) ⊆ W holds trivially, it
follows that b′(txi + (1− t)yi) exists and ‖b′(txi + (1− t)yi)‖ ≤ λ for all t ∈ [0, 1)
and all i ∈ N. This inequality, the fact that b is Gaˆteaux differentiable, and
direct differentiation of hi according to the definition, all imply that h
′
i exists in
the interval (0, 1) and h′i(t) = 〈b′(txi + (1 − t)yi), xi − yi〉 for each t ∈ (0, 1) and
RE-EXAMINATION OF BREGMAN FUNCTIONS 23
each i ∈ N. Since b is continuous on dom(b), it is continuous on the segment
[xi, yi] and hence hi is continuous on [0, 1]. Therefore we can use the classical
mean value theorem for one-dimensional real functions to conclude that there
exists ti ∈ (0, 1) such that hi(1) − hi(0) = h′i(ti)(1 − 0). The above lines imply
that for all i ∈ N,
|b(xi)− b(yi)| = |hi(1)− hi(0)| = |h′i(ti)| = |〈b′(tixi + (1− ti)yi), xi − yi〉|
≤ ‖b′(tixi + (1− ti)yi)‖‖xi − yi‖ ≤ λ‖xi − yi‖. (17)
This inequality, the previous lines, (14), the triangle inequality, the assumption
limi→∞ ‖xi − yi‖ = 0, the fact that yi ∈ W for each i ∈ N, and Part (III), all
imply that 0 ≤ B(xi, yi) ≤ |b(xi) − b(yi)| + ‖b′(yi)‖‖xi − yi‖ ≤ 2λ‖xi − yi‖ → 0
as i tends to infinity, as required.
Finally, if we assume that b is continuous on dom(b) and that b′ is uniformly
continuous on all bounded and convex subsets of U , then it follows from Lemma
4.12 that b′ is bounded on all bounded and convex subsets of U . Thus we can
use the previous paragraph (with xi = x for all i ∈ N) to conclude that if (yi)∞i=1
is a sequence in U which converges to some x ∈ dom(b) (hence, in particular,
(yi)
∞
i=1 is bounded), then limi→∞B(x, yi) = 0.
(X) Since b′ is locally bounded at each point of U , it is locally bounded at x ∈ U
and hence there exist a neighborhood V (x) of x and λ > 0 such that for all
v ∈ V (x) we have ‖b′(v)‖ < λ. Since and (yi)∞i=1 converges to x, for each i ∈ N
sufficiently large we have yi ∈ V (x) and thus ‖b′(yi)‖ < λ. Hence |〈b′(yi), x−yi〉| ≤
λ‖x − yi‖ −−−→
i→∞
0. Therefore we obtain from the continuity of b on U that
B(x, yi) = b(x)− b(yi)− 〈b′(yi), x− yi〉 −−−→
i→∞
0, as required.
Finally, suppose that X is finite dimensional and b : X → (−∞,∞] is con-
vex and Gaˆteaux differentiable on U := Int(dom(b)) 6= ∅. Then b′ is actually
continuous on U because b is convex and finite in U (see [91, Corollary 25.5.1,
p. 246]). Hence b′ is locally bounded at each point of U . In addition, since
X is finite dimensional, it is a Banach space, and therefore Remark 4.7 implies
that b is continuous on U (alternatively, since X is finite dimensional and b is
convex and Gaˆteaux differentiable at each point of U , it is Fre´chet differentiable
on U by [91, Theorem 25.2, p. 244] and thus continuous there). As a result, the
previous paragraph implies that if (yi)
∞
i=1 is a sequence in U which converges to
some x ∈ U , then limi→∞B(x, yi) = 0.
(XI) B(x, yi) = b(x)− b(yi)− 〈b′(yi), x− yi〉 −−−→
i→∞
0 according to the assumptions.
(XII) According to our assumptions, r := sup{‖x− y‖ : y ∈ S} <∞ and x ∈ U . Since
S ⊆ U , it follows that {x}⋃S is a bounded subset of the convex subset U , and
hence the convex hull W of {x}⋃S is a bounded subset of U as well. Because of
our assumption on b′, there is λ > 0 such that sup{‖b′(z)‖ : z ∈ W} ≤ λ. From
the previous lines and the mean value theorem [3, Theorem 1.8, p. 13] it follows
that b is Lipschitz continuous on W with a Lipschitz constant λ. This fact, (14),
and the triangle inequality imply that B(x, y) ≤ |b(x)− b(y)|+ ‖b′(y)‖‖x− y‖ ≤
2λ‖x− y‖ ≤ 2λr <∞ for all y ∈ S, as required.
24 DANIEL REEM, SIMEON REICH, AND ALVARO DE PIERRO
(XIII) According to our assumptions, r := sup{‖x− y‖ : y ∈ S} <∞ and x ∈ dom(b).
Since S ⊆ U ⊆ dom(b), it follows that {x}⋃S is a bounded subset of the
convex subset dom(b), and hence the convex hull W of {x}⋃S is a bounded and
convex subset of dom(b) as well. Therefore W ∩U is a convex and bounded (and
nonempty since S ⊆W ) subset of U and from our assumption on b′ there is λ > 0
such that sup{‖b′(z)‖ : z ∈ W ∩ U} ≤ λ. We can now follow the proof of Part
(IX) (the lines before (17) and (17) itself, up to obvious modifications in the
notation) to conclude that the inequality ‖b(x)− b(y)‖ ≤ λ‖x− y‖ holds for all
y ∈ W∩U . The previous lines, (14), and the triangle inequality imply that for all
y ∈ S, we have B(x, y) ≤ |b(x)− b(y)|+ ‖b′(y)‖‖x− y‖ ≤ 2λ‖x− y‖ ≤ 2λr <∞.
(XIV) From Part (I), the assumption that b is uniformly convex relative to ({x}, V ),
the assumption that S ′′ ⊆ V , and the assumption that σ := sup{B(x, y) : y ∈
S} <∞, it follows that
ψ(‖x− y‖) ≤ B(x, y) ≤ σ, ∀ y ∈ S ′′. (18)
Assume to the contrary that S is unbounded. Hence sup{‖x− y‖ : y ∈ S} =∞
and there exists a sequence (yi)
∞
i=1 of elements in S such that limi→∞ ‖x−yi‖ =∞.
Because S = S ′∪S ′′ and since S ′ is assumed to be bounded, it follows that yi ∈ S ′′
for all i sufficiently large. Since we assume that limt→∞ ψ(t) =∞, it follows that
ψ(‖x− yi‖) > σ for all i sufficiently large. This is a contradiction to (18). The
other case (in which b is uniformly convex relative to (W, {y}) and so forth) can
be proved in a similar way.
(XV) The first sub-part is an immediate corollary of Part (XIV) where S := L(x, γ),
V := U ∩ {w ∈ X : ‖w‖ ≥ rx}, S ′ := {w ∈ X : ‖w‖ < rx} ∩ S, S ′′ := V ∩ S. If,
for some x ∈ dom(b), we also assume that ψx is strictly increasing and continuous
on [0,∞), then the assumption limt→∞ ψx(t) = ∞ implies, by using elementary
calculus, that ψ−1x exists on [0,∞). Hence from Part (I) (with S1 := {x} and
S2 := S
′′) we have
‖x− z‖ ≤ ψ−1x (B(x, z)) ≤ ψ−1x (γ), ∀z ∈ S ′′. (19)
Now fix y and z in S. Since S = S ′ ∪ S ′′, either both points are in S ′, or both
of them are in S ′′, or one point is in S ′ and the other is in S ′′. In the first
case, since S ′ is contained in the ball of radius rx centered at the origin, we have
‖y − z‖ ≤ 2rx. In the second case, ‖y − z‖ ≤ ‖y − x‖ + ‖x − z‖ ≤ 2ψ−1x (γ)
because of (19). In the third case, if y ∈ S ′ and z ∈ S ′′, then ‖y − z‖ ≤
‖y − x‖+ ‖x− z‖ ≤ ‖x‖+ ‖y‖+ ψ−1x (γ) ≤ ‖x‖+ rx + ψ−1x (γ), where we use the
triangle inequality, the definition of S ′ and (19). A similar calculation holds if
z ∈ S ′ and y ∈ S ′′. We conclude that the diameter of L(x, γ) is bounded above
by max{2ψ−1x (γ), 2rx, ψ−1x (γ) + rx + ‖x‖}, as required. The proof in the case of
the second type level-set L2(y, γ), y ∈ U , γ ∈ R follows similar lines.
Finally, suppose that b is uniformly convex on dom(b). For each x ∈ dom(b)
and each y ∈ U , if we let rx and ry to be any (fixed) nonnegative numbers, then
b is, in particular, uniformly convex relative to ({x}, {w ∈ U : ‖w‖ ≥ rx}) and
({w ∈ dom(b) : ‖w‖ ≥ rx}, {y}) with ψx := ψb,dom(b) =: ψy. Now, if dom(b) is
unbounded, then since limt→∞ ψb,dom(b)(t) = ∞ (Lemma 3.3), we conclude from
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the previous paragraphs that all the first and second type level-sets of B are
bounded. These sets are obviously bounded also in the case where dom(b) is
bounded.
(XVI) The proof of the first condition is immediate, and the proof of the second condition
is simple too (by assuming to the contrary that L(x, γ) is unbounded and arriving
at a contradiction).
(XVII) The proof of the first two conditions is as in the previous part. As for the
third, since b is essentially smooth and X is finite-dimensional, it follows from
[91, Theorem 26.1, pp. 251–252] and the definition of the subdifferential that
∂b(y) = ∅ for all y /∈ Int(dom(b)) = U and ∂b(y) = {b′(y)} for all y ∈ U .
Therefore dom(∂b) = U . Since b is strictly convex on U , it is strictly convex
on dom(∂b), and since X is finite-dimensional, this property of b is nothing but
essential strict convexity (on X). Hence we can use either [8, Theorem 3.7(iii)]
or [9, Lemma 7.3(v)] to conclude that L2(y, γ) is bounded for all y ∈ U and
γ ∈ R. Consider now the fourth part. Since dom(∂b) ⊆ dom(b) and since b is
assumed to be strictly convex on dom(b), it follows that b is essentially strictly
convex. Thus we can use either [8, Theorem 3.7(iii)] or [9, Lemma 7.3(v)] to
conclude that all the second type level-sets of B are bounded.
(XVIII) Fix x ∈ dom(b). By (14), we have
B(x, xi)− B(x, yi)
= (b(x)− b(xi)− 〈b′(xi), x− xi〉)− (b(x)− b(yi)− 〈b′(yi), x− yi〉)
= b(yi)− b(xi)− 〈b′(xi), x− xi〉+ 〈b′(xi) + b′(yi)− b′(xi), x− yi〉
= b(yi)− b(xi)− 〈b′(xi), yi − xi〉+ 〈b′(yi)− b′(xi), x− yi〉
= B(yi, xi) + 〈b′(yi)− b′(xi), x− yi〉. (20)
Since b′ is uniformly continuous on each bounded and convex subset S of U , it
follows from Lemma 4.12 that b′ is also bounded on each such subset S. We
conclude from Part (VIII) that limi→∞B(yi, xi) = 0. Because of (20), it is
sufficient to show that limi→∞(〈b′(yi) − b′(xi), x − yi〉) = 0 in order to conclude
that limi→∞(B(x, xi)−B(x, yi)) = 0.
Indeed, since one of the sequences (xi)
∞
i=1 or (yi)
∞
i=1 is bounded, the condition
limi→∞ ‖xi − yi‖ = 0 implies the other sequence is bounded as well. Hence,
the convex hull W of {xi, yi : i ∈ N} is a bounded and convex subset of the
convex subset U . Since (yi)i∈N is bounded, there exists r ∈ (0,∞) such that
‖x− yi‖ < r for all i ∈ N. Given ǫ > 0, the uniform continuity of b′ on bounded
and convex subsets of U implies that b′ is uniformly continuous onW . Thus there
exists δ > 0 such that for all (u, v) ∈ W 2 satisfying ‖u − v‖ < δ, the inequality
‖b′(u)− b′(v)‖ < ǫ/r holds. Since limi→∞ ‖xi− yi‖ = 0, for all i sufficiently large,
we have ‖xi − yi‖ < δ. It follows that for all such i,
|〈b′(yi)− b′(xi), x− yi〉| ≤ ‖b′(yi)− b′(xi)‖‖x− yi‖ < (ǫ/r)r = ǫ.
The assertion follows because ǫ was an arbitrary positive number.
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(XIX) Fix x ∈ dom(b). Using (14) and simple calculations, we get
B(x, yi)− B(y, yi) = b(x)− b(y)− 〈b′(yi), x− y〉
= b(x)− b(y)− 〈b′(y), x− y〉 − 〈b′(yi)− b′(y), x− y〉
= B(x, y)− 〈b′(yi)− b′(y), x− y〉.
Since b′ is weak-to-weak∗ sequentially continuous and yi → y weakly, it follows,
in particular, that limi→∞(〈b′(yi) − b′(y), x − y〉) = 0. Consequently, B(x, y) =
limi→∞(B(x, yi)−B(y, yi)). In the particular case where X is finite-dimensional,
if b′ is continuous on U , then it is weak-to-weak∗ sequentially continuous because
the weak and strong topologies (or the weak∗ and the strong topologies on the
dual) coincide. Therefore, if (yi)
∞
i=1 is a sequence in U which converges to some
y ∈ U and if x ∈ dom(b), then B(x, y) = limi→∞(B(x, yi) − B(y, yi)) from the
previous lines.
(XX) The assumptions on ψx and well-known results from calculus imply that ψx is
invertible on [0,∞) and maps [0,∞) onto itself, that the inverse ψ−1x is strictly
increasing and continuous on [0,∞), and also that ψ−1x (0) = 0. These properties,
the assumption limi→∞B(x, yi) = 0 and Part (I) (with S1 := {x}), imply that
0 ≤ ‖yi − x‖ ≤ ψ−1x (B(x, yi))−−−→
i→∞
0, namely limi→∞ ‖yi − x‖ = 0, as required.
The proof of the second assertion (regarding the convergence of (xi)
∞
i=1 to y) is
similar.

The following two corollaries present useful systems of conditions which suffice to
ensure that a given function be a Bregman function.
Corollary 4.14. Let (X, ‖ · ‖) be a real normed space. Suppose that b : X → (−∞,∞]
is convex and lower semicontinuous on X, continuous on dom(b), and Gaˆteaux differen-
tiable in the subset U := Int(dom(b)) which is assumed to be nonempty. Suppose further
that b is uniformly convex on all nonempty, bounded, and convex subsets of dom(b), that
b′ is uniformly continuous on all nonempty, bounded, and convex subsets of U , and that
for each x ∈ dom(b), there exists rx ≥ 0 such that b is uniformly convex relative to
({x}, U ∩ {w ∈ X : ‖w‖ ≥ rx}) with a gauge ψx satisfying limt→∞ ψx(t) = ∞. Then
b is a sequentially consistent Bregman function. If, in addition, b′ is weak-to-weak∗
sequentially continuous on U , then b satisfies the limiting difference property.
Proof. Parts (i) and (ii) of Definition 4.2 are satisfied by the assumptions on b and
Remark 3.2(iv), Definition 4.2(iii) is just the definition of the Bregman divergence B,
Definition 4.2(iv) follows from Proposition 4.13(XV), Definition 4.2(v) follows from
Proposition 4.13(IX). Definition 4.2(vi) and the sequential consistency of b follow
from Proposition 4.13(V). The limiting difference property follows from Proposition
4.13(XIX). 
Corollary 4.15. Let (X, ‖ · ‖) be a real normed space. Suppose that b : X → (−∞,∞]
is convex and lower semicontinuous on X and continuous and uniformly convex on
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dom(b). Assume further that U := Int(dom(b)) is nonempty, that b′ exists and is uni-
formly continuous on every bounded and convex subset of U and weak-to-weak∗ sequen-
tially continuous on U . Then b is a sequentially consistent Bregman function which sat-
isfies the limiting difference property and the second type level-sets of B are bounded. In
particular, if X is finite-dimensional, then any function b : X → (−∞,∞], which is con-
vex and lower semicontinuous on X, continuous and uniformly convex on dom(b), and
continuously differentiable on U , is a sequentially consistent Bregman function which
has the limiting difference property and the second type level-sets of B are bounded. Spe-
cializing even more, if X is finite-dimensional, then any function b : X → R which is
continuously differentiable and uniformly convex on X is a sequentially consistent Breg-
man function which has the limiting difference property and the second type level-sets
of B are bounded.
Proof. The first part is a consequence of Corollary 4.14 and Proposition 4.13(XV)
because the modulus of uniform convexity ψb,X of b on X satisfies limt→∞ ψ(t) =∞ as
proved in Lemma 3.3. The second part is a particular case of the first part because the
strong and weak topologies coincide when the dimension is finite (and so do the strong
and weak∗ topologies on the dual space) and any function which is continuous on all
bounded and convex subsets of U is, because of compactness, uniformly continuous on
each such subset. The third part is a consequence of the second one in the particular
case where U = X . 
5. Strong convexity and weak-to-weak∗ sequential continuity
In this section we discuss a few sufficient conditions which are related to some parts
of Proposition 4.13. More precisely, in Subsection 5.1 below we discuss issues related
to strong convexity, and in Subsection 5.2 we discuss issues related to weak-to-weak∗
sequential continuity.
5.1. Strong convexity. In this subsection we present simple sufficient conditions for
the strong convexity of a function. When combined with Remark 3.2(x), they allow one
to construct uniformly convex (or relatively uniformly convex) functions and hence to
obtain functions satisfying important sufficient conditions needed in Proposition 4.13
and the corollaries coming after it. We note that Proposition 5.1(II) below is known
in the literature in different settings, for instance in finite-dimensional Euclidean spaces
(see, for example, [79, Theorem 2.1.11, p. 66]).
Proposition 5.1. Let X 6= {0} be a real normed space with a norm ‖ · ‖. Let b :
X → (−∞,∞] and assume that U := Int(dom(b)) 6= ∅. Suppose further that b is
continuous on dom(b) and twice continuously Fre´chet differentiable in U . Then the
following statements hold:
(I) Given x, y ∈ U , suppose that b has a strictly positive definite Hessian on [x, y] in
the sense that
η[x, y] := inf{b′′(z)(w,w) : z ∈ [x, y], w ∈ X, ‖w‖ = 1} > 0. (21)
Then b is strongly convex on [x, y] with a strong convexity parameter µ := η[x, y].
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(II) Given a nonempty and convex subset S of U , if b has a strictly positive definite
Hessian on S in the sense that
η[S] := inf{b′′(z)(w,w) : z ∈ S, w ∈ X, ‖w‖ = 1} > 0, (22)
then b is strongly convex on S with a strong convexity parameter µ := η[S].
Moreover, b is strongly convex on S ∩ dom(b) with the same strong convexity
parameter η[S].
(III) If (22) holds for each nonempty, bounded, and convex subset S of U , then b
is strongly convex on these subsets and, moreover, strongly convex also on each
nonempty, bounded and convex subset of dom(b).
Proof. (I) We first prove Item (I). Fix z1, z2 ∈ [x, y] and define, for all t ∈ [0, 1],
the real function h(t) := b(tz1 + (1 − t)z2). Since [x, y] ⊆ U , the chain rule
and direct differentiation show that h′(t) = 〈b′(tz1 + (1 − t)z2), z1 − z2〉 and
h′′(t) = b′′(tz1+(1− t)z2)(z1− z2, z1− z2) for all t ∈ [0, 1], where here we adopted
the standard convention of identifying the second derivative (Hessian) with a
bilinear form [3, p. 23]. If z1 6= z2, then from (21), we have
b′′(z)(z1 − z2, z1 − z2) ≥ η[x, y]‖z1 − z2‖2 (23)
for all z ∈ [x, y], and, in particular, for z := tz1 + (1− t)z2. Inequality (23) also
holds true when z1 = z2, since in this case both sides are equal to 0. Therefore
h′′(t) ≥ η[x, y]‖z1−z2‖2 for each t ∈ [0, 1]. Since h′′ is continuous, integration and
the fundamental theorem of calculus yield the inequality h(t) ≥ h(0) + h′(0)t +
0.5η[x, y]‖z1 − z2‖2t2 for all t ∈ [0, 1]. Hence, by substituting t := 1 and using
the fact that h′(0) = 〈b′(z2), z1 − z2〉, we obtain
b(z1) ≥ b(z2) + 〈b′(z2), z1 − z2〉+ 1
2
η[x, y]‖z1 − z2‖2. (24)
This inequality holds for all z1, z2 ∈ [x, y]. Hence, by fixing λ ∈ [0, 1] and substi-
tuting z1 := x and z2 := λx+ (1− λ)y in (24), we get
b(x) ≥ b(λx+(1−λ)y)+〈b′(λx+(1−λ)y), (1−λ)(x−y)〉+1
2
η[x, y](1−λ)2‖x−y‖2.
(25)
Similarly, by substituting z1 := y and z2 := λx+ (1− λ)y in (24), we obtain
b(y) ≥ b(λx+ (1− λ)y) + 〈b′(λx+ (1− λ)y), λ(y − x)〉+ 1
2
η[x, y]λ2‖x− y‖2. (26)
By multiplying (25) by λ, multiplying (26) by 1− λ, and adding these inequal-
ities, we get
λb(x) + (1− λ)b(y) ≥ b(λx+ (1− λ)y) + 1
2
η[x, y]λ(1− λ)‖x− y‖2. (27)
In other words, b is indeed strongly convex on [x, y] with a strong convexity
parameter µ := η[x, y].
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(II) From (21) and (22) we have η[S] ≤ η[x, y] for all x, y ∈ S. This fact and (27)
show that
λb(x) + (1− λ)b(y) ≥ b(λx+ (1− λ)y) + 0.5η[x, y]λ(1− λ)‖x− y‖2
≥ b(λx+ (1− λ)y) + 0.5η[S]λ(1− λ)‖x− y‖2, (28)
that is, b is strongly convex on S with µ := η[S] as a strong convexity parameter.
Now let x, y ∈ S ∩ dom(b) be arbitrary and let (xi)∞i=1 and (yi)∞i=1 be two
sequences in S which converge to x and y, respectively (of course, S ∩ dom(b) is
nonempty because it contains S). From the previous paragraph we know that (5)
holds for all i ∈ N, where xi and yi replace x and y, respectively, where λ ∈ (0, 1)
is arbitrary, where S1 := S, S2 := S, and where ψ(t) :=
1
2
η[S]t2, t ∈ [0,∞). By
taking the limit i → ∞ and using the convexity of S and the continuity of b on
dom(b) (and hence on S ∩ dom(b)) and the continuity of the norm, we see that
(5) also holds with x and y. In other words, b is strongly convex on S with η[S]
as a strong convexity parameter.
(III) Now we show that b is strongly convex on any nonempty, convex, and bounded
subset of dom(b). Let K be such a subset. Fix some z∗ ∈ U and consider the
subset K(z∗) which is the union of all half-open line segments of the form [z∗, z),
z ∈ K, that is, K(z∗) := ∪z∈K [z∗, z). This is a bounded subset of X since its
diameter is bounded by 2 sup{d(z∗, z) : z ∈ K} < ∞ by the triangle inequality
and the fact that K is bounded. Since U is open and convex and since each
z ∈ K satisfies z ∈ U , it follows from [101, Theorem 2.23, p. 28] that each
segment [z∗, z), z ∈ K is contained in U . Hence K(z∗) ⊆ U . Let S be the convex
hull of K(z∗) (in fact, S = K(z∗), but we will not use this fact). Since K(z∗) is
bounded, S is a bounded subset of U . Since we assume that (22) holds for each
nonempty, bounded, and convex subset of U , it follows from Part (II) that b is
strongly convex on S with some parameter µ[S] > 0.
Fix x, y ∈ K and λ ∈ [0, 1]. From the construction of S it follows that there
are sequences (xi)
∞
i=1, (yi)
∞
i=1 in S such that x = limi→∞ xi and y = limi→∞ yi: we
can simply take, say, xi := (1− (1/i))x+ (1/i)z∗ and yi := (1− (1/i))y+ (1/i)z∗
for each i ∈ N. Since b is strongly convex on S with the parameter µ[S], it follows
that (5) holds with S1 := S, S2 := S, with ψ(t) =
1
2
µ[S]t2 as a gauge, with an
arbitrary λ ∈ (0, 1), and with x and y replaced by xi and yi, respectively. By
going to the limit i→∞ in (5) and using the continuity on dom(b) of both b and
the norm, we see that (5) holds also with x and y. Since x and y were arbitrary
in S and λ was arbitrary in (0, 1), it follows that b is strongly convex on K with
µ[S] as a strong convexity parameter.

Remark 5.2. It was essentially observed in [4, Theorem 1 and its proof] that ifX 6= {0}
is a real Banach space, and there is some function b : U → R which is twice continuously
Fre´chet differentiable on a nonempty and open subset U ⊆ X and satisfies (22) at some
z ∈ U , then X is Hilbertian. However, very few details were given in [4] regarding
this claim. In fact, a more general claim holds: if X 6= {0} is a real normed space
with a norm ‖ · ‖ and there is a bounded bilinear form M : X2 → R which has the
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properties that it is symmetric (that is, M(x, y) = M(y, x) for all (x, y) ∈ X2) and for
some η > 0 and all unit vectors x ∈ X we have M(x, x) ≥ η (we refer to this latter
condition as the “coercivity assumption”), then M induces an inner product on X and
g(x) :=
√
M(x, x), x ∈ X , is a well-defined norm on X which is equivalent to the
original norm ‖ · ‖. We sketch the proof of this claim in the next paragraph. Thus, if
the normed space X in Proposition 5.1 is a Banach space, then by taking M := b′′(z)
and using the well-known fact that a continuous bilinear form defined on a Banach
space is bounded, we conclude that X is Hilbertian.
To see that 〈x, y〉 := M(x, y), (x, y) ∈ X2, is an inner product on X2, we observe
that linearity in each component is a consequence of the bilinearity of M , and 〈·, ·〉
is symmetric because M is symmetric. In addition, the coercivity assumption on M
implies that 〈x, x〉 = M(x, x) ≥ η‖x‖2 ≥ 0 and hence 〈·, ·〉 is nonnegative, and if
〈x, x〉 = 0, then η‖x‖2 = 0, hence x = 0. The bilinearity of M also implies that
〈0, 0〉 = M(0, 0) = 0. We conclude from the previous lines that 〈·, ·〉 is an inner
product. Thus the definition of g and the basic theory of inner products (such as
the Cauchy-Schwarz inequality) imply that g is a norm which is induced by an inner
product. It remains to see that g is equivalent to ‖ · ‖. Indeed, since M is bounded,
|M(x, y)| ≤ ‖M‖‖x‖‖y‖ for all (x, y) ∈ X2, and therefore g(x) ≤ √‖M‖‖x‖ for
each x ∈ X . This inequality proves the first part of the equivalent norm claim, since
we have ‖M‖ > 0 (otherwise M ≡ 0, a contradiction to the coercivity assumption
M(x, x) ≥ η > 0 for every unit vector x ∈ X). On the other hand, the coercivity
assumption on M and the definition of g imply that
√
η‖x‖ ≤ g(x) for each x ∈ X .
Consequently, g is equivalent to ‖ · ‖.
Proposition 5.3. Let I 6= ∅ be either a finite or a countable set. Let ((Xi, ‖·‖Xi))i∈I be
a sequence of normed spaces. For each i ∈ I, suppose that bi : Xi → (−∞,∞] is strongly
convex on some nonempty subset Si of Ci := dom(bi) with a strong convexity parameter
µi. Assume also that µ := inf{µi : i ∈ I} > 0. Define X := {(xi)i∈I : xi ∈ Xi ∀i ∈
I,
∑
i∈I ‖xi‖2Xi <∞} and endow X with an arbitrary norm ‖·‖ which is semi-equivalent
to the norm ‖(xi)i∈I‖# :=
√∑
i∈I ‖xi‖2Xi, (xi)i∈I ∈ X, in the sense that there exists
c > 0 such that ‖(xi)i∈I‖# ≥ c‖(xi)i∈I‖ for each (xi)i∈I ∈ X. Assume that
∑
i∈I bi(xi)
is well defined (converges to a real number) for each (xi)i∈I ∈ C :=
⊕
i∈I dom(bi) and
let b : X → (−∞,∞] be defined by b((xi)i∈I) :=
∑
i∈I bi(xi) for each (xi)i∈I ∈ C
and b((xi)i∈I) := ∞ if (xi)i∈I /∈ C. Then b is strongly convex on S :=
⊕
i∈I Si with
µ[S] := c2µ as a strong convexity parameter.
Proof. Fix λ ∈ (0, 1), x := (xi)i∈I ∈ S, and y := (yi)i∈I ∈ S. From the definition of b,
the convexity of each Ci, i ∈ I, the convexity of C, and the strong convexity of every
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bi on Si, i ∈ I, we have
b(λx+ (1− λ)y) = b((λxi + (1− λ)yi)i∈I) =
∑
i∈I
bi(λxi + (1− λ)yi)
≤
∑
i∈I
(
λbi(xi) + (1− λ)bi(yi)− 1
2
µiλ(1− λ)‖xi − yi‖2Xi
)
= λ
∑
i∈I
bi(xi) + (1− λ)
∑
i∈I
bi(yi)− 1
2
λ(1− λ)
∑
i∈I
µi‖xi − yi‖2Xi
= λb(x) + (1− λ)b(y)− 1
2
λ(1− λ)
∑
i∈I
µi‖xi − yi‖2Xi
≤ λb(x) + (1− λ)b(y)− 0.5λ(1− λ)µ
∑
i∈I
‖xi − yi‖2Xi
= λb(x) + (1− λ)b(y)− 1
2
λ(1− λ)µ‖x− y‖2#
≤ λb(x) + (1− λ)b(y)− 1
2
λ(1− λ)µc2‖x− y‖2. (29)
The above inequality proves the assertion up to clarifying the small issue related to the
convergence of the series which appear in (29) when I is infinite. Most of these series
are nothing but the values of b at some points, and hence they converge. The only doubt
is regarding the series
∑
i∈I µi‖xi − yi‖2Xi . This series converges absolutely to either a
nonnegative number or to infinity. However, the sum cannot be infinity because it is
bounded from above by (λb(x)+(1−λ)b(y)− b(λx+(1−λ)y))/(0.5λ(1−λ)) as follows
from repeating the analysis of (29) with partial sums and taking their size to infinity
(namely, one works with In instead of I, where (In)
∞
n=1 is an increasing family of finite
subsets of I satisfying I = ∪∞n=1In, and then takes n to infinity). 
5.2. weak-to-weak∗ sequential continuity. We finish this section with the following
proposition which describes a sufficient condition for a mapping to be weak-to-weak∗
sequentially continuous, hence helping in establishing examples of functions satisfying
Proposition 4.13(XIX). See also Remark 5.7 following this proposition for examples
of corresponding Banach spaces satisfying the conditions mentioned in Proposition 5.6.
Before formulating this proposition we need a short discussion and a definition. Recall
that a Schauder basis of a real infinite-dimensional Banach space (X, ‖ ·‖) is a sequence
(ek)
∞
k=1 of elements in X having the property that each x ∈ X can be represented
uniquely as a countable linear combination of the basis, namely, for each x ∈ X , there
exists a unique sequence (x(k))∞k=1 of real numbers (the coordinates of x) such that
x =
∑∞
k=1 x(k)ek. A standard (algebraic) basis in a finite-dimensional space can also
be regarded as a Schauder basis.
Definition 5.4. Let (X, ‖·‖) be a real Banach space which has a Schauder basis (ek)k∈N
(or (ek)
n
k=1 when dim(X) = n ∈ N).
(a) Given a nonempty subset U ⊆ X and a function g : U → R, we say that g depends
continuously on finitely many components if there exists a nonempty finite subset
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of indices I ⊂ N and a continuous function g˜ : Π(U)→ R such that g(x) = g˜(Π(x))
for all x =
∑∞
k=1 x(k)ek ∈ U , where Π : X → X is the function defined by Π(x) :=∑
k∈I x(k)ek for all x ∈ X, that is, Π is a linear projection from X onto the finite-
dimensional normed subspace SI := span{ek : k ∈ I}. Here the norm on SI (and
hence on Π(U) := {Π(u) : u ∈ U}) is induced by the norm of X.
(b) We say that a sequence (xi)
∞
i=1 in X converges component-wise if limi→∞ xi(k) exists
(as a real number) for each k ∈ N, where xi(k) is the k-th coordinate of xi in its
representation by the given Schauder basis.
Definition 5.5. We say that a (real or complex) Banach space (X, ‖ · ‖) has the
component-* property if both X and its dual X∗ have Schauder bases, and each se-
quence in X∗ which is bounded and converges component-wise also converges in the
weak∗ topology.
Proposition 5.6. Let (X, ‖ · ‖) be a real Banach space with a dual (X∗, ‖ · ‖∗). Suppose
that X has the component-* property. Denote by (ek)k∈N and (fj)j∈N (or (ek)
n
k=1 and
(fj)
n
j=1 when dim(X) = n ∈ N) the Schauder bases of X and X∗, respectively. Given
a nonempty subset U ⊆ X, suppose that a function h : U → X∗, which has the
form h(x) =
∑∞
j=1 hj(x)fj, x ∈ U , maps every bounded sequence in U to a bounded
sequence in X∗. Suppose also that for each j ∈ N, the j-th functional coordinate
hj : U → R in the Schauder basis representation of h depends continuously on finitely
many components. Then h is weak-to-weak∗ sequentially continuous on U .
Proof. The assertion is immediate in the case where X is finite-dimensional, since in
this case the weak and strong topologies coincide on X , and the weak and weak∗
topologies coincide on X∗. Hence from now on X is assumed to be infinite-dimensional.
Suppose that x∞ ∈ U is the weak limit of some sequence (xi)∞i=1 where xi ∈ U for all
i ∈ N. We need to show that limi→∞〈h(xi), w〉 = 〈h(x∞), w〉 for all w ∈ X . By our
assumption on X∗ it is sufficient to show that the sequence (h(xi))
∞
i=1 is bounded and
converges component-wise. Since (xi)
∞
i=1 converges weakly (to x∞), this sequence is
bounded [24, p. 58], and hence, by our assumption on h, we conclude that (h(xi))
∞
i=1
is bounded.
It remains to show component-wise convergence, that is, limi→∞ hj(xi) = hj(x∞)
for each j ∈ N. Since for each j ∈ N, we assume that the functional coordinate hj
depends continuously on finitely many components, it follows that for each j ∈ N,
there exists a nonempty finite subset Ij ⊂ N of indices and a continuous function
h˜j : Πj(U) → R such that hj(x) = h˜j(Πj(x)) for all x ∈ U . Fix ǫ > 0 and j ∈ N, and
denote Sj := span{ek : k ∈ Ij} ⊆ X . Since h˜j is continuous at each point of Πj(U),
and, in particular, at Πj(x∞), there exists δ
′
j > 0 such that for all z in the intersection
of Πj(U) with the ball C
′
j of radius δ
′
j and center Πj(x∞), we have
|h˜j(z)− h˜j(Πj(x∞))| < ǫ. (30)
Since all the norms on a finite-dimensional normed space are equivalent [61, p. 197],
so are the max norm defined on Sj by ‖
∑
k∈Ij
αkek‖∞ := max{|αk| : k ∈ Ij} and the
norm of Sj which is induced by the norm of X . Thus there exists δj > 0 such that the
max norm ball Cj of radius δj with center Πj(x∞) is contained in the above-mentioned
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ball C ′j. Since limi→∞ xi = x∞ weakly, it follows that for all k ∈ Ij , the k-th coordinate
xi(k) of xi converges, as i tends to infinity, to the k-th coordinate x∞(k) of x∞ (this is
because the linear functional which assigns to each x ∈ X the k-th coordinate in the
basis representation of x is continuous [14, p. 83]; in [14, p. 83] it is assumed that
the basis is normalized, but the proof in the general case is essentially the same as in
the normalized case, where the only essential difference is that the norm of the k-th
coordinate functional is bounded above by the constant which appears there divided
by the norm of the k-th basis vector).
Since Ij is finite, there is i0 ∈ N large enough such that |xi(k) − x∞(k)| < δj for
all k ∈ Ij and all i ≥ i0. This implies that for each i ≥ i0, the point zi := Πj(xi),
namely,
∑
k∈Ij
xi(k)ek, is in Cj ∩ Πj(U). Since Cj ⊆ C ′j , we conclude that zi ∈ C ′j ∩
Πj(U) for all i ≥ i0. By letting z := zi in (30) and using the equality hj(xi) =
h˜j(Πj(xi)) = h˜j(zi) (this equality is just an immediate consequence of the definition of
zi and the assumptions on hj and h˜j for every j ∈ N), it follows that |hj(xi)−hj(x∞)| =
|h˜j(zi) − h˜j(Πj(x∞))| < ǫ for each i ≥ i0. In other words, limi→∞ hj(xi) = hj(x∞), as
required. 
Remark 5.7. As a result of Proposition 5.6, it is of interest to provide some examples
of Banach spaces which have the component-* property. Immediate examples are all
finite-dimensional Banach spaces. Below we provide an infinite-dimensional example.
More precisely, we claim that any Banach space (X, ‖·‖) which is isomorphic to (ℓp, ‖·‖p)
for some p ∈ (1,∞) has the component-* property. To see this, we first recall the well-
known fact that if (Y1, ‖·‖Y1) and (Y2, ‖·‖Y2) are isomorphic Banach spaces, that is, there
is a continuous and invertible linear operator A : Y1 → Y2, then A−1 is continuous too, as
a consequence of the open mapping theorem, and their duals (Y ∗1 , ‖·‖Y ∗1 ) and (Y2, ‖·‖Y ∗2 )
are isomorphic too via the adjoint operator A∗ : Y ∗2 → Y ∗1 : see, for instance, [53, pp.
478-479].
Now, if (Y1, ‖ · ‖)Y1 has a Schauder basis (ek)k∈N, then a simple verification shows
that (Aek)k∈N is a Schauder basis in (Y2, ‖ · ‖Y2), and moreover, the coordinates of
z ∈ Y2 with respect to (Aek)k∈N are the same as the coordinates of A−1z with respect
to (ek)k∈N. This implies that a sequence (zi)i∈N in Y2 converges component-wise, i.e.,
limi→∞ zi(k) exists for each k ∈ N, if and only if (A−1zi)i∈N converges component-wise in
Y1. Furthermore, (zi)i∈N is bounded in Y2 if and only if (A
−1zi)i∈N is bounded in Y1. In
addition, (zi)i∈N converges weakly (to, say, z) if and only if (A
−1zi)i∈N converges weakly
(to A−1z). (Indeed, if limi→∞〈f, zi〉 = 〈f, z〉 for each f ∈ Y ∗2 , then given g ∈ Y ∗1 , we
have, using the property of the adjoint operator, that 〈g, A−1zi〉 = 〈(A−1)∗g, zi〉 −−−→
i→∞
〈(A−1)∗g, z〉 = 〈g, A−1z〉, as required.) As a result, if Y1 has the property that each
sequence in it which is bounded and converges component-wise also converges weakly,
then Y2 has this property too. This implication holds for any isomorphic Banach spaces.
It is a known fact that each of the ℓp spaces, 1 < p < ∞, has the property that
each sequence in it which is bounded and converges component-wise also converges
weakly [53, p. 339]. Since the dual of ℓp is isometric to ℓq, where q = p/(p − 1), we
conclude from the previous paragraph that any sequence in ℓ∗p which is bounded and
converges component-wise (according to the canonical Schauder basis of ℓ∗p
∼= ℓq) also
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converges weakly. But the weak topology on ℓ∗p coincides with the weak
∗ topology on
it since ℓp and its dual are reflexive Banach spaces for each p ∈ (1,∞). It follows
that ℓp has the component-* property. Since we assume that (X, ‖ · ‖) is isomorphic
to (ℓp, ‖ · ‖p), and we know that (X∗, ‖ · ‖∗) is isomorphic to (ℓp)∗, we can conclude
from previous lines that both X and X∗ have Schauder bases and each sequence in X∗
which is bounded and converges component-wise also converges in the weak∗ topology,
as required.
An additional example of a Banach space which has the component-* property is any
space which is isomorphic to ⊕mi=1ℓpi, where p1 . . . , pm ∈ (1,∞) are given, 2 ≤ m ∈ N,
and the norm on the direct sum ⊕mi=1ℓpi is, say, Euclidean, or, more generally, an ℓp
norm, p ∈ (1,∞).
6. The negative Boltzmann-Gibbs-Shannon entropy (the Wiener
entropy)
Starting from this section we discuss various examples (new or old) of concrete Breg-
man functions and divergences, and investigate their properties. In this section we focus
on the negative Boltzmann-Gibbs-Shannon entropy.
6.1. Background. Let X := Rn, n ∈ N, with an arbitrary norm ‖ · ‖. Consider the
positive orthant U := (0,∞)n and let b : X → (−∞,∞] be the negative Boltzmann-
Gibbs-Shannon entropy function defined by
b(x) :=


n∑
k=1
xk log(xk), x = (xk)
n
k=1 ∈ U,
∞, otherwise.
(31)
Here log is the natural logarithm (b has similar properties also if log is any other
logarithm) and 0 log(0) := 0. The induced Bregman divergence B : X2 → (−∞,∞] is
the Kullback-Leibler divergence
B(x, y) =


n∑
k=1
xk
(
log
(
xk
yk
)
− 1
)
+
n∑
k=1
yk, ∀(x, y) ∈ U × U,
∞, otherwise.
(32)
Following the work of Gibbs in the 19th century [60] (which is based on earlier works
of Boltzmann), the negative of b is called “the Gibbs entropy” or “the Boltzmann-
Gibbs entropy” in statistical mechanics and thermodynamics. Following the 1948 pa-
per [92] of Shannon, −b is also called “the Shannon entropy” in information theory.
It appears in numerous places in the literature, where it sometimes takes the form
−K∑nk=1 xk log(xk) for some positive constant K (which is frequently normalized to 1
or to 1/ log(2)). A continuous version of b itself, (not of −b), namely where the sum is
replaced by an integral, was introduced independently in the 1948 book of Wiener [103],
and hence a possible name for b can be “the Wiener entropy”.
In the context of Bregman divergences, b appears already in the original work of
Bregman [22] (in the form given in (31)), is frequently called “the negative Shannon
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entropy” or “the information entropy” or the “x log(x) entropy” or the “kernel en-
tropy”, and sometimes it has the slightly modified form b(x) =
∑n
k=1 xk(log(xk) − 1)
(all the properties of b mentioned above and below remain the same despite this lin-
ear deformation). Perhaps the first place in which many of its Bregmanian properties
have been proved formally is [38, Lemma 5]. A continuous version of the divergence B
(where the sum is replaced by an integral) appears in [72] in the context of statistics
and information theory, where it is also assumed there that both x and y are prob-
ability density vectors, namely they are positive and their integrals over the measure
space are equal to 1 (of course, in the discrete case the latter assumption means that∑n
k=1 xk = 1 =
∑n
k=1 yk). Kullback and Leibler called their divergence “the mean
information discrimination” [72, p. 80].
As far as we know, both b and −b have been considered in Euclidean spaces and not
in other normed spaces. Below we present some classical properties of b and also shed
some new light on it, mainly regarding strong and relative uniform convexity.
6.2. Basic properties. A simple verification shows that b′(z) = (log(zk) + 1)
n
k=1 and
also that b′′(z)(w,w) =
∑n
k=1(1/zk)w
2
k for every z ∈ U and every vector w ∈ X . In
particular, b is essentially smooth (this is clear if the norm is Euclidean and hence
true for our arbitrary norm since all the norms on Rn are equivalent). Since b(z) =∑n
k=1 bk(zk) for all z ∈ dom(b), where bk : [0,∞)→ R is defined by bk(zk) := zk log(zk)
for every k ∈ {1, . . . , n} and zk ∈ [0,∞), and since bk is strictly convex on [0,∞) (strict
convexity on [yk, zk] ⊂ (0,∞) is clear since b′′k is positive there; for yk := 0 and zk > 0
one observes that bk(λzk + (1− λ)yk) < λbk(zk) whenever λ ∈ (0, 1) since log is strictly
increasing on (0,∞)), it follows that b is strictly convex on dom(b) (in fact, as shown in
Subsection 6.3 below, b is strongly convex on nonempty, bounded and convex subsets
of dom(b)). Hence b is Legendre. In addition, both derivatives of b are continuous on
U and b is continuous on dom(b). Since dom(b) = U is closed and b is continuous on
U , a simple verification shows that for all γ ∈ R, the γ-level set {x ∈ X : b(x) ≤ γ} of
b coincides with {x ∈ U : b(x) ≤ γ} and is closed. Therefore b is lower semicontinuous
on X .
6.3. Strong convexity. Since all the norms on a finite-dimensional space are equiva-
lent, there are c2 > 0 and c∞ > 0 such that
c2‖v‖ ≤ ‖v‖2 and ‖v‖∞ ≤ c∞‖v‖ ∀v ∈ X, (33)
where ‖v‖2 :=
√∑n
i=1 v
2
i and ‖v‖∞ := max{|vi| : i ∈ {1, . . . , n}}. Given x, y ∈ U ,
x 6= y, let z = (zi)ni=1 ∈ [x, y]. In particular, all the components of x, y, z are positive
and for each i ∈ {1, . . . , n}, either xi ≤ zi ≤ yi or yi ≤ zi ≤ xi. Thus ‖z‖∞ ≤
max{‖x‖∞, ‖y‖∞}. The above facts and (33) imply that for every unit vector w, one
has
b′′(z)(w,w) =
n∑
i=1
w2i
zi
≥
n∑
i=1
w2i
‖z‖∞ =
‖w‖22
‖z‖∞ ≥
c22‖w‖2
max{‖x‖∞, ‖y‖∞}
=
c22
max{‖x‖∞, ‖y‖∞} ≥
c22
c∞max{‖x‖, ‖y‖} . (34)
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This is true for each z ∈ [x, y]. It follows from Proposition 5.1(I) that µ1[x, y] :=
c22/max{‖x‖∞, ‖y‖∞} is a strong convexity parameter of b on [x, y]. A smaller but
more convenient parameter of strong convexity is µ2[x, y] := c
2
2/(c∞max{‖x‖, ‖y‖}), as
follows again from (34).
Now let S be an arbitrary nonempty, bounded and convex subset of U . Then there is
MS > 0 such that ‖s‖ ≤MS for all s ∈ S. From Proposition 5.1(II) and the previous
paragraphs we conclude that b is strongly convex on S with µ[S] := c22/(c∞MS) as a
strong convexity parameter. From Proposition 5.1(III) it follows that b is strongly
convex on all nonempty, convex and bounded subsets of U (in particular, this shows in
a different way that b is strictly convex on U).
6.4. Relative uniform convexity. Now fix an arbitrary x ∈ U . We show below that
b is uniformly convex relative to the pair ({x}, U ∩ {w ∈ X : ‖w‖ > 2‖x‖}) with
ψ(t) :=
c22
4c∞
t, t ∈ [0,∞), (35)
as a relative gauge. Indeed, given y ∈ U satisfying ‖y‖ > 2‖x‖, the triangle inequality
‖y‖ − ‖x‖ ≤ ‖x− y‖ and the above lines imply that
ψ(‖x− y‖) = c
2
2‖x− y‖
4c∞
<
c22‖x− y‖
2c∞
·
(
1− ‖x‖‖y‖
)
≤ c
2
2‖x− y‖2
2c∞‖y‖ =
µ2[x, y]
2
‖x− y‖2.
Since we already know from previous paragraphs that b is strongly convex on [x, y]
with µ2[x, y] as a strong convexity parameter (see Subsection 6.3), we draw the desired
conclusion from Remark 3.2(x).
6.5. No global uniform convexity. We show below that b cannot be uniformly con-
vex on U , and hence also on dom(b) (the case n = 1 is stated without a proof in [12, p.
186]). Indeed, assume to the contrary that b is uniformly convex on U . Given s > 1, let
x(s) ∈ U and y(s) ∈ U be defined by x1(s) := s, y1(s) := s+ 1, and xi(s) := 1 =: yi(s)
for all i ∈ {1, . . . , n}\{1}. Since all the norms on Rn are equivalent, there is η > 0
such that ‖z‖ ≥ η‖z‖2 for each z ∈ Rn, where ‖ · ‖2 is the Euclidean norm. Therefore
‖x(s)− y(s)‖ ≥ η‖x(s)− y(s)‖2 = η. Consequently, Lemma 3.3 and the fact that b is
uniformly convex imply that ψb,U(‖x(s) − y(s)‖) ≥ ψb,U(η) > 0 for each s > 1, where
ψb,U is the modulus of uniform convexity of b on U . On the other hand, from Propo-
sition 4.13(I) and (32), together with the well-known relation log(1 + t) = t + o(t),
which holds for all t ∈ (−1, 1), we have
ψb,U(‖x(s)− y(s)‖) ≤ B(x(s), y(s)) = x1(s)
(
log
(
x1(s)
y1(s)
)
− 1
)
+ y1(s)
= 1 + s log
(
s
s+ 1
)
= s
(
1
s
− log
(
1 +
1
s
))
=
o
(
1
s
)
1
s
−−−→
s→∞
0. (36)
In particular, ψb,U(‖x(s)− y(s)‖) < ψb,U(η) for s sufficiently large. Thus we arrive at a
contradiction. This shows that b cannot be uniformly convex on U .
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6.6. b is a Bregman function. We finish this section by re-establishing the well-
known fact that b is a Bregman function. In fact, we show that b has the limiting
difference property, that it is sequentially consistent, and that the second type level-sets
of B are bounded. Indeed, the latter claim is immediate from Proposition 4.13(XVII)
since b is strictly convex on dom(b). Definition 4.2(i) and (ii) are satisfied by the
assumptions on b and by what we proved in Subsections 6.2–6.3. Definition 4.2(iii) is
just the definition of the Bregman divergence B. Definition 4.2(iv) is a consequence of
Proposition 4.13(XV) and Subsection 6.4. Subsection 6.3 and Proposition 4.13(V)
show that b is sequentially consistent and also imply that Definition 4.2(vi) holds.
The limiting difference property follows from Proposition 4.13(XIX) since the space
is finite-dimensional.
Finally, to see that Definition 4.2(v) holds, we show that limi→∞〈b′(yi), x− yi〉 = 0
and then use Proposition 4.13(XI). Given x = (xk)
n
k=1 ∈ dom(b) and a sequence
(yi)
∞
i=1 in U which converges to x, we have limi→∞ yi,k = xk for all k ∈ {1, . . . , n},
where yi,k is the k-th component of yi. We also have yi,k > 0 for each i ∈ N and
k ∈ {1, . . . , n}. Now fix some k ∈ {1, . . . , n} and consider xk. If xk > 0, then the
continuity of the function t 7→ log(t)(xk − t) on (0,∞) and the fact that it vanishes
at t = xk implies that limi→∞ log(yi,k)(xk − yi,k) = 0. If xk = 0, then from the
known limit limt→0+ log(t)t = 0 we get limi→∞ log(yi,k)(xk − yi,k) = 0 again. Since
〈b′(yi), x − yi〉 =
∑n
k=1 log(yi,k)(xk − yi,k) +
∑n
k=1(xk − yi,k), we conclude from the
previous lines that indeed limi→∞〈b′(yi), x− yi〉 = 0.
7. The negative Havrda-Charva´t-Tsallis entropy
7.1. Background. Let X := Rn (n ∈ N) with an arbitrary norm ‖ · ‖ and let U :=
(0,∞)n. Fix q ∈ R\{0, 1}. Define the negative Havrda-Charva´t-Tsallis entropy by
b(x) :=


1
q − 1
n∑
k=1
(xqk − 1), x = (xk)nk=1 ∈ U and q ∈ (0, 1) ∪ (1,∞),
1
1− q
n∑
k=1
(xqk − 1), x ∈ U and q < 0,
∞, otherwise.
(37)
The corresponding (pre-)Bregman divergence is
B(x, y) =


1
q − 1
n∑
k=1
(
xqk − yqk − qyq−1k (xk − yk)
)
, (x, y) ∈ U × U
and q ∈ (0, 1) ∪ (1,∞),
1
1− q
n∑
k=1
(
xqk − yqk − qyq−1k (xk − yk)
)
, (x, y) ∈ U × U and q < 0,
∞, otherwise.
(38)
This entropy can be thought of as being a certain generalization of the negative Boltzmann-
Gibbs-Shannon entropy because (31) is obtained from (37) in the limit q → 1. The
negative of b was introduced by Havrda and Charva´t [63, Theorem 1] in the context of
information theory (the coefficient of the sum was 2q−1/(2q−1− 1) instead of 1/(q− 1),
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and q was assumed to be positive) and was rediscovered by Tsallis [98] in the context
of statistical mechanics. The original entropy (that is, −b) has applications in various
areas of science and engineering , among them thermostatistics [18], astrophysics [82],
sensor networks [58], medical signal processing plasma [75], quantum mechanics [1],
complex systems [59], image processing [76], just to name a few (we note, however,
that in these applications the setting is usually the n-dimensional Euclidean space, and
x = (xi)
n
i=1 is a positive probability vector, namely, xi > 0 for each i and
∑n
i=1 xi = 1;
sometimes a continuous version of the entropy is considered, in which an integral re-
places the discrete sum). Many more details and applications can be found in the book
of Tsallis [99]. As a matter of fact, it seems that since the pioneering work of Tsallis [98]
there has been a huge amount of research related to this entropy: indeed, in [100] one
can find a continuously updated list of works which are directly related to this entropy,
and as of October 2018 this (not exhaustive) list contains not less than 6913 items(!).
However, in the context of Bregman functions, the function b from (37) is rarely
considered (but see Subsection 11.2 below for a somewhat related variation of b). In
fact, we have seen a very brief (and somewhat implicit) related discussion only in [46,
Appendices A, C] , [49, p. 2046] (for the case q < 1), and in [73, p. 129] (for the case
q ∈ (0, 1)), where in all of these cases no proofs were given that b satisfies Definition
4.2; see also [46, p. 1566] for a continuous analogue of B, namely when the sum is
replaced by an integral. In the convex analysis and optimization literature one can see,
in a few places, the closely related versions of (37) defined by b1(x) :=
∑n
k=1 x
−δ
k for
fixed δ > 0 (see [48, p. 340]; see also [80, Example 1, item 3] for the slight variation
b˜1(x) := (1/p)
∑n
k=1 x
−p
k , p ∈ [1,∞)), b2(x) :=
∑n
k=1((−1/p)xpk + axk) where p ∈ (0, 1)
and a ∈ [0,∞) are given (see [23, Example 2.2, p. 322] for a > 0 and [8, Examples 6.3,
7.8] for a = 0), and also b3(x) := (1/(1− α))
∑n
k=1(αxk − xαk ) where α ∈ (0, 1) is given
(see [96, Examples 3.1(3), p. 679], [7, Example 1]); in all of these cases the interior of
the effective domain of the above-mentioned functions is (0,∞)n. With the exception
of [8, Examples 6.3, 7.8], the discussions in all of these cases are very brief and no proof is
given that these functions are indeed Bregman functions (in [8, Example 6.3, Corollary
5.13] it is shown that b2 is Bregman/Legendre; the notion of a “Bregman/Legendre
function”, which was introduced in [8] and was discussed there thoroughly, is closely
related to, but somewhat different from, the notion of a “Bregman function”). Actually,
as we prove in Subsection 7.7.5 below, the function b1 mentioned above does not satisfy
Definition 4.2 when δ > 0. In general, it seems that these variations of (37) are not
very well known.
7.2. Basic properties. For all q ∈ R\{0, 1}, z ∈ U and w ∈ X , one has b′(z) =
((|q|/(q − 1))zq−1k )nk=1 and b′′(z)(w,w) =
∑n
k=1 |q|zq−2k w2k. Hence, if q < 1, then b
is essentially smooth. In addition, both derivatives of b are continuous on U and b
is continuous on dom(b). A similar reasoning to the one mentioned in Subsection
6.2 implies that b is strictly convex on dom(b) (with the exception of the inequality
bk(λzk + (1 − λ)yk) < λbk(zk) + (1 − λ)b(yk) when yk = 0 and λ ∈ (0, 1) and zk > 0,
but this inequality can easily be shown directly by separating into the cases 1 < q and
q < 1; in Subsection 7.3 below we show the stronger result that if q < 2, then b is
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even strongly convex on any nonempty, bounded and convex subset of dom(b)). Thus
if q < 1, then b is Legendre.
When q > 0, the continuity and convexity of b on dom(b) = U imply that b is
lower semicontinuous and convex on X (the explanation is similar to the one given in
Subsection 6.2). When q < 0 the (strict) convexity of b on dom(b) = U implies that b
is convex on X . To see that b is also lower semicontinuous on X when q < 0, one can
observe that limi→∞ b(yi) =∞ whenever (yi)∞i=1 is a sequence in U having the property
that the distance between yi and the boundary of U tends to zero as i tends to infinity.
This fact implies that for each γ ∈ R, the γ-level set {x ∈ X : b(x) ≤ γ} of b must be
strictly inside U (that is, its distance to the boundary of U is positive) whenever it is
nonempty. This observation and the continuity of b on U imply that each such level set
is a closed subset of X and hence b is indeed lower semicontinuous on X .
7.3. Strong convexity. Assume first that q = 2. From the previous paragraphs and
(33) we have b′′(z)(w,w) = 2‖w‖22 ≥ 2c22 for each unit vector w and each z ∈ U . Hence
from Proposition 5.1(II) it follows that b is strongly convex on U with 2c22 as a strong
convexity parameter.
Now suppose that q ∈ (−∞, 0) ∪ (0, 1) ∪ (1, 2) and fix x, y ∈ U , x 6= y. We can
follow word for word the analysis in Subsection 6.3 (that is, (34) and the discussion
before and after it) to conclude that both µ1[x, y] := |q|c22/max{‖x‖2−q∞ , ‖y‖2−q∞ } and
µ2[x, y] := |q|c22/(c2−q∞ max{‖x‖2−q, ‖y‖2−q}) are strong convexity parameters of b on
[x, y]. This shows that b is strongly convex on any nonempty, bounded and convex
subset S of U with µ[S] := |q|c22/(c∞MS)2−q as a strong convexity parameter of b on S,
where MS is an upper bound on the norm of vectors from S. Hence, from Proposition
5.1(III) it follows that b is strongly convex on any nonempty, bounded and convex
subset S ⊆ dom(b).
Finally, assume that q > 2. In this case it is not true that b is strongly convex on all
nonempty, bounded and convex subsets of U (see Subsection 7.5.1 below), but it is true
that b is strongly convex on any nonempty subset V of U the distance of which to the
boundary of U is positive. Indeed, given such a subset V , there exists some ǫ > 0 such
that zk ≥ ǫ for each k ∈ {1, . . . , n} and z = (zk)nk=1 ∈ V . Because q − 2 > 0 it follows
that b′′(z)(w,w) ≥ qǫq−2‖w‖22. Taking into account (33) and Proposition 5.1(II), we
see that b is strongly convex on V with µ := qc22ǫ
q−2 as a parameter of strong convexity.
7.4. Relative uniform convexity. Because of Proposition 4.13(XV) we are inter-
ested in uniform convexity relative to pairs of the form ({x}, S2), where x ∈ dom(b)
and S2 := {w ∈ X : ‖w‖ > rx} for some rx > 0. For q = 2, we already know that b
is strongly convex on dom(b) and hence it is uniformly convex relative to these pairs.
For q > 2, the situation is not clear, but at least in the case where both x and S2 are
contained in Uǫ := [ǫ,∞)n for some ǫ > 0 we know that b is uniformly convex relative
to ({x}, S2(x)) since we actually know from Subsection 7.3 that b is strongly convex
on Uǫ.
Now consider the case q ∈ (−∞, 0)∪(0, 1)∪(1, 2). We claim that for each x ∈ dom(b),
the function b is uniformly convex relative to ({x}, U ∩ {w ∈ X : ‖w‖ > 2‖x‖}) with
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the following relative gauge:
ψ(t) :=


|q|c22
c2−q∞ 23−q
tq, t ∈ (0,∞),
0, t = 0.
(39)
Indeed, fix x ∈ dom(b). Given y ∈ U satisfying ‖y‖ > 2‖x‖, the triangle inequality
‖y‖ − ‖x‖ ≤ ‖x− y‖ and the previous lines show that
ψ(‖x− y‖) = |q|c
2
2‖x− y‖q
2c2−q∞
· 1
22−q
≤ |q|c
2
2‖x− y‖q
2c2−q∞
·
(
1− ‖x‖‖y‖
)2−q
≤ |q|c
2
2‖x− y‖q
2c2−q∞
‖x− y‖2−q
‖y‖2−q =
µ2[x, y]
2
‖x− y‖2.
Since we already know from Subsection 7.3 that b is strongly convex on [x, y] with
µ2[x, y] as a strong convexity parameter, we obtain the desired conclusion from Remark
3.2(x).
7.5. No global strong convexity. In this subsection we show that b is not strongly
convex on U when q ∈ (0,∞)\{1, 2}. The analysis is separated into cases, according to
the possible values of q.
7.5.1. q > 2. The proof is by way of contradiction and it actually shows that b cannot
be strongly convex on certain bounded and convex subsets of U (on intervals of the
form [x, y), where xi = yi = 1 for all i ∈ {1, . . . , n− 1}, xn = a > 0, yn = 0). Because
of Proposition 5.3 (with I = {1}) it is sufficient to assume that ‖ · ‖ = ‖ · ‖2, that is,
that the norm is the Euclidean norm. So assume that b is strongly convex on U . Then
its modulus of strong convexity µ[U ] is positive. In particular, if we fix ǫ > 0, then
µ[U ] is a strong convexity parameter of b on all the line segments of the form [x, y] for
x := (xi)
n
i=1 ∈ U and y := (yi)ni=1 ∈ U such that x1 = 2ǫ, y1 = ǫ and xi = yi = 1 for
each i ∈ {1, . . . , n}\{1}. Proposition 4.13(I) and (38) yield
1
2
µ[U ]‖x− y‖2 ≤ B(x, y) = x
q
1 − yq1 − qyq−11 (x1 − y1)
q − 1 . (40)
We conclude that µ[U ] ≤ 2(2q−1−q)ǫq−2/(q−1). By taking into account the derivation
and the fact that q > 2, it follows that the right-hand side of (40) tends to zero as ǫ
tends to zero (the right-hand side is indeed positive because, as follows from elementary
calculus, 2q − q − 1 > 0 whenever q > 2). Therefore µ[U ] ≤ 0, a contradiction to the
assumption that µ[U ] > 0. Hence b is not strongly convex on U .
7.5.2. 1 6= q ∈ (0, 2). Suppose now that q ∈ (0, 2), q 6= 1, and assume to the contrary
that b is strongly convex on U , namely that it has a strong convexity parameter µ[U ] > 0
on U . In particular, µ[U ] is a strong convexity parameter of b on all the line segments
of the form [x, y] for x := (1, 1 . . . , 1) ∈ U and y = (yi)ni=1 ∈ U such that y1 ∈ (1,∞)
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and yi = 1 for each i ∈ {1, . . . , n}\{1}. As before, we can assume that the norm is
Euclidean. From (38), the choice of x and y and Proposition 4.13(I), we have
1
2
µ[U ]‖x− y‖2 ≤ B(x, y) = 1− y
q
1 − qyq−11 (1− y1)
q − 1 .
We conclude that µ[U ] ≤ (1−yq1− qyq−11 (1−y1))/(0.5(q−1)(1−y1)2). Since q < 2, the
right-hand side of this inequality tends to zero as y1 tends to infinity. Thus µ[U ] ≤ 0, a
contradiction to the assumption that µ[U ] > 0. This contradiction shows that b is not
strongly convex on U .
7.6. No global uniform convexity when q = 1
2
. We show below that if q = 1
2
, then
b cannot even be uniformly convex on U . Indeed, assume to the contrary that b is
uniformly convex on U . Denote by ψb,U the modulus of uniform convexity of b on U .
From Proposition 4.13(I) we have
ψb,U(‖x− y‖) ≤ B(x, y), ∀(x, y) ∈ U2. (41)
For each s ∈ (0,∞), define x(s) = (xi(s))ni=1 and y(s) = (yi(s))ni=1 as follows:
x1(s) := s+
√
s, y1(s) := s, (42a)
xi(s) := 1 =: yi(s), ∀ i ∈ {1, . . . , n}\{1}. (42b)
Both x(s) and y(s) belong to U , and after substituting them in (41) instead of (x, y),
using (38) and making simple manipulations, we arrive at
ψb,U(‖x(s)− y(s)‖) ≤ B(x(s), y(s)) = −2√x1 + 2√y1 + x1 − y1√
y1
=
(y1 − x1)(√y1 −√x1)
(
√
y1 +
√
x1)
√
y1
=
−√s(√s−
√
s+
√
s)
(
√
s+
√
s+
√
s)
√
s
=
√
1 + s−0.5 − 1√
1 + s−0.5 + 1
−−−→
s→∞
0. (43)
On the other hand, since all the norms on Rn are equivalent, there is η > 0 such
that ‖z‖ ≥ η‖z‖2 for each z ∈ Rn, where ‖ · ‖2 is the Euclidean norm. Therefore
‖x(s) − y(s)‖ ≥ η‖x(s) − y(s)‖2 = η
√
s → ∞ as s → ∞. Consequently, Lemma 3.3
implies that lims→∞ ψb,U(‖x(s) − y(s)‖) = ∞. This is a contradiction to (43). Hence
b is not uniformly on U , as claimed.
7.7. When is b a Bregman function? We finish this section by discussing the ques-
tion when b is a Bregman function. The discussion is separated into cases, according
to the possible values of q.
7.7.1. The case q = 2: In this case b is a sequentially consistent Bregman function
which has the limiting difference property, as follows from previous subsections and
Corollary 4.15, which also imply that the second type level-sets of B are bounded.
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7.7.2. The case q > 2: In this case b is a sequentially consistent Bregman function
which has the limiting difference property and B has bounded level-sets of the second
type. Indeed, Proposition 4.13(XVII) and the fact that b is strictly convex on dom(b)
imply that the second type level-sets of B are bounded. Parts (i) and (ii) of Definition
4.2 are satisfied by the assumptions on b and previous subsections. Definition 4.2(iii)
is just the definition of the Bregman divergence B, Definition 4.2(v) follows from
Proposition 4.13(IX) since X is finite-dimensional and hence b′, which is continuous
on U , is uniformly continuous on bounded subsets of U . The limiting difference property
follows from Proposition 4.13(XIX) since X is finite-dimensional and b′ is continuous.
It remains to prove that b satisfies Definition 4.2(vi) and Definition 4.2 (iv). We note
that we cannot continue here as in the proof of Corollary 4.14 above because of the
limitations mentioned in Subsections 7.3-7.4 on the (relative) uniform convexity of b
in U when q > 2.
In order to establish Definition 4.2(vi), we use ideas from the proof of Proposition
4.13(VI) (we cannot use Proposition 4.13(VI) directly because there the point y must
be in U and in our case it can be in dom(b) = U). From (37) and (38), respectively, we
have b(x) =
∑n
k=1 bk(xk) and B(x, y) =
∑n
k=1Bk(xk, yk), where for each k ∈ {1, . . . , n},
the function bk : R → (−∞,∞] is defined by bk(xk) := (xqk − 1)/(q − 1), xk ∈ [0,∞),
and bk(xk) := ∞ otherwise, and Bk(xk, yk) := bk(xk) − bk(yk) − b′k(yk)(xk − yk) for
all (xk, yk) ∈ R × [0,∞). A simple verification shows that bk is twice continuously
differentiable in [0,∞) (with right-hand derivatives at xk = 0) and strictly convex on
[0,∞), and that Bk is continuous on [0,∞)2 for all k ∈ {1 . . . , n}.
Now let (xi)
∞
i=1 be a bounded sequence in U and suppose that (yi)
∞
i=1 is a se-
quence in U which converges to some y∞ ∈ U and also satisfies limi→∞B(xi, yi) =
0. Since the space is finite-dimensional, (xi)
∞
i=1 has at least one cluster point. Let
x∞ = (x∞,k)
n
k=1 be an arbitrary cluster point of (xi)
∞
i=1. Then limj→∞ ‖x∞ − xij‖ = 0
for some subsequence (xij )
∞
j=1 of (xi)
∞
i=1. In particular, x∞,k = limj→∞ xij ,k for each
k ∈ {1 . . . , n}. Since we assume that limi→∞ yi = y∞, the continuity of Bk on [0,∞)2
implies that limj→∞Bk(xij ,k, yij ,k) = Bk(x∞,k, y∞,k) for all k ∈ {1 . . . , n}. Since we
assume that limi→∞B(xi, yi) = 0, we have 0 = limj→∞B(xij , yij) = B(x∞, y∞) =∑n
k=1Bk(x∞,k, y∞,k) for all k ∈ {1 . . . , n}. Since Bk is non-negative, as follows from
Proposition 4.13(III), we conclude that Bk(x∞,k, y∞,k) = 0 for all k ∈ {1 . . . , n}.
Let k ∈ {1, . . . , n} be fixed. There are two possibilities. If y∞,k = 0, then, from
the definition of Bk, one has Bk(x∞,k, y∞,k) = x
q
∞,k/(q − 1), and hence x∞,k = 0. If
y∞,k > 0, then the fact that bk is strictly convex on (0,∞) implies, using Proposition
4.13(III), that x∞,k = y∞,k. Hence in both cases x∞,k = y∞,k and this holds for every
k ∈ {1, . . . , n}. We conclude that x∞ = y∞. Since x∞ was an arbitrary cluster point of
(xi)
∞
i=1, it follows that limi→∞ xi = y∞, and this establishes Definition 4.2(vi).
To see that b is sequentially consistent, let (xi)
∞
i=1 be a sequence in dom(b) and (yi)
∞
i=1
be a bounded sequence in U such that limi→∞B(xi, yi) = 0. It follows, as in previous
paragraphs, that limi→∞Bk(xi,k, yi,k) = 0 for all k ∈ {1, . . . , n}. Assume to the contrary
that it is not true that limi→∞ |xi,k − yi,k| = 0 for some k ∈ {1, . . . , n}. Then there is
some ǫ > 0 and subsequences (xij ,k)
∞
j=1 of (xi,k)
∞
i=1 and (yij ,k)
∞
j=1 of (yi,k)
∞
i=1, respectively,
such that |xij ,k − yij ,k| ≥ ǫ. It must be that (xij ,k)∞j=1 is bounded. Indeed, assume to
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the contrary that it is unbounded. Then there is an infinite subset J of indices j ∈ N
such that xij ,k → ∞ as j → ∞ and j ∈ J . Since (yi)∞i=1 is bounded, there is M > 0
such that |yi| < M for all i ∈ N. Now, since limi→∞Bk(xi,k, yi,k) = 0, we have, in
particular, Bk(xij ,k, yij ,k) ≤ 1 for all j large enough. Thus the definition of Bk implies
that xqij ,k − qM q−1xij ,k ≤ xqij ,k − qyq−1ij ,k xij ,k ≤ q − 1 + qM q +M q for all j ∈ N large
enough. However, this inequality cannot hold since its left-hand side tends to infinity
when j ∈ J and j → ∞: this is because q > 2 and because the function t 7→ tq − ct
tends to infinity as t→∞ (here c is an arbitrary fixed positive number). Consequently,
(xij ,k)
∞
j=1 is indeed bounded, as asserted.
By passing to subsequences and using the compactness of closed and bounded inter-
vals in [0,∞), we can find points x∞,k and y∞,k in [0,∞), and an infinite subset J ′ of
N such that x∞,k = limj→∞,j∈J ′ xij ,k and y∞,k = limj→∞,j∈J ′ yij ,k, respectively. Since
limj→∞,j∈J ′ Bk(xij ,k, yij ,k) = 0 and since Bk is continuous on [0,∞)2, it follows that
Bk(x∞,k, y∞,k) = 0. If y∞,k > 0, then from Proposition 4.13(III) and the fact that
|x∞,k− y∞,k| ≥ ǫ > 0 we have Bk(x∞,k, y∞,k) > 0, a contradiction. Hence y∞,k = 0, but
then the definition of Bk implies that 0 = Bk(x∞,k, y∞,k) = x
q
∞,k/(q− 1), and therefore
x∞,k = 0. Thus x∞,k = y∞,k, a contradiction to the inequality |x∞,k − y∞,k| ≥ ǫ > 0.
This contradiction shows that the condition limi→∞ |xi,k− yi,k| = 0 must hold for every
k ∈ {1, . . . , n}. Hence limi→∞ ‖xi − yi‖ = 0, as required.
Finally, we still need to establish Definition 4.2(iv). This will be a consequence
of a direct verification. Indeed, fix x ∈ dom(b) and γ ∈ [0,∞) and assume that
L(x, γ) 6= ∅, otherwise the assertion is trivial. Let y ∈ L(x, γ) be arbitrary. Then
y ∈ U and B(x, y) ≤ γ, and from the decomposition B = ∑nk=1Bk and the fact
that each Bk is non-negative we have Bk(xk, yk) ≤ γ for all k ∈ {1, . . . , n}. Thus
−yqk + qyqk − qyq−1k xk ≤ (q − 1)γ − xqk. Now fix k ∈ {1, . . . , n}. From previous lines, we
obtain
yqk
(
q − 1− qxk
yk
)
≤ (q − 1)γ − xqk. (44)
We now separate the analysis into two cases. In the first case yk < 2qxk. Hence 2xk is
an upper bound on yk. In the second case yk ≥ 2qxk. This inequality, as well as the
inequalities q > 2 and xk ≥ 0, imply that q−1−(qxk/yk) > 1−0.5 = 0.5. This fact and
(44) imply that the right-hand side of (44) is nonnegative and 0.5yqk ≤ (q − 1)γ − xqk.
Hence yk ≤ (2(q−1)γ−2xkk))1/q. To conclude, if y ∈ L(x, γ), then for all k ∈ {1, . . . , n}
we have yk ≤ max{2qxk, (2(q−1)γ−2xqk)1/q}. Since all the norms on Rn are equivalent,
there is a constant σ > 0 such that σ‖z‖ ≤ ‖z‖∞ for each z ∈ Rn. As a result of the
previous lines, we deduce that
‖y‖ ≤ ‖y‖∞
σ
≤ 1
σ
max
k∈{1,...,n}
{max{2qxk, (2(q − 1)γ − 2xqk)1/q}}. (45)
The above inequality shows that L(x, γ) is bounded, as required.
7.7.3. The case q ∈ (1, 2). In this case b is a sequentially consistent Bregman function
which satisfies the limiting difference property, as a consequence of previous subsections
and Corollary 4.14 (here we also use the assumption that X is finite-dimensional and
the simple observation that b′ can obviously be extended to a continuous function
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defined on U ; thus it follows from classical theorems in analysis that the extension of b′
is uniformly continuous on every compact subset of U and hence b′ has this property on
every bounded subset of U). In addition, Proposition 4.13(XVII) and the fact that b
is strictly convex on dom(b) imply that the second type level-sets of B are bounded.
7.7.4. The case q ∈ (0, 1). The proof that b is a sequentially consistent Bregman func-
tion which satisfies the limiting difference property is as in Subsection 6.6, where the
only essential differences are that now one (of course) uses the corresponding sub-
sections of Section 7, and when showing that Definition 4.2(v) holds using Proposi-
tion 4.13(XI), then instead of using the function t 7→ log(t)(xk − t) and the limit
limt→0+ t log(t) = 0, one uses the function t 7→ (q/(q − 1))tq−1(xk − t) and the obvious
limit limt→0+ t
q−1t = 0, respectively. In addition, Proposition 4.13(XVII) and the
fact that b is strictly convex on dom(b) imply that the second type level-sets of B are
bounded.
7.7.5. The case q ∈ (−∞, 0). In this case it is not true that b is a Bregman function, for
instance because not all the level sets of B are bounded. Indeed, fix some x ∈ [1,∞)n
and let γ > max{nxqk/(1 − q) : k ∈ {1, . . . , n}} be arbitrary. By the choice of γ and
since q < 0, we have limt→∞(x
q
k − tq − qtq−1(xk − t))/(1− q) = xqk/(1− q) < γ/n for all
k ∈ {1, . . . , n}. Hence there is t0 > 0 large enough such that for all t ∈ (t0,∞) and all
k ∈ {1, . . . , n}, one has (xqk− tq− qtq−1(xk− t))/(1− q) < γ/n. The previous inequality
and (38) imply that the inequality B(x, y) ≤ γ is satisfied for all y ∈ (t0,∞)n. In other
words, the level-set {y ∈ X : B(x, y) ≤ γ} contains the unbounded set (t0,∞)n.
8. The negative Burg entropy
Let X := Rn (n ∈ N) with an arbitrary norm ‖ · ‖. Let U := (0,∞)n. The negative
Burg entropy b : X → (−∞,∞] is defined by
b(x) :=


−
n∑
k=1
log(xk), x = (xk)
n
k=1 ∈ U,
∞, x /∈ U.
(46)
The corresponding (pre-)Bregman divergence, also known as the Itakura-Saito diver-
gence, is defined on X2 by
B(x, y) :=


n∑
k=1
(
log
(
yk
xk
)
+
xk
yk
− 1
)
, (x, y) ∈ U2,
∞, otherwise.
(47)
It seems that the negative of b was introduced by Burg in the continuous case (an
integral instead of a sum) in 1967, in the form of a paper presented in a conference [28].
An extended version of this unpublished paper appears in Burg’s 1975 thesis [29] (see,
for instance, [29, p. 1]). See also [55,57] and some of the references therein for other
works which mention explicitly b or −b (still in the continuous case, and before the
appearance of [29]) and attribute −b to Burg [28]. The introduction of the Itakura-
Saito divergence is frequently attributed to Itakura and Saito [64], but in that extended
abstract neither B nor a continuous analogous of it, namely with integrals instead of
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sums, appear (there is, however, a closely related expression in [64, p. C-18, equation
(7)] in the continuous case). In the context of the theory of Bregman divergences, it
seems that b and B were first discussed in a somewhat detailed manner in [42]; see
also [39] for a related discussion.
8.1. Basic properties. For every z ∈ U and every vector w ∈ X , one has b′(z) =
(−1/zi)ni=1 and b′′(z)(w,w) =
∑n
i=1w
2
i /z
2
i . Both derivative are continuous on dom(b) =
U . From considerations similar to the ones given in Subsection 7.2 it follows that b
is strictly convex on U and lower semicontinuous on X , and also essentially smooth.
Thus b is Legendre.
8.2. Strong convexity. Fix x, y ∈ U , x 6= y. We can follow word for word the analysis
in Section 6 (near (34)) to conclude that both µ1[x, y] := c
2
2/max{‖x‖2∞, ‖y‖2∞} and
µ2[x, y] := c
2
2/(c
2
∞max{‖x‖2, ‖y‖2}) are strong convexity parameters of b on [x, y]. This
shows that b is strongly convex on any bounded, closed and convex subset S 6= ∅ of U
with µ[S] := c22/(c
2
∞M
2
S) as a strong convexity parameter of b on S, where MS is an
upper bound on the norm of vectors in S.
8.3. Relative uniform convexity. It is shown below that for each x ∈ U , the function
b is uniformly convex relative to ({x}, {w ∈ U : ‖w‖ > rx}) for some rx > 0 and with
ψ(t) :=
1
4
log(1 + t), t ∈ [0,∞), (48)
as a relative gauge. The proof does not follow the same reasoning as in Sections 6 and
7, namely using the strong convexity estimate on [x, y] and referring to Remark 3.2(x),
because by doing so one ends up with ψ(x, y) := α‖x− y‖2/‖y‖2 as a pre-gauge (where
α > 0 is some constant) and it is not clear if there exists a relative gauge which is a
lower bound of this pre-gauge and also tends to infinity when its argument tends to
infinity. Instead, below we work directly with (5) and carefully analyze this inequality.
First, we will define rx. The definition is somewhat involved, but the reasoning
behind it will become clear later. Since all the norms on the finite-dimensional space
X are equivalent, there exists γ > 0 such that
‖w‖ ≤ γ‖w‖∞ ∀w ∈ X. (49)
Since lims→∞(1.5s
5/8 log(s)− s+ 1) = −∞, there exists s1 > 1 such that for all s > s1
the inequality 1.5s5/8 log(s)− s+ 1 < 0 holds. In fact, s1 can be taken as 48. Define
t1 := max{s1γxj : j ∈ {1, . . . , n}}. (50)
Since limt→∞[0.5 log(t)− 0.25 log(1+ t)− 0.5 log(2γ‖x‖∞)− 4] =∞, there exists t2 > 1
such that
1
2
log
(
t
2γ‖x‖∞
)
− 4 > 1
4
log(1 + t), ∀ t > t2. (51)
Now we can define rx as follows:
rx := max{t1, 2t2, 2‖x‖}. (52)
46 DANIEL REEM, SIMEON REICH, AND ALVARO DE PIERRO
We want to prove that for every fixed y ∈ {w ∈ U : ‖w‖ > rx}, we have h(λ) ≥
0.25 log(1 + ‖x− y‖) for each λ ∈ (0, 1), where
h(λ) := hx,y(λ) :=
λb(x) + (1− λ)b(y)− b(λx+ (1− λ)y)
λ(1− λ) . (53)
Once this inequality is proved, it follows from (5) that the function ψ defined in (48)
is a relative gauge of b on ({x}, {w ∈ U : ‖w‖ > rx}). So let y ∈ {w ∈ U : ‖w‖ > rx}
be fixed. Since ‖y‖ > 2‖x‖ it follows from the triangle inequality that
0.25‖y‖ < 0.5(‖y‖ − ‖x‖) ≤ 0.5‖y − x‖ ≤ 0.5‖y‖+ 0.5‖x‖ < ‖y‖. (54)
Let k ∈ {1, . . . , n} be an index (any index if there are several ones) for which yk =
max{yi : i ∈ {1 . . . , n}}. Then yk = ‖y‖∞. From (49) we have ‖y‖/γ ≤ yk. This
inequality, (52), the assumption that ‖y‖ > rx and (50) imply that
yk
xk
≥ ‖y‖
γxk
>
rx
γxk
≥ t1
γxk
≥ s1. (55)
The inequality (54), when combined with (52) and the fact that ‖y‖ > rx, imply that
‖y‖ ≥ 0.5‖x− y‖ and ‖x− y‖ ≥ ‖y‖/2 > t2. (56)
Given s > s1 (see the discussion after (49)), consider the function v : [0.5, 1] → R
defined by v(λ) := λ+(1−λ)s−s0.5(1−λ)(2+λ) for all λ ∈ [0.5, 1]. Then for all λ ∈ [0.5, 1],
v′(λ) = 1− s+ (0.5 + λ)s0.5(1−λ)(2+λ) log(s) ≤ 1− s+ 1.5s5/8 log(s) < 0, (57)
because the function λ 7→ 0.5(1 − λ)(2 + λ) is decreasing and positive on [0.5, 1], and
because s > s1 > 1. Hence v is decreasing on [0.5, 1], and since v(1) = 0, it follows that
v(λ) > 0 for every λ ∈ [0.5, 1). Therefore λ + (1 − λ)s ≥ s0.5(1−λ)(2+λ) = s1−λ+0.5(1−λ)λ
and thus s0.5λ(1−λ) ≤ λ(1/s)1−λ + (1− λ)sλ for every λ ∈ [0.5, 1]. After applying log to
both sides of this inequality, we have
1
2
log(s) ≤ 1
λ(1− λ) log
(
λ
(
1
s
)1−λ
+ (1− λ)sλ
)
(58)
for every s > s1 and every λ ∈ [0.5, 1). When we combine (58) and (55) with the
immediate inequality xk ≤ ‖x‖∞, then for each λ ∈ [0.5, 1), we obtain
1
λ(1− λ) log
(
λ
(
xk
yk
)1−λ
+ (1− λ)
(
yk
xk
)λ)
≥ 1
2
log
(
yk
xk
)
≥ 1
2
log
( ‖y‖
γ‖x‖∞
)
. (59)
Now we start with (53), perform simple manipulations based on (46) and (47),
combine them with the well-known weighted arithmetic-geometric mean inequality
λs + (1 − λ)t ≥ sλt1−λ for all λ ∈ [0, 1] and t, s ∈ (0,∞) (which is nothing but an
immediate consequence of the concavity of log), use the fact that t 7→ log(t) is nonneg-
ative on [1,∞) and increasing on (0,∞), use (59), use (56), and also use (51). The
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result of this process yields the following inequality for each λ ∈ [0.5, 1):
h(λ) =
λb(x) + (1− λ)b(y)− b(λx+ (1− λ)y)
λ(1− λ) =
1
λ(1− λ)
n∑
j=1
log
(
λxj + (1− λ)yj
xλj y
1−λ
j
)
=
1
λ(1− λ) log
(
λxk + (1− λ)yk
xλky
1−λ
k
)
+
1
λ(1− λ)
∑
j 6=k
log
(
λxj + (1− λ)yj
xλj y
1−λ
j
)
≥ 1
λ(1− λ) log
(
λxk + (1− λ)yk
xλky
1−λ
k
)
=
1
λ(1− λ) log
(
λ
(
xk
yk
)1−λ
+ (1− λ)
(
yk
xk
)λ)
≥ 1
2
log
(
yk
xk
)
≥ 1
2
log
( ‖y‖
γ‖x‖∞
)
≥ 1
2
log
(‖y − x‖
2γ‖x‖∞
)
>
1
2
log
(‖y − x‖
2γ‖x‖∞
)
− 4 ≥ 1
4
log(1 + ‖x− y‖), (60)
as required. It remains to show that h(λ) ≥ 0.25 log(1+ ‖x− y‖) for every λ ∈ (0, 0.5).
Using elementary calculus, we see that the function u(λ) := log(1−λ)+2λ is increasing
on [0, 0.5] and since u(0) = 0, we have log(1 − λ)/λ ≥ −2 for all λ ∈ (0, 0.5]. When
we combine this inequality with the inequality −2/(1 − λ) ≥ −4 which holds for all
λ ∈ [0, 0.5], we arrive at the inequality log(1−λ)/(λ(1−λ)) ≥ −4 for each λ ∈ (0, 0.5].
In addition, the monotonicity of the log function and the fact that λxk + (1 − λ)yk ≥
(1 − λ)yk > 0 for every λ ∈ [0, 1) imply that for all λ ∈ [0, 1) the following inequality
holds: log((λxk+(1−λ)yk)/(xλky1−λk )) ≥ log(((1−λ)yk)/(xλky1−λk )) = log(((1−λ)yλk)/xλk).
The above-mentioned inequalities and considerations mentioned in and before (60)
(considerations which do not depend on λ: they depend on (55) and other inequalities
which are independent of λ) show that for each λ ∈ (0, 0.5],
h(λ) ≥ 1
λ(1− λ) log
(
λxk + (1− λ)yk
xλky
1−λ
k
)
≥ 1
λ(1− λ) log
(
(1− λ)yλk
xλk
)
=
log(1− λ)
λ(1− λ) +
1
1− λ log
(
yk
xk
)
≥ −4 + log
(
yk
xk
)
≥ −4 + log
(‖y − x‖
2γ‖x‖∞
)
≥ 1
4
log(1 + ‖x− y‖),
as claimed.
8.4. No global uniform convexity. We show below that b cannot be uniformly con-
vex on U , and hence also on dom(b) (the case n = 1 is stated without a proof in [12, p.
186]). Indeed, assume to the contrary that b is uniformly convex on U . Given s > 1, let
x(s) ∈ U and y(s) ∈ U be defined by x1(s) := s, y1(s) := s+ 1, and xi(s) := 1 =: yi(s)
for all i ∈ {1, . . . , n}\{1}. Since all the norms on Rn are equivalent, there is η > 0
such that ‖z‖ ≥ η‖z‖2 for each z ∈ Rn, where ‖ · ‖2 is the Euclidean norm. There-
fore ‖x(s) − y(s)‖ ≥ η‖x(s) − y(s)‖2 = η. Consequently, Lemma 3.3 implies that
ψb,U(‖x(s) − y(s)‖) ≥ ψb,U(η) for each s > 1, where ψb,U is the modulus of uniform
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convexity of b on U . On the other hand, from Proposition 4.13(I) and (47), we have
ψb,U(‖x(s)− y(s)‖) ≤ B(x(s), y(s)) = log
(
1 +
1
s
)
+
s
s+ 1
− 1−−−→
s→∞
0. (61)
Since b is uniformly convex, we have ψb,U(η) > 0. Therefore ψb,U(‖x(s) − y(s)‖) <
ψb,U(η) for s sufficiently large, as follows from (61). Thus we arrive at a contradiction.
This shows that b cannot be uniformly convex on U .
8.5. b is a sequentially consistent Bregman function which satisfies the lim-
iting difference property. Based on the assertions proved in previous subsections,
the proof follows the same lines as the proof of Corollary 4.14 with the exception that
for establishing Definition 4.2(v) we use Proposition 4.13(X) instead of Proposition
4.13(IX). Moreover, Proposition 4.13(XVII) and the fact that b is strictly convex on
dom(b) imply that the second type level-sets of B are bounded.
9. A negative iterated log entropy
Let X := Rn (n ∈ N) with an arbitrary norm ‖ · ‖. Let U := (1,∞)n. Let b : X →
(−∞,∞] be the “negative iterated log entropy” defined by
b(x) :=


−
n∑
k=1
log(log(xk)), x = (xk)
n
k=1 ∈ U,
∞, x /∈ U.
(62)
The corresponding (pre-)Bregman divergence is
B(x, y) :=


n∑
k=1
[
log
(
log(yk)
log(xk)
)
+
xk − yk
yk log(yk)
]
, (x, y) ∈ U2,
∞, otherwise.
(63)
As far as we know, so far neither b nor B have been considered elsewhere in the theory
of Bregman functions and divergences.
9.1. Basic properties. A simple verification shows that b′(z) = (−1/(zk log(zk)))nk=1
and also that
b′′(z)(w,w) =
n∑
k=1
1
zk log(zk)
(
1
zk log(zk)
+
1
zk
)
w2k ∀z ∈ U, ∀w ∈ X.
In particular, b, as well as its first and second derivatives, are continuous on dom(b) = U ,
and for each z ∈ U and w 6= 0, one has b′′(z)(w,w) > 0. Hence, by a well-known
classical result, b is strictly convex on U (and hence convex on X). Since b is proper and
dom(∂b) = U , we conclude that b is essentially strictly convex. In fact, in Subsection
9.2 we show that b is strongly convex on all nonempty, bounded and convex subsets of
U . Considerations similar to the ones mentioned in Subsection 7.2 show that b is lower
semicontinuous on X . In addition, b is essentially smooth and hence Legendre.
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9.2. Strong Convexity. Fix some x, y ∈ U , x 6= y. We can follow word for word
the analysis in Subsection 6.3 (that is, (34) and the discussion before and after it) to
conclude that if M∞(x, y) := max{‖x‖∞, ‖y‖∞} and M(x, y) := max{‖x‖, ‖y‖}, then
both µ1[x, y] and µ2[x, y] which are defined below are strong convexity parameters of b
on [x, y]:
µ1[x, y] :=
c22
M∞(x, y) log(M∞(x, y))
(
1
M∞(x, y) log(M∞(x, y))
+
1
M∞(x, y)
)
, (64a)
µ2[x, y] :=
c22
c∞M(x, y) log(c∞M(x, y))
(
1
c∞M(x, y) log(c∞M(x, y))
+
1
c∞M(x, y)
)
.
(64b)
Hence, again from an inequality similar to (34) (but with µ2[x, y], and then with µ[S]
below instead of the expression written there), if S is a given nonempty, bounded and
convex subset of U and MS is an upper bound on the norm of the vectors of S, then
Proposition 5.1(II) implies that b is strongly convex on S with
µ[S] :=
c22
c∞MS log(c∞MS)
(
1
c∞MS log(c∞MS)
+
1
c∞MS
)
(65)
as a strong convexity parameter.
9.3. Relative uniform convexity. We believe that b is uniformly convex relative to
pairs of the form ({x}, S2), where x ∈ dom(b) and S2 := {w ∈ U : ‖w‖ > rx} for some
rx > 0, but so far we have not been able to prove this. Actually, we conjecture that
there is some β ∈ (0, 1) such that ψ(t) := β log(1 + log(1 + t)), t ∈ [0,∞), is a possible
relative gauge.
9.4. No global uniform convexity. We show below that b cannot be uniformly con-
vex on U , that is, on dom(b). Indeed, assume to the contrary that b is uniformly convex
on U . Given s > 1, let x(s) = (xk(s))
n
k=1 ∈ U and y(s) = (yk(s))nk=1 ∈ U be defined by
x1(s) := s, y1(s) := s + 1, and xk(s) := 2 =: yk(s) for all k ∈ {1, . . . , n}\{1}. Since all
the norms on Rn are equivalent, there is η > 0 such that ‖z‖ ≥ η‖z‖2 for each z ∈ Rn,
where ‖ · ‖2 is the Euclidean norm. Therefore ‖x(s)− y(s)‖ ≥ η‖x(s)− y(s)‖2 = η for
all s > 1. Consequently, Lemma 3.3 and the fact that b is uniformly convex imply that
ψb,U(‖x(s)− y(s)‖) ≥ ψb,U(η) > 0 for each s > 1, where ψb,U is the modulus of uniform
convexity of b on U . On the other hand, Proposition 4.13(I) and (63) imply that
ψb,U(‖x(s)− y(s)‖) ≤ B(x(s), y(s)) = log
(
log(s+ 1)
log(s)
)
− 1
(s+ 1) log(s+ 1)
= log
(
log(s) + log(1 + 1
s
))
log(s)
)
− 1
(s+ 1) log(s+ 1)
−−−→
s→∞
log(1) = 0.
In particular, ψb,U(‖x(s)− y(s)‖) < ψb,U(η) for s sufficiently large. Thus we arrive at a
contradiction. This shows that b cannot be uniformly convex on U .
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9.5. b is a sequentially consistent Bregman function which satisfies the lim-
iting difference property. Parts (i) and (ii) of Definition 4.2 are satisfied by the
assumptions on b and the assertions proved in previous subsections, Definition 4.2(iii)
is just the definition of the Bregman divergence B, Definition 4.2(v) follows from
Proposition 4.13(X). Definition 4.2(vi) and the sequential consistency of b follow from
Subsection 9.2 and Proposition 4.13(V). The limiting difference property follows from
Proposition 4.13(XIX). In addition, Proposition 4.13(XVII) and the fact that b is
strictly convex on dom(b) imply that the second type level-sets of B are bounded.
It remains to show that b satisfies Definition 4.2(iv). Assume to the contrary that
this is not true, namely that L1(x, γ) is not bounded for some x ∈ U and γ ∈ R. Then
there is a sequence (yi)
∞
i=1 in L1(x, γ) such that limi→∞ ‖yi‖ = ∞. Since X is finite-
dimensional and all the norms on X are equivalent, it follows that limi→∞ ‖yi‖∞ =∞.
Hence, again from the fact that X is finite-dimensional, there is an index j ∈ {1, . . . , n}
such that limi→∞ |yi,j| = ∞ and hence (since yi ∈ U) limi→∞ yi,j = ∞, where yi,j is
the j-th component of yi for all i ∈ N. Let u : (1,∞) → R be the function defined
by u(t) := − log(log(t)) for each t ∈ (1,∞). Then b(z) = ∑∞k=1 u(zk) for each z ∈
U . In addition, B(w, z) =
∑n
k=1Bk(wk, zk) for all w, z ∈ U , where Bk(wk, zk) :=
log(log(zk)/ log(wk)) + (1/(zk log(zk)))(wk − zk) for all wk, zk ∈ (1,∞), namely Bk is
the one-dimensional version of B from (63), that is, Bk is (for all k ∈ {1, . . . , n}) the
Bregman divergence associated with u.
Proposition 4.13(III) ensures that Bk(wk, zk) ≥ 0 for all wk, zk ∈ (1,∞). Therefore
B(x, yi) =
∑n
k=1Bk(xk, yi,k) ≥ Bj(xj , yi,j) for every i ∈ N. However, since (yi)∞i=1 is in
L1(x, γ), it follows that
Bj(xj, yi,j) ≤ B(x, yi) ≤ γ, ∀i ∈ N. (66)
Since the choice of j implies that limi→∞ yi,j = ∞ and since limt→∞ log(t) = ∞, it
follows that limi→∞ log(log(yi,j)/ log(xj)) =∞ and limi→∞(xj−yi,j)/(yi,j log(yi,j)) = 0.
Thus
lim
i→∞
Bj(xj , yi,j) = lim
i→∞
[
log
(
log(yi,j)
log(xj)
)
+
xj − yi,j
yi,j log(yi,j)
]
=∞,
in contrast to (66). This contradiction proves that L1(x, γ) is bounded for every x ∈ U
and γ ∈ R, as required.
Remark 9.1. For applications, it might be that one would be interested in working
with an iterated log type Bregman function having U˜ := (0,∞)n as its zone instead of
(1,∞)n. A simple way to achieve this goal is to take b˜(x˜) := −∑nk=1 log(log(1 + x˜k)),
x˜ ∈ U˜ , and to apply Remark 3.2(xi) and Remark 4.11.
10. An ℓ2-type example
Let n ∈ N ∪ {0} be given. Let X := ℓ2 with the norm ‖(xi)∞i=1‖ :=
∑2n
i=1 |xi| +√∑∞
i=2n+1 x
2
i , where, of course, x = (xi)
∞
i=1 ∈ X and
∑2n
i=1 |xi| := 0 if n = 0. Then
(X, ‖ · ‖) is isomporphic to (X, ‖ · ‖ℓ2). Indeed, when n = 0, then the assertion is clear,
and when n > 0, then for each x ∈ X , we have √∑∞i=1 x2i = ‖x‖ℓ2 ≤ ‖x‖ ≤ 2√n‖x‖ℓ2
as a result of the inequalities
√
t1 + t2 ≤
√
t1+
√
t2 ≤
√
2
√
t1 + t2,
√∑m
i=1 t
2
i ≤
∑m
i=1 ti,
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and
∑m
i=1 ti ≤
√
m
√∑m
i=1 t
2
i for each m ∈ N, ti ∈ [0,∞), i ∈ {1, . . . , m}. Thus X∗ is
also isomorphic to ℓ2. For each x ∈ X , let
b(x) :=
∞∑
i=1
(
e(x2i−1+x2i)
2
+ e(x2i−1−x2i)
2 − 2
)
. (67)
The corresponding Bregman divergence B satisfies
B(x, y) =
∞∑
i=1
(
(e(x2i−1+x2i)
2
+ e(x2i−1−x2i)
2
)− (e(y2i−1+y2i)2 + e(y2i−1−y2i)2)
)
− 2
∞∑
i=1
((
(y2i−1 + y2i)e
(y2i−1+y2i)2 + (y2i−1 − y2i)e(y2i−1−y2i)2
)
(x2i−1 − y2i−1)
)
− 2
∞∑
i=1
((
(y2i−1 + y2i)e
(y2i−1+y2i)2 − (y2i−1 − y2i)e(y2i−1−y2i)2
)
(x2i − y2i)
)
. (68)
To see that b is well defined, one can use the basic limit limt→0(e
t2−1)/t2 = 1 to conclude
that there exists r > 0 small enough such that for all t ∈ [−r, r] one has |et2 − 1| ≤ 2t2.
Given x ∈ X , one has ∑∞i=1 x2i < ∞, and, as a result, xi ∈ [−r, r] for all large enough
i ∈ N. The above discussion and the inequality (t1+ t2)2 ≤ 2(t21+ t22) which holds for all
t1, t2 ∈ R show that the series on the right-hand side of (67) converges absolutely. As
for the series in (68), we first observe that the matrix form of b′(y) [namely the vector
y˜ := (y˜i)
∞
i=1 where y˜2i−1 := 2(y2i−1 + y2i)e
(y2i−1+y2i)
2
+ 2(y2i−1 − y2i)e(y2i−1−y2i)2 and
y˜2i := 2(y2i−1 + y2i)e
(y2i−1+y2i)
2 − 2(y2i−1− y2i)e(y2i−1−y2i)2 ] belongs to ℓ2 for each y ∈ X .
Indeed, since y ∈ X , |yi| < 0.5 for all i ∈ N large enough, and hence e(y2i−1+y2i)2 < e
and e(y2i−1−y2i)
2
< 1 for all i ∈ N large enough. Using again the inequality (t1 + t2)2 ≤
2(t21 + t
2
2) and also the triangle inequality, we have y˜
2
2i−1 ≤ (2e)2 · 8(y22i−1 + y22i) and
y˜22i ≤ (2e)2 · 8(y22i−1 + y22i). Thus
∑∞
i=1 y˜
2
i < ∞. Since both y˜ and y − x belong to ℓ2,
their inner product is well defined. Hence indeed the series on the right-hand side of
(68) converges absolutely.
Let v : R2 → R be the function defined by
v(t1, t2) := e
(t1+t2)2 + e(t1−t2)
2 − 2, ∀(t1, t2) ∈ R2. (69)
For each i ∈ {1, . . . , n}, let Xi := R2 with the norm ‖(s1, s2)‖i := |s1| + |s2|. For each
2n+1 ≤ i ∈ N let Xi := R2 with the norm ‖(s1, s2)‖i :=
√|s1|2 + |s2|2. Let bi : Xi → R
be defined by bi := v. The definitions of b and X imply that b(x) =
∑∞
i=1 bi(x2i−1, x2i)
and X =
⊕∞
i=1Xi. The Hessian matrix H = (v
′′
ij(t))
2
i,j=1 of v at t := (t1, t2) satisfies
v′′11(t) = v
′′
22(t) = 2e
(t1+t2)2(1 + 2(t1 + t2)
2) + 2e(t1−t2)
2
(1 + 2(t1 − t2)2), (70a)
v′′12(t) = v
′′
21(t) = 2e
(t1+t2)2(1 + 2(t1 + t2)
2)− 2e(t1−t2)2(1 + 2(t1 − t2)2). (70b)
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The above-mentioned relations and simple algebraic manipulations show that for each
unit vector w = (w1, w2) ∈ R2 and each t = (t1, t2) ∈ R2, the following holds:
v′′(t)(w,w)
= 2e(t1+t2)
2
(1+2(t1+t2)
2)(w21+w
2
2+2w1w2)+2e
(t1−t2)2(1+2(t1−t2)2)(w21+w22−2w1w2)
≥ 4(w21 + w22) = 4.
This inequality and Proposition 5.1(II) imply that v is strongly convex on R2 with
4 as a strong convexity parameter. If n > 0, then since the norm ‖ · ‖ of X satisfies
(1/(2
√
n))‖x‖ ≤ ‖x‖ℓ2 =
√∑∞
i=1 ‖(x2i−1, x2i)‖2Xi for every x ∈ X , it follows from
Proposition 5.3 that b is strongly convex on X with 1/n as a parameter of strong
convexity. If n = 0, then b is strongly convex on X with 4 as a parameter of strong
convexity.
For each x ∈ Int(dom(b)) = X we can write b′(x) = ∑∞j=1 hj(x)fj , where for each
j ∈ N, one has fj ∈ X∗ and fj(z) = zj for all z = (zi)∞i=1 ∈ X (namely, fj is the j-th
canonical basis functional), and, in addition, for every j ∈ N, we have
h2j−1(x) = 2
(
(x2j−1 + x2j)e
(x2j−1+x2j)
2
+ (x2j−1 − x2j)e(x2j−1−x2j)2
)
,
h2j(x) = 2
(
(x2j−1 + x2j)e
(x2j−1+x2j)2 − (x2j−1 − x2j)e(x2j−1−x2j)2
)
.
Therefore hj depends continuously on finitely many (two) variables for each j ∈ N.
Thus, if we show that b′ maps bounded and convex subsets of X to bounded subsets
of X∗, then we can conclude from Proposition 5.6 and Remark 5.7 that b′ is weak-to-
weak∗ sequentially continuous on X . In fact, we show below that b′ is bounded and
uniformly continuous on every nonempty, bounded and convex subset of X . Indeed,
let S be such a set. Then there exists ρ > 0 such that ‖x‖ < ρ for each x ∈ S. In
particular
√
x22i−1 + x
2
2i < ρ for all i ∈ N. Since v′′ exists and is continuous on R2
(where v is defined in (69)), it follows from the mean value theorem that v′ is Lipschitz
continuous on any compact subset of R2. In particular, v′ is Lipschitz continuous on the
disc {(t1, t2) ∈ R2 :
√
t21 + t
2
2 ≤ ρ}, with, say, λ > 0 as a Lipschitz constant. This fact,
combined with the fact that the matrix form of b′ is (v′1(x2i−1, x2i), v
′
2(x2i−1, x2i))
∞
i=1,
where v′j = ∂v/∂tj , j ∈ {1, 2}, and combined with the definition of the norm on X∗,
the Cauchy-Schwarz inequality and the fact that ‖w‖ℓ2 ≤ ‖w‖ for each w ∈ X , all
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imply that for all x, y ∈ S,
‖b′(x)− b′(y)‖ = sup
‖w‖=1
|(b′(x)− b′(y))(w)|
= sup
‖w‖=1
∣∣∣∣∣
∞∑
i=1
(
(v′1(x2i−1, x2i)− v′1(y2i−1, y2i))w2i−1 + (v′2(x2i−1, x2i)− v′2(y2i−1, y2i))w2i
)∣∣∣∣∣ ≤√√√√ ∞∑
i=1
(
|v′1(x2i−1, x2i)− v′1(y2i−1, y2i)|2 + |v′2(x2i−1, x2i)− v′2(y2i−1, y2i)|2
)
·
√√√√ ∞∑
i=1
(
w22i−1 + w
2
2i
)
≤
√√√√ ∞∑
i=1
λ2(|x2i−1 − y2i−1|2 + |x2i − y2i|2) · ‖w‖
=
√√√√ n∑
i=1
λ2(|x2i−1 − y2i−1|2 + |x2i − y2i|2) +
∞∑
i=n+1
λ2(|x2i−1 − y2i−1|2 + |x2i − y2i|2)
≤ λ
√√√√ n∑
i=1
(|x2i−1 − y2i−1|2 + |x2i − y2i|2) + λ
√√√√ ∞∑
i=n+1
(|x2i−1 − y2i−1|2 + |x2i − y2i|2)
≤ λ
n∑
i=1
(|x2i−1−y2i−1|+|x2i−y2i|)+λ
√√√√ ∞∑
i=n+1
(|x2i−1 − y2i−1|2 + |x2i − y2i|2) = λ‖x−y‖,
(71)
where a sum from 1 to n is considered to be zero if n = 0. Therefore b′ is Lipschitz
continuous on S with λ as a Lipschitz constant. Hence b′ is uniformly continuous on S
and, in particular, b is continuous. In remains to show that b′ is bounded on S. Indeed,
let y(0) ∈ S be fixed. From (71), the triangle inequality, and the fact that ‖x−y‖ ≤ 2ρ
for all x, y ∈ S, it follows that ‖b′(x)‖ ≤ ‖b′(y(0))‖+‖b′(y(0))−b′(x)‖ ≤ ‖b′(y(0))‖+2ρλ
for each x ∈ S.
The above discussion shows that all the conditions of Corollary 4.15 are satisfied and
hence b is a sequentially consistent Bregman function on X which satisfies the limiting
difference property, and, moreover, the second type level-sets of B are bounded.
11. Additional somewhat known Bregman functions
In this section we consider additional Bregman functions. They are somewhat known
in the sense that they, or closely related versions of them, appear in the literature, but
either the discussion in the original works is not explicitly in the context of Bregman
functions and/or the setting is a bit different from the setting that we consider. More-
over, as far as we know, no proofs are given in those works or elsewhere of the assertion
that the claimed Bregman functions and divergences do satisfy Definition 4.2. Below
we present a relatively brief discussion in which we focus on proving that the discussed
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functions and associated divergences are indeed Bregman functions and divergences,
respectively.
11.1. The beta entropy. Given n ∈ N, let X := Rn with an arbitrary norm ‖ · ‖ and
let U := (0,∞)n. Fix β ∈ R and define the beta entropy b : X → (−∞,∞] by
b(x) :=


1
β(β − 1)
n∑
k=1
(xβk − βxk + β − 1), β ∈ (0, 1) ∪ (1,∞), x ∈ U,
n∑
k=1
(xk log(xk)− xk + 1), β = 1, x ∈ U,
n∑
k=1
(xk − log(xk) + 1), β = 0, x ∈ U,
∞, otherwise.
The corresponding (pre-)Bregman divergence is the beta divergence:
B(x, y) =


n∑
k=1
(
xk
(xβ−1k − yβ−1j )
β − 1 −
xβk − yβk
β
)
, β ∈ (0, 1) ∪ (1,∞), (x, y) ∈ U × U,
n∑
k=1
(
xk log
(
xk
yk
)
− xk + yk
)
, β = 1, (x, y) ∈ U × U,
n∑
k=1
(
log
(
yk
xk
)
+
xk
yk
− 1
)
, β = 0, (x, y) ∈ U2,
∞, otherwise.
The beta divergence appears in the context of statistical data analysis and computa-
tional learning theory: see, for example, [46, Section 3], [73, p. 129] and some of the
references therein; see also [49, p. 2046] (note: in both [49, p. 2046] and [73, p. 129]
the β parameter is denoted by α). For a continuous analogue of the beta divergence B
(with integrals instead of sums) see, for instance, [46, Section 3] and [68, p. 754]. It can
easily be verified that the beta entropy b is, up to translation by a linear function and
multiplication by a positive scalar, nothing but the negative Havrda-Charva´t-Tsallis
entropy (when β ∈ (0, 1) ∪ (1,∞)), the negative Boltzmann-Gibbs-Shannon entropy
(when β = 1), and the negative Burg entropy (when β = 0). As a result, we con-
clude from Sections 6–8 and Remark 4.10 that b is a sequentially consistent Bregman
function which satisfies the limiting difference property, and that B is its associated
Bregman divergence (and the second type level-sets of B are bounded).
11.2. The (α, β)-entropy. Given n ∈ N, let X := Rn with an arbitrary norm ‖ · ‖ and
let U := (0,∞)n. Fix α ≥ 1 and β ∈ (0, 1), and define the (α, β)-entropy b : X →
(−∞,∞] by
b(x) :=


n∑
k=1
(xαk − xβk), x ∈ U,
∞, otherwise.
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The corresponding (pre-)Bregman divergence is the (α, β)-divergence:
B(x, y) =


n∑
k=1
(
(xαk − xβk)− (yαk − yβk )
−(xk − yk)(αyα−1k − βyβ−1k )
)
, α > 1, (x, y) ∈ U × U,
n∑
k=1
(
βyβ−1k (xk − yk) + yβk − xβk
)
, α = 1, (x, y) ∈ U × U,
∞, otherwise.
This entropy is mentioned very briefly in [25, Example 3, p. 201], [26, Example 6, p.
172], [40, Example 28, p. 394], [48, pp. 340, 343-344], [65, Example 1.3, p. 595], [66, p.
619], [69, p. 11] and [93, p. 245], where X is assumed to be Euclidean; no proof is given
that b is a Bregman function. If α > 1, then we can write b = (α − 1)bα + (1 − β)bβ,
where bα is defined by (37) with α instead of q. Therefore if α > 1, then it follows from
Remark 4.10 and Subsection 7.7 that b is a sequentially consistent Bregman function
which satisfies the limiting difference property and B has bounded level-sets of the
second type. If α = 1, then we can write b = b˜1+(1−β)bβ , where b˜1(x) :=
∑n
k=1(xk−1),
x ∈ U . Hence Remark 4.10 and Subsection 7.7 imply that b is again a sequentially
consistent Bregman function which satisfies the limiting difference property and B has
bounded level-sets of the second type.
11.3. A mixed finite-dimensional ℓ2 − ℓp entropy. Let p ∈ (1, 2] and X := Rn
(n ∈ N) with the ℓp norm ‖ · ‖p. Let U := X and
b(x) :=
1
2
‖x‖2p =
1
2
(
n∑
k=1
|xk|p
)2/p
, x = (xk)
n
k=1 ∈ U.
The corresponding (pre-)Bregman divergence is
B(x, y) =
1
2
(
n∑
k=1
|xk|p
)2/p
− 1
2
(
n∑
k=1
|yk|p
)2/p
−
(
n∑
k=1
|yk|p
)(2/p)−1 n∑
k=1
sign(yk)|yk|p−1(xk − yk).
The function b appears in [16, Section 4.2, Appendix 1] and [78], but in the cor-
responding context in which b appears it is rather weakly related to the theory of
Bregman functions and divergences. Actually, to the best of our knowledge, there has
been no attempt there or elsewhere to prove that b is a Bregman function. However, it
was shown in [16, Appendix 1], [78] that b is strongly convex with a strong convexity
parameter µ = p − 1. Since X is finite-dimensional, we conclude from Corollary 4.15
that b is a sequentially consistent Bregman function which has the limiting difference
property and the second type level-sets of B are bounded.
Alternatively, we can show that b is a Bregman function by showing that it is a fully
Legendre function since [86, Remark 3.10] implies that any fully Legendre function
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defined on a finite-dimensional space is a Bregman function. In order to show that
b is fully Legendre, it is sufficient (and necessary) to show that b is differentiable on
R
n, strictly convex there and super-coercive (namely lim‖x‖→∞ f(x)/‖x‖ = ∞), again
according to [86, Remark 3.10]. Differentiability of b at x = 0 is immediate, and its
differentiability at any x 6= 0 is a consequence of the chain rule and the assumption
that p > 1; strict convexity is a consequence of the well-known facts that the ℓp norm is
strictly convex and that a norm is strictly convex if and only if any power of it with an
exponent greater than 1 is a strictly convex function [83, Theorem 2.3]; super-coercivity
of b is a consequence of the fact that all norms on Rn are equivalent: indeed, this fact
implies that there exists η > 0 such that ‖x‖p ≥ η‖x‖ for each x ∈ X , where ‖ · ‖ is
the Euclidean norm, and hence b(x)/‖x‖ ≥ ηb(x)/‖x‖p = η‖x‖p →∞ as ‖x‖ → ∞, as
required.
11.4. Quadratic entropies. LetX 6= {0} be a real Hilbert space with norm ‖·‖, which
is induced by the inner product 〈·, ·〉. Suppose that A : X → X is a continuous linear
operator which is strongly monotone (also called “elliptic” or “coercive” or “strongly
coercive”), namely there exists µ > 0 such that 〈Ay−Ax, y− x〉 ≥ µ‖x− y‖2 for every
(x, y) ∈ X2. Since A is linear this condition is equivalent to
inf{〈Aw,w〉 : w ∈ X, ‖w‖ = 1} ≥ µ. (72)
As follows from [85, Lemma 3.4], the coercivity condition (72) holds when A is positive
semidefinite and invertible. Conversely, if (72) holds, then A must be invertible as a
result of the Lax-Milgram theorem [24, Corollary 5.8, p. 140], [74, Theorem 2.1 and
its proof, p. 169] (and hence [86, Example 3.2] implies that the function b defined in
(73) below is fully Legendre). A particular case in which (72) holds is when X is
finite-dimensional and A is positive definite. Now let b : X → R be the pre-Bregman
function defined by
b(x) :=
1
2
〈Ax, x〉, ∀x ∈ X. (73)
Then b is a quadratic function and its associated pre-Bregman divergence is
B(x, y) =
1
2
〈Ax−Ay, x− y〉 ∀ (x, y) ∈ X2. (74)
Of course, in the particular case when A is the identity operator we get the very
familiar expressions b(x) = 1
2
‖x‖2 and B(x, y) = 1
2
‖x − y‖2. Since we have 〈Ax, x〉 =
〈1
2
(A+A∗)x, x〉 for every x ∈ X and since A+A∗ is symmetric (self-adjoint), where A∗
is the adjoint of A, we can assume without changing b that A = A∗, namely we assume
from now on that A is symmetric.
Quadratic entropies appear in numerous places in the literature, including in the
original paper of Bregman [22] in the special case where A is the identity operator.
The case where A is positive definite and X is a finite-dimensional space has been
considered in the literature (including in [22]), but less frequently. We are not aware
of places in the literature which discuss, in the context of a real Hilbert space and
Definition 4.2, the Bregman function (73) which is constructed from the operator A
which satisfies (72).
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We show below that b is a sequentially consistent Bregman function which satisfies
the limiting difference property. Indeed, a direct computation shows that
〈b′(x), w〉 = 〈Ax,w〉, b′′(x)(w,w) = 〈Aw,w〉, ∀(x, w) ∈ X2. (75)
From (75) and (72) it follows that b′′(x)(w,w) = 〈Aw,w〉 ≥ µ for all unit vector
w ∈ X . This inequality and Proposition 5.1(II) imply that b is strongly convex on X
with µ as a strong convexity parameter. From (75) and the fact that A is continuous
and hence bounded, it follows that b′ is Lipschitz continuous (and hence uniformly
continuous) on X . To see that b′ is weak-to-weak∗ sequentially continuous, one simply
observes that if (xi)
∞
i=1 is a sequence in X which converges weakly to x ∈ X , then this
assumption, the fact that A = A∗ and the fact that the inner product is symmetric
show that for every w ∈ X ,
〈b′(xi), w〉 = 〈Axi, w〉 = 〈xi, Aw〉−−−→
i→∞
〈x,Aw〉 = 〈b′(w), x〉,
as required. We conclude from Corollary 4.15 that b is a sequentially consistent Breg-
man function which satisfies the limiting difference property and that the second type
level-sets of B are bounded.
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