This paper presents research that connects the cohesion structure of a text to the derivation of its coherence structure. Two di erent algorithms that derive the cohesion structure in the form of lexical paths from large thesauri are illustrated. Their results are correlated with (1) cue phrases of discourse usage and (2) coherence constraints empirically derived. A novel model of coherence structure is devised, based on the data provided by lexical paths from real world texts.
Introduction
The inference of the coherence structure of a text is a major natural language processing endeavor, that has been stimulating a lot of theoretical work in the 80s, and more recently, promising computational research. It has been shown that coherence-based approaches increase the accuracy of some of the most important present applications of the language technology: information extraction and textual summarization. Moreover, coherence information is an important factor in building content-based WWW resources, and thus has a signi cant impact on Internet search techniques. Speci cally, systems tackling any of these tasks present a performance bottleneck in resolving coreference, i.e. in detecting relationships between text objects representing the same entities. Evidence exists that knowledge about rhetorical relations between di erent segments of texts contributes signi cantly to the increase in the precision of coreference, and thus of the overall systems (see for example Hobbs et al.1993 ], Kehler 1995] , Harabagiu 1997] ).
The automatic recognition of the coherence relations spanning a text is hindered by the fact that the existent formal theories of coherence (e.g. Hobbs 1985 ], Mann and Thompson 1988] , McKeown 1985] and Dahlgren 1988] ) are too informal to support an unsupervised approach to discourse analysis and were proven successful only when applied manually. Recently, the feasibility of building computational models for coherence inference has been addressed when a Rhetorical Parser was presented in Marcu 1997 ]. Marcu's results are based on the availability of large corpora and of shallow linguistic analyses that they make possible. We present here a di erent approach, making use of the present availability of large lexical databases and of path-nding algorithms that generate the cohesion structure of texts, represented through lexical chains. Several factors determined the choice of our computational model.
Firstly, nding evidence supported by empirical data that lexical paths between the words of a text represent a useful resource for the recognition of its coherence relations con rms the intuition that the coherence structure of a text builds up from its cohesion structure. Our automatic methodology of deriving lexical paths from texts, presented in Harabagiu and Moldovan 1998 ], employs the vast linguistic knowledge rendered by WordNet Miller 1995] , the largest publicly available lexical database to date. These paths can be used to model the correlation between textual cohesion, discourse cue phrases and textual coherence.
Secondly, Marcu's Rhetorical Parser derives binary coherence relations as a result of the satisfaction of constraints imposed by cue phrases, relying thus on the assumption that discourse markers occur frequently enough throughout texts. From a corpus analysis performed on Wall Street Journal articles from the Treebank project Marcus et al.1993 ], we found this assumption (based on Redeker's claim that in a typical text, a discourse marker occurs approximately for every two clauses) very optimistic, as we found less than 25% of the sentences to contain cue phrases of discourse sense. Consequently, our goal is to have a computational model that can derive coherence relations even in the absence of cue phrases.
Thirdly, it is imperative to obtain a coherence structure driven by data evidence rather than by the human intuitions that were at the crux of the theoretical studies on coherence. Marcu's approach is considering the de nitions from the Rhetorical Structure Theory (RST) Mann and Thompson 1988] to recognize the rhetorical relations between di erent text spans. The recognition of the text spans results from a shallow analysis that associates cue phrases with RST relations, based on the intuitions of the RST developers. In contrast, the approach presented here is data-driven, by (1) considering the text spans de ned by the coverage of lexical paths and (2) matching the semantic features of these paths against characteristic properties of a subset of Hovy's taxonomy of discourse relations Hovy 1993] , gathered from most text coherence theories. The resulting coherence structure is not a binary tree, as advocated by the theories of coherence, but a graph that mimics the cohesion structure induced by the lexical paths.
Lexical paths as forms of textual cohesion
In a text, a sequence of sentences tends to convey information about a certain topic, and by doing so, they use related words, providing the text with the quality of unity. This property of sentences to \stick together" to function as a whole is known as cohesion and it has been de ned in Halliday and Hassan 1976] and Morris and Hirst 1991] . Lexical cohesion arises from the semantic connections between words. Therefore, deriving the cohesion structure of a text amounts to retrieving lexical paths LP (w 1 ; w 2 ) = c 1 r 1 c 2 r 2 :::r n?1 c n for which (1) c 1 is a concept representing word w 1 while c n represents w 2 , with (w 1 ; w 2 ) being any pair of non-stop words from the text (i.e. nouns, verbs, adjectives and adverbs), and (2) all c i and r i are lexical concepts and relations encoded in a lexical database.
(1) abstract relations (2) space (3) physiscs (4) matter (5) The method of deriving lexical paths is dependent on the semantic representation used in the lexical database. Figure 1 illustrates the organization of two di erent lexical resources used for the inference of the cohesion structure: the 4th Edition of Roget's Thesaurus, employed in the pioneering work of Morris and Hirst, reported in Morris 1988] and Morris and Hirst 1991] and the WordNet 1.6 on-line database, shown to be useful for deriving lexical paths in Harabagiu and Moldovan 1998 ].
In the case of Roget's Thesaurus, the hierarchical organization from major classes to categories, and further to their subdivision in paragraphs (with words having the same part-of-speech) and groups indicates a structure that induces semantic classes, and relations among them. Furthermore, semantic similarity is indicated by reference pointers between categories, paragraphs and groups of words. For example, the groups of words containing the noun birth is correlated with the category with index 167, whereas the group containing the noun existence points to the fth group from the 110th category. This reference mechanism was conceived for the easy retrieval of all words semantically related (i.e. displaying the same semantic sense and thus representing a lexical concept).
The implementation of the mechanism that retrieves concepts is performed by an index function, returning for any word a list of words suggesting related subsenses, along with the category and the paragraph number of each of these. Figure 2 illustrates the index entry of the word lid, as presented in Morris and Hirst 1991] , and in contrast, the WordNet representation of the concepts suggested by this noun. WordNet renders direct access to the lexical concepts, encoded as synsets (i.e. synonym sets of words). Moreover, WordNet returns the list of synsets containing a name grouped along the same part-of-speech and ordered by the frequency in the Brown corpus. As shown in Figure 1 , WordNet employs also a hierarchical representation for nouns and verbs (there are 11 noun hierarchies and 558 verb hierarchies in WordNet 1.6 made possible by the isa semantic relations), but also encodes semantic relations that cross these hierarchies (e.g. the is part, is member and has stu semantic relations between noun synsets and the entail and cause to semantic relations between verb synsets). Adjectives and adverbs are only organized as synonym satellites, intertwined with additional lexical relations (i.e. relations cued by morphology or syntax, e.g. the pertaynym or past participle relations). Moreover, all WordNet 1.6 synsets are attached with a gloss de ning in English words the meaning of that concept.
Devising an algorithm for the search of lexical paths from WordNet needed (1) ltering mechanisms for returning only those chains of relations and concepts that are relevant for the context of the given text, and (2) empirical assessment of the search methodology. For the usage of Roget's Thesaurus, Morris and Hirst had also to nd ways of inferring the implicit semantic relations. Following a study covering several texts from various popular magazines (e.g. Reader's Digest, Equinox, The New Yorker, Toronto and Toronto Star), they have devised relations between two words w 1 and w 2 when:
The access to the semantic concepts and relations implicitly or explicitly encoded in lexical databases enables the derivation of the actual lexical paths. The algorithms that recognize them bring forward data that contribute to the analysis of the discourse structure of texts. In the following we sketch a pair of such algorithms and detail the assumption upon which they operate.
Algorithms for the recognition of lexical paths
When developing algorithms that can recognize lexical paths from thesauri we need to rely on some assumptions and data codi cations. Interestingly, although the two algorithms presented in Morris and Hirst 1991] and Harabagiu and Moldovan 1998 ] have very di erent assumptions and operations, they both produce very similar results, demonstrating the cohesion data can be reliably used for the analysis of discourse structure, coherence comprised.
The rst decision in lexical path formation regards the candidate words for inclusion in the paths. Morris and Hirst disregard closed-class words such as pronouns or prepositions or high frequency words (e.g. do, take). Moreover, the algorithm devised by Morris and Hirst assumes that only one transitive thesaural relation should be allowed, i.e. if word a is related to b, b to c and c to d, then only a and c should be allowed to be related as well.
-x is the transitive distance, i.e. A lexical path between w(u) and w(v) exists if:
-there is a word w(x) such that: (1) relation R is present in the gloss of w(x) and (2) In contrast, the algorithm presented in Harabagiu and Moldovan 1998 ] assumes the text to be preprocessed, words disambiguated and thematic roles (such as agent, object) identi ed. This algorithm searches for two kinds of lexical paths: (1) between concepts c i and c j that are connected by a thematic relation derived from the text and (2) between two concepts c x and c y already contained in some lexical paths of the rst kind. Figures 3 and 4 illustrate the features of the lexical paths as well as the main steps of the two algorithms.
The lexical paths returned by these algorithms require an analysis of their strength in bringing forward relevant information for discourse processing. Morris and Hirst acknowledge three factors contributing to path strength: (1) reiteration, i.e. the more repetition of words in the path, the stronger the path; (2) density, measured in number of words per sentence in each path and (3) length, making a path stronger if it is longer than other paths. Following an analysis of several versions of their algorithm and combining these results with associations with Grice principles of implicature Grice 1975] , as reported in Harabagiu et al.1996 ], Harabagiu and Moldovan have designed two separate steps of their algorithms to deal with ltering the weaker paths. The consequence was better precision and improved recall of the lexical paths. Table 1 shows that, for the words deemed relevant by Morris and Hirst, both algorithms returned comparable lexical paths. Additionally, the algorithm detailed in Harabagiu and Moldovan 1998 ] produced lexical paths for 18 more pairs of words, increasing the recall of relevant lexical paths to 72%.
1. I spent the rst 19 years of my life in the suburbs, the initial 14 or so relatively contented, the last four or ve wanting to be elsewhere. 2. The nal two I remember vividly: I passed them driving to and from the University of Toronto in a red 1962 Volkswagen 1500 a icted with night blindness. 3. The car's lights never worked { every dusk turned into a kind of medieval race against darkness, a panicky, mournful rush north, away from everything I knew was exciting, towards everything I knew was deadly. 4. I remember looking through the windows at the commuters mired beside me and actively hating them for their passivity. 5. I actually punched holes in the white vinyl ceiling of the Volks, and then, by way of penance, wrote besides them the names and phone numbers of the girls I could call when I had my own apartment in the city. Table 1 illustrates the rst ve sentences from the text considered in Morris and Hirst 1991] , and a fragment of the Lexical Chain 1 from Morris and Hirst 1991] , as opposed to the results of the path-nding algorithm. Most of these additional paths brought forward semantic information of great e ect in deriving the coherence of the text. For example, the path connecting driving and suburbs enables the recognition of an Elaboration relation between the rst clause of sentence 1 and the second clause of sentence 2. Driving represents a manner of passing the last two years of the 19 spent in the suburbs. Moreover, driving is a movement verb, with implicit thematic relation to the source and destination locations. The suburbs are implicit llers of these thematic roles, inference that was possible due to the lexical path between driving and suburbs.
Cue Phrases as Coherence Indicators
Discourse cue phrases are words and phrases that signal information regarding the logical ow of the discourse, e.g. the coherence relations among discourse fragments. However, the majority of the cue phrases are ambiguous, in the sense that they have also alternative meanings, where the word doesn't contribute to the discourse level semantics, but rather to the semantic meaning of the sentences.
Several methods of disambiguating cue phrases have been recently devised, most of them machine learning techniques for the induction of cue phrase disambiguation rules, e.g. some were reported in Hirshberg and Litman 1993] , and Siegel and McKeown 1994] . Recently, a novel disambiguation approach, presented in Marcu 1997] , extends the problem of cue phrase disambiguation by distinguishing the discourse sense of a cue phrase into ner meanings, corresponding to the rhetorical relations it indicates. This can be further extended, by bringing into play the features of lexical paths. The company has reported declines in operating profit in each of the past three years, despite steady sales growth. . The pattern nding procedure has the following steps: 1. Every synset is replaced with its part-of-speech tag. Therefore, every concept is represented only by its syntactic category.
2. Successions of the same relation in a path are substituted by an instance of that relation, connecting the rst and the last argument of the chain.
3. Every succession of gloss relations is replaced by a single relation, connecting the rst gloss concept to the last gloss concept from the path. This new relation is associated with a list, containing all the labels of the relations it substitutes in the original path.
4. Pattern extraction is performed, by identifying the longest subpath that is common to most of the members of the class. Patterns are formed as regular expressions (of part-of-speech tags and directed relation labels) in which the common subpath is identical, whereas the disjoint parts gather all the substitutable relations that can be found in the various transformed paths of that class. Figure 5 represents all the paths that have a common part characterized by antonymy between a pair of verb or noun concepts (the latter being nominalizations). The disjoint parts are combinations or sequences of either isa, entail and cause to relations or isa, is-part, is stu or is member relations. Table 2 illustrates the resulting correspondence between cue phrases, coherence relations and lexical patterns.
In our experiment, 19% of the total number of cue phrases had discourse meaning. This low percentage is explained by the consideration of the highly ambiguous cue phrases and and or. For the rest of the cue phrases, the discourse usage is higher than 30%. These results are extremely interesting because they show that in almost 80% of the cases, if none of the lexical patterns matches the semantic paths, than the usage of the cue phrase is sentential. More correlations between cohesion and coherence can be drawn when analyzing the nature of coherence constraints.
Text Coherence
It is well established that the structure of a text contains more than the collection of the sentence structures; its meaning is determined by the logical relations between sentences. Are lexical paths and cue phrases alone capable of inducing these logical relations? To answer this question, we need to be aware of the fact that coherence inference relies on pragmatic knowledge, using various aspects of commonsense reasoning mechanisms. Large lexical knowledge bases render part of this pragmatic knowledge, and therefore, lexical paths collected from such resources combined with other discourse cues are likely to enable the recognition of the coherence structure of discourse.
Our approach of disambiguating cue phrases has already established correlations between lexical paths, cue phrases and some coherence relations. Novel associations are grounded in the analysis of lexical paths corresponding to three categories of coherence relations, rst introduced in Hobbs 1985] . These three coherence categories are the resemblance relations, the cause-e ect relations and the contiguity relations. It was noted that these three categories di er systematically in the types of constraints and forms of inference they impose. We have mapped the top of the hierarchy of coherence relations from Hovy 1993] and found that the coherence constraints recognized for each class of lexical paths further the process of coherence recognition.
Classes of coherence relations Resemblance Relations
We conjecture that given two sentences S 0 and S 1 , with corresponding sequences of lexical paths: a 1 ?r 0 1;2 !a 2 ?:::r 0 n?1;n !a n from sentence S 0 and b 1 ?r 0 1;2 !b 2 ?:::r 0 n?1;n !b n from sentence S 1 , the commonalities (or contrasts) between the two sequences are represented by the two cases illustrated in Figure 6 . The case illustrated in Figure 6 The resemblance relation we consider for exempli cation is the Elaboration, which nds a passage to be coherent when additional information regarding an entity or a process is brought about. The additional information may regard (a) the attributes or functions of an entity; (b) the membership, parts or consistence of an entity or the decomposition of a process into steps; or (c) the generalization (or specialization) of the properties of an entity or event. Figure 7 illustrates two examples of Elaboration coherence relations and their corresponding semantic paths. In the example illustrated in Figure 7 (a), the elaboration is performed over the exports, which are a part of the year's sales, whereas in the example illustrated in Figure 7 Cause-E ect Relations
Cause-E ect relations recognize coherence between a pair of utterances when the connecting lexical paths contain entail, cause to and eventually antonym relations. When no antonym relations are involved, there are two possible coherence relations: Result and Explanation. A Result relation infers an implication (through entailment or causation) between a logical proposition associated with concepts derived from the rst utterance and a logical proposition rendered by the second utterance. For the Explanation relations, the sense of the implication is reversed: the logical proposition derived from the second utterance is determined by the logical proposition corresponding to the rst utterance. The auto maker knows the air conditioners of these models break down
The compressor shaft seal could fail 
Contiguity Relations
Contiguity relations capture the coherence between a number of utterances determined by the interconnections imposed by the nature of the presentation. The de ning constraints of the coherence relations determine the text spans underlying the coherence structure of a text. Resemblance or Cause-E ect relations can be recognized between pairs of textual units (clauses or sentences), whereas Contiguity relations organize the other binary relations into segments of coherence structures. We favor this organization of the textual coherence structure to the hierarchical organization because it underlies the two di erent classes of correlating constraints between lexical paths, coherence relations and cue phrases that we have found. Moreover, the fact that coherence constraints use information rendered by the cohesion paths permits the detection of coherence even when cue phrases are not present in a text passage. Figure 9 illustrates the coherence structure resulting for the text used in Table 1 when applying the algorithm that builds the coherence structure.
Algorithm build coherence structure (text ) 1. Build the semantic paths spanning the text; (path-nding algorithm) 2. Determine the discourse cue phrases and their corresponding coherence relation; 3. Find resemblance and cause-e ect relation between text units connected by more than 4 semantic paths.
4. if (the cue phrase indicates another coherence relation) 5. then Select that relation;
6. Find contiguity relations spanning text passages covered by a dense web of semantic paths; 6. Output the coherence structure: (coherence relation; text passage; semantic paths); end;
In Figure 9 , Resemblance and Cause-E ect relations span the pairs of clauses of the ve sentences of the text, whereas a Sequence relation covers all clauses from the rst sentence and a Join relation accounts for the entirety of the clauses of the other four sentences. The lexical chain presented in Table 1 accounts for the Join relation. The other coherence relations are based on lexical paths returned from WordNet and (1) coherence constraints or (2) matching lexical patterns and cue phrases.
For example, the Parallel relation between the rst clause of S1 and the second clause of S2 is due to the commonalities between the two clauses, marked by (a) the synonymy between verbs pass and 
Elaboration Explanation

S2
The car's lights never worked a panicky, mournful rush north, away from everything I knew was exciting, towards everyting I knew was deadly.
Contrast Circumstance Circumstance Elaboration Elaboration Result
S3
The remember looking through the windows at the commuters mired besides me and actively hating them for their passivity.
Elaboration
Result S4 and then, by way of penance, wrote besides them the names and phone numbers ....
Circumstance Result
Sequence Join
S5
Elaboration
The final two I remember vividly:
-every dusk turned into a kind of medieval race against darkness, I actually punched holes in the white vinyl ceiling of my Volks, the last four or five wanting to be elsewhere. We have then grouped the texts according to their length (measured on terms of the number of sentences they comprise) and analyzed the characteristics of their coherence structures. Table 6 illustrates some of the properties of a group of texts of relatively equal size. The results indicate that there are about 35% more coherence relations than the number of sentences in a text and that less than 30% of these relations are signaled by cue phrases. This indicates a \lighter" coherence structure than that rendered by Marcu's rhetorical trees, which for a text of n units (and thus n=2 coherence relations between the pairs of textual units) builds a binary tree with 2 n=2+1 rhetorical relations. Almost half of the coherence relations are resemblance relations and the number of contiguity relations varies slightly. The same measurements performed on texts of di erent size indicate that in fact, the number of contiguity relations depends on the size of the text.
There are three possibilities of evaluating the correctness of the resulting coherence structures. One makes use of human evaluators, and compares the results. The second one measures the e ects of coherence knowledge on the resolution of some other language task. The third compares the results with those obtained by other coherence building methodologies.
For each of the texts upon which the algorithm has built the coherence structures, three analysts constructed manually the discourse structure, given access to the semantic paths returned by the path-nding algorithm for the texts. Then, separately, each analyst was also given rst information regarding the coherence relation signaled by cue phrases and then the semantic patterns derived from the paths, signaling coherence relations. Whenever at least two of the humans tagged a text passage with the same coherence relation as the the one in the automatic structure, we considered a hit, in other cases a miss. Table 7 : Evaluation of the coherence-structure building algorithm
The algorithm found around 80% of the coherence relations, but the correctness of the relations is only almost 50%. The low precision has the explanation that it was di cult to nd agreement between the judgments of the humans and the output of the algorithm. One of the possible motivation for this may be the fact that we considered an insu cient number of coherence relations. The inclusion of more relations from Hovy's taxonomy and the analysis of their dependence on semantic paths may increase the precision of the algorithm. Nevertheless, the values of the recall are acceptable, showing that most of the coherence structure of the texts was discovered.
It would be interesting to measure the relevance and precision of the coherence structure returned by this algorithm against a corpus of discourse structures, but unfortunately such resources are not yet available in the computational linguistics community. The only automatic coherence builder for English we are aware of is Marcu's Rhetorical parser, therefore we assessed the correctness of our algorithm by measuring the agreement with the rhetorical structure built by Marcu for the same text. The experiments are detailed in Harabagiu 1997] and show that we obtained almost 80% identical coherence structures. The knowledge inferred by the coherence structures of texts was also used for solving coreference in texts and ported signi cant improvements in precision, fully detailed in Harabagiu 1997] .
