Background. Calibration is the process of estimating parameters of a mathematical model by matching model outputs to calibration targets. In the presence of nonidentifiability, multiple parameter sets solve the calibration problem, which may have important implications for decision making. We evaluate the implications of nonidentifiability on the optimal strategy and provide methods to check for nonidentifiability. Methods. We illustrate nonidentifiability by calibrating a 3-state Markov model of cancer relative survival (RS). We performed 2 different calibration exercises: 1) only including RS as a calibration target and 2) adding the ratio between the 2 nondeath states over time as an additional target. We used the Nelder-Mead (NM) algorithm to identify parameter sets that best matched the calibration targets. We used collinearity and likelihood profile analyses to check for nonidentifiability. We then estimated the benefit of a hypothetical treatment in terms of life expectancy gains using different, but equally goodfitting, parameter sets. We also applied collinearity analysis to a realistic model of the natural history of colorectal cancer. Results. When only RS is used as the calibration target, 2 different parameter sets yield similar maximum likelihood values. The high collinearity index and the bimodal likelihood profile on both parameters demonstrated the presence of nonidentifiability. These different, equally good-fitting parameter sets produce different estimates of the treatment effectiveness (0.67 v. 0.31 years), which could influence the optimal decision. By incorporating the additional target, the model becomes identifiable with a collinearity index of 3.5 and a unimodal likelihood profile. Conclusions. In the presence of nonidentifiability, equally likely parameter estimates might yield different conclusions. Checking for the existence of nonidentifiability and its implications should be incorporated into standard model calibration procedures.
Model calibration is the process of estimating values for unknown or uncertain parameters of a mathematical model by matching model outputs to observed clinical, epidemiological, or any other type of data arising from a physical or biological system (known as calibration targets). 1 The goal is to identify parameter values that maximize the fit between model outputs and the calibration targets. 2 Previous literature has shown how model calibration can be described as a statistical estimation problem. 1, 3, 4 A desirable property for a statistical model is that of identifiability, which requires that different sets of parameter estimates cannot lead to the same probability distribution of the data. 5, 6 In the context of model calibration, this means that there exists a unique set of model parameter values that yields the best fit to the chosen calibration targets. 7, 8 With the increasing complexity of mathematical models parameterized with a large number of unknown inputs, concerns have been raised about calibrating to an insufficient number of targets relative to the number of parameters to be estimated, making the model nonidentifiable. 9 However, a model need not be of high complexity for its parameters to be nonidentifiable. Identifiability in the context of model calibration in medical decision making has been briefly discussed 10, 11 but has not been formally described. In this article, we explicitly define nonidentifiability in the context of model calibration and demonstrate that even a simple disease simulation model can have nonidentifiable parameters. We start by defining the problem of nonidentifiability in a calibration framework. We then describe and calibrate a 2-parameter simulation model of cancer recurrence that is calibrated to relative survival. We show that for this simple case, calibration does not yield a unique solution, exhibiting problems of nonidentifiability. We demonstrate that this problem could potentially be addressed by incorporating additional information, and we assess the implications of nonidentifiability in the evaluation of the comparative effectiveness of a hypothetical treatment. In addition, we provide a description of methods to detect nonidentifiability and apply them to our illustrative example and a realistic model of the natural history of colorectal cancer. We conclude with suggestions on how to potentially achieve identifiability and methods to estimate parameters whenever nonidentifiability is not avoidable.
Methods

Calibration as an Estimation Problem
Let M denote a mathematical model that takes a set of parameters u 2 Y R p as input and produces a set of outputs denoted as f 2 F R m , that is f = M u ð Þ. The last equality holds true if M is a deterministic model; for stochastic models, f would be defined as the expected value of model outputs, f = E M u ð Þ ½ . In the context of medical decision making, typical model types include Markov models, microsimulations, discrete-event simulations, and dynamic transmission models. 12, 13 Input parameters u might include transition probabilities or rates, while model outputs f might be quantities such as prevalence, incidence, or survival curves.
14 There is typically a subset of parameters u that are unobserved due to financial, practical, or ethical reasons. 15 Thus, u = u u , u k ð Þ, where u u denotes unknown parameters that need to be estimated via calibration, 16, 17 and u k denotes parameters that are either known a priori or that can be estimated directly from available data without the use of the mathematical model M.
18 u u are the parameters of interest in the calibration problem, often called calibrated input parameters, [19] [20] [21] whereas parameters u k are fixed for the purposes of calibration. In medical decision making, unknown parameters might be disease progression or regression rates, probability of symptom-based detection in natural history models of chronic diseases, 10, 11, 22, 23 or the transmission probabilities in infectious disease dynamic models, 24 among others. Let Y denote the clinical or epidemiological phenomenon in the population of interest. The empirical data, y, referred to as the calibration targets, are a realization of Y . The process of model calibration is an estimation problem where we seek to estimate u u by using a summary measure of the discrepancy between the corresponding model output, f, and y. 4 In this article, we will use the likelihood function as the summary measure; however, other possible summary measures include the sum of squared difference (SSD), a weighted sum of squared difference (WSSD), absolute difference, and so on. 19, [25] [26] [27] To define a likelihood, a probability distribution of the calibration targets, f , is specified as a function of model parameters, u. 10 In the context of model calibration, Y ; f y; f ð Þ, where f denotes a probability distribution that is conditional on the calibration targets from the model outputs, f, which in turn depend on u. Given that Y = y is observed and M is a deterministic model, the likelihood function can be defined as K25AI118476. The funding agencies had no role in the design of the study, interpretation of results, or writing of the manuscript. The content is solely the responsibility of the authors and does not necessarily represent the official views of the National Institutes of Health. The funding agreement ensured the authors' independence in designing the study, interpreting the data, writing, and publishing the report.
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calibration targets y to create a likelihood function L u ð Þ for model calibration in medical decision making is provided in Figure 1 . A more detailed conceptualization of calibration as an estimation process has been proposed previously to account for both model inadequacy and observation error. 1, 3 However, modeling these discrepancies falls outside the scope of this article.
Nonidentifiability
Identifiability refers to whether the specified model and the chosen calibration targets are sufficient to yield a unique set of values for the calibrated input parameters. [28] [29] [30] [31] [32] From a statistical perspective, a set of parameters u is said to be identifiable if different values of u correspond to different probability distributions f y; f ð Þ:
33 Therefore, the parameters u are identifiable if f y; f ð Þ has a one-to-one mapping for all u 2 Y.
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Nonidentifiability can arise at different stages of model calibration represented in Figure 1 . The most conventional sense of nonidentifiability would occur when, given different parameter sets u 6 ¼ u 0 , the model M produces the same output values corresponding to the calibration targets, f = f 0 , which in turn could yield multiple peaks of similar magnitude in the fit function. Furthermore, it might not be possible to estimate parameters of a nonidentifiable model even with an infinite amount of data, 11, 31 where data are referred to as the sample size informing the selected calibration targets. Note that the model outputs corresponding to the calibration targets, f, are a subset of the complete model output (e.g., the distribution of the population across all health states at every time point), meaning that nonidentifiability can arise when matching the calibration targets even if the mathematical model itself is well defined. To construct an identifiable calibration problem in this case, one might need to include additional calibration targets (if data became available) 11 or further restrict the search space of possible values for unknown parameters based on biological plausibility or other a priori knowledge of the disease or population of interest.
Even if M u ð Þ = f has a one-to-one mapping for all u 2 Y, eliminating the possibility of conventional nonidentifiability, calibration nonidentifiability can still occur in the mapping of model outputs to a goodness-of-fit value, L f; y ð Þ. If the goodness-of-fit function maps different model outputs
Þ, then there again may exist multiple peaks of similar magnitude in the fit function. A simple example would be the case of calibration to 2 (scalar) calibration targets using a sum of squared difference between the model outputs and target values as the goodness-of-fit measure. If one set of parameter values fits the first target well and the second target poorly, while another set of parameter values fits the second target well and the first target poorly to the same extent, then both sets of parameters would result in the same value of fit. If these were also the best fits that could be achieved for this case (i.e., there were no other sets of parameter values that fit both targets well), then the fit function would exhibit multiple peaks. In this case, nonidentifiability could potentially be alleviated by reconsidering the measure of goodness of fit. While theoretically the goodness-of-fit function should reflect the true preferences of the analyst in constructing the model, these decisions are often arbitrary or not carefully thought out. Therefore, it is important that the analyst knows what the assumptions are behind using different goodnessof-fit measures. For example, the sum of squared differences assumes equal weight to all targets while the weighted sum of squared differences allows for different weights for different targets, which could be computed with the variances of each target. Alternatively, other approaches that eliminate the need to produce a single summary measure could be employed, such as the Pareto frontier approach. 21 However, in this study, we are interested in nonidentifiability issues at the goodness-of-fit level. If the goodness-of-fit function was carefully constructed and the problem of nonidentifiability remains, the issue could still be addressed by including additional calibration targets and restricting the unknown parameter search space, as in conventional nonidentifiability.
Identifying Nonidentifiability
There are a number of different methods for detecting nonidentifiability. [34] [35] [36] One such method, collinearity analysis, 37 involves computing a collinearity index g K that reflects the degree of near-linear dependence of summary measures on a subset of parameters while fixing all other parameters to certain values. The summary measures could simply be the model outcomes or, in the context of identifiability analysis, the likelihood, SSD, or WSSD. The collinearity index g K of a subset K parameters is defined as
where EV Á ½ refers to the operator calculating the set of eigenvalues of the argument, andS K denotes a subset of theS matrix containing the columns corresponding to the parameters in K.S is a normalized sensitivity matrix whose j th column is defined asS j = S j jjS j jj , and S j represents a column of derivatives of the summary measures with respect to the j th parameter. Thus,S j is a normalized measure of the importance of individual parameters on the summary measures. 38 To computeS, it is required to evaluate the model j times, one evaluation for each parameter. The collinearity index takes values from 1 to infinity, where higher values are associated with nonidentifiability problems. 39 For example, a collinearity index of 1 means that the columns ofS are orthogonal and the parameter set is identifiable. A high value of g K implies that the parameter set K is poorly identifiable, and the higher the value, the less identifiable the parameter set. In practical terms, it is suggested that parameters with collinearity indices lower than 10 are identifiable, between 10 and 15 are poorly identifiable, and greater than 15 are nonidentifiable. 38 Likelihood profiling is another approach for identifying issues of nonidentifiability. The profile likelihood, pL, is a 1-dimensional representation of the likelihood function indicating the values of a parameter subset controlled by the influence of the rest of the parameters of interest. 40 Profiling the likelihood involves evaluating the log-likelihood as a function of the k values of one parameter u i while the rest of the parameters u j , j 6 ¼ i are reoptimized at each value of k. 41 In general, if u I is a set of parameters of interest and u C is a set of complementary (i.e., nuisance) parameters, the profile likelihood for
In practical terms, profiling the likelihood of p different parameters on k different values each requires p k optimization routines. Having more than 1 minimum in the negative likelihood profile is an indicator of nonidentifiability.
Simple Model of Cancer Relative Survival
We illustrate the nonidentifiability problem by calibrating the transition probabilities of a simple deterministic Markov model to observed relative survival (RS) as reported by the Surveillance, Epidemiology, and End Results (SEER) Program. RS represents ''cancer survival in the absence of other causes of death.'' 42 Therefore, relative survival at time t can be represented as the probability of not dying of cancer at time t in the absence of being at risk of dying of non-cancer-related causes. Most cancer-related deaths are attributed to metastatic recurrence, 43, 44 which is not directly observed in SEER. Because the cause of death information in cancer registries can be misclassified, SEER computes relative survival ''as the ratio of the proportion of observed survivors in a cohort of cancer patients to the proportion of expected survivors in a comparable set of cancer-free individuals. '' 42, 45 To model the mechanism of cancer death, Markov models of cancer RS from an early stage diagnosis typically include a distant metastasis (Mets) state, which is not directly observed in cancer registries. 46 Accordingly, we developed a 3-state, 2-parameter Markov model of relative survival. In the Markov model, a simulated cohort of individuals starts in a ''no evidence of disease'' state (NED) and faces a monthly risk p Mets of being diagnosed with distant metastasis (Mets). Individuals who develop distant metastasis face a monthly risk p DieMets of dying of cancer. To be consistent with the dynamics of RS, we assume that individuals are only allowed to die of cancer if they develop Mets. The state-transition diagram of the relative survival model is shown in Figure 2 . To translate this calibration exercise into the terminology defined in the previous sections, y is RS, M represents the Markov model of cancer recurrence and RS, u u = p Mets , p DieMets f g , and u k = [ f g (i.e., there are no fixed input parameters). To compute RS from the Markov model over time, y t , we sum the proportion of the cohort in the NED and Mets states at each time t.
Calibration of Simple Cancer Relative Survival Model
For illustration purposes and to avoid issues of model misspecification, we generated the target data, y, by running the Markov model as a microsimulation with known parameter values (p Mets = 0:10 and p DieMets = 0:05, that is u true = 0:10, 0:05 ð Þ ) and stochastically simulating 200 independent individuals over 60 months. 47 Using the information of these simulated individuals, we estimated a RS curve, y t , with its corresponding standard error s t in monthly intervals. The likelihood function was constructed by assuming that the targets y t were normal deviations from the model outputs f t with standard deviation s t at each time t. That is,
Therefore, the likelihood function is given by
where f y t ju ð Þ denotes the normal density function for the target y t .
We assumed independence across targets to compute an aggregated likelihood function by multiplying the likelihood value at each time t as follows:
If there are reasons to believe that targets are not independent, other likelihood functions can be specified such as multivariate normal or multinomial distributions. However, if the choice is a multivariate normal distribution, the analyst is required to define a correlation matrix across the targets. We used the Nelder-Mead (NM) algorithm initialized at 100 random starting values to identify cancer RS model parameter values that minimize the negative log-likelihood. 
Results
Calibration
The NM algorithm converged to 2 parameter sets with similar log-likelihood values:û Figure 3 shows the contour of the likelihood and the 2 regions with similar values. For illustration purposes, in Figure 3 , we plot only 2 different optimization paths; however, these are representative of the 100 different runs of the NM algorithm that we performed. The RS curve as the only calibration target was not sufficient to ensure identifiability.
For illustration purposes, we also simulated the ratio between NED and Mets over time and added it as a second calibration target to demonstrate that parameters can become identifiable with an additional type of target that provides information on the specific dynamics of the unobserved state Mets. This information is not provided by SEER but could be obtained from alternative sources, such as a clinical trial. To compute the likelihood of this additional target, we assume that the logarithm of the ratio between NED and Mets follows a normal distribution. We assume independence between types of targets to compute an aggregated measure of the overall likelihood.
When the ratio between NED and Mets over time is incorporated as an additional target, the parameter space gets constrained in terms of the most likely region making the likelihood function unimodal, exhibiting a unique solution (Figure 4) , suggesting that the model is now identifiable. In this case, regardless of the starting value, NM consistently recovers the same set of parameter estimates,û 
Policy Implications
We estimated the benefit of a hypothetical treatment that reduces p Mets by 30% implemented as a relative risk (RR) of 0.7 using the 3-state Markov model. We ran the model with the 2 different sets of calibrated parameter values and the true values. Benefits were quantified in terms of life expectancy (LE) gains under the intervention, calculated as a percentage of the LE gains predicted by the model using the true parameters (see Table 1 ). In the absence of treatment, both parameter sets from the nonidentifiable problem,û NI 1 andû NI 2 , result in the same LE. With the intervention, the benefit of treatment is overestimated by 88.6% when usingû NI 1 and underestimated by 10.4% when usingû NI 2 . However, when using the parameter set from the identifiable problem,û ID 3 , the benefit of treatment is only slightly overestimated (by 6.6%), which is much closer to the truth.
Identifying Nonidentifiability
We computed the collinearity index for the parameters of the simple model using the R package FME. 49 When the RS curve is used as the only target to calibrate the model, the collinearity index on both parameters tends to infinity, indicating nonidentifiability (Table 2) . Similarly, when only the ratio between NED and Mets is included, the calibration problem is again poorly identifiable with a collinearity index of 10. Once both targets are considered for calibration, the parameters become identifiable with a collinearity index of 3.5, suggesting that calibration of both parameters should yield a unique solution, consistent with our findings (Figure 4 ). If instead it were possible to reduce the calibration to only a single unknown parameter (the other being fixed to some known value), the calibration becomes identifiable with a collinearity index of 1 for any subset of targets (Table 2 ). This might occur if some new information becomes available that allows one of the unknown parameters to be directly estimated (provided that this information pertains to the population of interest and is unbiased), obviating the need to estimate it through calibration.
The likelihood profile of the parameters of our simple model using only the survival curve as target shows 2 local minima in the negative log-likelihood (see Figure  5 ), which correspond to the 2 parameter sets identified by NM in Figure 3 . Having more than 1 minimum in the negative likelihood profile is an indicator of nonidentifiability.
To illustrate the potential issue of nonidentifiability and the application of collinearity analysis to a more realistic modeling setup, we developed a state-transition model (STM) of the natural history of colorectal cancer (CRC) implemented in discrete annual cycles based on a model structure originally proposed by Wu et al. 50 Briefly, this model has 9 different health states that include absence of the disease, precancerous lesions (i.e., adenomatous polyps), and preclinical and clinical cancer states by stage. The model has 11 parameters in total, from which we assume 9 are unknown and need to be calibrated, which reflects the typical unknown parameters in this type of models. Similar to the simple model of cancer relative survival, we generated 4 different age-specific targets by running independent individuals through the model as a microsimulation. 47 The targets are prevalence of adenomas, proportion of small adenomas, and CRC incidence for early and late cancer stages. A more detailed description of the model and the generation of the calibration targets is presented in the online Supplemental Appendix.
We computed the collinearity index, g K , on all possible combinations of the calibrated parameters for different combinations of targets. Computing these collinearity indexes required evaluating the model 9 times in total. The subset of calibration targets included in the calibration influenced the number of model parameters that could be identified (having g K 15), 38, 39 as summarized in the Supplemental Figures S4 to S6 . When all 4 targets were included and only 2 parameters were unknown, the calibration was almost always identifiable (35 of 36 possible combinations; Figure 6 ). However, if 8 parameters were to be estimated through calibration, only 2 combinations were identifiable using all 4 calibration targets. Even with all the targets, it is not possible to define an identifiable calibration problem for all the model parameters, which have a combined g K of 110, shown in the first row of Table 3 and in Figure 6 .
Discussion
In the context of model calibration, much has been written on issues of model specification, structural uncertainty, and search algorithms for performing the estimation. 14,51-55 However, the issue of nonidentifiability is rarely discussed. Identifiability is an important element in model calibration. If a model is nonidentifiable, multiple parameter sets could produce exact or similar bestfitting model outputs. This is of particular relevance in Figure 5 Negative-likelihood profile (black solid line), confidence levels (black dashed line), and minimum value (gray dashedline) of parameters pMets and pDieMets. Mets, distant metastasis; p DieMets , monthly risk of dying from Mets; p Mets , monthly risk of developing Mets. If parameter is present, the cell equals 1 and 0 otherwise. The parameters are described in detail in the online Supplemental Appendix.
the context of medical decision making when using mathematical models that need to be calibrated. Different but equally good-fitting sets of parameters might produce different estimates of the effectiveness of interventions that could potentially influence the optimal decision. 21, 56 The calibration of the simple model using only the RS curve is nonidentifiable because the 2 transition probabilities, p Mets and p DieMets , compensate for each other to yield the same RS. In one instance, survival includes greater progression to Mets first with a slower mortality, while in the other, there is slower progression to Mets but higher mortality. While different sets of values of p Mets and p DieMets produce the same RS, the prevalence of metastases in the population is different over time. Specifically, it is much higher when the progression to metastasis, p Mets , is higher with a lower mortality from metastases, p DieMets . Adding the ratio between the proportion of the population in NED and Mets states as a calibration target penalizes sets of parameter values that do not match the true prevalence of metastases in the population over time. This allowed the likelihood to have a single peak for parameter values where both RS and the ratio of NED/Mets are well matched over time (Figure 4) . To compute the overall likelihood on the simple model of RS, we assumed independence across targets. It is common to assume that targets are independent in calculating an overall goodness-of-fit measure. In practice, this might not be true and might be a nonverifiable assumption; however, while this is a concern in estimating the uncertainty in calibrated parameters, in the case of a nonidentifiable calibrated model, that problem will persist regardless of the independence assumption. The main implication of erroneously assuming independence is an underestimate of the uncertainty of the calibrated parameters.
Scholars have argued that the best approach when nonidentifiability is known or suspected is to acknowledge the problem and, if possible, gather more information to estimate model parameters. 33 Although identifiability might not always be guaranteed in model calibration, incorporating more information or constraining the parameter space based on prior knowledge on the disease of interest could help make the model identifiable. 57 In our example, using an additional target for calibration solved the problem of nonidentifiability, but it was not obvious that this would resolve the issue ex ante. In general, having targets that inform different aspects of the model will help improve and potentially achieve identifiability. If there are targets that are currently not available but could potentially be available at some cost, the analyst could do an exploratory analysis using collinearity analysis to determine if having these additional targets would improve the identifiability of the calibration problem. As a word of caution, seeking out additional data sources to resolve nonidentifiability might introduce bias in the calibrated parameters if the additional calibration targets are derived from a population different from the one being modeled (often called population bias 58 ). Therefore, it is important that the target does represent the population of interest, or if this is not feasible, such target should be modified to represent this population. If there is information on how these 2 populations differ, the target could be modified accordingly through different techniques, such as meta-analysis or bias analysis, with the latter being especially designed to account for transferability. 59 Alternatively, other solutions could be constraining the parameter space using expert information or fixing a subset of the parameters at meaningful values to reduce the number of parameters estimated through calibration. Constraining the parameter space could be done through either adding optimization constrains to the parameter values on a maximum likelihood estimation setup or specifying bounds on the parameters through informative constrained priors (e.g., using uniform priors with userdefined lower and upper bounds) on a Bayesian setup. 37 To verify if either incorporating additional targets or constraining the parameter space helps to improve identifiability, the analyst could compute the collinearity index with this updated information. To numerically compute the collinearity index or profile the likelihood, the model needs to be reevaluated multiple times at different parameter values. For problems with a relatively large number of parameters, the computational burden to conduct these analyses will increase, but this might not be a problem of concern. For example, the computational burden to conduct collinearity analysis on a realistic calibration setup, such as the calibration of the natural history model of CRC described above, is negligible compared to the number of evaluations needed for calibration. However, as the number of parameters increases, profiling the likelihood quickly becomes computationally intensive, 60 and inference stemming from the likelihood profile might be misleading. 61 In such cases, more efficient methods for exploring the parameter space can be employed. For example, one can use a direct search method, making sure to initialize it at different starting values to look for different converging points or employ a Bayesian approach that is able to recover the whole posterior distribution (e.g., Markov chain Monte Carlo methods). 5 This might not be feasible for simulation models that are computationally time-consuming, such as microsimulation or discrete-event simulation models. However, it is possible to construct statistical emulators (often called metamodels) of the original simulation model that in turn can be evaluated at a fraction of the time. 62 Emulators can and have been used to calibrate the parameters of the original simulation model. 1, 63 Thus, different methods to check for nonidentifiability could be applied to the emulator.
Checking for the existence of nonidentifiability should be an important step in model calibration. In the presence of nonidentifiability, it is important to try to make the parameters identifiable by constraining the parameter space either through imposing optimization constraints or constrained priors in a Bayesian setup 33 or by incorporating additional calibration targets.
11 If these approaches are not possible or not sufficient to eliminate nonidentifiability, it is important to report the ranges of the equally good-fitting parameters sets 64 and an estimate of the uncertainty of the calibrated parameters (e.g., variance), which will tend to be high in nonidentifiable parameters. 33 Furthermore, a sensitivity analysis should be conducted on the policy implications of evaluating the different bestfitting solutions, such as we did in Table 1 .
In this article, we showed that nonidentifiability not only is a potential problem in complex simulation models but can also occur in simple models. Checking for the existence of nonidentifiability should be an important step of model calibration. If nonidentifiability is present, its effects on the recommendations driven from the mathematical model should be assessed.
