In this study, we considered the numerical solution of the nonlinear Burgers equation using the Variational Iteration Method (VIM). The method seeks to examine the convergence of solutions of the Burgers equation at the expense of the parameters of which the amount of errors depends. Numerical experimentation was carried out on the Burgers equation with the Variational Iteration Method (VIM). The resulting solution showed that the rate of convergence decreases with increase in the values of the parameters at each iterate level. However, as the number of iterations increases, there is a rapid rate of convergence of the approximate solution to the analytic solution. Results obtained with the Variational Iteration Method (VIM) on the Burgers equation were compared with the exact found in literature. All computational framework of the research were performed with the aid of Maple 18 software.
INTRODUCTION
The study of the Burgers' equation is an important aspect of compressible and incompressible fluid models and the critical analysis of these models have been triggered by many researchers in recent years for understanding the basic principles of a class of physical flows and for examining various computational procedures. The Burgers equation has relevant applications in many field of Mathematics which include, hydrodynamic, gas dynamic, time-space stochastic processes, rocket motor, acoustic, number theory, heat conduction, shock waves, etc. (Burger, 1948) . Hence, obtaining the exact resolution of this equation for a precise analysis of models under consideration is of great significance. However, available analytic methods are insufficient in handling these equations due to large computational and round-off errors which arise due to linearization and perturbation. Thus, approximate methods have become more relevant as developed by researchers over the years to effectively handle these problems.
These include: the Variational Iteration Method (VIM) (He, 1998) , the Reconstruction of Variation Iteration Method (RVIM) (Esfandyaripour, 2013) , Homotopy Analysis Method (HAM) (Molabahrami and Khani, 2009) , the Homotopy Perturbation Method (He, 2004 and 2005) , the piecewiseadaptive decomposition method (Ramos, 2008) etc. The Variational Iteration Method (VIM) was first proposed by the Chinese mathematician, J.H. He in He (1998) for solving both linear and nonlinear problems. The method involves the construction of a correction functional for the problem in question from which the Lagrange multiplier is derived optimally using the Variational Theory. This method has been extended to solve different classes of problems by various researchers such as, Fredholm and Volterra integro-differential equations (Mamadu and Njoseh, 2016; Wazwaz, 2011; Abdelkhani, 1993; Abbasbandy and Shivanian, 2009) , partial differential equations (Duangpithak, 2012; He, 1998; He, 1999) , delay differential equations (Liu et al., 2013) , fractional diffusion equations (Gao et al., 2016) , etc. Njoseh and Mamadu (2017) (He, 1999; Duangpithak, 2012; Esfandyaripour et al., 2013) , we can construct correction functional for equation (2) as:
where  is a general Lagrange multiplier,
is a restricted variable, where it can be identified via variational theory (He, 1999, He and Wu, 2006) . However, the Lagrange multiplier can still be obtained using the formula proposed by Abbasbandy and Shivanian (2009) ( )
Where is the order of the derivative.
Variation Iteration Method for the Burgers Equation
To apply the Variation Iteration Method (VIM), we redefine equation (2) as
By the theory of Variational Iteration Method, we construct a correction functional for equation (4) as follows:
and to obtain the Lagrange multiplier ( ), we take the variation of (5) with respect to ( ) bearing in mind that the variation of
Hence, equation (7) provides the stationary conditions ( ) (8) (8) is the Lagrange multiplier and Equation (9) is the boundary condition.
We now rewrite Equation (5) as
(10) Equation (10) 
.
Applying the Schwartz inequality, we have
( ) is the computed solution, and ( ) is the exact solution.
By the mean value theorem, we have that
( )‖ ( )‖‖ ‖ This completes the proof.
Theorem 2.
The Burgers equation as defined in equation (1) converges rapidly to the exact for and is the number of iterations. (Readers are referred to Mamadu and Njoseh (2017) for the proof of Theorem 2.)
Numerical Illustrations
We consider the one dimensional nonlinear Burgers equation for illustration in order to show the effectiveness and reliability of the method with the aid of Maple 18 software for our computations. The results obtained are compared with the exact solution available in literature. Given the Burgers equation (11) subject to the initial condition:
( ) ( ).
The analytic solution is ( ) (
By imposing the initial condition on the exact solution, we take the initial approximation as ( ) ( ) .
Hence, for in Equation (10), we have
The Tables given below show the amount of absolute error for and and the amount of error responses to the parameters and . Here, ranges from 0.1 to 1.0, and ranges from 0.2 to 3.0.
DISCUSSION OF RESULTS
Apparently from Tables 1 to 3, it is obvious that the amount of errors responses to the parameters and indicates that the convergence of the method as applied to the Burgers equation decreases with increase in the values of the parameters and It is also noted that the rate of convergence of the scheme improve adequately as the number of iterations increases. Thus, by theorem 2, ( ) iterations will see the approximate solution converging absolutely to the analytic solution. 
X
First approximation, 0.1 5.2058e-06 1.1700e-08 7.8775e-05 2.7925e-04 6.5173e-04 1.0196e-03 1.7853e-03 3.7389e-03 6.6977e-03 0.2 1.2989e-05 7.0178e-05 7.8952e-05 3.7280e-07 2.1684e-04 4.6332e-04 1.0212e-03 2.5646e-03 5.0424e-03 0.3 2.0708e-05 1.3999e-04 2.3628e-04 2.7999e-04 2.1911e-04 9.5251e-05 2.5208e-04 1.3780e-03 3.3631e-03 0.4 2.8323e-05 2.0911e-04 3.9244e-04 5.5821e-04 6.5397e-04 6.5334e-04 5.1823e-04 1.8478e-04 1.6678e-03 0.5 3.5800e-05 2.7720e-04 5.4666e-04 8.3367e-04 1.0856e-03 1.2082e-03 1.2860e-03 1.0093e-03 3.5270e-05 0.6 4.3100e-05 3.4392e-04 6.9818e-04 1.1050e-03 1.5119e-03 1.7571e-03 2.0474e-03 2.1984e-03 1.7380e-03 0.7 5.0192e-05 4.0897e-04 8.4629e-04 1.3710e-03 1.9307e-03 2.2974e-03 2.7987e-03 3.3767e-03 3.4322e-03 0.8 5.7044e-05 4.7205e-04 9.9031e-04 1.6302e-03 2.3402e-03 2.8265e-03 3.5365e-03 4.5386e-03 5.1097e-03 0.9 6.3626e-05 5.3287e-04 1.1296e-03 1.8817e-03 2.7384e-03 3.3420e-03 4.2572e-03 5.6786e-03 6.7625e-03 1.0 6.9912e-05 5.9120e-04 1.2635e-03 2.1242e-03 3.1236e-03 3.8415e-03 4.9575e-03 6.7914e-03 8.3830e-03 Esfandyaripour et al. (2013) . All computational analysis was performed with the computer application software, Maple 18.
