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DECONVOLUTION FOR ACOUSTIC EMISSION 
ABSTRACT 
J. A. Simmons 
Institute for Materials Science and Engineering 
National Bureau of Standards 
Gaithersburg, Maryland 20899 
A new technique is presented for deconvolution of time series 
(digitally recorded temporal waveforms) such as obtained in acoustic 
emission. The method, called cross-cut deconvolution, combines two 
different least squares methods--one completely new, the other a recently 
developed variant of singular valued decomposition--to produce a 
potentially robust technique for treating ill-conditioned problems. A 
simple example is given for deconvolution of a Gaussian kernel in the 
presence of varying amounts of noise by each least squares method. 
INTRODUCTION 
Acoustic emission waveforms are generated by convolutions of acoustic 
emission source functions, material elastic Green's functions and 
transducer response functions. Signal analysis to determine any of these 
functions then, depends on deconvolution; but deconvolution techniques 
available in the literature have proven inadequate for many situations. 
In this brief communication we report on a new method for deconvol-
ution which promises tobe a robust technique for dealing with this 
often ill-conditioned problem. The method will be demonstrated using an 
example presented in discrete time series rather than continuous time 
functions; however, simple arguments are available to show that with proper 
anti-aliasing discrete series accurately reflect the continuous case. 
METHOD 
The convolution of two time series {a}, with terms am, and {b}, with 
terms bm, is given by {c} ={a}* {b}, where 
( 1 ) 
j =-00 
The time series we are concerned with here are "causal", that is they 
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are zero before some starting time. This means that the limits on the 
above sum vary from O to k. 
One way of representing convolution utilizes a simple modification 
of Z transforms, which we shall call the Y transform. We define the y 
transform a(y) of a time series fa} by the formal power series 
a(y) (2) 
For any finite segment of a causal time series, the Y transform is a 
polynomial. Such polynomials may or may not, with increasing segment 
length, converge to an analytic function representing the Y transform of 
the infinite "ideal" time series, but this can be shown tobe irrelevant 
for the situation of interest. Here, we want to examine the convolution 
equation (2) in terms of Y transforms, where it can be shown to take the form 
c(y) = a(y) . b(y) (3) 
(i. e. convolution of time series becomes multiplication of their Y 
transforms) . 
There are two distinct types of deconvolution problem to solve: 
(1) The components of the data fa} and fc} both become zero for large 
enough n; thus, by inference, fb} shares this property. This is called the 
complete deconvolution problem, since all the information needed is, in 
principle, available. 
(2) One is given fa} and fc} out to some n, but fc} has still not 
become zero. This is called the incomplete deconvolution problem. It is 
generally much harder to solve. 
The example given herein is a complete deconvolution problem but the 
method presented was designed for--and is being successfully applied 
te--incomplete deconvolution problems. In either event, since both series 
must stop at some value N when the data runs out and since both are causal, 
a(y) and c(y) are both polynomials of degree at most N. 
The formal solution should in principle, then, be 
b(y) = c(y)/a(y) ( 4) 
Unfortunately the division algorithm (forward substitution or "real 
time deconvolution" method) seldom works in practice because of noise in 
the data. Due to noise a(y) does not exactly divide c(y), and the division 
process magnifies the errors exponentially with increasing terms in the 
time series. 
A second approach (the one most often applied in practice) is to 
divide the Fast Fourier Transforms (FFT's) of the two functions. This idea 
may also be explained in complex function language as follows: The 
well-known Cauchy theorem, applied on the unit circle gives 
1 f c(y)dy ~ a(y)yk+1 (5) 
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which is the Taylor's series (i.e. causal time series) for {b}. If we 
evaluate this integral numerically using 
2TrH/(N+1) 
Y = e (1 =O, •••• ,N), (6) 
equation 5 leads directly to the FFT division formula. 
While the FFT division method is not so prone to error magnification 
as the preceding, nonetheless, a(y) often has roots inside the unit circle 
(usually around N/2 such roots). From complex function theory this means 
that the integral will not give the wanted Taylor's series, but rather a 
Laurent series (a non-causal series) which is only valid outside the root 
closest to the unit circle. If all the roots of a(y) happen to lie outside 
the unit circle the method is exact. Another interpretation is that the 
incorrect answers are time aliased, produced by the necessity of wrapping 
the infinite straight time axis around the unit circle to carry out the 
FFT. 
We have previously developed a singular-value matrix method (SVD) for 
better solving the deconvolution problem, and this method is quite 
powerful [1]. However, it requires selecting a best guess filtered answer and 
frequently that is difficult to do. Also, the frequency transform of the 
estimated answer often has unnecessary errors, even in those frequency 
bands where there is lots of information, because the eigenfunctions which 
are built by the method to represent the answer do not quite reflect the 
exponential functions used in a frequency representation. A complementary 
technique has been developed which avoids these problems. This new method, 
root projection deconvolution (RPD), uses a frequency representation for 
the answer and consequently can be used in tandem with the SVD to produce a 
robust cross-cut algorithm which, as far as we know, is the most precise 
deconvolution method available today [2]. 
The problem with the FFT method stems from those roots of a(y) lying 
inside the unit circle (they make the deconvolution unstable). We cannot 
do anything about the location of these roots, since they are a 
characteristic of the series {a}. The transform c(y), which is formally 
the product of a(y) and (the unknown) b(y), should have among its roots all 
those roots of a(y) including those lying inside the unit circle. The 
reason it may not is because of noise (or because b(y) doesn't really 
exist). Noise causes the roots tobe misplaced so that they are not 
exactly divided by those of a(y). A method to adjust c(y) so that its 
roots include all of those of a(y) inside the unit circle, will make FFT 
division work excellently--although we shall still have to deal with 
possible noise magnification in the estimate for b(y). 
To adjust c(y) let y be any complex number and consider the 
following "geometric series:" 
{y} = (1,y,y,2, •.• ,yN) 
Then the dot product of {a} and {y} is a(y), and a(y)=O means that {y} is 
orthogonal to {a}. Therefore, if we can find all the roots of a(y) inside 
the unit circle, we can use powerful least squares projection methods to 
adjust the series {c} to a new series {Pc}. The new series {Pc} can be 
selected to be the closest one to {c} --in a least squares sense,--which is 
orthogonal to all the geometric root vectors {y}, where y are the roots of 
a(y) inside or on the unit circle. The power of the methods stems from the 
possibility that this new series can be selected with time or frequency 
weighting to take advantage of a priori information about the signal or 
noise statistics. Then the series obtained by FFT division, 
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{Pb} = Pc(y)/a(y) 
will bea "best" causal estimate for {b}. We call {Pc} the root projected 
series and {Pb} the root projection deconvolution (RPD) estimate for {b}. 
The SVD and RPD algorithms may be combined to give a potentially even 
more robust cross-cut deconvolution algorithm (CCD), schematically shown in 
Figure 1. The CCD algorithm is especially useful for deconvolution with 
incomplete data. SVD and RPD are applied independently to produce first 
estimates to the inverse. Typically the SVD estimate will show some of the 
most prominent high frequency features, but will have reduced low frequency 
fidelity. The RPD estimate, on the other hand will tend to have good low 
frequency features, but will have reduced high frequency features and 
greater end noise in the time representation. The outputs from each of 
these algorithms, conservatively filtered to avoid extraneous features, is 
then fed into the other algorithm as an a priori estimate. What one of 
these algorithms may discard as noise can contain useful signal when 
decomposed using the other algorithm. The average of the two estimates is 
net only more accurate, but more robust than the result of using either 
separately. 
MODEL PROBLEM 
cco 
SECOND RPPROXIMRTION 
START 
Fig. 1. Schematic diagram for the 
cross-cut deconvolution (CCD) 
Suppose we are given the 800 point time series given in Figure 2 and 
we believe it tobe the convolution of an unknown series {b} with the 101 
point Gaussian series shown on Figure 3. Deconvolving the Gaussian is a 
common and generally recognized problem of moderate difficulty. 
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Two levels of range noise will be added to the exact output shown in 
Figure 2. One noise level will be equivalent to rounding off to 8 bit 
precision and the second t o 24 bit precision--the latter the same as single 
precision on a 32 bit computer. 
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Fig. 2 . 800 point time series ob-
tained by convolving a 700 point ex-
perimental waveform with the Gaus-
sian waveform shown on Fig. 3. 
Fig. 3. 101 point Gaussian wi t h 
60 dB dynamic range. 
We consider the more exact 24 bit precision case first. Even with 
this much accuracy the forward substitution method, obtained by dividing 
c(y) by a(y), or solving for {b} from the previous b_1's (real time 
deconvolution) produces errors in excess of 400% by term 100 out of the 700 
points in the answer. The errors continue to increase exponentially after 
that. 
Because most of the roots of the Gaussian series of Figure 3 lie on 
the unit circl e , one cannot carry out the FFT division on the unit circle 
without producing t errible estimates. But one can easily modify the Cauchy 
formul a to work on a circle inside the unit circle. This is equivalent t o 
adding damping in physical problems. We call the revised algorithm 
"radiusing", because one multiplies both {c} and {a} by the geometric 
series {r}, does the FFT, and then multiplies the answer by {1/r}. This 
latter step, of course can exponentially increase errors the farther out in 
the seri es one goes, so i t is best to stay near the unit circle. In this 
example a r adius of .997 was selected and the signal was zero padded to 
8192 points to minimi ze time aliasing. 
Figure 4 shows a comparison of the errors of the estimated inverse 
versus the correct answer for RPD, radiused FFT inversion, and SVD 
inversion using a subspace of dimension 100 to represent the estimated 
answer. As can be seen, the RPD error is the smallest, merging with the FFT 
results for higher frequencies. The significantly larger SVD error arises 
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from using a subspace of dimension 100 rather than the full 700 dimension 
problem--which would have been an enormous matrix calculation, and probably 
been unstable. 
Now we consider the case of 8 bit precision. Figure 5 shows the 
errors for radiused FFT inversion and RPD. In this case, radiused FFT 
inversion produces incorrect answers, not only in the estimate for the 
inverse, but in the reconstructed {c} produced by reconvolving the 
estimated answer with {a}. The values of the Y transform of the noise at 
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Fig. 4. Comparison of error spectra for three 
deconvolution methods for the case of 24 bit 
prec1s1on. The FFT spectra were carried out on 
the circle of radius .997. 
the two roots of the Y transform of the Gaussian series have now greatly 
perturbed the frequency division result. 
The errors for the RPD inverse are determined by the ratio of the 800 
point FFT of the root projected noise to the 800 point FFT of the 
zero-padded Gaussian, and these remain small so long as the spectral 
component of the FFT of the S+N/N ratio in the range is large. RPD, then, 
has preserved the low-frequency features of the signal which are contained 
in the channels of high signal/noise ratio. 
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Even without knowing the true noise distribution, we can easily 
estimate the meaningful channels in this case. Figure 6 shows the complete 
projection of the RPD inverse, and we can expect that beyond .08, where the 
steep rise begins, noise predominates. Below .065, the signal can be 
considered to be correct. So we build an optimal filter with a pass band 
of O. to .065 and a stop band of .08 to 1., convolve this with the RPD 
estimated inverse and "trim the ends" to produce the filtered RPD estimate 
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Fig. 5 Comparison of error spectra for 
RPD and FFT inversion for the case of 8 bit 
prec1s1on. The FFT spectra were carried 
out on the circle of radius .997 
shown in Figure 7. Most of the time domain errors appear near the front 
and the rear of the series . 
A similar signa l-to-noise analysis can be carried out for SVD. The 
r esult is remarkably similar to the RPD estimate making CCD redundant in 
this example . In this case , also, the low-frequency SVD spectrum is almost 
as good as that for RPD, but that is not usually the case in more difficult 
problems. 
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Fig. 6. Spectrum of the 800 point FFT of the 
RPD inverse for the case of 8 bit precision 
showing the evident break between s i gna l 
and noise dominated regions. 
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Fig . 7. Filter ed r oot projection est i mate 
for the case of 8 bit prec i sion. Many of 
the features of the error here ar e exactly 
duplicated in the SVD estimate indicat ing 
that they are directly connected to f eatures 
of t he noise wh ich are too difficult t o 
separate fr om the s i gnal . 
CONCLUSIONS 
An algorithm combining a new method based upon flexible use of aprior 
noise information (RPD) with a numerically tractable form of the 
singular-value decomposition (SVD) has been presented and illustrated in a 
model problem involving the convolution of Gaussian and experimental 
waveforms with 8 or 24 bit round-off noise. The algorithm gives better 
estimates than either the forward substitution or frequency division 
methods and shows promise as a general, robust approach to ill-conditioned 
deconvolution problems in acoustic emission and other areas of NDE. 
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