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Abstract
We consider anisotropic self-similar random fields, in particular, the fractional Brownian
sheet. This Gaussian field is an extension of fractional Brownian motion. We prove some prop-
erties of covariance function for self-similar fields with rectangular increments. Using Lamperti
transformation we obtain properties of covariance function for the corresponding stationary
fields. We present an example of a Gaussian self-similar field with stationary rectangular incre-
ments that is not a fractional Brownian sheet.
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1 Introduction
A real valued random process {X(t), t ∈ R+}, (R+ = [0,+∞)) is called a self-similar process with
index H > 0 if for all a > 0 {X(at), t ∈ R+} d= {aHX(t), t ∈ R+}, where symbol d= means that
the corresponding finite-dimensional distributions coincide. The books by Embrechts & Maejima
[6] and Samorodnitsky & Taqqu [10] are devoted to the theory of self-similar processes.
Square integrable self-similar processes with stationary increments have very precise form of
covariance function ([11]). Indeed, assume E[X(1)]2 < +∞, then
E[X(t)X(s)] =
1
2
E
(
X2(t) +X2(s)− (X(t) −X(s))2)
=
1
2
(
EX2(t) +EX2(s)−E(X(t− s))2)
=
1
2
(
t2H + s2H − |t− s|2H)E[X(1)]2, t, s ∈ R+.
(1)
It is easy to check that a real valued self-similar random process {X(t), t ∈ R+} with index H > 0 is
centered. So, all square integrable self-similar processes with stationary increments have the same
covariance function.
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It is known that the distribution of a Gaussian process is determined by its mean and covariance
structure. Thus, the formula (1) determines a unique Gaussian process.
Definition 1. Let 0 < H < 1. A real-valued Gaussian process {BH(t), t ∈ R+} is called fractional
Brownian motion with Hurst index H if E[BH(t)] = 0 and
E[BH(t)BH(s)] =
1
2
(
t2H + s2H − |t− s|2H)E[BH(1)]2, t, s ∈ R+.
It is known that a fractional Brownian motion {BH(t), t > 0} is a self-similar process with
stationary increments. So, fractional Brownian motion is unique in the sense that the class of
all fractional Brownian motions coincides with that of all Gaussian self-similar processes with
stationary increments.
In this paper we consider self-similar random fields that are an extension of self-similar stochastic
processes. More precisely, we deal with anisotropic self-similar random fields which means that their
indexes of self-similarity are different for different coordinates.
Definition 2. A real valued random field {X(t), t = (t1, . . . , tn) ∈ Rn+} is self-similar with index
H = (H1, . . . ,Hn) ∈ (0,+∞)n if
{
X(a1t1, . . . , antn), t ∈ Rn+
} d
=
{
aH11 · · · aHnn X(t), t ∈ Rn+
}
,
for all a1 > 0, . . . , an > 0.
Interest to anisotropic self-similar random fields is motivated by applications coming from cli-
matological and environmental sciences (see [8, 9]). Several authors have proposed to apply such
random fields for modelling phenomena in spatial statistics, stochastic hydrology and imaging pro-
cessing (see [2, 4, 5]).
Definition 3. The normalized fractional Brownian sheet with Hurst index
H = (H1, . . . ,Hn), 0 < Hi < 1, i = 1, n is the centered Gaussian random field BH = {BH(t), t ∈
R
n
+} with a covariance function
E(BH(t)BH(s)) = 2
−n
n∏
i=1
(|ti|2Hi + |si|2Hi − |ti − si|2Hi) , t, s ∈ Rn+.
This field is self-similar with index H = (H1, . . . ,Hn) by Definition 2.
Further in the paper, we assume that the fields satisfy the Definition 2. Moreover, we shall
consider only the case n = 2 since switching to the parameter of the higher dimension is rather
technical.
Definition 4. Let X = {X(t), t ∈ R2} be a self-similar field with index H = (H1,H2) ∈ (0,+∞)2.
For any u = (u1, u2) ∈ R2 and any v = (v1, v2) ∈ R2 such that v1 > u1, v2 > u2 define
∆uX(v) = X(v1, v2)−X(u1, v2)−X(v1, u2) +X(u1, u2).
The field X admits stationary rectangular increments if for any u = (u1, u1) ∈ R2
{∆uX(u+ h),h ∈ R2+} d= {∆0,0X(h),h ∈ R2+}.
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The fractional Brownian sheet has stationary rectangular increments. The proof of this property
for the R2 case can be found in the paper [3]. A similar property for the case n > 2 can be easily
proved as well.
The properties of fractional Brownian sheet and fractional Brownian motion seem to be quite
similar. The aim of this paper is an answer to the following question:
Is fractional Brownian sheet unique Gaussian self-similar fields with stationary rectangular in-
crements?
The answer is no and we present an example of a Gaussian self-similar field with stationary
rectangular increments that is not a fractional Brownian sheet.
Let us mention that the self-similar process has not to be stationary. But there is a one-to-one
correspondence between self-similar and stationary processes. For every self-similar process X with
index H > 0, its Lamperti transformation Z = {Z(t) = t−HX(et)} is a stationary process. The
Lamperti transformation for anisotropic random fields was introduced in the paper [7] and there was
established the correspondence between self-similar and stationary random fields as well. We get
necessary and sufficient conditions on covariance function of stationary field for the corresponding
self-similar field to have have stationary rectangular increments.
The rest of the paper is organized as follows. In Section 2 we prove some properties of covariance
function for self-similar fields with rectangular increments. In Section 3, we present Lamperti
transformation of self-similar field and obtain properties of covariance function for the corresponding
stationary field. In Section 4 we present an example of a Gaussian self-similar field with stationary
rectangular increments that is not a fractional Brownian sheet.
2 Some properties of self-similar random fields
Throughout this section the field X = {X(t), t ∈ R2+} is a self-similar random filed with index
H = (H1,H2), 0 < H1 < 1, 0 < H2 < 1 and with stationary rectangular increments. Evidently,
E[X(t)]2 = t2H11 t
2H2
2 E[X
2(1, 1)].
In what follows we need some auxiliary results.
Lemma 2.1. For all s, t ∈ R2+ we have
E [X(t)−X(s1, t2)]2 = |t1 − s1|2H1t2H22 EX2(1, 1), (2)
E [X(s1, t2)−X(s)]2 = |t2 − s2|2H2s2H21 EX2(1, 1). (3)
Proof. Without loss of generality suppose that s1 ≤ t1. It follows from Proposition 2.4.1 of [7] that
for any s > 0 : X(s, 0) = X(0, s) = 0 a.s. Then the left-hand side of (2) equals to
E (X(t)−X(t1, 0)−X(s1, t2) +X(s1, 0))2 = E (∆s1,0X(t))2 .
Stationarity of the increments implies that
E (∆s1,0X(t))
2 = E (∆0,0X(t1 − s1, t2))2 = E (X(t1 − s1, t2))2 .
Now, self-similarity implies that
E (X(t)−X(s1, t2))2 = E (X(t1 − s1, t2))2 = |t1 − s1|2H1t2H22 EX2(1, 1).
The proof of equality (3) is similar.
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Lemma 2.2. For all s, t ∈ R2+ we have
E [X(t)X(s1, t2)] =
1
2 t
2H2
2
(
t2H11 + s
2H1
1 − |t1 − s1|2H1
)
EX2(1, 1), (4)
E [X(s1, t2)X(s)] =
1
2s
2H1
1
(
t2H22 + s
2H2
2 − |t2 − s2|2H2
)
EX2(1, 1). (5)
Proof. It follows from Lemma 2.1 that
E [X(t)X(s1, t2)] =
1
2
(
EX2(t) +EX2(s1, t2)−E [X(t)−X(s1, t2)]2
)
=
1
2
(
t2H11 t
2H2
2 + s
2H1
1 t
2H2
2 − |t1 − s1|2H1t2H22
)
EX2(1, 1).
Similarly we obtain that
E [X(s1, t2)X(s)] =
1
2
(
EX2(s) +EX2(s1, t2)−E [X(s1, t2)−X(s)]2
)
=
1
2
(
s2H11 s
2H2
2 + s
2H1
1 t
2H2
2 − |s2 − t2|2H2s2H11
)
EX2(1, 1).
Lemma 2.3. For all s, t ∈ R2+ we have
E [X(t)X(s)] +E [X(t1, s2)X(s1, t2)]
=
1
2
∏
i=1,2
(
t2Hii + s
2Hi
i − |ti − si|2Hi
)
EX2(1, 1). (6)
Proof. Let s1 ≤ t1, s2 ≤ t2. By stationarity of increments, we have
E (∆sX(t))
2 = E (∆0,0X(t − s))2 = EX2(t− s).
It follows from definition of rectangular increments that
EX2(t− s) = E (∆sX(t))2 = E (X(t)−X(t1, s2)−X(s1, t2) +X(s))2
= E [X(t)−X(t1, s2)]2 +E [X(s1, t2)−X(s)]2 + 2E [X(t)X(s)]
+2E [X(t1, s2)X(s1, t2)]− 2E [X(t)X(s1, t2)]− 2E [X(s)X(t1, s2)] .
From Lemmas 2.1 and 2.2 we immediately get (6).
In the case s1 ≥ t1, s2 ≥ t2 the proof is similar, and in the case s1 ≥ t1, s2 ≤ t2 we only replace
s1 with t1 and vice versa. Lemma is proved.
3 Lamperti Transformation of Self-Similar Fields
Let X = {X(t), t ∈ R2+} be a self-similar random filed with index H = (H1,H2), 0 < H1 < 1, 0 <
H2 < 1. Introduce the Lamperti representation of X that has the form
X(t) = tH11 t
H2
2 Y (ln t1, ln t2) , t ∈ R2+, (7)
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where Y = {Y (t), t ∈ R2} is a new random field. It follows from Proposition 2.1.1 of [7] that Y is
zero mean strictly stationary field, i.e.
(Y (t1 + h), . . . , Y (tn + h)) = (e−H1t
1
1−H1h1e−H2t
1
2−H2h2X(et
1
1eh1 , et
1
2eh2), . . . ,
e−H1t
n
1
−H1h1e−H2t
n
2
−H2h2X(et
n
1 eh1 , et
n
2 eh2))
d
= (e−H1t
1
1e−H2t
1
2X(et
1
1 , et
1
2), . . . ,
e−H1t
n
1 e−H2t
n
2X(et
n
1 , et
n
2 )) = (Y (t1), . . . , Y (tn)).
Denote its covariance function
R(v) = E[Y (t)Y (t+ v)], t,v ∈ R2. (8)
Introduce the following notations. Let
FH(v) = e
Hv + e−Hv −
∣∣∣ev/2 − e−v/2∣∣∣2H = 2cosh (Hv)− |2 sinh(v/2)|2H , v ∈ R, (9)
and
R0(v) =
∏
i=1,2
(
cosh(Hivi)− 2(2Hi−1) |sinh(vi/2)|2Hi
)
=
1
4
∏
i=1,2
FHi(vi), v ∈ R2,
where H,H1,H2 ∈ (0, 1). Note that for fractional Brownian sheet BH1,H2 the corresponding sta-
tionary filed has covariance function R0. From now on we assume that EX
2(1, 1) = 1.
Proposition 3.1. Let X = {X(t), t ∈ R2+} be a self-similar random field with index H = (H1,H2)
and R be a covariance function (8) of a stationary field Y in Lamperti transformation of X. If the
field X has stationary rectangular increments then
R(v) +R(v1,−v2) = 1
2
FH1(v1)FH2(v2) = 2R0(v),v ∈ R2. (10)
Proof. It follows from the definition (7) of Lamperti transformation that
E [X(t)X(s)] = tH11 s
H1
1 t
H2
2 t
H2
2 E [Y (ln t1, ln t2)Y (ln s1, ln s2)]
= tH11 s
H1
1 t
H2
2 t
H2
2 R
(
ln
t1
s1
, ln
t2
s2
)
.
(11)
So
E [X(t)X(s)] +E [X(s1, t2)X(t1, s2)]
= tH11 s
H1
1 t
H2
2 t
H2
2 (E [Y (ln t1, ln t2)Y (ln s1, ln s2)] +E [Y (ln s1, ln t2)Y (ln t1, ln s2)])
= tH11 s
H1
1 t
H2
2 t
H2
2 (R (ln t1 − ln s1, ln t2 − ln s2) +R (ln t1 − ln s1, ln s2 − ln t2)) .
(12)
It follows immediately from Lemma 2.3 and (12) that
R
(
ln
t1
s1
, ln
t2
s2
)
+R
(
ln
t1
s1
,− ln t2
s2
)
=
1
2
∏
i=1,2
t−Hii s
−Hi
i
(|ti|2Hi + |si|2Hi − |ti − si|2Hi)
=
1
2
∏
i=1,2
((
ti
si
)Hi
+
(
si
ti
)Hi
−
∣∣∣∣ tisi −
si
ti
∣∣∣∣
2Hi
)
.
Hence,
R(v) +R(v1,−v2) = 1
2
∏
i=1,2
(
eHivi + e−Hivi −
∣∣∣evi/2 − e−vi/2∣∣∣2Hi) = 1
2
FH1(v1)FH2(v2).
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Corollary 3.2. R(v) = R(v1,−v2) for all v ∈ R2 if and only if R = R0.
Proposition 3.3. Let Y be a stationary field, whose covariance function (8) satisfies the equality
(10). Let X be defined via (7). Then X is self-similar and
E (∆sX(t))
2 = (t1 − s1)2H1(t2 − s2)2H2 = E (∆0,0X(t− s))2 , 0 ≤ s1 ≤ t1, 0 ≤ s2 ≤ t2.
Proof. Self-similarity of X follows immediately from (7). From (10) we have that
R(0, v) =
1
4
FH1(0)FH2(v) =
1
2
FH2(v), R(v, 0) =
1
2
FH1(v).
Furthermore, we have the following evident equality
E (∆sX(t))
2 = E (X(t)−X(t1, s2)−X(s1, t2) +X(s))2
= EX2(t) +EX2(t1, s2) +EX
2(s1, t2) +EX
2(s)
−2E [X(t)X(t1, s2)]− 2E [X(t)X(s1, t2)]− 2E [X(t1, s2)X(s)]
−2E [X(s1, t2)X(s)] + 2E [X(t)X(s)] + 2E [X(t1, s2)X(s1, t2)] .
(13)
Let si > 0 (for si = 0 proof is similar but more simple). It follows from (11) that the right-
hand side of (13) equals to
t2H11 t
2H2
2 + t
2H1
1 s
2H2
2 + s
2H1
1 t
2H2
2 + s
2H1
1 s
2H2
2
−2t2H11 tH22 sH22 R
(
0, ln
t2
s2
)
− 2tH11 sH11 t2H22 R
(
ln
t1
s1
, 0
)
− 2tH11 sH11 s2H22 R
(
ln
t1
s1
, 0
)
−2s2H11 tH22 sH22 R
(
0, ln
t2
s2
)
+ 2tH11 s
H1
1 t
H2
2 s
H2
2
(
R
(
ln
t1
s1
, ln
t2
s2
)
+R
(
ln
t1
s1
,− ln t2
s2
))
= t2H11 t
2H2
2 + t
2H1
1 s
2H2
2 + s
2H1
1 t
2H2
2 + s
2H1
1 s
2H2
2 − (t2H11 + s2H11 )tH22 sH22 FH2
(
ln
t2
s2
)
−tH11 sH11 (t2H22 + s2H22 )FH1
(
ln
t1
s1
)
+ tH11 s
H1
1 t
H2
2 s
H2
2 FH1
(
ln
t1
s1
)
FH2
(
ln
t2
s2
)
.
Therefore, from (9) we have
E (∆sX(t))
2 = t2H11 t
2H2
2 + t
2H1
1 s
2H2
2 + s
2H1
1 t
2H2
2 + s
2H1
1 s
2H2
2
−(t2H11 + s2H11 )
(
t2H22 + s
2H2
2 − |t2 − s2|2H2
)
− (t2H22 + s2H22 )
(
t2H21 + s
2H2
1 − |t1 − s1|2H1
)
+
(
t2H11 + s
2H1
1 − |t1 − s1|2H1
)(
t2H22 + s
2H2
2 − |t2 − s2|2H2
)
= |t1 − s1|2H1 |t2 − s2|2H2 .
The proposition is proved.
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4 Theorem for Covariance Function
Lemma 4.1. Suppose that there exists a covariance function R : R2 → R such that
(i) R does not coincide identically with R0.
(ii)
∀v ∈ R2 : R(v) +R(v1,−v2) = 2R0(v). (14)
Then there exists Gaussian self-similar random field {X(t), t ∈ R2+} with stationary rectan-
gular increments such that EX(t)X(s) does not coincide with
1
4
∏
i=1,2
(|ti|2Hi + |si|2Hi − |ti − si|2Hi) .
Proof. The finite dimensional distributions of Gaussian fields are uniquely determined by its mean
and covariance functions. So there exists probability space and zero mean strictly stationary Gaus-
sian random field {Y (t), t ∈ R2} with covariance function R. We can define a centered Gaussian
random field {X(t), t ∈ R2+} as X(t) = tH11 tH21 Y (ln t1, ln t2). The rectangular increments of X have
zero mean Gaussian distribution. Therefore, it follows from condition (14) and Proposition 3.3
that variance of ∆(s1,s2)X(t1, t2) is equal to the variance of ∆(0,0)X(t1 − s1, t2 − s2). Hence, X has
stationary rectangular increments. By Proposition 2.1.1. of [7] we have that X is a self-similar field
with index H = (H1,H2). Proof follows from condition (i).
Theorem 4.2. Let Rθ : R
2 → R2 be a function defined by the formula
Rθ(v) =
1
4
FH1(v1)FH2(v2)
(
1 + θe−H1|v1|−H2|v2| sinh (H1v1) sinh (H2v2)
)
, (15)
where 0 < H1 < 1, 0 < H2 < 1, θ ∈ R be some number. Then
(i) ∀v ∈ R2 : Rθ(v) = Rθ(−v);
(ii) Rθ does not coincide identically with R0;
(iii) ∀v ∈ R2 : Rθ(v) +Rθ(v1,−v2) = Rθ(v) +Rθ(−v1, v2) = 2R0(v);
(iv) for any 0 < H1 < 1, 0 < H2 < 1 there exists such θ ∈ R that Rθ(u− v) is a positive definite
function on R4.
Proof. Statements (i)− (iii) are trivial. So we prove only statement (iv). Recall that any function
f : R2+ → R that is a Fourier transform of a positive integrable function, is positive definite.
Therefore, to establish that Rθ is a positive definite function on R
2, it is sufficient to prove that its
Fourier inverse transform is a positive function. In this connection, consider this Fourier transform∫
R2
e2ipi(xv1+yv2)Rθ(v)dv. (16)
Note that∫
R2
|Rθ(v)| dv ≤
∫
R2
R0(v)
(
1 + |θ|e−H1|v1|−H2|v2|| sinh (H1v1) || sinh (H2v2) |
)
dv
=
∫
R2
R0(v)
(
1 +
|θ|
4
(
1− e−2H1|v1|
)(
1− e−2H2|v2|
))
dv ≤
(
1 +
|θ|
4
)∫
R2
R0(v)dv
7
=(
1
4
+
|θ|
16
)∫
R
FH1(v1)dv1
∫
R
FH2(v2)dv2.
Furthermore, for any 0 < H < 1 we have∫
R
FH(v)dv = 2
∫
R+
FH(v)dv = 2
∫
R+
(
eHv + e−Hv − eHv (1− e−v)2H) dv
≤ 2
∫
R+
(
eHv + e−Hv − eHv (1− e−v)2) dv = 2∫
R+
(
e−Hv + 2e−(1−H)v − e−(2−H)v
)
dv
=
2
H
+
2(3−H)
(1−H)(2−H) .
It means that Fourier transform from (16) is defined correctly. Further, taking into account equal-
ities
Rθ(v) +Rθ(v1,−v2) = 1
2
FH1(v1)FH2(v2)
and
Rθ(v) −Rθ(v1,−v2) = 1
2
θFH1(v1)FH2(v2)e
−H1|v1|−H2|v2| sinh (H1v1) sinh (H2v2) ,
we get the following relations∫
R2
e2ipi(xv1+yv2)Rθ(v)dv =
∫
R+×R
e2ipi(xv1+yv2)Rθ(v)dv +
∫
R+×R
e2ipi(−xv1−yv2)Rθ(−v)dv
= 2
∫
R+×R
cos (2pi(xv1 + yv2))Rθ(v)dv
= 2
∫
R+×R
(cos(2pixv1) cos(2piyv2)− sin(2pixv1) sin(2piyv2))Rθ(v)dv
= 2
∫
R+×R+
cos(2pixv1) cos(2piyv2) (Rθ(v) +Rθ(v1,−v2)) dv
−2
∫
R+×R+
sin(2pixv1) sin(2piyv2) (Rθ(v)−Rθ(v1,−v2)) dv
=
∫
R+
cos(2pixv1)FH1(v1)dv1
∫
R+
cos(2piyv2)FH2(v2)dv2
−θ
∫
R2
+
sin(2pixv1) sin(2piyv2)FH1(v1)FH2(v2)e
−H1|v1|−H2|v2| sinh (H1v1) sinh (H2v2) dv
=
∫
R+
FH1(v1) cos(2pixv1)dv1
∫
R+
FH2(v2) cos(2piyv2)dv2
− θ
4
∫
R+
FH1(v1)
(
1− e−2H1v1) sin(2pixv1)dv1
∫
R+
FH2(v2)
(
1− e−2H2v2) sin(2piyv2)dv2. (17)
Now our aim is to prove that the right hand side of (17) is non-negative for all H ∈ (0, 1)2 and
for all x, y ∈ R. Note that FH(v) is positive definite as a covariance function, therefore the integral∫
R+
FH(v) cos(2pixv)dv is positive for any H ∈ (0, 1) and x ∈ R.
Evidently, it is sufficient to establish that there exist θ ∈ R such that for any H ∈ (0, 1) and
x ∈ R
8
∫
R+
FH(v) cos(xv)dv >
√
|θ|
2
∣∣∣∣
∫
R+
FH(v)
(
1− e−2Hv) sin(xv)dv∣∣∣∣ . (18)
Denote integrals in the left and right hand sides of inequality (18) as a(x) and b(x) respectively. It
is sufficient to establish (18) when x > 0, because b(x) is an odd function and a(x) is an even one.
Recall that for |x| ≤ 1
(1 + x)2H = 1 +
∞∑
n=1
(
2H
n
)
xn, and
∞∑
n=1
(
2H
n
)
(−1)n−1 = 1.
where binomial coefficients equal(
2H
n
)
=
2H
1
(2H − 1)
2
(2H − 2)
3
(2H − 3)
4
· · · (2H − n+ 1)
n
.
It’s obvious that (2H − k) < 0 for k ≥ 2. So the binomial coefficients have the following properties(
2H
n
)
= (−1)n−1
∣∣∣∣
(
2H
n
)∣∣∣∣ , 0 < H ≤ 12 , n ≥ 1.(
2H
n
)
= (−1)n−2
∣∣∣∣
(
2H
n
)∣∣∣∣ , 12 ≤ H < 1, n ≥ 2.
Then we expand function FH as
FH(v) = e
Hv + e−Hv − eHv (1− e−v)2H = eHv + e−Hv − eHv
(
1 +
∞∑
n=1
(
2H
n
)
(−1)ne−nv
)
= e−Hv −
∞∑
n=1
(
2H
n
)
(−1)ne−(n−H)v .
And
FH(v)(1 − e−2Hv) = e−Hv − e−3Hv −
∞∑
n=1
(
2H
n
)
(−1)ne−(n−H)v +
∞∑
n=1
(
2H
n
)
(−1)ne−(n+H)v .
For the sequences of functions cn(v) =
(
2H
n
)
(−1)ne−nv cos(xv)dv, n ≥ 1 and
sn(v) =
(2H
n
)
(−1)ne−(n−H)v sin(xv)dv, n ≥ 1 the series ∑∞n=1 cn(v) and ∑∞n=1 sn(v) converge uni-
formly, because |cn(v)| ≤
∣∣∣(2Hn )∣∣∣, |sn(v)| ≤ ∣∣∣(2Hn )∣∣∣ and ∑∞n=1 ∣∣∣(2Hn )∣∣∣ < +∞ (Weierstrass M-test).
The uniform convergence implies that
a(x) =
∫
R+
FH(v) cos(xv)dv =
∫
R+
e−Hv cos(xv)dv
−
∞∑
n=1
(
2H
n
)
(−1)n
∫
R+
e−(n−H)v cos(xv)dv,
and
b(x) =
∫
R+
FH(v)
(
1− e−2Hv) sin(xv)dv = ∫
R+
e−Hv sin(xv)dv −
∫
R+
e−3Hv sin(xv)dv
9
−
∞∑
n=1
(
2H
n
)
(−1)n
∫
R+
e−(n−H)v sin(xv)dv +
∞∑
n=1
(
2H
n
)
(−1)n
∫
R+
e−(n+H)v sin(xv)dv.
Recall that in the case α < 0 we have∫
R+
eαx sinβxdx =
β
α2 + β2
and
∫
R+
eαx cos βxdx =
−α
α2 + β2
.
Then
a(x) =
H
H2 + x2
−
∞∑
n=1
(
2H
n
)
(−1)n n−H
(n −H)2 + x2
and
b(x) =
2pix
H2 + (2pix)2
− 2pix
9H2 + x2
−
∞∑
n=1
(
2H
n
)
(−1)n 2pix
(n−H)2 + x2 +
∞∑
n=1
(
2H
n
)
(−1)n x
(n+H)2 + x2
.
Now we verify that b(x) > 0, x > 0. Consider function b(x) for the both cases 0 < H ≤ 12 and
1
2 < H < 1.
In the case 0 < H ≤ 12 we have
b (x) =
8xH2
(H2 + x2)(9H2 + x2)
+
∞∑
n=1
∣∣∣∣
(
2H
n
)∣∣∣∣ 4xnH((n −H)2 + x2)((n +H)2 + x2) > 0, x > 0.
In the case 12 < H < 1 we have
b (x) =
8xH2
(H2 + x2)(9H2 + x2)
+ 2H
4xH
((1−H)2 + x2)((1 +H)2 + x2)
−
∞∑
n=2
∣∣∣∣
(
2H
n
)∣∣∣∣ 4xnH((n−H)2 + x2)((n +H)2 + x2)
(19)
≥ 8xH
2
(H2 + x2)(9H2 + x2)
+ 2H
4xH
((1 −H)2 + x2)((1 +H)2 + x2)
−
∞∑
n=2
∣∣∣∣
(
2H
n
)∣∣∣∣ 4xnH((1−H)2 + x2)((1 +H)2 + x2)
≥ 8xH
2
(H2 + x2)(9H2 + x2)
+
4xH
((1−H)2 + x2)((1 +H)2 + x2)
(
2H −
∞∑
n=2
∣∣∣∣
(
2H
n
)∣∣∣∣n
)
.
Note that 2H
(2H−1
n−1
)
= n
(2H
n
)
, n ≥ 2. Since 2H − 1 > 0, we see that the following series converges
when |x| ≤ 1 :
(1 + x)2H−1 = 1 +
∞∑
n=1
(
2H − 1
n
)
xn = 1 +
1
2H
∞∑
n=2
(
2H − 1
n− 1
)
xn−1 = 1 +
1
2H
∞∑
n=2
(
2H
n
)
nxn−1.
Therefore at point x = −1 we have
0 = 2H(1 − 1)2H−1 = 2H +
∞∑
n=2
(
2H
n
)
n(−1)n−1 = 2H −
∞∑
n=2
∣∣∣∣
(
2H
n
)∣∣∣∣n.
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Hence, we prove that for any 0 < H < 1
b (x) >
8xH2
(H2 + x2)(9H2 + x2)
> 0, x > 0.
That’s why inequality (18) follows from a(x)−
√
|θ|
2 b(x) > 0, x > 0. Consider the last inequality
for the cases 0 < H ≤ 12 and 12 < H < 1 separately.
In the case 0 < H ≤ 12 assume that 0 < |θ| < (1−H)2. Then
a(x)−
√
|θ|
2
b(x) > a(x)− 1−H
2
b(x) =
H
H2 + x2
(
1− 8H(1−H)x
9H2 + x2
)
+
+∞∑
n=1
∣∣∣∣
(
2H
n
)∣∣∣∣ n−H(n−H)2 + x2
(
1− 2nH(1−H)(2pix)
(n−H)((n+H)2 + x2)
)
.
Note that
min
x∈(0,+∞)
(
1− 8H(1 −H)x
9H2 + x2
)
=
2H + 1
3
, xmin = 3H,
and
min
x∈(0,+∞)
(
1− 2nH(1−H)x
(n−H)((n +H)2 + x2)
)
= 1− nH(1−H)
n2 −H2 >
1
1 +H
, xmin = n+H.
Therefore,
a(x)− 1−H
2
b(x) ≥ H
H2 + x2
2H + 1
3
+
+∞∑
n=1
∣∣∣∣
(
2H
n
)∣∣∣∣ n−H(n−H)2 + x2 11 +H > 0.
Hence, for H ∈ (0, 12 ] and |θ| < (1−H)2 the inequality (18) is true.
Consider the case 12 < H < 1. We find a lower estimate for the function a(x), x > 0 and the
upper estimate for the function b(x), x > 0.
The function a(x), x > 0 has the following integral representation.
a (x) =
∫
R+
FH(v) cos(xv)dv =
H
H2 + x2
+
I(x) + I(−x)
2
, x ∈ R+.
where
I(x) =
∫
R+
eixv
(
evH − evH (1− e−v)2H) dv, x ∈ R.
We reduce the integral I(x) to a tabulated form. Namely,
I(x) =
∫
R+
e(H+ix)v
(
1− (1− e−v)2H) dv
=
e(H+ix)v
H + ix
(
1− (1− e−v)2H)∣∣∣+∞
0
+
2H
H + ix
∫
R+
e(H+ix)v
(
1− e−v)2H−1 e−vdv
= − 1
H + ix
+
2H
H + ix
B(2H, 1−H − ix) = − 1
H + ix
+
2H
H + ix
Γ(2H)Γ(1−H − ix)
Γ(1 +H − ix) ,
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where Γ is the gamma function and B is the beta function, defined as B(z1, z2) =
Γ(z1)Γ(z2)
Γ(z1+z2)
, for
Re(z1) > 0, Re(z2) > 0.
Recall the basic properties of the gamma function (see [1]):
Γ(1 + z) = zΓ(z), z ∈ C, Γ(1− z)Γ(z) = pi
sinpiz
, z ∈ C and Γ(z)Γ(z¯) = |Γ(z)|2 , z ∈ C,
where
sin(u+ iv) = sinu cosh v + i cos u sinh v, u, v ∈ R.
Applying these properties, we get
I(x) = − 1
H + ix
+
Γ(1 + 2H)
H2 + x2
Γ(H + ix)Γ(1 −H − ix)
Γ(H + ix)Γ(H − ix)
= − 1
H + ix
+
Γ(1 + 2H)
(H2 + x2)|Γ(H + ix)|2
(
pi
sin(pi(H + ix))
)
= − 1
H + ix
+
Γ(1 + 2H)
(H2 + x2)|Γ(H + ix)|2
(
pi sin(pi(H − ix))
| sin(pi(H + ix))|2
)
= − 1
H + ix
+
piΓ(1 + 2H)
(H2 + x2)|Γ(H + ix)|2
(
sin(piH) cosh(pix)− i cos(piH) sinh(pix)
sin2(piH) cosh2(pix) + cos2(piH) sinh2(pix)
)
, x ∈ R.
Therefore,
a (x) =
H
H2 + x2
+
I(x) + I(−x)
2
=
H
H2 + x2
+
1
2
(
− 1
H + ix
− 1
H − ix
)
+
piΓ(1 + 2H)
(H2 + x2)|Γ(H + ix)|2
(
sin(piH) cosh(pix)
sin2(piH) cosh2(pix) + cos2(piH) sinh2(pix)
)
=
piΓ(1 + 2H)
(H2 + x2)|Γ(H + ix)|2
(
sin(piH) cosh(pix)
cosh2(pix)− cos(2Hpi)
)
.
Using the formula 6.1.25 in [1] for absolute value of the gamma function we prove the following
inequality.
Γ2(H)
|Γ(H + ix)|2 =
+∞∏
n=0
(
1 +
x
(n +H)2
)
≥
+∞∏
n=0
(
1 +
x
(n+ 1)2
)
=
Γ2(1)
|Γ(1 + ix)|2 =
sinh(pix)
pix
.
Therefore,
a(x) ≥ piΓ(1 + 2H)
H2 + x2
(
sin(piH) cosh(pix)
cosh2(pix)− cos(2Hpi)
)
sinh(pix)
pixΓ2(H)
=
Γ(1 + 2H) sin(piH)
Γ2(H)(H2 + x2)x
tanh(pix)
(
cosh2(pix)
cosh2(pix)− 2 cos(2Hpi)
)
≥ Γ(1 + 2H) sin(piH)
2Γ2(H)(H2 + x2)x
tanh(pix).
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Note that tanh(piH)xx , x > 0 is a decreasing function and tanh(pix), x > 0 is an increasing one. Hence,
a(x) ≥Γ(1 + 2H) sin(piH)
2Γ2(H)(H2 + x2)x
tanh(piH), x ≥ H, (20)
a(x) ≥ Γ(1 + 2H) sin(piH)
2Γ2(H)(H2 + x2)H
tanh(piH), 0 ≤ x < H. (21)
Return to upper estimate for b(x). In the case 12 < H < 1 it follows from (19) that
b(x) ≤ 8xH
2
(H2 + x2)(9H2 + x2)
+
8xH2
((1 −H)2 + x2)((1 +H)2 + x2)
≤ 8H
2
H2 + x2
(
x
9H2 + x2
+
x
(1−H)2 + x2
)
.
Note that
x
9H2 + x2
+
x
(1−H)2 + x2 ≤
1
x
+
1
x
=
2
x
, x > 0,
and for 0 ≤ x < H
x
9H2 + x2
+
x
(1−H)2 + x2 ≤
(
1
10H
+
1
2(1−H)
)
=
1 + 4H
10H(1−H) ≤
1
2H(1−H) .
Therefore,
b(x) ≤ 16H
2
(H2 + x2)x
, x ≥ H, (22)
and
b(x) ≤ 1
H2 + x2
4H
1−H , 0 ≤ x < H. (23)
Thus, from (20), (22), and (23) we get the following inequalities:
a(x)−
√|θ|
2
b(x) >
Γ(1 + 2H) sin(piH)
2Γ2(H)(H2 + x2)x
tanh(piH)−
√|θ|
2
8H2
H2 + x2
(
2
x
)
=
1
(H2 + x2)x
(
Γ(1 + 2H) sin(piH)
2Γ2(H)
tanh(piH)−
√
|θ|8H2
)
, x ≥ H,
and
a(x)−
√|θ|
2
b(x) >
Γ(1 + 2H) sin(piH)
2Γ2(H)(H2 + x2)H
tanh(piH)−
√|θ|
2
1
H2 + x2
4H
1−H
=
1
(H2 + x2)H
(
Γ(1 + 2H) sin(piH)
2Γ2(H)
tanh(piH)−
√
|θ| 2H
2
1−H
)
, 0 ≤ x < H.
Thus, in the case 12 < H < 1 we prove that a(x)−
√
|θ|
2 b(x) > 0, x ≥ 0 for√
|θ| < Γ(1 + 2H) sin(piH)
2Γ2(H)
tanh(piH)
1−H
4H2
. (24)
Note that according to the tables of values for gamma function Γ(x) ≥ 0.88, x > 0. Therefore, for
0 < H < 1
Γ(1 + 2H)
8H2Γ2(H)
=
Γ(H)Γ(H + 12 )2
2H− 1
2
4H
√
2piΓ2(H)
=
Γ(H + 12)
41−H2
√
piΓ(H + 1)
≤ Γ(
1
2)
41−H2
√
pi0.88
< 1.
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Recall that 0 ≤ tanh(piH) ≤ 1,H > 0. Then the right hand side of (24) is less then 1−H.
Finally, summarising the both cases, we have that the inequality (18) is true if
√
|θ| < min
{
1−H, Γ(2H)
Γ2(H)
1−H
4H
sin(piH) tanh(piH)
}
=
Γ(2H)
Γ2(H)
1−H
4H
sin(piH) tanh(piH).
Theorem is proved.
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