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Abstract
In phylogenetic analysis, one searches for phylogenetic trees that reﬂect observed similarity between a collection of species
in question. To this end, one often invokes two simple facts: (i) Any tree is completely determined by the metric it induces on
its leaves (which represent the species). (ii) The resulting metrics are characterized by their property of being additive or, in the
case of dated rooted trees, ultra-additive. Consequently, searching for additive or ultra-additive metrics A that best approximate
the metric D encoding the observed similarities is a standard task in phylogenetic analysis. Remarkably, while there are efﬁcient
algorithms for constructing optimal ultra-additive approximations, the problem of ﬁnding optimal additive approximations in
the l1 or l∞ sense is NP-hard. In the context of the theory of -hyperbolic groups, however, good additive approximations A of
a metric D were found by Gromov already in 1988 and shown to satisfy the bound
‖D − A‖∞(D)log2(#X − 1),
where (D), the hyperbolicity of D, i.e. the maximum of all expressions of the form
D(u, v)+D(x, y)−max(D(u, x)+D(v, y),D(u, y)+D(v, x))
(u, v, x, y ∈ X). Yet, besides some notable exceptions (e.g. Adv. Appl. Math. 27 (2001) 733–767), the potential of Gromov’s
concept of hyperbolicity is far from being fully explored within the context of phylogenetic analysis. In this paper, we provide
the basis for a systematic theory of  ultra-additive and  additive approximations. In addition, we also explore the average and
worst case behavior of Gromov’s bound.
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1. Introduction: the state of the art
Let X be a ﬁnite set, and let
D : X ×X → R : (x, y) → xy := D(x, y)
be a dissimilarity (measure) on X, i.e. a symmetric map with non-negative values that vanishes on the diagonal or, more generally,
just any map in the spaceS(X)=S2(X) of all symmetric maps from X×X into R. The mapD is said to be a metric if it is a
dissimilarity that also satisﬁes the triangle inequality, i.e. if
xzxy + yz
holds for all x, y, z ∈ X,1 and it is called additive if it satisﬁes the four-point condition, i.e. if
uv + xy max(ux + vy, uy + vx)
or, equivalently,
max(uv + xy, ux + vy)=max(uv + xy, uy + vx)
holds for all u, v, x, y ∈ X. More generally, given a non-negative real number , we deﬁne D to be  additive if
uv + xy max(ux + vy, uy + vx)+ 
holds for all u, v, x, y ∈ X.
Similarly, we deﬁne D to be ultra-additive if the ultrametric inequality
xy max(xz, zy)
or, equivalently,
max(xy, xz)=max(xy, yz)
holds for all x, y, z ∈ X, and we deﬁne D to be  ultra-additive for some 0 if
xy max(xz, zy)+ 
holds for all x, y, z ∈ X.
Clearly, every additive dissimilarity is a metric: Indeed, even the weaker assumption
xx0 for all x ∈ X
implies, together with the four-point condition, that
xy = 12 max(xy + xy, xy + xy) 12 (xx + yy)0
as well as
xyzz+ xy max(zx + zy, zy + zx)= xz+ zy
must hold for all x, y, z ∈ X. In turn, this implies that the map D′ deﬁned by D′(x, y) := D(x, y) for all x, y ∈ X with x = y
andD′(x, y) := 0 for x = y, is also an additive map and, thus, an additive metric in view of the fact that—more generally—any
mapD′ inS(X) below D, i.e. withD′(x, y)D(x, y) for all x, y ∈ X, that coincides with D off the diagonal {(x, x) : x ∈ X}
is necessarily  additive or  ultra-additive for a given 0 provided the mapD is  additive or a  ultra-additive, respectively.
It is well known that a dissimilarityD is additive if and only if it can be represented by an appropriately labeled and weighted
X-tree. X-trees are studied in phylogenetic analysis, see for instance [3, Chapter 5] for an introduction. It is also well known
that a dissimilarity is ultra-additive if and only if it can be represented by an (appropriately labeled and rooted) dated X-tree,
see for instance [4] for details and interesting generalizations.
Thus, it should come as no surprise that, within phylogenetic analysis, it is an important problem to ﬁnd good approximations
of arbitrary dissimilarities by additive and by ultra-additive ones.
1 Note that we do not require a metric to satisfy the condition that xy = 0 holds only in case x = y.
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Remarkably, while ultra-additive approximations can be constructed quite easily in a canonical fashion, the situation is
considerably more difﬁcult for additive approximations. Indeed (except for the trivial cases #X< 4), the only really well
understood case is the case #X=4: IfD is a metric deﬁned on the 4-setX := {a, b, c, d} and if, say, ab+cdac+bdad+bc
holds, then it is easily seen that there exist unique non-negative numbers , , , , ,  so that D is represented by the diagram
i.e. such that ac= + + , ab= + + + , ad = + +  and so on hold and, hence, 2= ab+ cd − ac− bd. Similarly,
the diagram
represents a metric A that satisﬁes the four-point condition as well as the inequalities
‖D − A‖1 :=
∑
x,y∈X
|xy − A(x, y)| = 2
and
‖D − A‖∞ := max(|xy − A(x, y)| : x, y ∈ {a, b, c, d})= 2 .
Moreover, it is also easily seen that no additive map A′ with either ‖D − A′‖1< 2 or ‖D − A′‖∞< /2 can exist because
A′(a, b)+ A′(c, d) max(A′(a, c)+ A′(b, d), A′(a, d)+ A′(b, c))
together with
2= ab + cd − ac − bdab + cd − ad − bc
implies
2 max(A′(a, c)+ A′(b, d)− A′(a, b)− A′(c, d)+ ab + cd − ac − bd,
A′(a, d)+ A′(b, c)− A′(a, b)− A′(c, d)+ ab + cd − ad − bc)
 max(|A′(a, c)− ac| + |A′(b, d)− bd| + |A′(a, b)− ab| + |A′(c, d)− cd|,
|A′(a, d)− ad| + |A′(b, c)− bc| + |A′(a, b)− ab| + |A′(c, d)− cd|),
a term that is obviously simultaneously bounded from above by 4‖D − A′‖∞ and by ‖D − A′‖1.
In other words, observing that
2=max{uv + xy −max(ux + vy, uy + vx) : u, v, x, y ∈ X}
holds in the situation above, we may deﬁne more generally the number
(D) := max(uv + xy −max(ux + vy, uy + vx) : u, v, x, y ∈ X)
= inf{0 : D is  additive}
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for every map D inS(X) and conclude that, with
[D]p := inf(‖D − A‖p : A : X ×X → R additive)
denoting the inﬁmum of the lp-distances ‖D − A‖p of the given map D to arbitrary additive maps A in S(X) for any given
p ∈ [1,∞], we always have
[D]1(D) and [D]∞ (D)4 ,
a bound that, in view of our arguments above, is sharp at least for #X = 4 (and, of course, by deﬁnition for (D)= 0).
Note, by the way, that compactness and continuity arguments imply easily that there exists always some additive map A with
minimal lp distance [D]p to D. Moreover, given an additive map A, the following assertions all are equivalent in the particular
case p =∞:
• A minimizes the l∞ distance to D among all additive maps, i.e.
[D]∞ = ‖D − A‖∞
holds,
• [D]∞ coincides with max{xy − A(x, y) : x, y ∈ X} as well as with max{A(x, y)− xy : x, y ∈ X},
• the map
A′ : X ×X → R : (x, y) → A(x, y)− [D]∞
is an additive map below D that minimizes the l∞ distance to D among all such maps, i.e. we have
‖D − A′′‖∞‖D − A′‖∞ = 2[D]∞
for every additive map A′′ below D,
• there exists some constant c such that the map
Ac : X ×X → R : (x, y) → A(x, y)− c
is a map below D that minimizes the l∞ distance to D among all additive maps below D.
Unfortunately, explicit constructions leading to optimal choices of A are already quite complicated for sets X of cardinality
larger than 4, and no general procedure for computing [D]1 or [D]∞, let alone the respective best ﬁtting additive maps A, seems
to be known for arbitrary ﬁnite setsX (even though much work has been done in this direction—see e.g. [1,6,17]). Instead, as had
been emphasized by M. Farach on occasion, many of the methods developed for dealing with this optimization problem simply
output some additive map approximating the given dissimilarity and do not offer any ﬁrm idea of how “good” the approximation
actually is, noting that the problem of ﬁnding an additive map A in S(X) that best approximates a given map D ∈ S(X) in,
say, the l1 or l∞ sense is anyway known to be NP-hard (see e.g. [23] and [17], respectively).
Consequently, it is worth noting that
• already as early as 1988 (cf. [5,19]), Gromov gave an explicit construction of an additive dissimilarity A=Agrom =A(D,a)grom
approximating a given metric D from below—the Gromov transform of D relative to some point a ∈ X—that satisﬁes the
inequality
‖D − A‖∞(D)log2(#X − 1),
implying that also
[D]∞ 12‖D − A‖∞
(D)
2
log2(#X − 1),
must hold,
• it was observed in [17,1] (though without any reference to either [5] or [19]) that ‖D − Agrom‖∞/6 is a lower bound for
[D]∞ for every metric D or, equivalently, that
‖D − Agrom‖∞6[D]∞
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always holds which in turn implies that Acgrom is a guaranteed 3-approximation of D for c := 12‖D − Agrom‖∞, i.e. we
have
‖D − Acgrom‖∞3[D]∞.
It is also worth noting that the average behavior of the value of (D′) = [D′]1 = 4[D′]∞ for the restrictions D′ := D|Y×Y
of a given dissimilarity D to the various four-point subsets Y of X has been investigated already quite a few years ago in the
area of statistical geometry (cf. for example [15,16]) and shown to be capable of distinguishing between various modes of viral
evolution (see also [20]).
Together, these intriguing facts prompted us to explore the potential of Gromov’s approach in various directions:
• In addition to additive and ultra-additive approximations of D, we began studying also  additive and  ultra-additive
approximations and the relationships between them.
• In addition to analyzing the standard Farris transforms Da of D, i.e. maps of the form
Da : X ×X → R : (x, y) → xya := xy − ax − ay
where a is some point in X, we began also to investigate generalized Farris transforms Df of D, i.e. maps of the form
Df : X ×X → R : (x, y) → xyf = xy − f (x)− f (y)
where f : X → R is some arbitrary ﬁxed map from X into R (cf. [8]). Clearly, Df coincides with Da for some point a ∈ X
if and only if f coincides with the so-called Kuratowski map ha =hDa associated to that point a relative toD, i.e. the canonical
adjoint of D at a deﬁned by
ha = hDa : X → R : x → xa.
• And we analyzed the average as well as the worst case behavior of ‖D−Agrom‖∞/(D) for non-additive mapsD in relation
to Gromov’s bound.
In this note, we present the outcome of our efforts (except for some additional results regarding the behavior of ultra-additive
approximations as a function of  that will be published in [10,9]). Our principal objective is to develop a systematic theory
of  additive and  ultra-additive approximations: We establish ‘-variants’ of all the results obtained in the literature quoted
above dealing with additive and ultra-additive approximations and, simultaneously, try to elucidate the relationships between
those various results in a conceptually more transparent form. In addition, we report also our results regarding the average and
worst case behavior of Gromov’s bound within this framework.
In the next section, we summarize our main results. In Section 3, we establish some basic properties of  additive and 
ultra-additive maps. In Section 4, we discuss the generalized Farris transform. In Section 5, we study  additive approximations.
And in the last section, we report our results regarding the average and worst case behavior of Gromov’s bound.
2. A summary of our results
To state our results in more detail, we need some further deﬁnitions. In what follows, X will always be a ﬁnite set, D will be
a map inS(X), the value D(x, y) of D at a pair x, y of points in X will be denoted by xy, and  will always be a non-negative
number.
2.a. Recall that a map E1 : Y → R from a set Y into R is said to be a map below another map E2 : Y → R if
E1(y)E2(y)
holds for all y ∈ Y ; in this case, we also writeE1E2.Also, given any c ∈ R, the c-translateEc : Y → R of a mapE : Y → R
is deﬁned by
Ec(y) := E(y)− c (y ∈ Y ).
2.b.We denote the smallest number  such that D is  ultra-additive by ∗(D), i.e. we put
∗(D) := sup{xy −max(xz, zy) : x, y, z ∈ X}.
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2.c.We deﬁne D to be (, a) additive for some point a ∈ X if
xy + az max(xz+ ay, zy + ax)+ 
holds for all x, y, z ∈ X, and we denote the smallest number  such that D is (, a) additive by a(D), i.e. we deﬁne
a(D) := max{xy + az−max(xz+ ay, zy + ax) : x, y, z ∈ X}.
Note that D is (, a) additive for all a ∈ X if and only if it is  additive and that, by deﬁnition, a(D)(D) as well as
(D)=max(a(D) : a ∈ X)
always holds.
2.d. Further, given any map f ∈ RX we deﬁne the D-conjugate
f ∗ = f ∗D : X → R
of f by
f ∗(x) := max{xy − f (y) : y ∈ X} (x ∈ X),
we deﬁne
f (D) := max{xy + f (z)−max(xz+ f (y), zy + f (x)) : x, y, z ∈ X},
and we deﬁne D to be (, f ) additive if
xy + f (z) max(xz+ f (y), zy + f (x))+ 
holds for all x, y, z ∈ X; so, f (D) is clearly the smallest number  such that D is (, f ) additive.
Clearly, if f coincides with the Kuratowski map ha : X → R : x → xa for some a ∈ X, one has f (D) = a(D), and the
map D is (, f ) additive if and only if it is (, a) additive.
2.e. Further, we deﬁne
F (D) := inf{f (D) : f ∈ RX}
and
X(D) := min{a(D) : a ∈ X}.
2.f. We denote, for any D and  as above, the inﬁmum of the lp-distances ‖D − A‖p of D to arbitrary  additive maps
A ∈S(X) for any p ∈ [1,∞] by [D,]p , i.e. we put
[D,]p := inf{‖D − A‖p : A ∈S(X) is  additive}
(yet, we will refer to this deﬁnition later on only in case p =∞).
2.g.We denote, for any map D as above and any point a in X, by Ba(D) the set of all maps D′ ∈S(X) below D that satisfy
the condition D′(a, x)=D(a, x) for all x ∈ X, i.e. we put
Ba(D) := {D′ ∈S(X) : D′D and hD′a = hDa holds}.
2.h. For any map D as above and any 0, we put
U(D,) := {f ∈ RX : f (D)}
and
T (D,) := {f ∈ RX : f ∗f f ∗ + },
and we put
U(D) := U(D, 0)
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and
T (D) := T (D, 0).
2.i.And we denote, for any D and  as above, the map
X ×X → R : (x, y) → min(xy,max{xz, zy : z ∈ X} + )
by D, while 
k
D is deﬁned recursively for all k ∈ N0 by
kD := D
for k = 0 and
kD := (k−1 D)
for k > 0. Clearly, one has
kD
k−1
 DD
for all k > 0, and D is  ultra-additive if and only if D = D holds.
Using these deﬁnitions, we will establish the following results:
Theorem 2.1. Every  ultra-additive map is 2 additive.
Theorem 2.2. With D and  as above, there exists always a unique largest  ultra-additive map below D that we denote by
D—and also by D∗ in case  := 0. The map D coincides with the inﬁmum
∞ D := inf{kD : k ∈ N}
of the ‘-derivatives’ kD of D, i.e. one has
D(x, y)= inf{kD(x, y) : k ∈ N} = ∞ D(x, y)
for all x, y in X, and it is 2 additive in view of Theorem 2.1, so 2[D, 2]∞ is a lower bound for ‖D − D‖∞. Conversely,
Gromov’s results imply that ‖D − D‖∞ is bounded from above by max(0,∗(D)log2(#X − 1) − ). So, altogether, one
has
2[D, 2]∞‖D −D‖∞ max(0,∗(D)log2(#X − 1) − )
for every D and  as above.2
Theorem 2.3. Further, given any map f ∈ RX , the Farris transformDf is  additive if and only if D is  additive, and it is 
ultra-additive if and only if D is (, f ) additive, i.e. we have
(D)= (Df )
and
∗(Df )= f (D)
for all D and f as above. Thus, if D is (, f ) additive for some map f ∈ R, then it is necessarily 2 additive. In particular, one
has
1
2(D)F (D)X(D)(D) (=max{a(D) : a ∈ X})
for every D as above, and one has
U(D,)= ∅
whenever < 12(D) holds.
2 Note that in the only interesting cases <∗(D) and #X3, the term ∗(D)log2(#X − 1) −  is necessarily positive.
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Theorem 2.4. For every D and 0 as above, one has
U(D,(D)+ ) ⊇ {f c : c ∈ R, f ∈ T (D,)} ⊇ U(D,)
in particular, one has
U(D,)= {f c : c ∈ R, f ∈ T (D,)}
for every additive map D.
Theorem 2.5. Further, given any point a in X, there exists a unique largest (, a) additive map in Ba(D) that we denote by
D,a—or by A(D,a)grom or just by Da in case = 0. Moreover, one has
2[D, 2]∞‖D −D,a‖∞a(D)log2(#X − 1) − 
as well as
‖D −D,a‖∞6[D,]∞
for this map D,a .
Theorem 2.6. More generally, given D and  as above and any map f in RX , there exists a unique largest (, f ) additive map
below D that we will refer to as the Gromov transform of D relative to  and f (or a in case f := ha) and denote by D,f—or
just by Df in case = 0—and that coincides with D,a in case f := ha . Moreover, the following assertions are equivalent:
(i) D,f (x, y)0 holds for all 0 and all x, y ∈ X,
(ii) Df (x, y)0 holds for all x, y ∈ X,
(iii) Df (x, x)0 holds for all x ∈ X,
(iv) f (y)xy + f (x) holds for all x, y ∈ X.
In particular, Df is an additive metric for every metric D and for every f in T (D).
Theorem 2.7. For every 0, there exists a map f ∈ RX such that
[D, 2]∞ 12‖D −D,f ‖∞ [D,]∞
holds for the Gromov transform D,f of D relative to  and f. Consequently, there exists a constant c such that the  additive
map
D′ := (D,f )c =D,f − c
satisﬁes the inequalities
[D, 2]∞‖D −D′‖∞ [D,]∞
(viz. the constant c := − 12‖D −D,f ‖∞), i.e. one has
2[D, 2]∞ 〈D,〉 [D,]∞
where 〈D,〉 denotes the inﬁmum inf{‖D − (D,f )c‖∞ : f ∈ RX, c ∈ R} and thus coincides with inf{‖D − (D,f )c‖∞ :
f ∈ RX, c =− 12‖D −D,f ‖∞} as well as with 12 inf{‖D − (D,f )‖∞ : f ∈ RX}, i.e. we have
〈D,〉 := inf{‖D − (D,f )c‖∞ : f ∈ RX, c ∈ R}
= inf{‖D − (D,f )c‖∞ : f ∈ RX, c := − 12‖D −D,f ‖∞}
= 12 inf{‖D − (D,f )‖∞ : f ∈ RX}.
In particular, restricting our attention to the case  := 0 the above result implies:
A. Dress et al. / Discrete Applied Mathematics 146 (2005) 51–73 59
Theorem 2.8. There exists always a map f ∈ RX such that the c-translate
(Df )c =Df − c
of the Gromov transform Df of D relative to f (and  := 0) is an l∞-optimal additive approximation of D for
c := − 12‖D −Df ‖∞ =−[D]∞,
i.e. such that D′ := (Df )c is an additive map for which
[D]∞ = ‖D −D′‖∞
holds. In other words, we have
[D]∞ = 〈D〉 := inf{‖D − (Df )c‖∞ : f ∈ RX, c ∈ R}.
Finally, we will show that there exist metrics D deﬁned on the set X := {0, 1, 2, . . . , n} such that
‖D −D‖∞ = ∗(D)log2 n
holds, we will report computer simulations that suggest that ‘on average’ ‖D−D‖∞ rarely exceeds 2∗(D) and that 2D (if
not already D) often coincides with D, and we will present some theoretical arguments that support these ﬁndings.
3.  Additive and  ultra-additive maps
In this section, we will establish Theorems 2.1 and 2.2. We continue using the notation introduced above and begin with
Theorem 2.1, thus generalizing the well-known fact that ultra-additivity implies additivity (see, for example, [3, p. 92]):
Theorem 2.1. Every  ultra-additive map D is 2 additive, i.e. we have
(D)2∗(D)
for every map D inS(X).
Proof. Assume to the contrary that
uv + xy > 2+ ux + vy, 2+ uy + vx
holds for some u, v, x, y ∈ X and some  ultra-additive map D. To derive a contradiction, we will assume that, without loss of
generality, the inequality uxvx holds, and we will show that vx >vy. By symmetry (replacing u, v, x, y by x, y, v, u, respec-
tively), this in turnwill then imply vy >uy and hence (by symmetry again)uy >ux, clearly in contradiction touxvx >vy >uy.
So, this observation will indeed establish our theorem.
Yet, assuming uxvx as well as uv + xy > 2 + vy + ux,  + max(ux, vx)uv, and  + max(vx, vy)xy, we obtain
indeed
max(vx, vy)xy − >vy + ux + − uv
= vy +max(ux, vx)+ − uvvy
and, hence, vx >vy.
This establishes the theorem. 
The following lemma will be crucial for establishing the inequalities in Theorem 2.2:
Lemma 3.1. If D is  ultra-additive for some real number , then
xyD(x, z1, . . . , zk−1, y)+ log2(k)
holds for all k ∈ N and all z1, . . . , zk−1 ∈ X where, for any map D′ inS(X), we deﬁne D′(z0, z1, . . . , zk−1, zk) by
D′(z0, z1, . . . , zk−1, zk) := max(D′(zi−1,zi ) : i = 1, . . . , k}
for all k ∈ N and all z0, z1, . . . , zk−1, zk ∈ X.
60 A. Dress et al. / Discrete Applied Mathematics 146 (2005) 51–73
Proof. This follows by induction relative to k using the fact that
xy max(xzk/2, zk/2y)+ 
and log2(k − k/2)log2(k/2) = log2(k) − 1 holds for all k ∈ N>1 and all x, y, and z1, . . . , zk−1 as above. 
The following result is a slightly extended version of Theorem 2.2:
Theorem 3.2. As above, consider a map D inS(X) and let  denote any non-negative real number. Then, the following holds:
(i) There exists a unique largest  ultra-additive map
D : X ×X → R : (x, y) → xy
below D.
(ii)
D(x, y)= ∞ D(x, y)= inf{kD(x, y) : k ∈ N}
holds for all x, y ∈ X.
(iii) In case ax = aa holds for some a ∈ X and all x ∈ X, one has
ax = ax = aa
for all x ∈ X.
(iv) While D and D clearly coincide in case ∗(D), the inequality
‖D −D‖∞∗(D)log2(#X − 1) −  (1)
holds in case ∗(D)log2(#X − 1) − > 0 and, hence, in particular in case #X3 and <∗(D).3
Proof. (i) Clearly, there exists always a unique largest  ultra-additive map below any given map D ∈ S(X) because the
supremum of any collection of  ultra-additive maps D′ below D will also be a  ultra-additive map below D.
(ii) It is clear that D′D holds for all D,D′ inS(X) with D′D which implies that
D(x, y)∞ D(x, y)= inf{kD : k ∈ N}(x, y)
must hold for all x, y ∈ X. Moreover, the map
∞ : X ×X → R : (x, y) → ∞ D(x, y)
clearly is  ultra-additive: Indeed, taking the limit k →∞ in the inequality
k+1 D(x, y) max(
k
D(x, z), 
k
D(z, y))+ 
yields that
∞ D(x, y) max(
∞
 D(x, z), 
∞
 D(z, y))+ 
holds for all x, y, z ∈ X.
Thus, D = ∞ must hold, as claimed.
(iii) If ax = aa holds for some a ∈ X and all x ∈ X and if C is any constant with Cxy for all x, y ∈ X, then it is easy to
see that the map D′ : X × X → R deﬁned by D′(x, y) := aa in case a ∈ {x, y} and by D′(x, y) := C in any other case is an
ultra-additive map below D and, hence, a  ultra-additive map below D for every 0. Thus, we must have
aa =D′(a, x)D(a, x)D(a, x)= aa
and therefore D(a, x)= aa = ax for all x in X.
3 In [10], it will be shown that also ‖D−D‖∞ (∗(D)−)(#X−2) holds in case #X> 1 for allmapsD ∈S(X) and all ∈ [0,∗(D)],
and that metrics D exist for which ‖D −D‖∞ =min(∗(D)log2(#X − 1) − , (∗(D)− )(#X − 2)) holds for all  in [0,∗(D)]
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(iv) Here, we follow the standard approach4 and start by observing thatD(0), the largest ultra-additivemap belowD, coincides
with the map
D∗ : X ×X ∈ R : (x, y) → xy∗
where xy∗ is deﬁned, for all x, y ∈ X, by
xy∗ := inf{D(x, z1, . . . , zk−1, y) : k ∈ N; z1, . . . , zk−1 ∈ X}.
Indeed, if D′ is any ultra-additive map below D, we have
D′(x, y)D′(x, z1, . . . , zk−1, y)D(x, z1, . . . , zk−1, y)
for all k ∈ N and all x, y, z1, . . . , zk−1 ∈ X and, hence,
D′(x, y) inf{D(x, z1, . . . , zk−1, y) : k ∈ N; z1, . . . , zk−1 ∈ X} = xy∗
which impliesD(0) = sup{D′ : D′ ultra-additive and below D}D∗. On the other hand,D∗ is an ultra-additive map below D
inS(X): Indeed, we have
D∗(x, y)= inf{D(x, z1, . . . , zk−1, y) : k ∈ N; z1, . . . , zk−1 ∈ X}
 inf{D(x, z1, . . . , zk−1, y) : k ∈ N; z ∈ {z1, . . . , zk−1} ⊆ X}
= max(D∗(x, z),D∗(z, y))
for all x, y, z ∈ X in view of
D(x, z1, . . . , zl−1, z, zl+1, . . . , zk−1, y)=max(D(x, z1, . . . , zl−1, z),D(z, zl+1, . . . , zk−1, y))
(l, k ∈ N; lk; z1, . . . , zl−1, zl+1, . . . , zk−1 ∈ X) and the fact that
inf{max(ai , bj ) : i ∈ I, j ∈ J } =max(inf{ai : i ∈ I }, inf{bj : j ∈ J })
holds for any two families (ai)i∈I and (bj )j∈J of real numbers.
Thus, we have indeed D(0) =D∗, as claimed, and we will henceforth always write D∗ instead of D(0).
Next, we want to show that Inequality (1) holds in case = 0. To this end, we observe ﬁrst that
xx max(xz, zx)+ ∗(D)= xz+ ∗(D)
implies
xx − ∗(D) min{xz : z ∈ X}
 inf{D(x, z1, . . . , zk−1, x) : k ∈ N; z1, . . . , zk−1 ∈ X} = xx∗
 min{D(x, z, x) : z ∈ X} =min{xz : z ∈ X}xx
and, therefore
xx − ∗(D)xx∗ min{xz : z ∈ X}xx.
Further,
xy∗ =min
{
D(x, z1, . . . , zk−1, y) : k ∈ N; {x, z1, . . . , zk−1, y} ∈
(
X
k + 1
)}
must hold in case x = y (where
(
X
k+1
)
denotes the set of (k + 1)-subsets of X) because k ∈ N, z0, z1, . . . , zk−1, zk ∈ X, and
zi = zj for some i, j with, say, 0 i < jk implies
D(z0, z1, . . . , zk−1, zk)= max(D(z0, z1, . . . , zi ),D(zi , zi+1, . . . , zj ),D(zj , zj+1, . . . , zk))
 max(D(z0, z1, . . . , zi ),D(zj , zj+1, . . . , zk))
=D(z0, z1, . . . , zi , zj+1, . . . , zk).
4 cf. [19], see also the discussion of subdominant ultrametrics (alias the lower maximum approximation), minimum spanning trees, and the
single linkage algorithm and the corresponding references in [6], Section ‘Trees and Ultrametrics’.
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So, the inﬁmum xy∗ of all the values of the form D(x, z1, . . . , zk−1, y) can always be obtained for some z1, . . . , zk−1 ∈ X
with
#{x, z1, . . . , zk−1, y} = k + 1#X,
as claimed.
Hence, choosing k ∈ N and z1, . . . , zk−1 ∈ X with xy∗ =D(x, z1, . . . , zk−1, y) and k#X − 1, Lemma 3.1 implies
xyD(x, z1, . . . , zk−1, y)+ log2(k)∗(D)xy∗ + log2(#X − 1)∗(D).
Thus, our claim now follows at least in case  := 0 (and #X2) in view of
‖D −D∗‖∞ = max{xy − xy∗ : x, y ∈ X}
log2(#X − 1)∗(D)
= log2(#X − 1)∗(D)− 0.
Finally, in case 0<∗(D) and #X3, we consider the map
D′ : X ×X ∈ R : (x, y) → min(xy∗ + , xy)
and observe that D′ is necessarily a  ultra-additive map below D for which
xy − log2(#X − 1)∗(D)+ D′(x, y)xy
holds for all x, y ∈ X. Thus, the same must hold for the map D in view of D′DD which implies
‖D −D‖∞∗(D)log2(#X − 1) − ,
as claimed. 
Remark 3.3. In [10], methods for actually constructing the map D will be discussed in more detail. In particular, we will
show that D(x, y) can be computed as a (piecewise linear and continuous) function of  simultaneously for all x, y ∈ X and
0 in polynomial time, and we will show that the term #X − 1 in the formula above can be replaced by the length of the
longest path in the -core of D, i.e. the (necessarily connected!) graph G(D,) := (X, {{x, y} ⊆ X : D(x, y)=D(x, y)}).
4. The generalized Farris transformation
In this section, we investigate the Farris transformation D → Df as deﬁned in the introduction and we establish Theorems
2.3 and 2.4. The Farris transform is a standard tool in phylogenetic analysis (cf. [2,18]) that can be used to relate  additive and
 ultra-additive maps. In previous work, it has been studied mainly in the special case f := ha for some point a ∈ X.
In taxonomy, it is suggestive to interpret the map f as a virtual root and the value of f (x) as the genetic distance of x from that
root in which case −Df (x, y)= f (x)+ f (y)− xy would be twice the genetic distance of the last common ancestor of x and y
from f. However, in our context, we take a rather formal point of view, allowing all imaginable virtual roots f (rather than only
putative “outgroups” included into X and, thus, represented by some point a ∈ X) to be used for constructing Farris transforms.
Obviously, given any map f : X → R, the Farris transform provides an afﬁne bijectionTf : D → Df from the real vector
spaceS(X) onto itself whose inverse is given byT−f .
Moreover, adding f (x)+ f (y)+ f (u)+ f (v) to xyf + uvf as well as to max(uxf + vyf , uyf + vxf ), we get xy + uv
and max(ux + vy, uy + vx), respectively. Thus,
xyf + uvf −max(uxf + vyf , uyf + vxf )= xy + uv −max(ux + vy, uy + vx)
holds for every f ∈ RX and all u, v, x, y ∈ X.
Consequently,
(D)= (Df ).
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must hold for every f ∈ RX , i.e. a map D ∈ S(X) is  additive for some given number 0 if and only if Df is  additive
for some map f ∈ RX if and only if Df is  additive for every map f ∈ RX .
Similarly, adding f (x) + f (y) + f (z) to xyf and to max(xzf , yzf ), we get xy + f (z) and max(xz + f (y), zy + f (x)),
respectively. So,
xy + f (z)−max(xz+ f (y), zy + f (x))= xyf −max(xzf , yzf )
holds for all x, y, z ∈ X and every map f ∈ RX which implies that also
∗(Df )= f (D)
always holds, i.e. a mapD ∈S(X) is (, f ) additive for some given number 0 and some given map f ∈ RX if and only if
Df is  ultra-additive—and, thus, 2 additive in view of Theorem 2.1. Clearly, Theorem 2.3 follows from these observations.
Further, the following simple facts, though not needed later on, are worth noting: For x, y, z ∈ X and f ∈ RX , one has
xyf 0 ⇔ xyf (x)+ f (y),
xxf xyf ⇔ xx + f (y)xy + f (x),
and
xyf + yzf xzf ⇔ xy + yzxz+ 2f (y).
Moreover, there exists exactly one map f0 : X → R for any map D inS(X) for which Df0 vanishes on the diagonal, viz.
the map
f0 : X → R : x → 12xx,
and we have
xyf00 ⇔ 2xyxx + yy
as well as
xyf0 + yzf0xzf0 ⇔ xy + yzxz+ yy
for this map f0 and all x, y, z,∈ X. In particular, Df0 is an additive metric whenever D is an additive map.
Further, given any map f , there exists always a constant c so that the Farris transformDf c of D relative to the c-translate f c
of f satisﬁes the triangle inequality and has non-negative values, only.
Following Gromov, we will study the Gromov transforms D,f of D relative to  and f in the next section. We will show in
particular that D,f coincides with the map
((Df )
)−f : (x, y) → (Df )(x, y)+ f (x)+ f (y)
and observe that this map provides a (reasonably) good 2 additive approximation of D in case ∗(Df )= f (D) is small.
The following consequence of our results above will be useful in these investigations. It can also be viewed as a direct
generalization of results obtained by Leclerc [24, Proposition 2.2] and Chepoi and Fichet [6, p. 11] in case  := 0.
Corollary 4.1. Given a ﬁnite set X, a real number , and a map D inS(X), consider the following assertions:
(i) D is  additive;
(i′) Df is  additive for some map f : X → R;
(i′′) Df is  additive for every map f : X → R;
(ii) D is (, f ) additive for some map f : X → R;
(iii) Df is  ultra-additive for some map f : X → R;
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(iii′) there exists some  ultra-additive map D′ inS(X) and some map g : X → R with D =D′g (in which case D is (,−g)
additive);5
(iv) D is 2 additive.
Then the implications (i) ⇔ (i′) ⇔ (i′′) ⇒ (ii) ⇔ (iii) ⇔ (iii′) ⇒ (iv) hold true.
Proof. The implications (i) ⇔ (i′) ⇔ (i′′) and (ii) ⇔ (iii) follow directly from Theorem 2.3, and the equivalence
(iii) ⇔ (iii′) follows immediately from the deﬁnitions.
(i) ⇒ (ii), (iii): Fix some a ∈ X and consider the map f := ha . Then it is straight forward to see that D is (, f ) additive
and that Df is  ultra-additive.
(iii) ⇒ (iv): Suppose that Df is  ultra-additive for some f : X → R. Then Df is 2 additive in view of Theorem 2.1,
and so is D in view of Theorem 2.3 and (Df )−f =D. 
Next, we discuss an intriguing relationship between the Farris transformation and T-theory [14]. In T-theory, one considers
the tight span T (D)= TX(D) of a map D ∈ S(X) as deﬁned in 2.h. By deﬁnition, T (D) is that subset of RX that consists of
all maps f : X → R that coincide with their D-conjugate
f ∗ : X → R : x → sup{xy − f (y) : y ∈ X},
ﬁrst considered by John Isbell in the context of category theory (cf. [21]).
Additional motivation for studying this space was presented in [7]: Given a distance table D of genetic distances between
the members of a collection X of species and an as yet unknown root r of the yet unknown phylogenetic tree for X, the equally
unknown genetic distances rx of the root r to the various species x in X should satisfy the triangle inequality
rx + ryxy
for all x, y ∈ X. These distances rx should also be chosen as ‘economically’ as possible, not postulating any kind of additional
evolution not necessary to explain the data, that is, there should be no map f : X → R properly below the map
hr : X → R : x → rx
satisfying also the triangle inequality
f (x)+ f (y)xy
for all x, y ∈ X.
This, however, is easily seen to be equivalent to the requirement that the Kuratowski map hr associated to the putative root r
is a map in T (D). Consequently, we can view T (D) as some sort of a module space for all those putative most parsimonious
roots of the collection X of species in question, i.e. a space that parameterizes all these putative roots—we may even hope that
this space in toto actually represents a reasonably good approximation of the unknown phylogenetic tree because, from a purely
formal point of view, any point in this tree and no other point should qualify for a putative most parsimonious root. And indeed,
as was shown in [7], the space T (D) is an R-tree if and only if D is additive, and it coincides with the X-tree associated with an
additive map D according to e.g. [3].
The results of the ensuing efforts to elucidate the structure of T (D) for arbitrary metrics D in some detail and to design
methods for actually computing it are reviewed in [14], references to more recent work can be found in [11–13].
In view of this work, it is no surprise that, given a metric D, the Farris transforms Df of D relative to maps f ∈ T (D) are of
particular interest. To discuss their properties, let us ﬁrst recall some basic facts from T-theory:
(T1) One has
max{f ∗(x)− g(x) : x ∈ X} = max{max{xy − f (y) : y ∈ X} − g(x) : x ∈ X}
= max{xy − f (y)− g(x) : x, y ∈ X}
= max{g∗(y)− f (y) : y ∈ X}
5 It is easily seen that, given any two maps D and D′ from X × X into R, there exists some map g : X → R with D = D′g if and only
D(x, y)+D(u, v)−D(x, v)+D(u, y)=D′(x, y)+D′(u, v)−D′(x, v)+D′(u, y) holds for all x, y, u, v ∈ X.
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for all f, g ∈ RX and therefore
‖f, g‖∞ = max{|f (x)− g(x)| : x ∈ X}
= max{f (x)− g(x) : x ∈ X}
= max{g(y)− f (y) : y ∈ X}
for all f, g in T (D).
(T2) One has ha ∈ T (D) for some a ∈ X if and only if
aa = ha(a)= h∗a(a)=max{ay − ha(y) : y ∈ X}
= max{ay − ay : y ∈ X} = 0
and
ax + ayxy
holds for all x, y ∈ X in which case also
f (a)= max{ha(y)− f (y) : y ∈ X}
= max{|ha(x)− f (x)| : x ∈ X} = ‖ha, f ‖∞
holds for all f in T (D).
(T3) In particular, Kuratowski’s embedding
K =KD : X → RX : a → ha
is an isometric embedding of (X,D) into T (D) (supplied with the l∞ metric) if and only if D is a metric in which case
‖f, g‖∞‖f, ha‖∞ + ‖ha, g‖∞ = f (a)+ g(a)
as well as
f (a)= ‖ha, f ‖∞‖ha, hb‖∞ + ‖hb, f ‖∞ = ab + f (b)
holds for all f, g ∈ T (D) and a, b ∈ X.
We will now show ﬁrst that every Farris transformDf of a mapD ∈S(X)with f ∈ T (D) is necessarily(D) ultra-additive:
Lemma 4.2. Given a map D ∈S(X), one has
f (D)(D)
for every f ∈ T (D), i.e. one has
U(D,(D)) ⊇ T (D).
More generally, one has
f (D)(D)+ 
for some 0 whenever
f ∗(x)f (x)f ∗(x)+ =max{xy − f (y) : y ∈ X} + 
holds for all x ∈ X, i.e. one has
U(D,(D)+ ) ⊇ T (D,)= {f ∈ RX : f ∗(x)f (x)f ∗(x)+ }
for all D and  as above.
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Proof. With D and f as above, the assumption that f ∗(z)f (z)f ∗(z) +  = max{zu − f (u) : u ∈ X} +  holds for all
z ∈ X, implies that
xy + f (z)xy +max{zu− f (u) : u ∈ X} + 
= max{xy + zu− f (u) : u ∈ X} + 
 max{max(xu+ zy, xz+ yu)+ (D)− f (u) : u ∈ X} + 
= max(zy + f ∗(x), zx + f ∗(y))+ (D)+ 
 max(zy + f (x), zx + f (y))+ (D)+ 
holds for all x, y, z ∈ X and, therefore,
f (D)=max{xy + f (z)−max(zy + f (x), zx + f (y)) : x, y, z ∈ X}(D)+ ,
as claimed. 
Conversely, we have
Lemma 4.3. For any map f ∈ U(D,), there exists some c = cf ∈ R with f c ∈ T (D,), viz. the number
cf := 12 min{f (x)+ f (y)− xy : x, y ∈ X}.
In particular, we have
U(D,(D)+ ) ⊇ {f c : c ∈ R, f ∈ T (D,)} ⊇ U(D,)
Proof. Choose a, b ∈ X with
max{xy − f (y)− f (x) : x, y ∈ X} = ab − f (a)− f (b),
put
c := cf =− 12 (ab − f (a)− f (b))= 12 (f (a)+ f (b)− ab),
and note that this implies
(f c)∗(x)= max{xy − (f (y)− c) : y ∈ X}
= max{xy − f (y)− f (x)) : y ∈ X} + c + f (x)
ab − f (a)− f (b)+ c + f (x)= f (x)− c = f c(x)
for all x ∈ X.
Further, our assumption
yz+ f (x) max(yx + f (z), zx + f (y))+ 
(x, y, z ∈ X) together with
f (b)− c = ab − (f (a)− c)
and
f (a)− c = ab − (f (b)− c)
implies
ab + f c(x)= ab + f (x)− c
 max(ax + f (b), bx + f (a))+ − c
= ab +max(ax − (f (a)− c), bx − (f (b)− c))+ 
and therefore, subtracting ab on both sides,
f c(x) max(ax − (f (a)− c), bx − (f (b)− c))+ 
 max{xy − f c(y) : y ∈ X} + = (f c)∗(x)+ .
Together, this establishes our claim. 
A. Dress et al. / Discrete Applied Mathematics 146 (2005) 51–73 67
In particular, restricting our attention to additive maps D, we get
Lemma 4.4. The set U(D) is non-empty if and only if D is additive in which case U(D) coincides with
{f : X → R : f c ∈ T (D) f or some c ∈ R} = {f c : f ∈ T (D), c ∈ R}
while U(D,) coincides with {f c : f ∈ T (D,), c ∈ R}.
Together, these results establish Theorem 2.4. They also suggest that it could be of interest to develop algorithms for computing
F (D)= inf{f (D) : f ∈ RX} as well as
T (D) := inf{f (D) : f ∈ T (D)}.
Actually, we conjecture that
T (D)= F (D)
always holds.
As a corollary of Corollary 4.1 and Lemma 4.4, we get:
Corollary 4.5. Given a ﬁnite set X and a map D ∈S(X), the following assertions all are equivalent:
(i) D is additive,
(ii) D is (0, a) additive for all a in X
(iii) Da is ultra-additive for all a in X
(iv) D is (0, a) additive for some a in X
(v) Da is ultra-additive for some a in X
(vi) D is (0, f ) additive for every map f in T (X,D),
(vii) Df is ultra-additive for every map f in T (X,D),
(viii) D is (0, f ) additive for some map f in T (X,D),
(ix) Df is ultra-additive for some map f in T (X,D),
(x) D is (0, f ) additive for some map f : X → R
(xi) Df is ultra-additive for some map f : X → R.
The last two results in this section,we presentwithout proof. The ﬁrst one relates the spacesU(Dg,) andT (Dg,) associated
to the Farris transform Dg of some map D with the corresponding spaces associated to D:
Lemma 4.6. For D and 0 as above and f, g ∈ RX , we have
f (Dg)= f+g(Dg)
while the sum of g and theDg-conjugate f ∗g of f relative to the Farris transformDg of D coincides with the D-conjugate (f +g)∗
of f + g relative to D, i.e. we have
f ∗g + g = (f + g)∗.
Thus, we have
U(D,)= U(Dg,)+ g := {f + g : f ∈ U(Dg,)}
and
T (D,)= T (Dg,)+ g := {f + g : f ∈ T (Dg,)}.
To state the other result, we deﬁne two symmetric maps D,D′ ∈ S(X) to be Farris equivalent if there exists some map f in
RX withD′ =Df in which case we also write D∼F D′. It is easily seen that this deﬁnes indeed an equivalence relation and that
the following holds:
Lemma 4.7. For D,D′ ∈S, the following assertions are equivalent:
(i) D∼F D′
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(ii) {Df : f ∈ T (X,D)} = {D′f ′ : f ′ ∈ T (X,D′)}.
Moreover, the map RX → S(X) : f → Df deﬁnes an afﬁne bijection between RX andF(D) := {D′ ∈ S(X) : D′ ∼F D},
and it induces also one between T (X,D) and the set
{D′ ∈F(D) : 0 ∈ T (X,D)} = {D′ ∈F(D) : 0= sup{D′(x, y) : y ∈ X} for all x ∈ X}.
5.  Additive approximations
In this section, we establish Theorems 2.5–2.8.
As noted already in the introduction, it is in general NP-hard to ﬁnd an additive map A that minimizes ‖D − A‖∞ for a
given dissimilarity D [1]. However, as observed in [1,6], this is no longer the case if we choose some ﬁxed element a ∈ X and
restrict our attention to searching for additive approximations A within Ba(D). Indeed, it has been observed in [1,6] that the
map A(D,a)grom =Da mentioned in the introduction is actually contained inBa(D), and that it coincides with the supremum of all
additive maps in Ba(D).
Using the terminology introduced above, Gromov’s construction can now be described as follows: First take the Farris
transform Da of D relative to ha , then construct the unique largest ultra-additive map (Da)∗ below Da and, ﬁnally, apply the
Farris transform to (Da)∗ relative to−ha yielding the desired mapDa =A(D,a)grom = ((Da)∗)−ha , i.e. it is the Gromov transform
of D relative to  := 0 and f := ha
Consequently, it is no surprise that the following generalization holds true:
Theorem 5.1. (i) Given a map D ∈ S(X), a non-negative number , and a map f : X → R, the Gromov transform D,f of
D relative to f and  deﬁned by
D,f := ((Df ))−f
is the unique largest (, f ) additive map inS(X) belowD.Moreover, this map is a 2 additive map belowD in view of Theorem
2.3 and, thus, it satisﬁes the inequality
2[D, 2]‖D −D,f ‖∞.
(ii) Furthermore, given any point a ∈ X, the Gromov transform D,ha of D relative to a and  coincides with the unique
largest (, a) additive map D,a in Ba(D).
Proof. (i) Clearly, a map D′ is a (, f ) additive map below D if and only if D′
f
is a  ultra-additive map below Df if and
only if D′
f
is a  ultra-additive map below the largest  ultra-additive map (Df ) below Df if and only if D′ = (D′f )−f is
a (, f ) additive map below the (, f ) additive map D,f = (((Df )))−f . Thus, D,f is the unique largest (, f ) additive
map below D.
(ii) Let us now consider, in particular, the unique largest (, h) additive map D,h below D for h := ha = hDa , and let us
show ﬁrst that this map is also a (, a) additive map and that it is contained in Ba(D):
Clearly, a mapD′ is (, a) additive if and only if it is (, hD′a ) additive, and it is contained inBa(D) if and only if it is a map
below D for which hD′a coincides with h in which case it is (, a) additive if and only if it is (, h) additive.
Thus, all we need to show is that the (, h) additive mapD′ := D,h below D is contained inBa(D) i.e. that hD′a = h holds.
However, we haveDa(a, x)=ax−aa−ax=−aa=Da(a, a) for all x inXwhich implies that also (Da)(a, x)=Da(a, x)=−aa
must hold for all x ∈ X in view of Theorem 3.2 (iii). In turn, this implies
hD
′
a (x)=D′(a, x)=D,h(a, x)
= ((Da))−h(a, x)
= (Da)(x, a)+ h(a)+ h(x)
= − aa + aa + ax = ax
= h(x).
So, D′ =D,h is indeed a (, a) additive map in Ba(D).
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Conversely, if D′′ is any other (, a) additive map in Ba(D), we also have h= hD′′a . So D′′h is a  ultra-additive map below
Dh =Da , and it must therefore be a map below (Da) which in turn implies thatD′′ = (D′′h)−h is a (, a) additive map below
D′ =D,h = ((Da))−h.
This shows that D,a := D,ha = ((Da))−ha is indeed the unique largest (, a) additive map in Ba(D). 
Corollary 5.2. For any map D ∈S(X) and any point a in X, there exists always a unique largest additive map D′ in Ba(D),
viz. the Gromov transform Da = ((Da)∗)−ha of D relative to a and  := 0 considered above.
We will now establish the remaining claims from Theorem 2.6:
Clearly, D,f (x, y)0 holds for all 0 and all x, y ∈ X for some ﬁxed f ∈ RX if and only if Df (x, y)0 holds for all
x, y ∈ X. Moreover, given some x, y ∈ X, one has
Df (x, y)0 ⇔ (Df )∗(x, y) − f (x)− f (y)
which in turn holds if and only if
Df (x, z1, . . . , zk−1, y) − f (x)− f (y)
holds for all k ∈ N and all z1, . . . , zk−1 ∈ X. Thus, Df (x, x)0 implies that
Df (x, y, x)= xy − f (x)− f (y) − f (x)− f (x)
and, therefore, f (y)xy + f (x) must hold for all y ∈ X, as claimed. Conversely, if f (y)xy + f (x) holds for all x, y ∈ X,
we have also
Df (x, z1, . . . , zk−1, y) max(xz1 − f (z1)− f (x), zk−1y − f (zk−1)− f (y))
 max((f (z1)− f (x))− f (z1)− f (x), (f (zk−1)− f (y))− f (zk−1)− f (y))
= max(−2f (x),−2f (y)) − f (x)− f (y)
and, thus,
Df (x, z1, . . . , zk−1, y) − f (x)− f (y)
for all k ∈ N and all z1, . . . , zk−1 ∈ X as required.6
In particular, Df is an additive metric for every metric D and for every f in T (D) in view of (T3).
Together, the above results establish Theorems 2.5 and 2.6.
Remark 5.3. In [9], it is shown that D,f is a (, f ) additive (and, hence, a 2 additive) metric for every 0 if and only if
D is a metric and f (y)xy + f (x) holds for all x, y ∈ X.
Now, recall that it was observed in [1, Theorem 3.5] that, given a dissimilarity D on X, an appropriate translate (Da)c of
Gromov’s transform Da = A(D,a)grom is also a guaranteed 3-approximation to D, i.e. Da = A(D,a)grom satisﬁes the inequality
‖D − A(D,a)grom ‖∞6[D]∞.
We will see next that this can also be generalized to the -additive case and that, in addition, we can always ﬁnd maps f ∈ RX
with 2[D, 2]∞‖D −D,f ‖∞2[D,]∞; in particular, there exists always a map f ∈ RX such that the [D]∞-translate
(Df )[D]∞ of the additive map Df is an l∞-optimal additive approximation of D:
Theorem 5.4. For a given map D ∈ S(X) and a non-negative number , let E denote some  additive map in S(X) that
minimizes ‖D − E‖∞, choose some a ∈ X, and put
f := hEa : X → R : x → E(x, a).
6 Note that the above argument also works in case k = 1: Indeed, it shows that f (y)xy + f (x) and f (x)xy + f (y) or, equivalently,
xy−f (y) −f (x) and xy−f (x) −f (y) impliesDf (x, y)=xy−f (x)−f (y) max(−f (x)−f (x),−f (y)−f (y)) −f (x)−f (y).
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Then
2[D, 2]∞‖D −D,f ‖∞2‖D − E‖∞ = 2[D,]∞
as well as
2[D, 2]∞‖D −D,a‖∞6‖D − E‖∞ = 6[D,]∞
holds. Equivalently, we have
[D, 2]∞‖D − (D,f )c′ ‖∞‖D − E‖∞ = [D,]∞
for
c′ := − 12‖D −D,f ‖∞,
and we have
[D, 2]∞‖D − (D,a)c′′‖∞3‖D − E‖∞ = 3[D,]∞
for
c′′ := − 12‖D −D,a‖∞.
Proof. In addition to
f := hEa : X → R : x → E(x, a),
consider
g := hDa : X → R : x → D(x, a)
and note that Ef = Ea and Dg = Da as well as ‖f − g‖∞C := ‖D − E‖∞ holds. Clearly, our assumptions immediately
imply
• C = ‖D − E‖∞ = ‖Df − Ef ‖∞,
• EC
f
= Ef − CDf ,
• E3C
f
= Ef − 3CD2Cf =Df − 2CDg =Da,
• Ef = Ea is a(E) and, thus,  ultra-additive.
But then EC
f
= (EC
f
)(Df )Df and so
EC = (ECf )−f D,f = (Df )−f (Df )−f =D
as well as E3C
f
= (E3C
f
)(Da)Da which implies
E3C = (E3Cf )−f ((Da))−f
((Da))−g + 2C
(Da)−g + 2C =D + 2C.
Hence,
2[D,]∞ = 2C = ‖D − EC‖∞‖D −D,f ‖∞2[D, 2]∞
and therefore
[D,]∞‖D − (D,f )c′ ‖∞ [D, 2]∞.
Similarly, we have
E5C = ((E5Cf ))−f = ((E3Cf ))−f − 2C((Da))−f − 2C((Da))−g =D,aD
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and therefore
6C = ‖D − E5C‖∞‖D −D,a‖∞ =−2c′′
as well as
−c′′ = ‖D − (D,a)c′′‖∞3‖D − E‖∞. 
In particular, specializing to the case = 0, one can always ﬁnd some map f in RX such that
2[D]∞ = ‖D −Df ‖
holds for the additive map Df =D0,f implying that
[D]∞ = ‖D − (Df )c‖
holds for
c := 12‖D −Df ‖ = [D]∞.
Thus, even though it is NP-hard to ﬁnd some additive mapD′ with [D]∞ =‖D−D′‖, we may, when searching for such a map,
restrict our attention to maps of the form Df for some f ∈ RX .
Clearly, the above results imply Theorems 2.7 and 2.8.
6. The average and the worst case behavior of ‖D −D∗‖∞
In order to see how well the bound presented in Theorem 3.2 (iv) performs in practice for the case  = 0, we conducted
tests on simulated data. In particular, we generated sets of aligned sequences using the program Treevolve [25] which evolves
a sequence along a randomly generated coalescent tree. Since we were interested in the dependence of the bound on #X,
alignments of 5, 10, . . . , 100 sequences of length 500 (which provides a reasonable approximation to reality) were generated
over the nucleotide alphabet {A,C,G,T} using the Jukes-Cantor model for sequence evolution [22]. All other parameters in
Treevolve were kept at their default settings. Dissimilarities were then computed using the Hamming distance. As a control,
we also generated random dissimilarity matrices in which each upper triangular entry was selected uniformly at random in the
interval [0, 1]. All dissimilarity matrices were subsequently normalized to have maximum entry equal to 1.
We present the results in Fig. 1 where it can be seen that Gromov’s bound is far from being sharp for these data. Moreover,
the results suggest that ‖D −D∗‖∞ rarely exceeds 2∗(D), quite independently of the size of X. The reason for this is easy to
understand: Indeed, suppose that an n×n dissimilarity matrix is generated by choosing the upper triangular entries independently
at random in the interval [0, 1] according to some probability distribution P deﬁned on [0, 1] (i.e. some non-negative Lebesgue
integrable function with
∫ 1
0 p(x) dx = 1) and that
P() :=
∫ 
0
p(x) dx > 0
as well as
P(1− ) :=
∫ 1
1−
p(x) dx > 0
holds for all > 0. Then, the probability that there exists no triple i, j, k ∈ X with Dij 1−  and Dik,Dkj  for some ﬁxed
 ∈ (0, 12 ] is clearly bounded from above by
(1− 3P()2P(1− ))#X/3 
which tends to 0, for every ﬁxed > 0, for #X tending to inﬁnity. Hence, as #X tends to inﬁnity, the probability that ∗(D) is
greater than 1 − 2 will also tend to 1. However, as ‖D − D∗‖∞ is bounded by 1, it is also bounded ∗(D)/(1 − 2) with a
very high probability.
Even though these simulations indicate that the bound is not very good in practice, we conclude with a properly concocted
example of a dissimilarity for which the Gromov bound is sharp.
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Fig. 1. The bound log2(n−1)∗(D) (upper solid curve) as compared with the l∞ difference ‖D−D∗‖∞ (lower solid curve) for dissimilarity
matricesD of size n=5, 10, . . . , 100. In the left-hand plot the dissimilarities were generated according to a tree model whereas, in the right-hand
plot, the dissimilarities were randomly generated (see text). The dashed line in each plot gives the value of ∗(D). Each data point is an average
of 100 repetitions. The vertical bars indicate ±1 standard deviation. Note that in the right-hand plot the dashed curve and lower solid curve
quickly converge to 1, and that the standard deviation becomes negligible.
Proposition 6.1. Put X := {0, 1, 2, . . . , n} for some n3, choose some C > 0, and deﬁne
D : X ×X → R0 by
xy := D(x, y) :=
{
1+ log2|x − y|C, if x = y
0, else.
Then, by construction, we have ‖D −D∗‖∞ = log2 n∗(D).
Proof. We ﬁrst claim that ∗(D) = C holds. Let {x, y, z} ⊆ X be a 3-subset of X and, without loss of generality, assume
xyz. Then,
D(x, y),D(y, z)D(x, z)= 1+ log2(z− x)C
= 1+ log2((y − x)+ (z− y))C
1+ log2(2max(y − x, z− y))C
= 1+ C + log2(max(y − x, z− y))C
= max{1+ log2(y − x)C, 1+ log2(z− y)C} + C
= max{D(x, y),D(y, z)} + C
holds, implying that∗(D)C must also hold.Moreover,D(0, 1)=D(1, 2)=1 andD(0, 2)=1+C shows that also∗(D)C
must hold.
Now, suppose x := 0 and y := n. Then D(x, y)= log2 nC + 1 and
D∗(x, y)D(0, 1, . . . , n− 1, n)= 1
since D(i, i + 1)= 1 for all 0 in− 1. So,
‖D −D∗‖∞xy − xy∗
log2 nC + 1− 1
= log2 n∗(D)
which, in view of Theorem 3.2(iv), concludes the proof. 
Remark 6.2. A more thorough discussion of worst case examples will be found in [10].
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