Modular programs are built as a combination of separate modules, which may be developed and veri ed separately. Therefore, in order to reason over such programs, compositionality plays a crucial role: the semantics of the whole program must be obtainable as a simple function from the semantics of its individual modules. In the eld of logic programming, the need for a compositional semantics has been long recognized, however, while for de nite (i.e. negation-free) logic programs a few such semantics have been proposes, in the literature of normal logic programs (programs which employ the negation operator), compositionality has received scarce attention. This is mainly due to the fact that normal programs typically have a nonmonotonic behavior, which is di cult to t in a compositional framework.
Introduction
Modularity in Logic Programming. Modularity is a crucial feature of most modern programming languages. It allows one to construct a program out of a number of separate modules, which can be developed, optimized and veri ed separately. Indeed, the incremental and modular design is by now a well established software-engineering methodology which helps to verify and maintain large applications.
In the logic programming eld, modularity has received a considerable attention (see for instance BLM94]), and has generated two distinct approaches: the rst one is inspired by the work of O'Keefe O'K85] and is based on the consideration that module composition in basically a metalinguistic operation, in which the modular construct should be independent from the logic language being used; the second one originated with the work of Miller Mil86, Mil89] , and is obtained by using a logical system richer than Horn clauses, thus providing a linguistic approach.
In this paper we follow the rst approach. Viewing modularity in terms of meta-linguistic operations on programs has several advantages. In fact it leads to the de nition of a simple and powerful methodology for structuring programs which does not require to extend the underlying language's syntax. This is essential if we want to compose modules written in di erent languages. Furthermore, the typical mechanisms of the object-oriented paradigm, such as encapsulation and information hiding can be easily realized within this framework (see BBG + 93]).
The need for a compositional semantics. In order to deal with modular programs, it is crucial that the semantics we refer to is compositional, i.e. that the semantics of the whole program is a (simple) function of the semantics of its modules. The need for a compositional semantics becomes even more pressing if one wants to build applications in which logic modules are combined with modules that are not logic programs themselves, such as constraint solvers, imperative programs, neural networks, etc. In fact, compositionality enables one to reason about the logic module in isolation, while the reference to knowledge provided by other modules is maintained intact.
In logic programming, this need for a compositional semantics has been long recognized. For de nite (i.e. negation-free) logic programs a few semantics have been proposed; to the best of our knowledge, the rst papers to discuss various forms of compositional semantic characterizations of de nite logic programs were the ones of Lassez and Maher LM84, Mah88] , further work has been done by Mancarella Compositionality vs. non-monotonicity. However, in the development of semantics for normal logic programs, (logic programs which employ the negation operator) compositionality has been widely disregarded. Notable exception to this are the papers by Maher Mah93] and Ferrand and Lallouet FL95] (comparison between these papers and this one is deferred to the concluding section). The reason of this disattention is that, because of the presence of the negation-as-failure mechanism, the semantics of normal logic programs is typically non-monotonic. Now, compositionality and non-monotonicity are (almost) irreconcilable aspects. Compositionality implies that the`old knowledge' is maintained when new knowledge is added. Non-monotonicity is de ned exactly as the opposite. Thus, it seems that one can enjoy either compositionality or non-monotonicity, not both. Still, we need both aspects: on one hand, the non-monotonicity that arises from the use of negation as failure is something we want in our logic programming language, because it enables us to de ne relations in a natural and succinct manner. On the other hand, modularity, and therefore compositionality of the declarative semantics, is essential when one wants to use a logic programming language in real life applications.
Contribution of this paper. In this paper we propose a semantics for modular logic programs. This semantics is compositional while remaining non-monotonic to a certain extent. In essence, the semantics is compositional and monotonic on the level of union of modules, while addition of clauses to modules remains a nonmonotonic operation. We carry out our task by rst providing a compositional semantics for rst-order programs, which extends the semantics given by Sato Sat92] (which in turn can be regarded as an extension to rst-order programs of Kunen's Kun87] semantics). In a second stage we show how this can be naturally used to provide a compositional semantics for normal logic programs and normal CLP. The semantics we propose can also be regarded as a compositional extension of Kunen's semantics Kun87]. Finally we discuss and show how these results have to be modi ed in order to be applied to normal Constraint Logic Programs, and, in the last section, to programs in which are present some base (built-in) predicates which have a prede ned meaning.
Preliminaries
We assume that the reader is familiar with the basic concepts of logic programming; throughout the paper we use the standard terminology of Apt90, Llo87] . Symbols with a on top denote tuples of objects, for instancex denotes a tuple of variables x 1 ; : : : ; x n , andx =ỹ stands for x 1 = y 1^: : :^x n = y n . Throughout the paper we will work with three valued logic: the truth values are then true, false and unde ned. We adopt the truth tables of Kle52], which can be summarized as follows: the usual logical connectives have value true (or false) when they have that value in ordinary two valued logic for all possible replacements of unde ned by true or false, otherwise they have the value unde ned. Three valued logic allows us to de ne connectives that do not exist in two valued logic. In particular in the sequel we use the symbol , corresponding to Lukasiewicz's operator of \having the same truth value": a , b is true if a and b are both true, both false or both unde ned; in any other case a , b is false. As opposed to it, the usual $ is unde ned when one of its arguments is unde ned. In most cases we restrict our attention to formulae which we consider \well-behaving" in the three valued semantics. A logic connective 3 is allowed i the following property holds: when a 3 b is true or false then its truth value does not change if the interpretation of one of its argument is changed from unde ned to true or false. A rst order formula is allowed i it contains only allowed connectives.
Notice that any formula containing the connective , is not allowed, while formulae built with the three-valued counterpart of the \usual" logic connectives are allowed. Allowed formulae can be seen as monotonic functions over the lattice on the set funde ned; true; falseg which has unde ned as bottom element and true and false are not comparable. Finally, in what follows we always assume the equality symbol = to be part of the language of the programs and modules we deal with, so { in some cases { in order to avoid confusion we'll use to denote equality at meta-level. Modules are de ned on a xed base language L B , which contains all the constants and function symbols which may occur in the module itself, and the predicate symbols of those relations which have a prede ned meaning. We assume that L B , always contains the equality symbol and (with a harmless overload of notation), three predicative constants t, f, u, corresponding to the truth values true, false, unde ned. The primitive predicate symbols in L B nft; f; ug are assumed to be de ned in a xed rst-order consistent base theory . Typical choices for are for example the set of equality axioms together with Clark's equality theory, the domain closure axiom, or axioms de ning arithmetic primitives. A relation we will always assume being part of the language is equality (=); its meaning may be either the identity over the domain of discourse or { if one prefers { it may be given by a suitable complete theory, in which case it is assumed to be incorporated in .
Semantics. A three-valued structure S for the language L B fp 1 ; : : : p k g is a triple hDom; Rel; Funi where Dom is the domain (or universe) is a non-empty set, Fun is a set of functions on Dom, one for each function symbol in L B , and Rel is an interpretation over Dom, which is two valued for the predicates in L B n fug, and three valued for the other predicate symbols (u fp 1 ; : : : p k g). We also assume that t, f and u always take the value true, false and unde ned. Given a sentence , we use the notation Val( ; S) to denote the truth value of in S. Further, we say that S is a model of the set of sentences ? if for each sentence 2 ? we have that Val( ; S) = true; consequently, the three-valued logical consequence relation j = is de ned as follows: ? j = i Val( ; S) = true for every model S of ?.
First-Order Programs and Modules. A modular logic program consists of a number of logic modules, each of which consists of a number of predicate de nitions.
The de nition (of a predicate p) is a formula of the form
wherex is a tuple of distinct variables, and x] is a rst order formula whose free variables are exactly the variables ofx (the notation x] is used to emphasize this fact). p(x) and x] are usually referred to as the head and the body of the de nition.
Then, a module M on a base language L B is a collection of predicate de nitions such that each predicate is de ned at most once, and none of the predicates in L B is de ned in M.
Example 2.1 The following elementary module OddEven will be used only for the preliminaries; it provides a de nition for the the predicates even/1 and odd/1. c 1 : odd(x) , 9 y (x = y + 1^even(y)) c 2 : even(x) , x = 0 _ 9 y (x = y + 1^odd(y)) 2
We de ne Def(M) to be the set of predicates that are de ned in M, 
The inductive steps for the logical operators are straightforward. It is important to notice that the fact that in Sat92] equality is always assumed to be the identity over the domain of discourse, while here we allow it to be de ned by any complete theory, is not a source of con icts. In fact { since the manipulations we employ never introduce the symbol =, { all we have to do is to use a di erent relation symbol to denote the identity relation.
A Compositional Semantics
Following the original paper of R. O'Keefe O'K85], the approach to modular programming we consider here is based on a meta-linguistic programs composition mechanism. In this framework, logic programs are seen as elements of an algebra and the composition operation is modeled by an operator on the algebra.
Viewing modularity in terms of meta-linguistic operations on programs has several advantages. In fact it leads to the de nition of a simple and powerful methodology for structuring programs which does not require to extend the underlying language's syntax. This is not the case if one tries to extend programs by linguistic mechanisms, an approach which originated with the work of Miller Mil86, Mil89] . Moreover, meta-linguistic operations are quite powerful. For instance, the compositional systems of Mancarella 
Module Composition
To compose rst-order modules we follow the same approach of BGLM94] and use a simple program union operator.
De nition 3.1 (Module Composition) Let M 1 and M 2 be modules on the base language L B . We de ne
Expressiveness of Modules
Now, we have to give a formal de nition to the abstract concept of (semantical) expressiveness of modules, for this we have to take into account the fact that modules are meant to be composed together. In the rest of this section, we always assume that all the modules are given on the same xed base language L B , and that the meaning of the predicates and functions in L B is provided by a xed base theory 2
In other words, we say that two rst-order modules are compositionally equivalent if they have the same set of logical consequences in every possible context. Therefore is actually a congruence relation. The following lemma states an obvious yet important property of . In this section, we are going to prove our main result, which will provide a computable, compositional semantics for rst-order modules. First we need some technical tools. The main one is the following operator. Let and 0 be allowed formulae. The proofs of these properties are straightforward and thus omitted. Next, we need our main lemma. The proof is long, tedious and technical, and can be found in the appendix.
Lemma 3. This, together with (2) proves the thesis for the case k = 2. Now we need an observation: let be an allowed formula, and P and Q be modules such that P Q exists, then for any integer n, the following syntactic equality holds
3) The proof of (3) is immediate from the de nitions.
We now proceed with the inductive step: we assume that the thesis holds for k or less modules, and we prove it for k + 1 modules. Let Example 3.9 The following program, given a directed graph, veri es whether a certain node is critical, i.e. whether by removing that node from the graph, some other nodes in the network become disconnected. We assume that the graph is represented in a module M g . This module de nes only the predicate arc=2 in such a way that arc(x; y) is true in M g i there is a (direct) link from x to y in the graph.
Further 
2
It is important to notice that here we depart from Cla78] in the fact that we don't close those de nitions which are not explicitly given in M. In a modular context, these predicates need to remain open. The completed de nition of a predicate is a rst order formula that contains various function symbols and the equality symbol; hence, in order to interpret them correctly, we also need an appropriate theory. In particular, following the literature, we'll refer to CET LB , Clark's Equality Theory for the language L B , which consists of the following axioms: -f(x 1 ; : : : ; x n ) 6 = g(y 1 ; : : : ; y m ) for all distinct f and g in L B ; -f(x 1 ; : : : ; x n ) = f(y 1 ; : : : ; y n ) ! (x 1 = y 1 )^: : :^(x n = y n ) for all f in L B ; -x 6 = t(x) for all terms t(x) distinct from x in which x occurs; together with the usual equality axioms, i. e. re exivity, symmetry, transitivity, and (x =ỹ) ! (f(x) = f(ỹ)) for all functions symbols f in L B . Notice that that \=" is always interpreted as two valued.
Obviously, CET LB depends on the underlying language L B , which we assume to be xed and to contain all the functions symbols occurring in all the modules we consider.
A known problem that semantics based on program completion face is that when L B is nite (that is, when it contains only a nite number of functions symbols)
CET LB is not a complete theory (see She88]). Typically, this problem is solved by adopting one of the following solutions: (a) adding to CET LB some domain closure axioms which are intended to restrict the interpretation of the quanti cation to L B -
terms (as in She88]), or (b) assuming that the language contains always an in nite set of function symbols (as in Kun87]) or (c) by considering only interpretations and models over a speci c xed domain D (as in Fit85]). This latter solution requires
the adoption of axioms which are usually not rst order (unless all the functions symbols are 0-ary, i.e. constants), and consequently leads to a semantics which is (usually) noncomputable. For these reasons we adopt either solutions (a) or (b). Luckily, these two solutions yield basically the same semantics. For an extended discussion of this subject, we refer to Kun87, She88].
We need one last de nition. Let L B be a nite language (i.e. a language with a nite set of predicate symbols). The Domain Closure Axiom for the language L B , DCA LB , is 9ỹ 1 (x = f 1 (ỹ 1 )) _ : : : _ 9ỹ r (x = f r (ỹ r )) where f 1 ; : : : ; f r are all the function symbols in L B andỹ i are tuples of variables of the appropriate arity. This axiom is also referred to as the weak domain closure axiom 2 .
A Compositional Semantics for Normal Programs
It is now easy to see that in this context, the semantics for open normal logic modules nds a natural embedding in the one proposed for rst order modules in Section 3. Modules composition is de ned exactly as for the case of rst-order modules: if M 1 and M 2 are normal modules. We de ne M 1 M 2 = M 1 M 2 provided that Def(M 1 ) \ Def(M 2 ) = ; holds. Otherwise M 1 M 2 is unde ned. Our main result becomes:
2 As opposed to it, the strong domain closure axiom for the language L B is x = t 1 _ x = t 2 _ : : : where t 1 ; t 2 ; : : : is the (usually in nite) sequence of all the ground L B -terms. This axiom is equivalent to choice (c) above, and determines uniquely the universe of the possible interpretation. Again, if L B contains a non-constant function symbol then the above axiom is not a rst order formula, and leads to a noncomputable semantics. 2
As an example, let us consider again the problem of deciding whether a node in a graph is critical. The program given in the previous section can also be written as a modular normal program composed by the modules de ning arc, member, together with the following two modules. 
Compositionality vs. Non-Monotonicity
In a proof-theoretic interpretation of logic programming a resolution method (resp. a Semantics) can be viewed as an inference relation, which maps a program into the set of atoms which can be derived from it. In the literature, an inference relation reasoning applies also to (the inference relations induced by) virtually all declarative semantics; among them, Kunen's and Fitting's semantics. Non-monotonicity is actually a crucial aspect of normal programs and has greatly contributed to the popularity of the paradigm. As remarked in AB94]: \the best argument for nonmonotonic semantics of logic programs with negation is that non-monotonic logics, i.e., logics dealing with non-monotonic inference relations, are very useful, and that logic programming with negation can help in implementing them". Thus, nonmonotonicity is an aspect of logic programs with negation which we should not abandon.
On the other hand -as we have stressed in the introduction -in the formulation of a semantics for modular logic programs, compositionality plays a crucial role. This raises a con ict: in fact it is immediate to see that compositionality implies that the semantics has to be { to some extent { monotonic.
In our framework, we manage to combine the two aspects by separating their domains: within a module the addition of a clause remains a non-monotonic operation, while at meta-level module's composition is a monotonic one. Let us see a simple example of this fact, and consider a normal module Thus, in our framework, the negation-as-failure mechanism can still be pro tably employed in a non-monotonic manner, as long as the negated atom and its descendants in the proof tree are not open. This has to be so: the failure of proving an atom whose proof tree could be augmented by module's composition can not be taken as \su cient evidence" for assuming true the negation of the atom itself (as usually done by negation as failure). It is worth noticing that it's easy to extend the negation as failure mechanism in order to force it to take into account the presence of open atoms.
Normal CLP Modules
The Constraint Logic Programming paradigm (CLP for short) has been proposed by Ja ar and Lassez JL87] in order to integrate a generic computational mechanism based on constraints with the logic programming framework. Such an integration results in a framework which { for programs without negation { preserves the existence of equivalent operational, model-theoretic and xpoint semantics. Indeed, as discussed in Mah93], most of the results which hold for de nite (i.e. negation-free) logic programs can be lifted to CLP in a quite straightforward way. As we'll shortly see, when negation is involved, such a lifting might present some di culties.
We refer to the recent survey JM94] by Ja ar and Maher for the notation and the necessary background material about CLP. A CLP program is a collection of CLP clauses which are formulae of the form A c^L 1^: : :^L k where A is an atom, L 1 ; : : : ; L k are literals and c is a constraint, i. e. a rst order formula in a speci c language L C . Here there is no need to enter the details over the semantics of the paradigm (we refer to JM94]); intuitively, from the operational point of view constraint are considered as built-ins and are handled by a constraint solver, while the \rest" (the logic part) serves exactly as a logic program. From the declarative point of view, the semantics of the constraints is determined in either one of the following two ways:
(a) by providing a consistent rst-order base Theory, that their interpretation has to satisfy (e.g. Peano's arithmetic); or (b) by giving a base structure B over which they are interpreted, (for example, the natural numbers). It is clear that if we follow the rst approach then the results of the previous section can be naturally used to provide a compositional semantics to normal CLP modules. All we have to do is to incorporate in the base theory the theory that provides a meaning to the constraints and to refer to the modules completion (which is de ned exactly as in the case of normal logic programs), and immediately obtain the following: Where we assume that incorporates the equality axioms.
2
Thus if we follow choice (a) above our results apply with almost no modi cation. Regrettably, approach (b) is certainly more popular in the CLP community (even though also the rst one is considered standard (see JM94])). The problem with the latter approach is that the given structure determines uniquely the universe of the models, and this { in presence of negation { leads to a semantics which is again usually noncomputable. As already done in Kun87, Sat92], we can avoid this problem by referring to some elementary extension of the given structure itself. This will be done in the next section.
If the Interpretation of Constraints is Provided by a Structure
In the previous sections we have always assumed that the interpretation of the base predicates was determined by a rst order base theory ( ). Now, as already mentioned in Section 4.2, this is not the only possible approach; in the literature we nd situations in which the interpretation of the base predicates is provided by a suitable structure. In particular, this happens frequently in the case of CLP normal modules.
In this section we are going to show how also in this di erent setting it is possible to obtain a computable compositional semantics (indeed a counterpart of Theorem 3.8). The task is not trivial: rstly because in order to obtain a computable semantics we have to resort to the use of an elementary extension of the given structure, and, secondly, because there's much more machinery involved in the proofs.
A di erent semantics. Let us rst establish some notation. Let M be a rstorder module on the the language L B , and assume that the meaning for the base predicates is provided by a base structure B , then the models of M we'll be allowed to consider are only those that share with B the universe and the interpretation of base predicates. Such models are called expansions of B , or B -models according to the following de nition.
Let B hDom; Rel; Funi be a structure for the language L B . We say that S is a B -structure i S is a conservative expansion of B The following example will motivate our assertion that in this situation { if we want to have a computable semantics { we might have to resort to the use of an extension of the given base structure. Recall the de nition of module OddEven This second situation is highly undesirable because the falsity of non standard is not computable (one would need ! + 1 inference steps in order to determine it).
However, if we take any non-trivial extension N 0 of N, we immediately have that OddEven NonStandard 6 j = N 0 :non standard. We might well say that the falsehood of non standard in the N-models of OddEven NonStandard is determined by the limits of the universe of N. Thus we need the following. Therefore, if S 0 is an elementary extension of S then reasoning over S 0 is basically just like reasoning over S.
Further Preliminaries: Fitting's Operator Revisited
As we've mentioned before, the proofs we are going to provide will need some additional preliminary notions. In particular we are now going to revisit Fitting's results Fit85], and de ne a modular version of Fitting's operator. The results we are going to state in this subsection are not new (unless otherwise speci ed they are (more or less) immediate extensions of the results of Fit85]), but will be needed in the sequel. We state them for the sake of self-containedness and for maintaining a consistent notation throughout the paper. We start with a modular version of Fitting's operator. We now need to provide a semantics-based order on structures. < M (see next Note) when is a limit ordinal. Of course, we have to show that this notation is consistent, i.e. that for each , M is a B -structure. This is trivial if is a successor ordinal (the thesis follows from the de nition of ), but requires more caution when is a limit ordinal. In fact we need the following.
Note 5.6 Let M be a module over L B , B be a structure for L B and be an ordinal.
We have that
(ii) M is a structure.
Proof. Sketch For the induction step, if is a successor ordinal then (i), and (ii) are immediate consequences of the de nition and of the monotonicity property of M . Since M is monotonic but not continuous, in the above theorem, could be greater than !, thus this semantics is in general uncomputable (this is also shown by the example at the beginning of this section). Thus, in order to have obtain a computable semantics we have to resort to the concept of elementary extension of a structure 3 . Before doing so, we need two instrumental Lemmata. The rst one is a revisitation of Lemma 2.5; in fact its proof may be obtained as a straightforward translation of the one of Lemma 2.5. The second one shows that also in this context the unfolding operation, when applied to a closed module is correct, in the sense that it maintains the set of (allowed) logical consequence. 
A Compositional Semantics
At last, we are able to show how the results of Section 3 may be restated for the case in which the interpretation of the base predicates is determined by a structure.
First, we re-de ne a partial order based on the expressiveness of modules. As shown in Kun87], given L B and B , one can actually build 4 a B 0 for which this theorem holds. Intuitively, the basic idea is that the domain of B 0 has to be su ciently rich to avoid the problem of running out witnesses, and this can be guaranteed by letting B 0 be an @ 1 -saturated structure.
Conclusions
In this paper we have proposed a semantics for rst order programs which is compositional with respect to the (module composition) operator. This semantics is built via a rst-order unfolding operator and allows to characterize (compositionally) the set of logical consequences of the module in three valued logics. Further, we have shown how our results may be applied to modular normal programs and normal CLP. The semantics we have proposed may be regarded as a compositional counterpart of Kunen's semantics for normal programs Kun87] and its rst-order version due to Sato Sat92] .
Another recent proposal for a compositional semantics for logic programs is the one of G. Ferrand and A. Lallouet FL95] . In this paper, Ferrand and Lallouet propose two compositional semantics, one based on Fitting semantics and one based on well-founded semantics. The notion of program unit they use is similar to the notion of (open) module. The di erences between their approach and ours stem mostly from the kind of models that are considered. In both Fitting semantics and wellfounded semantics for normal logic programs, interpretations are only considered over a xed universe (typically, the Herbrand universe of the program). As a result, these semantics cannot be axiomatized within rst-order logics. Consequently, these semantics are in general noncomputable (they may require more than ! iterations in order to be built). In contrast, our semantics for modular normal and rst-order logic programs is based upon arbitrary three-valued models and characterized by a countably in nite sequence of approximations, and is thus recursively enumerable.
In Mah93] Maher presents a transformation system for normal programs with respect to a compositional version of the perfect model semantics, which is de ned in the same paper. From the point of view of modularity the main di erence between this paper and Mah93] is that in Mah93] modules are also required to have a hierarchical calling pattern. For instance mutual recursion among modules is prohibited (this can be seen as a consequence of the fact that the Perfect Model Semantics itself requires the program to be strati ed). From the purely semantics point of view the di erences between this paper and Mah93] may be assimilated to the di erences between the perfect model semantics and Kunen's semantics (the rst is based on two-valued logics, imposes some syntactic restriction on the syntax of modules (strati cation, or local strati cation), and, in particular, it is usually not computable).
