Introduction
This paper describes the project MILK (Multilingual Indexing based on Lexical Knowledge), a cooperation between University of Brandeis and CELI (Centro per l'Elaborazione del Linguaggio e dell'Informazione). The project focuses on the interaction between information extraction and information retrieval in a web based multilingual environment. This paper mainly elaborates on the Italian component of the system.
A user oriented hybrid search engine
One of the typical features of standard search engines is their impermeability to user needs. This is not meant to be a criticism: statistical techniques of relevance calculus can help a lot in re ning and expanding queries, but they are hardly e ective in the task of ful lling more speci c desiderata of the user. In a sense, they tend to interpret every query as a request of information about a certain topic, whereas the user might be interested in other (and more speci c) forms of interaction, such as buying, selling, renting, downloading, talking, etc. The main goal of the MILK project is exactly the one of introducing this \functional" dimension in the indexing and retrieving machinery of a standard web based search engine. It is evident that this goal cannot be achieved by using standard information retrieval techniques. Indeed, once user's expectations have been identi ed, information extraction techniques are able to provide much more e ective results, as they can analyze small parts of documents just for the purpose of mining the kind of data in which the informationseeker might be interested. Moreover, the addition of a functional dimension calls for a better understanding
We thank the whole group at the Research Lab for Linguistics and Computation (RLLC) at Brandeis University. In particular we are much grateful to James Pustejovsky, who devoted a lot of time for discussions about this project. Anyway, we take full responsability for all the assumptions which are made in this paper. of the possible (or plausible) relations among the concepts which are targeted by the system. In this sense, we expect that the exploitation of a hierarchical lexical organization such as the one proposed by the Generative Lexicon (Pustejovsky 95a) will be able to impose \principled" limits on the combinatorial capabilities of these concepts/relations.
There are two additional aspects of web based information retrieval which are sometimes overlooked, but nevertheless seem appealing and worth discussing.
On the one hand, the presentation of the results of a search is a problem as crucial as the mining of the results themselves. With current search engines it is not infrequent to receive thousands of URLs in response to broad range searches. Obviously no user interested in, for instance, phonology, will ever have the time to scan the about 6000 URLs that a search engine such as Altavista is able to nd. Some device needs to be added in order to allow her to restrict the query. We will argue that statistical technologies, such as those used by Altavista's LiveTopics, are useful, but not enough, to accomplish such a complex task. In particular, we argue that an e ective tool for the analysis and the re nement of search results needs also semantic knowledge, because it has to enable the user to browse a conceptual search space. Moreover, once such a re ned semantics has been introduced, information retrieval techniques alone are not anymore su cient to provide e ective results: they need to be coupled with information extraction technologies. On the other hand, given the world wide nature of the web, search engines have to face the fact that a high percentage of documents is not written in English. At the current state of the art, search engines nd the words the user is looking for only in the documents where the very same words appear, that is documents in the same language of the query.
The key feature of the architecture is a semantic engine based on a LKML (Lexical Knowledge Mark-up Language, under development at the Research Lab for Linguistics and Computation (RLLC) at Brandeis University). The system couples statistical technologies with nite state, semantic based, information extraction technologies. The cooperation of these two aspects dene a hybrid system for information extraction, which incorporates enough linguistic knowledge to provide the user with (i) a functional dimension (in the sense de ned above) for retrieving information; (ii) multilingual capabilities 1 ; and (iii) a exible tool for analysis and re nement of search results.
Phases of the project: from IR to IE
The development of the MILK project can be conceived as a transition from information retrieval techniques, which will be predominant in the rst phase, to information extraction techniques. The basic milestones are represented in g. 1, which we will comment again later on. In the rst phase the task of the information extraction module will be limited to the recognition of named entities, i.e. groups of words which constitute names of institutes, organizations, companies, etc. LKML (Lexical Knowledge Markup Language, see Pustejovsky 97) will provide a formalism for semantic tagging of recognized entities.
LKML takes advantage of a simpli ed set of the types in the CoreLex Semantic Lexicon (Pustejovsky et al. 95; Buitelaar 97), developed at Brandeis University. This typed language consists of approximately 400 base types, organized in a subsumption type lattice. Unlike other recent attempts to construct semantic tag sets, the LKML incorporates compositional semantic rules used for identifying the recursively rich semantic components of the sentence, just as shallow parsing techniques attempt to identify partial fragments of syntactic structure. The top lattice structure of LKML is similar in many respects to other semantic ontologies (e.g., ACQUILEX, ONTOS), with two important distinctions: (1) formal classi cations are distinct from functional classi cations, and (2) limited multiple typing is allowed. Both of these strategies are linguistically motivated decisions (cf. Pustejovsky, 1995) and have important consequences for how the text is 1 As we will see, the key factors to achieve multilingual capabilities are some form of conceptual indexing and some way to analyze the query into an interlingua format.
semantically marked up (in g. 2 the top lattice fragment is shown). tic typing and recursive typing (identifying larger semantic tags) over a text is a "semi-structured" text, with less structure than a database le, but signi cantly more information than a text le. LKML-markup is the rst step towards delivering automated content-based retrieval over text database. Semantically tagged portions of text will be indexed, together with some statistically inferred information about the document type. In a second phase, the information extraction component will be tailored to capture also individual referring concept, i.e., basically, all kinds of referential noun phrases. In parallel, information retrieval techniques will be applied to learn about the possibility of creating complex concepts in the hierarchy (in the rst phase complex concepts are just inferred on a document base and are not driven by semantic inferences). In the last phase the information extraction engine will be able to identify complex concepts on a syntactic basis, thus depriving the information retrieval module of part of its signi cance in the economy of the system.
From the very beginning, the adopted hierarchy will be multilingual (Italian/English, for the moment), thus allowing multilingual information retrieval. In the last phase, techniques of multilingual template generation on the basis of complex concepts will be experimented.
As for this paper, section 2 describes the already available part of the system as developed at CELI. Section 3 describes the basic changes to be performed on the current system, both in terms of introducing a hierarchy of semantic types, and in terms of semantic tagging. The reader should keep in mind that this part of the paper is rather speculative and describes some possibilities which 
IUTA: A text analyzer for Italian
The MILK project reuses, for the Italian part, the core components of an already available information extraction engine, IUTA (Italian Unrestricted Texts Analyzer), developed at CELI (Bolioli et al. 97). The system is based on a set of pipelined modules which progressively re ne the input texts in order to extract domain dependent templates 2 . The global architecture of the system is described in g. 3 (Compare it with the \generic" information extraction system, Hobbs (92)). The rst module (PreTesto: 1) is a text preprocessor (Bredenkamp et al. 96) . It is used for the following purposes: (i) Recognizing dates, currency expressions, telephone numbers, emails, numbers in a textual format and other xed format expressions of the kind, (ii) segmenting the input text in smaller units, such as sentences and paragraphs by exploiting formatting character and punctuation, (iii) identifying acronyms, proper names and abbreviations. The last task is actually not performed by PreTesto alone, since it is impossible, on the basis of the formatting and the capitalization, to decide what is a proper name and what is not. Indeed, in real texts on the web it is quite frequent to nd capitalizations of whole portion of text just in order to add emphasis on it. So, proper names and acronyms recog-nition is cooperatively accomplished in a sort of \loop" by Pretesto and the morphological module; the choice is made on the basis of a knowledge base of proper names (deduced from available resources) coupled with an heuristic which exploits the grammatical category of the alleged proper name or acronym (in case it can be also interpreted as a word known by the system), and the grammatical context in which it appears .
The output of PreTesto (basically a SGML marked text) is passed to the classi cation based morphology (module 2, in the gure) which, for each word, produces a set of pairs <unique lemma, inflectional information>. In order to perform this task, the morphological module accesses a morphosyntactic lexicon containing the 50.000 most common words in Italian, according to several frequency lists. 3 .
Syntactic analysis (module 3) is conceived as a process of multistratal chunking, in strict obeyance to Abney (91) and Abney (97) (cf. also Federici et al. (96a) and Federici et al. (96b) for an analogous application to Italian). Non recursive constituents are identi ed and properly labeled by sets of nite state automata which, at the same time, perform POS disambiguation. 4 The basic idea is that all categories which unambiguously form a constituent are grouped together, while arguments and modi ers whose attachment is not univoquely determined are chunked sepa- This solution actually revealed quite unsatisfactory. In its next release the system will exploit the disambiguation capabilities of a Brill POS tagger (Brill 95) between morphology and chunking. rately. 5 Once the basic constituents have been identied, the semantic analysis starts (module 7 in the gure). Two layers of bi-directional automata (nominal semantics automata (NSA: module 4) and verbal semantics automata (VSA: module 5)) try to build a kind of logical form of the sentence under analysis (henceforth naif logical form). In this respect, our information extraction system di ers from most of systems described in the literature (Hobbs 92; Lehnert et al. 91; Appelt et al. 93 ): rather than trying to ll templates directly from constituent structure, we rst build a naif logical form, which is then passed to the domain dependent module for template lling. In this way we guarantee reusability of substantial parts of the system, as we will see shortly. Technically, NSA and VSA are bidirectional nite state automata (Neumann et al. 97; Appelt et al. 93; Gross 89; Kameyama & Arima 93; Koskenniemi 90) which are associated to relevant lexical entries (triggers). When a certain trigger is retrieved, the relevant automata applies, trying to consume as much constituents as possible. Bidirectional automata are written in a transparent user language, where, in order to achieve a better precision, it is also possible to set islands, which block the application of the automata, and to introduce \skip categories", which are systematically ignored by the automata (for instance unrecognized words belong to a category which is systematically skipped). Moreover, if more than a single automaton is trying to consume the same 5 The reason why in this purely syntactic phase of the analysis we do not perform any attachment is due to the fact that the system has no capability of undoing previous choices. Thus, since syntactic and semantic information ruling attachments of constituents is included in the semantic automata, there is no reason to anticipate it. constituent, a heuristic component is invoked in order to decide which one has priority. The kind of technology we adopted derives from Neumann (97), but the strategy adopted for capturing \the meaning" of the consumed string is completely di erent: whereas in SMES (the system described therein) the output of automata is usually a lled template, in IUTA it is just a generic logical form. For instance from a sentence such as:
1. Ditta con sede a Milano ricerca programmatori in Lisp, Prolog e Java in qualit a di consulenti.
(Company with seat in Milan seeks
Lisp, Prolog and Java programmers as consultants.)
we obtain the representation shown in gure 4 (in g. 5 a more readable feature structure format of the same representation is provided).
For standard information extraction tasks, anal module applies in order to ll domain dependent templates. Such a module is formed by a set of structure matching rules. The left hand side of these rules describes a naif logical form of the kind produced by the semantic automata module, while the right hand side performs a domain dependent template lling action (DDM, Domain Dependent Module: 6).
The main advantage of the architecture we just presented is its reusability. Indeed, since domain dependent restrictions are pushed to the end of the chain of modules, modules 1-5 result fairly reusable from domain to domain. In the following we will described how they have been plugged into the context of the MILK project.
3 From IUTA to MILK The basic idea underlying the information extraction component of MILK is that the same semantic automata which are now used to produce naif logical forms can be used to identify chunks of text to be semantically tagged. Thus, the function for building naif logical forms is replaced by a labeling function which inserts the consumed part of text in the relevant LKML marker. This shift from logical form assignment to semantic tagging implies some conceptual redesign of the system. Indeed, whereas in the original system the only semantic information attached to lexical entries was the name of automata they were able to trigger (if any), now we have both the Generative Lexicon semantic type (for tagging) and the name of automaton which is triggered (for grouping the relevant constituents). The point is: is it possible to minimize lexical information in such a way that the automaton can be derived from the semantic categorization? 6 This possibility is taken as an assumption of the Italian component of the project: if a word is connected to a relational concept, i.e. a concept which \attracts" other concepts, there should be an automaton containing the syntactic/selectional constraints which govern such a combination, and such an automaton should be attached to the type rather than to the word. In the following we will describe how such an idea will be implemented in MILK.
The Hierarchical organization of semantic tags
The hierarchy of semantic tags (which can be viewed as lexical types in the sense of Pustejovsky 95) contains essentially tag-automata pairs. It will be build according to principles of multidimensional default inheritance, 7 even though, in the rst version ( rst phase of the project), there will be only one feature which is inherited, i.e. the automaton name. A classical problem in the creation of a semantic network used for structuring lexical information is lexical ambiguity (Wilks et al. 96) . Pure homonyms (like bank) point to di erent nodes in the hierarchy. As for polysemy, we adopt the approach of the Generative Lexicon theory: a complex nominal showing a behavior classi able as systematic polysemy (logical polysemy in GL terms) is represented as an underspeci ed dotted type. Therefore, we assume that words need 6 Notice that ultimately this question is the same which has been around for many years in linguistics, i.e. whether it is possible to derive argument structure from semantic properties (Pinker 91; Levin & Rappaport 95; Pustejovsky 95b).
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Most theories in the past assumed that a taxonomy of concepts (or an ontology) was a tree and that at each node a single choice was made. But it has been widely proved that common sense reasoning uses cross-classi cation (for example, Dalghren 88, Hobbs 87). As for default inheritance see Copestake 93. not necessarily to be tagged with a disambiguated word sense. In fact, many polysemic words expresses more than one sense at the same time (Buitelaar 97; Pustejovsky 95b) 8 .
Two kinds of link appear in the hierarchy: hyperonymy (IS-A) links and functional links, which can include relations such as MEMBER-OF, predicate-argument relations, and others. The upper part of the hierarchy, which includes only IS-A links, is based on the CoreLex type hierarchy (Pustejovsky et al. 95) which is already partially based on WordNet (Miller G.A. 90) and will be improved by merging it with other externally available semantic networks (e.g.EuroWordNet, LE-24003).
The most important kind of functional relations are predicate-argument relations representing connections among entities which are most relevant to the user. They are encoded as directed arcs which depart from two types and point to a single daughter. It should be noticed that this kind of links will play a crucial role in determining the user e ectiveness of the system. During the rst phase of the project the creation of functional nodes will obey general coarse grained strategies which encode plausible generalizations by a ecting only the upper levels of the hierarchy. For instance, it can be assumed that objects and events can be combined, as objects usually play some role in events. Generic assumptions of this kind will obviously cause a massive overgeneration of functional nodes. For instance, besides reasonable concepts such as sell car, the system will admit the existence of quite strange nodes such as kiss car which, even though plausible from a semantic point of view, are rather unlikely to be useful in the envisaged application scenario. In successive phases of development, the functional nodes will be restricted both by licensing them by means of machine learning techniques 9 , and by introducing more information in the hierarchy, which will enable us to restrict the space of func-8 Since the network of semantic tags is unique for di erent languages (in our rst prototype, English and Italian), problems could arise concerning di erent partitions of the conceptual space. For instance we could have a sense alternation in one language and not in the other, e.g. Plant/Food, which a ects more English than Italian. Possible solutions are sketched in Carbonell & Tomita (87), Nirenburg et al. (87), Fluhr (97) . 9 In particular we will explore the applicability of a variant of the WORDSPACE algorithm (Sh utze 95) where the single value decomposition would be applied to a matrix representing the occurrences of concepts in the context of other concepts. As a further development, we will try to re ne functional links by automatically extracting information about the qualia structures of (at least some) nouns, as described in Pustejovsky et al. (93) . 
Semantic tagging
Each type in the hierarchy identi es an LKML tag and an automaton of the shallow semantics module. Tags are labels used for identifying and classifying strings which are considered particularly relevant in a document (for instance named entities, artifact names and verbal predicates). Tags which are identi ed by the information extraction engine are indexed in an appropriate database and will be used in the query phase. Also, the system will try to attach a semantic tag to the whole document in order to increase the success rate of the queries. Such a tag will be mostly of a functional nature, and will be inferred from the lexical hierarchy. For instance in gure 7 it is shown how a very small document is indexed and how the whole URL is tagged (the example is in English only for reasons of readability). The automata, which are associated to types in the hierarchy, have the task of identifying all the linguistic material which can be grouped together under the relevant tag name. For instance, the fragment the Italian sport car Ferrari Testa Rossa would be recognized by activating the automaton associated with the type car and labelled accordingly 10 . In the rst phase, automata will be only used for named entity recognition (in the style of Radev & McKeown 97) and identi cation of matrix verbal chunks. However, In the rst phase tags are simple undecomposed labels which are attached to chunks of text. In successive phases the automata will have the possibility of dynamically building tag types, by compositionally analyzing the string to be tagged. For instance the phrase the Italian sport car Ferrari Testa Rossa could be compositionally labelled car.italian.ferrari.TR. cessive phases of the project, the whole power of the automata currently used by IUTA will be exploited, and the information extraction part of the system should become able to retrieve true predicate-argument structure. This shift of importance of the informationextraction module has consequences also on the functionalities of the system. In the rst phase named entities and predicative relations are indexed as independent semantic tags, and possible functional connections are captured by applying standard information retrieval tecniques to the marked document (for instance coehexistence in the same textual window of the tags car and buying event). In the second phase the functional type(s) assigned to documents will be inferred mainly on the basis of the predicate-argument structure which can be retrieved (e.g. by the presence of phrases such as we sell cars or car dealer). Information retrieval techniques will still be active, but their relavance for document classi cation will decrease.
Conclusions
The basic goal of the project is to provide the user with a functional view of the topic s/he is interested in. By exploiting the possibility of creating complex concepts (a possibility which is emphasized by the adoption of the Generative Lexicon Theory) the system aims to individuate those relations which are both meaningful from an abstract point of view and e ective from the user's point of view. The failure of currently available sarch engines to capture this functional perspective is a source of possible dissatisfaction of their users. Statistical techniques are indeed a very powerful tool to capture some relations between words, they are less e ective for describing user needs and, once user needs have been identi ed, URL1:
We <GIVING-EVENT> offer </GIVING-EVENT><CAR> cars </CAR> of every type at <MONNEY> prices inferior to 5 million of liras</MONNEY>. In particular we <SELLING-EVENT>sell </SELLING-EVENT>a whole stock of <FIAT-500> used FIAT 500 </FIAT-500> for a ridicoulus amount of monney. <GENERIC-EVENT> Click </GENERIC-EVENT> here <PERCEPTION-EVENT> to see </PERCEPTION-EVENT> the <ARCHIVE> catalogue </ARCHIVE> <SELLING-EVENT CAR> ! URL1 =================== <GIVING-EVENT> offer </GIVING-EVENT> ! URL1 <CAR> cars </CAR> ! URL1 <MONNEY> prices inferior to 5 million of liras</MONNEY> ! URL1 <SELLING-EVENT>sell </SELLING-EVENT> ! URL1 <FIAT-500> used FIAT 500 </FIAT-500> ! URL1 <GENERIC-EVENT> Click </GENRIC-EVENT> ! URL1 <PERCEPTION-EVENT> to see </PERCEPTION-EVENT> ! URL1 <ARCHIVE> catalogue </ARCHIVE> ! URL1 Figure 7 : From a semantically tagged text to the index to ful ll them. For instance if a user asks Altavista about the Italian car company Alfa Romeo s/he is presented with a very long list of other car makers, with detailed information about certain mechanical parts and with a list of models of Alfa Romeo. However, from a functional point of view, this could be of little interest to the user. If someone is looking for Alfa Romeo, s/he is probably interested in receiving information about such a kind of car, in buying it, in selling it, in identifying the closest mechanics or car dealer of the area. All this kind of information is usually absent from information retrieval based search engines, but it could be introduced by exploiting both a more principled lexical organization and a functional view of the search process where the search engine bases its knowledge on some previously de ned classes of user's needs.
The adoption of information extraction as a web technology is not costless, and in no way is meant to replace standard search engines. Indeed, one of the de nitory properties of information extraction is probably the fact that information search is driven by a certain expectation. In this project expectation is derived on the basis of certain principles ruling the lexical semantic hyerarchy, thus it imposes quite loose constraints. Still it imposes them, and, as a consequence, the recall and precision of the whole system will be heavily dependent on the degree of prototypicality of the request of the information seeker. In case of extremely non prototypical requests (no matter how relevant from a statistical point of view) a standard information retrieval engine will ever provide better results.
