Abstract-Necessary and sufficient conditions under which the discretetime normal form exists are set both in geometric and in algebraic frameworks, leading to equivalent conditions. The results are therefore extended to generic nonlinear nonaffine continuous-time systems.
I. INTRODUCTION
The achievement of interesting nonlinear control requirements like feedback linearization or stabilization in continuous-time goes through the use of a coordinates change under which the mathematical structure takes the so-called normal form [5] , [7] .
A major difference between continuous-time and discrete-time systems appears already in the scalar input case. In fact, the continuoustime normal form is characterized by the control independency of its last components, whereas in discrete-time the fulfillment of an analogue property may seem quite restrictive. Nevertheless, by assuming a priori such a structure in discrete-time, several interesting results on stabilization have recently been proposed in [6] .
This motivates the present paper which sets the conditions under which the normal form may be obtained in a discrete-time multi-input context.
The precise statement of the problem is the following. Consider the nonlinear discrete-time dynamics (1) where is analytic and such that , i.e., the control variables come out independently in the dynamics. We will denote by any set of analytic functions with respect to which the system has a well-defined relative degree, , around the equilibrium pair . As is well known [7] in some local coordinates dynamics (1) takes the form . . . for (2) with . The problem we are dealing with is to set the conditions under which the dynamics (2) satisfy the additional requirement II. MAIN RESULT In the sequel, two different solutions are proposed, following the geometric approach proposed in [8] and the algebraic one of [3] and [4] .
A. A Geometric Point of View
Let be invertible. According to [8] and [9] , we introduce the parameterized family of vector fields for (3) locally well defined around and set,
Remarks: 1) Under any coordinates change the canonical vector fields (3) and (4) associated with (1) are transformed into (5) (6) 2) The assumption of invertibility of the map , verified by sampled dynamics and by several dynamics describing numerical schemes, can be weakened to that of submersivity, i.e.,
. . .
where denotes the field of meromorphic functions in the variables . As a matter of fact, in such a case, there exists a static-state feedback which renders the system drift invertible. A coordinates change can now be computed; the same coordinates transformation on the original system will lead to (2 (11) i.e., , because of being integrable and of . Therefore, is the minimum dimension that can be achieved for . Remark: If then coincides with its involutive closure. The previous lemma has an important application when the dynamics (1) have defined relative degree with respect to some functions for . In such a case the following result holds.
Theorem 1: Let
The dynamics (1) admit the discrete-time normal form with respect to any set of functions for which the relative degree is well defined, if and only if the following two conditions are satisfied. 1) . 2) is involutive around the equilibrium point . Proof: The result follows immediately from the previous lemma; it should only be checked that . . .
where
, and, for , whereas is chosen in such a way that defines a partial coordinates change and satisfies equation (11) . For, if not, there would exist an index such that which contradicts the definition of relative degree.
Remarks:
1) It is worth noting that for a single input system, conditions 1) and 2) of Theorem 1 reduce to 2) The condition of feedback linearizability in [9] implies that of Theorem 1. 3) Theorem 1 permits us to claim an analogue result for a general nonlinear continuous-time system. More precisely, consider the dynamics (12) where and are analytic functions in their arguments, , and suppose that it has a defined relative degree with respect to some functions , for being analytic in its arguments. Let be an equilibrium point for the dynamics (12), and let the distribution be defined as
Then (12) 2) is involutive around the equilibrium point .
B. An Algebraic Approach
Some notions of combinatorics are recalled hereafter. Consider the set ; let be a subset of elements of the set of all possible different combinations in and .
denotes the set of all permutations of a fixed combination , while defines the kind of permutation, i.e., if the permutation is even if the permutation is odd.
Denote the exterior product of different one-forms as and recall that a codistribution is completely integrable if and only if for Such a condition ensures that either is an exact one-form, that is, , or is an exact one-form. Following [1] and [3] , consider now the differential of (1) Since , after a possible reordering one can now find a partition of the state variables , with such that (13) where and .
By eliminating the differential of the control from the second equality of (13) one gets that is (14) where with and the th rows of and respectively. Let be the codistribution A first simple necessary condition for the system to admit the desired change of coordinates is the integrability of . From Frobenius' theorem it can be expressed in the following way. has then a dimension less than or equal to . On the other hand the assumption of implies that has at least rank . Therefore has dimension and is involutive.
An Example: Consider the following system:
An easy computation shows that which does not depend on so that conditions 1) and 2) of Theorem 1 are satisfied. Hence, under the coordinate change (defined by considering and such that ), one easily finds the normal form
As for the algebraic approach, let us associate with (20) the corresponding equality in the differentials and, by reordering one finds which has the form (14) with and and Since , let us check (17) which, in such a case, is equivalent to the computation of the determinant of the matrix obtained by adding the derivative with respect to the control of the second line to the matrix As for the integrability matrix , it is only a matter of computation to find By considering the equation shown at the top of the page, and the desired change of coordinates is given by , as done previously.
III. CONCLUSION
In this paper conditions for the existence of the normal form have been pointed out either in a geometric framework or in an algebraic one. Such results have also been extended to generic continuoustime nonaffine systems. It must be underlined that the geometric framework here considered [8] , [9] provides the natural approach to deal with, for studying discrete-time control. First results can be found in [10] and [11] .
I. INTRODUCTION
The Hankel norm is defined as the induced norm of a strictly proper causal (or anticausal) linear time-invariant (LTIV) system mapping vector-valued -past inputs to vector-valued -future outputs. Reference [8] extended this concept to the map from vector-valued -past inputs to vector-valued -future outputs and from vectorvalued -past inputs to vector-valued -future outputs. This paper gives a general definition of the Hankel norms as the induced norms of a strictly proper stable LTIV system mapping vector-valued -past inputs to vector-valued -future outputs. Some Hankel norms are presented for the usual cases of being . The Hankel operator can be interpreted as the mapping from the past input to the future output via the state at time . The states termed the norm-induced states, or the norm-induced initial conditions, are also presented in this paper. Some implicit functions for solving the norm-induced initial conditions exhibit a property termed the system integral invariance in this paper.
A comparison between the Hankel norms and the induced system norms is also presented in this paper. First it presents a general relationship between the Hankel norm and the induced system norm. Then it is shown that both norms are identical in some cases in terms of the system property of being linear time-invariant. A counterexample is given to show the nonexistence of the induced system norm of the map from input to output. It is well known that the Hankel norm mapping -past inputs to -future outputs plays an important role in system model reduction. Other applications of the Hankel norms include estimation of the effect of the past inputs on the future outputs in an operator-theoretic way; see, e.g., [6] , where a so-called "mixed induced norm" is defined, which is the Hankel norm from -past inputs to -future outputs. 
II. PRELIMINARIES

