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Abstract
This paper aims at developing an efficient preconditioned iterative domain decomposition (DD) method for
the sampling of linear stochastic elliptic equations. To this end, we consider a non-overlapping DD method
resulting in a Symmetric Positive Definite (SPD) Schur system for almost every sampled problem. To ac-
celerate the iterative solution of the Schur system, we propose a new stochastic preconditioning strategy
that produces a preconditioner adapted to each sampled problem and converges toward the ideal precon-
ditioner (i.e., the Schur operator itself) when the numerical parameters increase. The construction of the
stochastic preconditioner is trivially parallel and takes place in an off-line stage, while the evaluation of
the sample’s preconditioner during the sampling stage has a low and fixed cost. One key feature of the
proposed construction is a factorized form combined with Polynomial Chaos expansions of local operators.
The factorized form guaranties the SPD character of the sampled preconditioners while the local character
of the PC expansions ensures a low computational complexity. The stochastic preconditioner is tested on
a model problem in 2 space dimensions. In these tests, the preconditioner is very robust and significantly
more efficient than the deterministic median-based preconditioner, requiring, on average, up to 7 times fewer
iterations to converge. Complexity analysis suggests the scalability of the preconditioner with the number
of subdomains.
Keywords: Stochastic Preconditioner, Sampling Method, Domain Decomposition, Parallel Computation,
Preconditioned Conjugate Gradient Method
1. Introduction
Efficient solution methods for stochastic partial differential equations (SPEs) are critical due to the spread
of computational and simulation approaches in sciences and engineering, which calls for the characterization
of the model’s uncertainty and variability in operating conditions. In this context, the availability of robust
solvers designed to tackle the specific task of uncertainty quantification, probabilistic inference, and sampling5
schemes, constitutes a crucial aspect of extending and promoting the use of advanced practices of uncertainty
analysis and management. The present work focuses on a particular type of SPDEs: the elliptic equations
with stochastic coefficients. This choice is motivated by the omnipresence of elliptic equations in many
scientific domains (elasticity, porous media flows, electromagnetics, steady diffusion problems, . . . ), which
make the development of an elliptic equation solver applicable to many application fields.10
The stochastic elliptic equation has been used in multiple works and serves as a benchmark problem for
testing and comparing solution methods for UQ problems. Two classes of methods exist for the resolution
of SPDEs: the simulation methods and the functional representation methods. Simulation methods rely on
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samples (or realizations) of the model’s solution, corresponding to particular values of the coefficient selected
randomly or deterministically, to estimate statistics of quantities of interest [1, 2]. Therefore, simulation15
methods associate deterministic solvers with sampling and statistical estimation procedures. The weakness
of simulation methods is generally the low convergence rate of statistical estimators. Consequently, most
of the efforts to improve simulation methods have concerned this aspect (let us mention, for instance, the
multilevel MC method [3] to improve convergence rates) while the deterministic solver is not concerned
with the computational optimization and taken “as is.” In the second class of methods, the functional20
approximation, one approximates the functional dependencies of the quantity of interest (or directly the
model solution) on the stochastic coefficients. These methods include the extensively studied spectral
methods [4, 5] which have been applied to numerous linear and non-linear PDEs with random coefficients [6,
7, 8, 9, 10, 11, 12, 13]. An issue of the spectral method is the need to introduce a discretization of the
random coefficient using a finite set of random variables. Problems with complex uncertainty sources require25
many random variables for their parametrization, resulting in a high-dimensional functional approximation
problem. To temper the curse of dimensionality in this situation, it has been proposed to exploit structures
in the dependences by deriving low-rank representations in suitable tensor formats (for elliptic problems
see [14, 15, 16, 17, 18, 19, 20, 21]). Some construction methods for functional approximations, often termed
non-intrusive methods, rely on samples (observations) of the model solution (e.g., regression methods [22]30
and spectral projection methods [23, 24, 25, 26]). Similar to the simulation methods, the literature on
non-intrusive methods quite overlooks the role of the deterministic solver in the construction cost, to focus
on the minimization of the number of solves to get the approximation. It appears that intrusive (Galerkin)
strategies are gathering the essentials of the work on solvers (see, e.g. [27, 28, 8] and references below for
domain decomposition methods).35
The present work is not restricted to a particular UQ method but aims at reducing the computational cost
related to the generation of the samples in a generic sampling-based approach (which could be a Monte Carlo
or non-intrusive method). We target stochastic elliptic problems with complex stochastic coefficient fields
requiring a high-dimensional parametrization, making straightforward spectral methods prohibitively costly
(for domain decomposition methods in the context of Galerkin methods, we refer to [29, 30, 31, 32]), and40
for which more advanced functional representations would demand large sample sets for their construction.
For the acceleration of the sample computation, we build on the previous works on domain decomposition
(DD) methods for stochastic elliptic problems published in [33, 34]. Precisely, we consider linear problems
leading, after spatial discretization, to a symmetric positive definite (SPD) system with size not amenable
to direct solution methods and requiring iterative strategies [35]. The spatial discretization is a standard45
finite-element (FE) method, but the approach proposed in the paper can be extended to other discretization
procedures amenable to a non-overlapping domain decomposition method. A non-overlapping partition
of the domain is then introduced to results in a set of local (small size) FE problems related by their
boundary conditions. The FE problem can be condensed to form a Schur complement problem for the
subdomains’ boundary values [36, 37, 38]. The Schur problem’s size is much smaller than the original50
problem and can be solved iteratively, without having to form the Schur system explicitly. However, in
most situations, the preconditioning of the iterative method is necessary to obtain high computational
performances. For the preconditioning, one can use a different preconditioner for each sample, providing
that the determination and set-up times of the preconditioner are not too significant. In practice, the latter
condition prevents the on-line construction of highly efficient preconditioners and favors moderately effective55
ones requiring less analysis of the system to solve. Alternatively, one can use for all samples the same high-
quality preconditioner, factorizing its determination and set-up cost over multiple samples. A classical
strategy [29], in the context of the sampled stochastic system, consists of selecting the preconditioner of
a particular deterministic system (often the mean or median of the stochastic system) to precondition all
samples. However, a unique deterministic preconditioner is not adequate when the stochastic system has60
high variability, motivating the use of a stochastic (sample dependent) preconditioner constructed off-line
and with low on-line evaluation costs.
In [34], the authors proposed constructing, in an off-line stage, a spectral approximation of the stochastic
Schur problem. The stochastic approximation consists of a summation over the subdomains’ contribution
that enables the use of low-dimensional local parametrizations of the stochastic coefficient and local Polyno-65
2
mial Chaos (PC) expansions. The use of local parametrizations to reduce the stochastic dimension follows
ideas similar to the works in [39, 40, 41, 42]. The numerical results of [34] proved the convergence of the
approximation to the exact stochastic Schur problem when the stochastic discretization parameters (PC
order and the number of local random variables) increase. Subsequently, in the on-line stage, the approxi-
mation of the Schur problem is sampled and solved to generate samples of the subdomains’ boundary values;70
the corresponding global solutions are retrieved solving local problems only. Although the approach of [34]
presents the clear advantage of bypassing all local solves of the iterative resolution of the Schur problem,
it yields a solution that does not exactly satisfy the original FE problem, because the boundary values
solve an approximate Schur problem. The central idea of the present work is then to exploit the approxi-
mated Schur problem to precondition the iterative solution of the sampled Schur problem. In this context,75
our contribution constitutes an alternative to classical preconditioning techniques for sampled stochastic
problems.
The organization of the paper is as follows. Section 2 briefly introduces the stochastic elliptic equation,
the sampling approach, and the deterministic DD method and Schur system. Section 3 concerns the precon-
ditioning of the sampled Schur complement system; we start with the median-based preconditioner before80
introducing the stochastic Schur system in Sections 3.1 and 3.2. Section 3.3 introduces the PC expansions
of the local influence operators that form the approximation of the stochastic Schur operator, while Sec-
tion 3.4 discusses alternative factorizations of the influence operators aiming at ensuring an almost surely
SPD approximation of the Schur operator. Finally, Section 3.5 summarizes the proposed approach and
provides sketches of implementation in the form of algorithms. In Section 4, we present extensive numerical85
tests to assess the performance of the proposed approach. The limitation of the median-based precondi-
tioner are first illustrated (Section 4.1), before contrasting the performances of the proposed preconditioners
(Sections 4.2-4.3). The impact of the numerical parameters of the preconditioner is carefully analyzed in
Section 4.4; a brief complexity analysis follows in Section 4.5, with a discussion synthesizing the findings in
Section 4.6. We close the paper with some final remarks and prospective research directions in Section 5.90
2. Sampling method for Stochastic Elliptic Equations
We are interested in computing statistics from some functional of the solution of a stochastic elliptic equa-
tion. This section provides some mathematical background and notations, before introducing the stochastic
elliptic equation, the generic sampling method and finally a brief overview of DD and the Schur complement
method.95
2.1. Deterministic and Stochastic spaces
Let x = (x1, . . . , xn) ∈ Ω ⊆ Rn be the n-dimensional spatial domain with boundary ∂Ω. Consider the
space of square-integrable functions f : x ∈ Ω 7→ f(x) ∈ R, denoted by L2(Ω). The space L2(Ω) is a Hilbert
space when equipped with the inner product 〈·, ·〉Ω and associated norm ‖ · ‖Ω defined as follows





f(x)g(x) dx, ‖f‖Ω = 〈f, f〉
1/2
Ω < +∞. (1)
The subspace of the space of square-integrable functions with square-integrable spatial derivatives, denoted





f(x) ∈ L2(Ω) : ∂xif(x) ∈ L2(Ω), i = 1, . . . , n
}
. (2)
Let P .= (Θ,ΣΘ, µΘ) denote a probability space, Θ a set of random events, ΣΘ a sigma-algebra associated












The space L2(Θ) is again a Hilbert space when equipped with the inner product
∀u,v ∈ L2(Θ), 〈u,v〉Θ
.
= E[uv], (4)
and associated norm ‖u‖Θ
.
= 〈u,u〉1/2Θ .
We define the space of second-order stochastic processes u : (x, θ) ∈ Ω × Θ 7→ u(x, θ) ∈ R, and denote
it by L2(Ω,Θ). This Hilbert space is equipped with the inner product
〈u,v〉Ω×Θ
.
= E[〈u(x, θ),v(x, θ)〉Ω]. (5)
2.2. Stochastic Elliptic Equation
The stochastic elliptic equation we are interested in has the form
∇ · [κ(x, θ)∇u(x, θ)] = −f(x) x ∈ Ω, θ ∈ Θ
u(x, θ) = 0, x ∈ ∂Ω, θ ∈ Θ,
(6)
where f(x) is a deterministic source, u∂Ω the deterministic Dirichlet boundary datum, and κ is the stochastic
coefficient field of the equation. The equalities in the equations of (6) stand in the P-almost surely sense and100
for almost every x. The developments below readily extend to the case of deterministic or stochastic inho-
mogeneous Dirichlet boundary conditions by writing the sought solution as u(x, θ) = u0(x, θ) + uBC(x, θ),
where uBC(x, θ) is given and satisfies the boundary conditions, while u0(x, θ) solves (6) with the modified
right-hand-side −f(x)−∇ · [κ(x, θ)∇uBC(x, θ)].
Problem (6) is well posed and u(x, θ) ∈ L2(Ω,Θ) with u(x, ·) ∈ H1(Ω) a.s. provided that the coefficient
κ satisfies some mild conditions [43]. In this work, we restrict ourselves to the case of κ being a stationary
log-normal stochastic process, whose log is a centered Gaussian process G with covariance function C:
G(x, θ)
.
= logκ(x, θ) ∼ N (0, C). (7)











with variance σ2 ∈ R+, correlation length `c ∈ R+ and regularity parameter γ ∈ [1, 2].105
2.3. Sampling Method
We now briefly outline the sampling approach, in the context of the Monte Carlo method to compute
statistics from the solution of equation (6). Let z(u) be a real-valued functional of the solution; for instance,





















= −f, x ∈ Ω,
u(m) = 0, x ∈ ∂Ω.
(11)
The random estimate in (10) is unbiased, provided that the κ(m) are drawn randomly, and has an error
whose variance is V[z(u)]/M . Then, a large set of solution samples must be computed to ensure that the
sampling error O(M 1/2) is small enough, and thus to have an accurate approximation of E[z(u)]. The size
of the sample set entails a significant computational effort.110
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2.4. Domain Decomposition and the Schur Complement System
Let us now introduce a divide to parallelize strategy to compute the solution of each problem (11). We
start by describing the decomposition of the domain Ω, which will be the foundation of the method proposed
in this work. For simplicity of notation, in the rest of this section we drop the sample index (m) in the
definition of problem (11).115
Consider a partition of Ω into D subdomains Ω(d), each with boundary ∂Ω(d), where ∪Dd=1Ω(d) = Ω. The
subdomains can overlap, if Ω(d) ∩ Ω(d′) 6= ∅, or be non-overlapping, when Ω(d) ∩ Ω(d′) = ∅ for all pairs of
distinct subdomains. In this work we restrict ourselves to the case of non-overlapping partitions. We denote
by Γ(d) the part of boundary ∂Ω(d) that does not include ∂Ω, and the union of all such boundaries of all
subdomains will be called the internal boundaries of Ω and denoted by Γ
.
= ∪Dd=1Γ(d). The resolution of
problem (11) can be reduced to determining uΓ such that the solutions wd of the local problems,
∇ · [κ∇wd] = −f x ∈ Ω(d),
wd = uΓ, x ∈ Γ(d),
wd = 0, x ∈ Ω(d) ∩ ∂Ω
(12)
satisfy some compatibility conditions at the internal boundaries.
Now we introduce the particular domain decomposition (DD) method used in this work. We start be
introducing the discrete version of the deterministic problem (11). Let T be a triangulation of Ω and denote
by N the set of nodes in T that belong to Ω \ ∂Ω. The cardinality of N is Nod. We denote by {Φl}Nodl=1 the
finite element basis and approximate the solution u as




where ul is the nodal value. Let N (d)Γ be the set nodes on ∂Ω(d)\∂Ω, with cardinality N
(d)
Γ . Define the set




Γ , with cardinality NΓ. Let Nin denote the set of interior
nodes that belong to the N \ NΓ. Proceeding with a FE discretization and Galerkin approach [34], and
dropping again the sample index, problem (11) can be recast in the finite dimensional system
[A]u = b, (14)
where the solution is defined as vector of nodal values u = (u1 · · ·uNod)>. The FE matrix [A] ∈ RNod×Nod




κ(x)∇Φl(x) · ∇Φl′(x)dx, (15)


















The Schur complement of the discrete DD problem is given by the matrix [S] ∈ RNΓ×NΓ defined as
[S]
.
= [AΓ,Γ]− [AΓ,in][Ain,in]−1[Ain,Γ]. (18)
This gives the Schur system
[S]uΓ = bS, bS
.
= bΓ − [AΓ,in][Ain,in]−1bin. (19)
5
Classically, system (19) is solved by a matrix-free iterative method, since applying [S] to a given iterate uΓ
amounts to solving local problems (expressed by the matrix operator [Ain,in]
−1). The matrix [S] is SPD
such that classical Conjugate Gradient (CG) methods can be applied. In practice, the conditioning of [S]
degrades as NΓ increases and preconditioners are necessary to ensure a convergence of the iterates to uΓ in a120
decent number of iterations. Several approaches have been proposed to precondition system (19) [36, 37, 38].
In the following, we introduce different kinds of preconditioning strategies that are suited for solving the
deterministic problems (11) for a large number of samples.
3. Stochastic Preconditioners for the Schur Complement Systems
In the previous section, we introduced the sampling approach to estimate statistics from some functional125
of the solution of equation (6). In the DD approach, each solution sample is computed by solving the
Schur complement associated with the sample’s deterministic problem in (11). Therefore, we have to solve
many Schur systems (19) corresponding to different samples of κ. In practice, solving for each realization
of κ the Schur system (19) by a direct approach is costly as it demands to solve many local problems
to assemble [S]. Instead, it is usually more effective to solve (19) iteratively without assembling [S]. In130
that case, it is crucial to use an effective Preconditioned CG (PCG) method to achieve converged statistics
in acceptable computational times. The preconditioner should ensure a sufficient convergence rate for all
sampled problems, while its set-up time per sample should be minimal.
A minimal set-up time is achieved when the same deterministic preconditioner is used for all samples.
Obviously such deterministic preconditioner must be carefully selected to provide suitable convergence for135
all samples. In Section 3.1, we introduce the preconditioner corresponding to the Schur system for the
median value of the field. Alternatives to fixed deterministic preconditioners are stochastic preconditioners
that adapt to each sample. Sample-dependent preconditioners can demand a significant extra computational
effort to be set-up. However, they are potentially more effective than deterministic ones. If the gain in con-
vergence rate overcomes the additional computational burden, sample-dependent strategies are preferable.140
Of course, one could consider to rely on a existing deterministic preconditioning method and set-up from
scratch the preconditioner adapted to each sample of κ. Along this idea, it is necessary to balance the
average set-up cost with the average iteration cost when selecting and setting a particular preconditioning
approach. In this paper, we propose a novel sample-dependent preconditioner based on a surrogate of [S](θ).
The surrogate construction relies on PC expansions of local operators, which can be carried out in parallel145
in a preprocessing stage. In doing so, most of the set-up cost of our preconditioner is pushed off-line, such
that the construction time is factorized over the subsequent computation of arbitrary many samples. The
remaining in-line set-up cost for each sample, on the contrary, is low and weakly dependent on the stochastic
discretization parameters that control the performance of the preconditioner. This latter characteristic is
to be contrasted with alternative approaches where improvements of the preconditioner usually come with150
more expensive set-up procedures for each sample.
3.1. Deterministic preconditioner
One strategy consists of constructing a single deterministic preconditioner to be used for all samples. This
approach is attractive because the construction time of the preconditioner and possibly its decomposition is
factorized over a large number of samples. Denoting by [S](θ) the stochastic Schur operator derived below,
and [S] the deterministic preconditioner, we want to ensure that [S](θ)−1[S] is close to the identity for almost
all events θ. One straightforward choice is to define [S] as the average of [S](θ), but the construction would
demand the evaluation of several samples of [S](θ). Instead, we can proceed through the direct deterministic
construction of [S] using the average or median value of the stochastic coefficient field. In the following, we
shall consider the deterministic preconditioner [S] constructed on the median κ̄ of κ, therefore the notation






κ̄(x)∇Φl(x) · ∇Φl′(x)dx ∀ l, l′ ∈ N . (20)
6
We remark that [S] is SPD, being based on a particular realization of the stochastic elliptic problem. We
call the CG method preconditioned by [S] the Median Preconditioned CG (MPCG) method.
As will be evidenced in Section 4, deterministic preconditioners based on a statistic of the coefficient155
field can be ineffective because they tend to neglect spatial variability and heterogeneities in the realizations
of κ. In particular, for the stationary fields considered in this work, any statistic of κ is spatially constant,
while realizations can exhibit large deviations in Ω when the variance is significant and the field not too
correlated.
3.2. Stochastic Schur Complement System160
The stochastic Schur complement system is the stochastic counterpart of system (19). The solution of




Φl(x)ul(θ) ∈ V h × L2(Θ) ⊂ H1(Ω)× L2(Θ). (21)
Similarly to the previous section, we define the stochastic Schur complement system for the random values
at the internal boundary nodes as
[S](θ)uΓ(θ) = bS(θ), (22)




κ(x, θ)∇Φl(x) · ∇Φl′(x)dx ∀ l, l′ ∈ N . (23)












Γ denotes the stochastic influence matrix of subdomain Ω(d), and [R(d)] ∈ RNΓ×N
(d)
Γ
is the so-called restriction operator, which is a deterministic matrix that maps local boundary nodes of Ω(d)
to global internal boundary nodes. The influence matrix [S](d) is the boundary-to-boundary operator of
the local stochastic problem, see [34] for more details. The interest in the representation of the stochastic
Schur matrix in (24) stems from the fact that the influence matrices [S](d) depend on the stochastic field κ165
over their respective subdomains Ω(d), only. This property is heavily exploited in the following to construct
Polynomial Chaos (PC) surrogates of the local influence matrix.
3.3. PC Expansion of Local Operators
Let us denote by κ(d)(x, θ) the restriction of κ to x ∈ Ω(d). Since [S](d)(θ) is a function of κ(d), we start
by approximating κ(d) using a finite dimensional parametrization. A natural approach is to rely on the local
truncated KL expansion of the Gaussian process G(d) = logκ(d) over Ω(d):


















i (x)) are eigenpairs of the covariance function of G
(d), see Appendix A for more details. We












has i.i.d. components, ξ
(d)
i ∼
N(0, 1). Further, we introduce the local approximation of κ as













and we denote by [Ŝ]
(d)
(θ) the stochastic influence matrix of the subdomain based on κ̂(d). Clearly, the
KL truncation to the N
(d)
KL dominant modes of the coefficient will affect the error in the approximation of170
the influence matrix: the larger N
(d)
KL , the closer [S]
(d) and [Ŝ]
(d)
. In fact, as illustrated in Section 4, N
(d)
KL
controls the trade-off between the effectiveness of the stochastic preconditioner and the complexity of its
construction through the approximation of the influence matrices. For instance, using N
(d)
KL = 0 for all
subdomains results in the deterministic preconditioner [S].
For N
(d)
KL ≥ 1, we now have to approximate the dependencies of [Ŝ]
(d)
on the vector of N
(d)
KL independent
standard Gaussian random variables ξ
(d)
i , with joint probability density function pξ(d) . For simplicity, we
drop the subdomain index (d) temporarily. We introduce the weighted Hilbert space L2ξ(RNKL) defined by
f ∈ L2ξ(RNKL) ⇐⇒
∫
RNKL
|f(y)|2 pξ(y) dy <∞,
for any function f : RNKL → R, equipped with the (weighted) inner product and associated norm
〈f , g〉ξ =
∫
RNKL
f(y)g(y)pξ(y) dy, ‖f‖ξ = 〈f ,f〉1/2ξ .
We remark that for any f , g ∈ L2ξ(RNKL), 〈f , g〉ξ = 〈f(ξ), g(ξ)〉Θ, so that f ∈ L2ξ(RNKL) ⇐⇒ f(ξ) ∈
L2(Θ). Following [44, 45], we introduce the Polynomial Chaos basis of L2ξ(NKL). Since the random variables
ξi are independent and follow the standard Gaussian distribution, the PC basis consists in the infinite set of
orthonormal Hermite polynomials ΨNKLα (ξ). The multi-variate Hermite polynomials are defined as products





where α = (α1 · · ·αNKL) ∈ NNKL is a multi-index and ϕj is the univariate Hermite polynomial of degree







In practice the PC expansion (28) must be finite, and a truncation of the series (28) is needed. The truncation175
is usually performed by prescribing a polynomial degree p ≥ 0 to define a finite set of multi-indices B in the




α ∈ NNKL : max
1≤j≤NKL





α ∈ NNKL :
NKL∑
j=1







(αj + 1) ≤ p+ 1
 .
8







has a finite number of terms J = |B|. For a fixed p, the hyperbolic-cross truncation gives the smallest PC
basis, while the partial-degree truncation gives the largest one with J = (p+ 1)NKL .
Several approaches are possible to estimate the PC coefficients fα. A stochastic Galerkin method was
employed to compute the PC coefficients of the stochastic influence matrices in [34]. In the present work,
we rely on a more versatile Non-Intrusive (NI) approach, which uses a quadrature method to determine the
PC coefficients. We motivate this choice by the subsequent developments of Section 3.4, which are readily
amenable to generic NI approaches. Thanks to the orthonormality of the PC basis, 〈ΨNKLα ,Ψ
NKL
β 〉ξ = δα,β ,
the coefficient fα is given by












where yq ∈ RNKL and wq ∈ R are the quadrature nodes and weights of the formula. Without loss of
generality, we employed tensored Gauss quadrature formulas of sufficiently high degree to ensure the discrete





β (yq)wq = δα,β , ∀α, β ∈ B.
This characteristic guaranties an estimation of the PC coefficients free of internal aliasing. Also, the complex-180
ity of the NI projection directly relates to the number of quadrature nodes NQ which increases exponentially
fast with both the number of local random variables NKL and the maximum polynomial degree p.
Returning to the approximation of [Ŝ]
(d)
, and reintroducing the subdomain index, we assume that all its




































q is the realization of the influence matrix for the realization of κ̂
(d) corresponding to ξ(d) = yq
in (26). In the following, we restrict ourselves to a uniform PC order p for all subdomains, while the number
of local random variables N
(d)
KL will be fixed or adapted for each subdomain depending on the numerical













For each realization κ(m)(x), the corresponding preconditioner is obtained using (33), where the consti-
tutive influence matrices [S̃]
(d)
(θ) are evaluated using (31). The random variables ξ(d)(θ(m)) are computed
9
by projecting log κ(m) on the local KL modes (see Appendix A). Denoting by φ
(d)
i the extension of φ̂
(d)
i to
Ω with compact support in Ω(d), and observing that the φ
(d)

















i (x) dx, ∀i = 1, . . . , N
(d)
KL and d = 1, . . . , D. (34)
In practice, the integrals in (34) are numerically approximated using the quadrature rule employed to
discretize the (local) KL eigenvalue problem (A.3). In this paper, we use element-wise constant quadrature
to estimate (A.3).185
In the rest of the paper, we call the preconditioner defined by (33) and (31) the Direct PC (DPC)
preconditioner, and the PCG method using this preconditioner the Direct Preconditioned CG (DPCG)
method.
As illustrated later, one issue of the DPC preconditioner is that it is not guaranteed to be SPD for all
samples of κ, unless the polynomial degree is large enough. For problems with a large variance of κ, the190
stochastic influence matrices have positive eigenvalues that can vary over a large range and become close
to zero (note that interior subdomains have only Positive Semi Definite influence matrices, with a.s. a zero
eigenvalue corresponding to constant boundary values). The PC approximation of eigenpairs getting close
to zero is challenging because of the oscillatory character of the polynomials that tends to induce spurious
negative eigenvalues in [S̃]
(d)
. In these challenging situations, having p large enough to guaranty with high195
enough probability the positivity of the stochastic preconditioner can be prohibitively expensive, and a more
robust approach is in order. We propose to proceed with an appropriate factorized PC representation.
3.4. Factorization of local stochastic operators
The direct projection of the local influence operators can not always ensure for all samples the positivity
(or semi-definiteness) of the PC approximation [S̃]
(d)
. To remedy this issue, we propose a PC approach200
based on a factorization of [Ŝ]
(d)
before the projection. For simplicity of the exposition, in the rest of the
subsection, we do not make explicit the operators’ dependencies on the random event.
3.4.1. Cholesky-type factorizations
As the local influence operator [Ŝ]
(d)







where [L] is a lower unit triangular matrix and [D] is a non-negative diagonal matrix. From this decompo-












2 uses the non-negative squareroots of the entries of [D].
One could think of constructing the PC expansion [H̃](d) of the stochastic factor [H](d) using the NI
projection method introduced before. Then, using the product of this PC expansion with its transpose,








which would be almost surely non-negative for all PC basis. Unfortunately, the convergence with p of the205
PC approximation in (37) to [Ŝ]
(d)
can be compromised or even impossible in practice. The origin of the
lack of convergence is the non-uniqueness of the Cholesky decomposition. As a result, it is delicate to define
consistent deterministic Cholesky factors for all the quadrature nodes. As an example, if [L] is a stochastic
10
factor, then α(θ)[L] is also a factor for any random variable α taking value in {−1,+1}. Depending on
the particular choice of α, the projection of α(θ)[L][∆] may be extremely challenging. Without appropriate210
treatment, the factors evaluated at the nodes y
(d)
q can correspond to arbitrarily non-smooth α, which may
compromise the PC convergence. This situation is similar to the problem faced in approximating parametric
dependencies of stochastic operators eigenpairs [46].
3.4.2. Orthogonal factorization





where [D] is a non-negative diagonal matrix with the eigenvalues of [S](d) and the columns of the orthogonal
matrix [Q] are the stochastic eigenvectors of [S](d). Denoting again by [∆] the diagonal matrix of (non-
negative) squareroots of [D], the factor
[H](d) = [Q][∆], (39)




. However, as for the Cholesky decomposition, the
eigenvectors are not uniquely defined, in particular when some eigenvalues have multiplicity larger than 1.
Further, the ordering of the eigenmodes using the magnitude of the eigenvalues may not be stable when









With this definition, [H](d) is invariant to the particular choice of eigenvectors, and therefore possesses a










where the PC coefficients [H]
(d)











In (42), the factors [H]
(d)




where [Q]q and [∆]q are obtained from the decomposition of [Ŝ]
(d)
q defined above for the direct projection.215
As a consequence, the overhead of the factorized approach, compared to the direct one, amounts to the
factorization of the deterministic influence matrices at all quadrature nodes of all subdomains. In practice,
the cost of these factorizations is only a fraction of the cost of computing [Ŝ]
(d)
q . Algorithm 1 summarizes
the procedure to obtain the PC approximation of the factor for a given subdomain. Since the subdomains
share no information, the computation of the local PC expansions is possible in parallel.220



















Algorithm 1 Set PC expansion [H̃](d)
1: procedure Compute-[H̃](d)(KL decomposition of κ(d), PC basis)
2: Set quadrature nodes and weights;
3: for all PC modes α do
4: set [H]
(d)
α = [0]; . Initialization of the PC modes
5: end for
6: for q = 1, . . . , N
(d)
Q do . Loop over quadrature nodes
7: Set κ̂(d) for ξ(d) = yq; . Set coefficient, see (26)
8: Compute [Ŝ]
(d)




>; . Decompose the influence matrix
10: Set [H]
(d)
q = [Q][∆][Q]>; . Set the factor, see (43)
11: for all PC mode α do
12: [H]
(d)




α (yq)wq; . Update PC modes, see (42)
13: end for
14: end for
15: return {[H](d)α }; . Return the PC modes
16: end procedure














)2 ([R](d))> . (45)
Hereafter, we call the preconditioner in (45) the Factorized PC (FPC) preconditioner and the corresponding
CG method the Factorized PCG (FPCG) method.
3.5. Sampling and Preconditioning
Whence the PC expansions of the local operators [H̃](d)(θ) constituting the stochastic preconditioner
have been set for all subdomains, in a preprocessing stage, the sampling stage can start. The sampling pro-225
cedure involves, for each sample, κ(m)(x), two main steps: the set-up and the resolution. In the set-up step,
one goes through the subdomains to a) construct the local operator of the sampled elliptic problem (12), b)
compute the projection on the local KL basis (34) to get the realization of the local random variables ξ(d),
and c) use these values to evaluate the PC surrogate of the influence operators from (44). We observe that
tasks a) to c) are independent and involve no exchange of information between the subdomains, allowing for230
straightforward parallelization strategies. After completion of the first step, the local influence operators of
the subdomains can be assembled to form the preconditioner of the realization, denoted by [S̃](m), follow-
ing (45), and the resolution step is engaged. The Schur system (19) corresponding to the coefficient κ(m) is
solved iteratively, in a matrix-free approach, with the PCG algorithm and using the preconditioner [S̃](m).
Algorithm 2 summarizes the workflow for the resolution of one sample.235
Algorithm 2 involves a procedure PCG (see line 10) that solves the reduced problem with the FPCG. It
returns the solution ukΓ satisfying the tolerance criterion specified by the argument tol. Within the iterations,
the PCG algorithm updates the solution, residual, and conjugated directions (see for instance [35]), until the
convergence criterion is met, that is when ‖rk‖/‖bS‖ < tol. Algorithm 2 does not show the computation of
the system’s right-hand-side bS; this computation involves local solves, following (19), and is performed in the240
initial loop over the subdomains in parallel with the evaluation of [S̃]. Each iteration requires the application
of the Schur operator and the resolution of a preconditioning problem (computation of [S̃]−1rk). The Schur
operator is applied in a matrix-free approach, leading to the resolution of local problems, possibly in parallel.
12
Algorithm 2 Procedure to compute one solution sample with the FPCG method
1: procedure FPCG-Solve(Sample κ(m), tolerance tol, initial guess u0)
2: Set [S̃] = [0]; . Initialize Preconditioner
3: for d = 1, . . . , D do . Loop over subdomains
4: Set local problem (12);
5: Set ξ(d) by local projection; . see (34)












; . Realization of factor (41)




; . Update Preconditioner;
8: end for
9: Set [S̃]−1 . Inversion of [S̃]
10: Set uΓ = PCG(u
0
Γ, [S̃]
−1, tol); . Do PCG solve
11: Return uΓ; . Return solution
12: end procedure
The resolution of these local problems can rely on standard solvers for deterministic elliptic problems. For
the spatial meshes and numbers of subdomains considered in this work, we were able to assemble the local245
operators and store their Cholesky factorization. Thus, the local problems at each iteration are solved by
means of direct Cholesky factorization. However, if the local problems are too large, an iterative method can
be used instead. Concerning the preconditioning problem, the PCG algorithm’s implementation classically
involves an initial factorization of the preconditioner for an efficient application during the iterations. Here,
this step is made explicit in line 9 of Algorithm 2. To avoid confusion with the factorized form the local250
influence operators of the FPC preconditioner, we prefer to label this step the inversion of the preconditioner.
In this work, we exploit the SPD nature of the FPC preconditioner to compute its Cholesky decomposition,
rather than its inverse. Note that other preconditioners, e.g. the median-based [S] and DPC preconditioner,
can be substituted in the call to PCG in the algorithm. However, the median-based preconditioner does
not need to be “inverted” for each sample, and an LU decomposition is applied in the case of the DPC255
preconditioner as its positivity is not guaranteed.
Algorithm 2 is called multiple times by the sampler that generates the sequence of realizations of the
coefficient κ(m)(x) and treats the solution samples u(m) to derive the QoI and estimate their statistics.
4. Numerical tests
In this section, we numerically investigate the performance of the different preconditioning strategies:260
median-based, DPC, and FPC. As a test problem, we considers the stochastic elliptic equation in a two-
dimensional unit square Ω = [0, 1] × [0, 1]. Unless specified otherwise, the FE discretization uses 16,441
triangular elements, with similar diameters, supporting piecewise continuous quadratic approximation (stan-
dard P2 elements). Note that other FE methods (e.g. P1) can be used without affecting the conclusions of
the numerical experiment, since the proposed stochastic preconditioner relies on PC approximations of the265
discrete Schur system.
The spatial discretization has 33,150 unknowns nodal values for the full problem. For the discretization
of the coefficient κ, we employ an element-wise constant approximation. The nominal partition of Ω has
D = 100 subdomains, leading to a Schur system (22) with size NΓ = 3,389. The left plot of Fig. 1 shows the
reference FE mesh and its partition into subdomains; the right plot shows a realization of the log-normal270
field κ for a covariance with parameters γ = 1.2, σ2 = 1 and `c = 0.05.
We measure the performance of a preconditioner by the number of PCG iterations needed to achieve
the solution of the Schur system within a prescribed tolerance (tol) on the residual divided by the system’s
right-hand-side. All numerical experiments presented in the paper use a fixed tolerance of tol = 10−8 on the
relative residual norm. We shall consider the MPCG method (median-based) as the reference and define the
preconditioner’s acceleration ρ as the ratio of the number of iterations needed to converge from the same
13




















Figure 1: Finite Element mesh and partition of Ω in D = 100 subdomains (left), and a realization of κ for γ = 1.2, `c = 0.05
and σ2 = 1 (right).





# DPCG or FPCG iterations
. (46)
Since the number of iterations to converge depends on random samples of κ, ρ is a random variable. A ratio
greater than one means a higher efficiency relative to the median preconditioner.
4.1. MPCG method
We start by illustrating the degradation of the performance of the MPCG method when the median275
coefficient is not a good representative of all the samples.
Figure 2 reports the averaged number of MPCG iterations for a stochastic field κ with γ = 1.2 and
different correlation lengths and variances of its log. The computations use a partition in D = 100 subdo-
mains. A total of 1,000 samples are computed to estimate the averaged number of iterations to converge. For
`c = 0.05, we additionally represent the range of number of iterations using boxplots. Each box encompasses280
50% of the samples and has a line at the median value. The whiskers cover 24.65% more samples each;
finally, on each side, the 0.35% outliers are shown. This representation will be used consistently throughout
the rest of the paper. For low variance values, the median field κ̄ is representative of most realizations of κ
and, on average, the median preconditioner achieves the solution in roughly 12 iterations; the sample vari-
ability is also low. When the variance increases, the sampled fields depart more and more from κ̄, and the285
averaged number of MPCG iterations increases. This effect is more pronounced for short correlation length
because the short-scale variations are then proportionally more significant such that the spatially-constant
coefficient κ̄ of the deterministic preconditioner is not representative and these situations are not properly
handled. On the contrary, when `c  1 the sampled fields have small spatial variations, such that κ(m) ≈ cκ̄
for some c ∈ R+, and the median preconditioner remains effective. Further, the number of iterations differs290
significantly from one sample to another when `c is small, as denoted by the significant extent of the whiskers
and the spread of the outliers.
4.2. DPCG method
We now turn to the DPC preconditioner defined by equations (31)-(33). Compared to the median-based
preconditioner, the DPC preconditioner allows for a better representation of the sampled fields, but it is not295
guaranteed to be SPD. In this section, we illustrate the behavior of the DPCG method, for a log-normal
field with roughness γ = 2 (i.e. a smooth field), correlation length `c = 0.05, and D = 100 subdomains. To
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Figure 2: Average number of iterations to convergence (and corresponding boxplots for `c = 0.05) in the MPCG method for
different variances and correlation lengths. Case of γ = 1.2 with D = 100 subdomains.
simplify the analysis, the number of local random variables in the approximation of κ is fixed to NKL for
all subdomains.
Figure 3 reports the evolution of the acceleration ρ of the DPCG method for different variances σ2,300
number NKL of random variables, and truncation order p of the PC expansion with total-degree truncation.
The average acceleration is estimated using 100 random samples of κ.
In Fig. 3a, where p = 4, we observe that for a very low variance σ2 = 0.1, the DPCG method needs
roughly 1.5 to 2.5 times (depending on NKL) fewer iterations to converge than the MPCG method. When
the variance increases to σ2 = 0.5, the average acceleration increases to roughly 2 to 4 times. However,305
when σ2 = 1, the average acceleration decays to reach ρ ≈ 1 for NKL = 4. The plot also shows that, for
large σ2, the acceleration deteriorates with NKL. This behavior of the DPCG acceleration is explained as
follows. When σ2 is small, the influence matrices have limited variability, and their non-trivial eigen-pairs
remain away from zero. As a result, they have accurate direct PC expansions for p = 4, ensuring samples
of the DPC preconditioner are SPD with high probability. When σ2 increases, the influence matrices have310
increasing variability and their lowest non-trivial eigenvalues get closer to zero with higher variability. Unless
the polynomial degree is increased, the direct PC expansions of the influence matrices lose positivity because
of the oscillatory character of the polynomial approximation. The loss of positivity adversely impacts the
average acceleration. Anticipating some coclusions drawn from the next figure, we note that the number
of non-SPD preconditioners is already increasing from σ2 = 0.1 to σ2 = 0.5. However, the number of315
non-SPD preconditioners occurring at σ2 = 0.5 is still small. In addition, their negative eigenvalues have
very small absolute value. This means that the high acceleration rates provided by the samples with SPD
preconditioners can compensate the lower acceleration rates provided by the still few samples with non-SPD
preconditioners. Therefore, the impact of the non-SPD preconditioners on the average acceleration rate
is low, leading to a misleading increase of the average acceleration curve. The number of samples with320
non-SPD preconditioners is rapidly dominant as σ2 increases. Increasing σ2 also induces a larger sample
variability of the acceleration (see whiskers of the boxplots provided for NKL = 4). The PC truncation error
is found to become more critical when NKL increases, suggesting that an accurate representation of joint
effects between local modes of logκ is crucial to maintain the acceleration level. The importance of the
PC truncation error is further investigated in Fig. 3b which reports the average acceleration of the DPCG325
method for σ2 = 1 and different PC orders. As expected, increasing p improves the average acceleration.
However, the improvement is slow and demands using a large p when σ2 > 1.
Figure 4 provides a more detailed spectral analysis of the DPC preconditioner. Figure 4a shows, for
NKL = 4, the magnitude of the smallest negative eigenvalue λmin in 100 samples of the preconditioner, using
different degrees p and total order truncation. Out of the 100 samples, we have respectively 50, 90, 97, 17, 27330















(a) Acceleration as a function of σ2 (p = 4).













(b) Acceleration as a function of p (σ2 = 1).
Figure 3: Average acceleration of the DPCG method (and corresponding boxplots for NKL = 4) for different variances σ
2, PC
order p, and number of local random variables NKL. Total-degree PC basis. γ = 2, `c = 0.05 and D = 100.
of degrees tested, it is seen that the magnitude of the smallest negative eigenvalues is generally larger for
even degrees. When the degree increases, the range of negative eigenvalues does not reduce much but their
number (probability of occurrence) does reduce. Next, Fig. 4b shows the acceleration ρ of the DPCG method
plotted against the lowest negative eigenvalues. A correlation between the magnitude of the lowest negative335
eigenvalue and the acceleration is visible when the PC degree p is odd. The trend is less clear for even
degrees, but the plot indicates that the acceleration can be significantly degraded even when the smallest
negative eigenvalues is not far from 0.








(a) Smallest negative eigenvalues for different PC orders.















(b) Acceleration vs. smallest negative eigenvalue.
Figure 4: Spectral analysis of 100 DPC preconditioners for total-order truncation, with NKL = 4.
To better understand the role of the PC truncation error, we compare in Fig. 5 the average acceleration
of the DPC method for the partial degree, total degree and hyperbolic-cross truncations of the local PC340
bases. For a fair comparison, the average acceleration is reported as a function of local basis dimension J (d).
The results correspond to NKL = 3 and the previous stochastic field with σ
2 = 1, γ = 2 and `c = 0.05. It is
seen that all truncation methods seem to converge to the same averaged acceleration, E[ρ] = 5, although at
different rates. Specifically, the hyperbolic-cross truncation seems the least effective, while the total order
truncation exhibits a non-monotonous behavior with odd/even degree effects, similar to the non-monotonous345
convergence reported in [34]. For comparable local basis dimensions J (d), the acceleration of the hyperbolic-
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cross truncation is clearly less than for the two other truncation methods, indicating the importance of
the interaction terms compared to univariate effects. Indeed, for a similar basis dimension, the hyperbolic-
cross truncation incorporate much higher univariate degree polynomials, at the expense of multivariate
polynomials. For instance, in Fig. 5, the hyperbolic-cross truncation goes up to p = 20 while the for the350
partial degree truncation it is limited to p = 5. Thus, the reported accelerations illustrate the inherent
lack of robustness of the DPC method which, to ensure the positivity of the preconditioner, requires an
accurate representation of most interactions between local KL modes. Consequently, aggressive truncations
strategies (e.g. hyperbolic-cross), which typically disregard high-order interactions, are not suitable. This
fact makes the DPCG method computationally demanding to achieve all the potential of the local stochastic355
approximation of κ. Rather than tailoring PC bases to ensure correct DPC behavior, it is preferable to
preserve the flexibility of arbitrary PC truncation strategies and to construct almost surely SPD stochastic
preconditioners.













Figure 5: Average acceleration of the DPCG method as a function of the local PC bases dimension J(d) and for different PC
truncations as indicated. Case of NKL = 3 and σ
2 = 1, γ = 2 and `c = 0.05.
4.3. FPCG method
We now consider the FPCG method. We set D = 100, γ = 1.2 and `c = 0.05. Note that the value of γ360
is less than in the previous section, so the problem is more demanding.
Figure 6 reports the acceleration of the FPCG method for different variances σ2, and local discretization
parameters NKL and p. Figure 6a shows the effect of the variance σ
2 on the acceleration for total order
truncation with p = 2. A significant improvement of the acceleration with σ2 is reported, together with an
increase of the sample variability. The PC degree has been halved and the range of σ2 doubled compared365
to the case shown in Fig. 3a. The average acceleration of the FPCG method remains grater than 3 for
σ2 > 1, and is much less significantly impacted compared to the DPCG case. Figure 6b confirms that
increasing p improves the acceleration, until the local KL truncation error on logκ becomes dominant and
prevents further improvement of the acceleration. In addition, Figure 6b shows that the spread of the
acceleration remains finite when the PC error is negligible, confirming that the sample variability of ρ is370
mostly controlled by NKL, and not p. We finally remark that, in our experiments, the FPCG method always
yields an acceleration ρ > 1, meaning that the FPCG method always does better than the MPCG method,
even for low orders p = 1. Note that the case p = 0 formally corresponds to a deterministic preconditioning
with the mean of the Schur system; it does not exactly coincide with the MPCG method that uses the Schur
system associated to the median field, but the two methods are expected to achieve the same performance375
(ρ = 1).
To complete the comparison with the DPCG method, Fig. 7 reports the average acceleration as a function
of the local PC basis dimension using the total degree and hyperbolic-cross truncations with different degrees
p and fixed NKL = 3. First, the FPCG acceleration is seen to achieve the asymptotic acceleration for much
17











(a) Acceleration as a function of σ2 (p = 2).












(b) Acceleration as a function of p (σ2 = 2).
Figure 6: Average acceleration of the FPCG method, with corresponding boxplots for NKL = 5. Case of γ = 1.2, `c = 0.05,
D = 100.
lower dimensional bases (degree) compared to the case of DPCG method shown in Fig. 5. This much380
more satisfying behavior is attributed to the built-in characteristic of the FPC preconditioner that does not
consume PC degrees to ensure positivity. Further, the acceleration of the FPCG method is much less sensitive
to the truncation method, therefore enabling alternative bases construction and offering flexibility in the
PC approximation method. In the present work, the PC expansion being determined using fixed isotropic
quadrature rules, the results presented in the rest of the paper will be based on the total degree truncation.385
However, more advanced approximation techniques (e.g. sparse approximation, low rank approximation, . . . )
can be considered with the FPCG method, now that the positivity issues are resolved.












Figure 7: Average acceleration of the FPCG method as a function of the local basis dimension J(d) and hyperbolic-cross and
total degree PC truncations. Case of NKL = 3 and σ
2 = 1.
The analysis of the FPCG method continues with Fig. 8a, which shows the dependence of the FPCG
acceleration on the roughness of the log-normal fields. The variance and correlation length are fixed to
σ2 = 1 and `c = 0.05 while the local KL dimension is set to NKL = 4 and the PC order is p = 4 (total390
degree truncation). The plot indicates that the acceleration improves as the field becomes smoother (i.e.
γ increases). This behavior is expected since, for fixed NKL and variance σ
2, the (local) KL truncation
error reduces for increasing γ (see Appendix A). To further appreciate the effect of the KL truncation error,
Fig. 8b shows the acceleration of increasing NKL when γ = 1.2 and the variance as in Fig. 8a. Cases of
`c = 0.02 and `c = 0.05 are reported. Consistently with the behavior of the KL truncation error, the FPCG395
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acceleration improves with NKL for the two correlation lengths, and the acceleration is the largest for the
largest `c. In addition, the gap between the accelerations for `c = 0.02 and `c = 0.05 increases with NKL,
reflecting the higher convergence rate of the local KL expansion for the largest `c (see Appendix A). Also,
for `c = 0.05, the improvement of the acceleration seems to slow down for the largest tested values of NKL;
this is explained by the emergence of the PC truncation error contribution which becomes more noticeable400
as the KL truncation error reduces. These experiments confirm that the efficiency of the FPCG methods
improves with the accuracy of the local approximation of the stochastic coefficient κ, controlled by NKL,
and of the PC expansion of the influence operators’ factor, controlled by p. These two parameters of the
FPC preconditioner should be selected jointly to balance the KL and PC truncation errors. In any case,
one key feature of the FPCG method is that the preconditioner remains effective and achieves a significant405
acceleration even for low values of p and NKL.










(a) Acceleration with γ (NKL = 4, `c = 0.05).












(b) Acceleration with NKL (γ = 1.2).
Figure 8: Average acceleration of the FPCG method (and corresponding boxplots for `c = 0.05) with the roughness parameter
γ (left) and local KL truncation NKL (right). Other parameters are σ
2 = 1 and p = 4.
4.4. Influence of the number of subdomains
4.4.1. Fixed number of local KL modes
The previous experiments have demonstrated that increasing NKL provides a higher acceleration of the
FPCG method, compared to the reference MPCG method, by improving the local representation of κ over410
the subdomains. However, the computation cost and the memory requirement to store the preconditioner’s
factors increase quickly with both the PC degree p and number NKL of local random variables. Therefore
one cannot consider arbitrarily large values for NKL. As explained in Appendix A, the convergence rate
of the KL expansions depends on the covariance function, through its parameters σ2, γ, and `c. For fixed
covariance parameters, the convergence rate of the local KL expansion over a subdomain depends in fact on415
the apparent correlation length over the subdomain, `loc
.
= `c/diam(Ω
(d)), where diam(Ω(d)) is the diameter
of Ω(d). Therefore, considering smaller subdomains with the same value of NKL results in lower local KL
error. In the case of sub-domains with balanced sizes, their diameters will be diam(Ω(d)) ∼ D1/n such that
`loc ∼ O(D−1/n) (recall that n is the number of spatial dimensions).
Figure 9 illustrates the improvement of the acceleration achieved when increasing D, keeping all other420
parameters fixed. This numerical experiment uses a stochastic coefficient κ with σ2 = 1, γ = 1.2 and
`c = 0.05 (left plot) and `c = 0.02 (right plot). The numerical parameters of the FPCG methods are
NKL = 4 and p = 4. It is seen that, as expected, the average acceleration improves with D, even though
the samples variability of ρ increases too, as denoted by the extents of the whiskers. However, the whiskers
mostly extend to the high acceleration side denoting samples of highly effective preconditioners.425
For a fixed truncation order p, the PC truncation error will be dominant for large D and one could
expect the acceleration to stagnate at some point. Such a stagnation is not visible, for the range of values
19




















Figure 9: Average acceleration and corresponding boxplots of the FPCG method as a function of the number D of subdomains.
Stochastic field κ with σ2 = 1, γ = 1.2 and `c = 0.05 (left) and `c = 0.02 (right). Other parameters are p = 4 and NKL = 4.
for D shown in Figure 9. This is explained by the constant increase with D of the number of iterations
to convergence in the MPCG method, caused by the increasing size of the Schur complement. In contrast,
the number of FPCG iterations to convergence continuously decreases with D, as shown below in the case430
of a local adaptation of NKL (see Fig. 12), so the acceleration improves with D. Further, although the
KL truncation errors become small for large enough D when NKL is fixed, reducing the PC order p is not
an effective way to reduce the computational complexity without relying on adaptive PC basis selection.
Such a procedure could be for instance an anisotropic PC truncation. The PC order needed to achieve a
given accuracy is asymptotically related to the variance of κ, and not on the apparent correlation length435
`loc. From this observation, we conclude that the number of local random variables NKL in the local KL
expansions is the main parameter controlling the efficiency and mitigating the computational complexity of
the FPCG method. This aspect is investigated in the following.
4.4.2. Adapting the local KL approximations
Let us consider a fixed PC order p ensuring a limited PC truncation error on the approximation of the
influence operators. A fine control of the KL truncation error can be achieved by adapting the number of
local KL modes, N
(d)
KL , in each subdomain. Specifically, in our settings, the fraction of energy RKL of the










where |Ω| is the measure of the domain (|Ω| = 1 in our case) and the λ(d)i are the eigenvalues of the local
KL expansion of the Gaussian field over Ω(d) (see (25)). Tuning all the N
(d)
KL to obtain a prescribed value
for RKL is not convenient. It is easier to rely on a local criterion and set N
(d)
KL in each of the subdomains
accordingly. Let us denote by τ ∈ (0, 1) the local tolerance on the KL error; we define N (d)KL as the smallest









One can easily check that (48) implies RKL(τ) ≥ τ . In other words, 1− τ is an upper bound for the relative
KL error. In the case of subdomains with roughly equal diameters, N
(d)
KL satisfying (48) does not vary much
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Figure 10a presents the evolution of NKL as a function of the local KL tolerance τ in the case of a field κ440
with parameter γ = 1.2, different correlation lengths, and a partition in D = 100 subdomains (these results
are independent of σ2). It is seen that for a local tolerance of τ = 0.6 one needs roughly 2 local modes (on
average) per subdomain when `c = 0.05, while 25 modes are necessary when `c = 0.01. For the stochastic
field with `c = 0.02, Fig. 10b shows the evolution of NKL with τ for numbers of subdomains D = 100, 200
and 500. When D increases from 100 to 500, NKL to satisfy (48) with τ = 0.6 decreases from 7 to 3, owing445
to the reduction of the apparent correlation length `loc. Fig. 10c reports the resulting fraction of energy
RKL(τ) and the number of local modes N
(d)
KL for τ = 0.7 and 0.5. Here γ = 1.2 and `c = 0.05. It is seen
that for all D the fraction of energy (solid line) remains greater than τ . However, the behavior for the two
τ are quite different. For τ = 0.5 the average value of N
(d)
KL quickly drops to one (left axis) and exhibits





KL reaches 1, around D ≈ 150, RKL starts to increase monotonically to attain values significantly
higher than the lower bound τ = 0.5: we have RKL(0.5) = 0.75 for D = 600. In contrast, when a higher
precision on the local KL approximation is required, setting τ = 0.7, NKL decreases at a slower pace, has
slightly higher RMS values, and reaches one at D ≈ 600. Therefore, RKL remains higher but close to τ = 0.7
over the range of D presented. For D > 600, RKL(τ) would continue to increase as the KL approximations455
with just one mode per subdomains will become more and more accurate as the subdomains size decreases.
Eventually, there will be just one element per subdomain and the KL approximation will be an “exact”
element-wise constant approximation of κ.










(a) Different `c (D = 100).





























(c) RKL with D (`c = 0.05).
Figure 10: Local KL adaptation: average number of local modes NKL as a function of the tolerance τ on the local truncation
for different correlation lengths and numbers of subdomains (left and middle plots); fraction of energy RKL (solid lines) and
number of local modes N
(d)
KL (dashed lines and shaded areas) as functions of the number of subdomains (right plot). The dashed
lines correspond to the average NKL, while the shaded areas represent the RMS deviation of N
(d)
KL around that mean. Case of
γ = 1.2.
We now return to the analysis of the efficiency of the FPC preconditioner. We fix the stochastic field
parameters to σ2 = 1, γ = 1.2, and `c = 0.05. The PC order is set to p = 4 with total degree truncation, and460
we use the previous two tolerances τ = 0.7 and 0.5 to adapt the local KL expansions. Figure 11a reports
the resulting average FPCG acceleration E[ρ] (solid lines, left axis) and fraction of energy RKL (dashed
lines, right axis) as functions of the number of subdomains D. The results for τ = 0.5 show a continuous
improvement of the acceleration for D > 100. This constant improvement is not surprising as we have
just seen that this value of τ leads quickly to N
(d)
KL = 1 (see Fig. 10c) and, subsequently, to a continuous465
reduction of the KL error for D > 100. In this regime, the FPC preconditioner gets closer and closer to the
exact stochastic Schur complement of the discrete problem, up to PC errors that are not too significant for
variance level σ2 = 1. The parallel evolutions of RKL and E[ρ] are also evident in Fig. 11a for τ = 0.5.
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The case of τ = 0.7 is more complex. First, a detailed inspection of the results for τ = 0.7 reveals
correspondences between the variations with D of RKL and the fluctuations around the global trend of E[ρ],470
as expected. However, there is no clear improvement of the trend in RKL to explain the continuous im-
provement of the acceleration with D. A possible explanation is a decreasing PC error when N
(d)
KL decreases,
because of fewer high-order interactions between modes to be accounted for. However, previous experiments
with NKL fixed for all subdomains have demonstrated that, in the present situation, the PC truncation has
a limited impact and cannot explain the improvement of the FPCG acceleration. An alternative explanation475
concerns the definition of the acceleration: it could be that E[ρ] increases with D because of the degradation
of the performance of the MPCG method. This explanation is supported by the results of Fig. 11b, which
reports the average number of iterations to converge in the FPCG method. It is seen that for τ = 0.5, the
number of iterations decreases continuously with D, while it remains essentially constant when τ = 0.7. In
addition, the number of FPCG iterations are seen to follow closely the evolutions of 1/RKL (dashed lines).480
This finding means that the average cost of solving the sampled elliptic problem is controlled by the KL













































(b) # of FPCG iterations with D.
Figure 11: Performance of the FPCG method with the number of subdomains using local adaptation of N
(d)
KL . Solid lines
represent E[ρ] (left) and E[#iter] (right), while dashed lines represent RKL (left) and 1/RKL (right). Parameters are p = 4,
γ = 1.2, σ2 = 1 and `c = 0.05.
For τ = 0.7, Fig. 12a shows that increasing the number of subdomains after D = 600, such that N
(d)
KL = 1
for all d, yields the same behavior as for τ = 0.5 and D > 100: a continuous decay of the number of iterations485
to convergence and therefore an improvement of the acceleration. The differences in the two regimes, before
and after reaching NKL = 1, are illustrated in Fig. 12b. The plot shows the average acceleration as a function
of the fraction of the energy RKL. The results correspond to D ∈ [40, 600]. For τ = 0.7, the correlation
between the acceleration (E[ρ]) and the fraction of energy (RKL) is not trivial before D is large enough to
have N
(d)
KL = 1. On the contrary, for τ = 0.5 the relation between the two quantities is clear.490
4.5. Complexity analysis
A relevant question concerns the selection of the number D of subdomains and other numerical parame-
ters of the FPC preconditioner, namely, the PC order p and, in the case of local adaptation, the tolerance τ
for the local KL truncation. Choosing these parameters partly depends on the problem, through the geom-
etry of the domain and the properties of κ, and its spatial discretization. Another consideration concerns495
the balance between the cost of constructing the stochastic preconditioner and the resulting acceleration
achieved in the sampling stage. For instance, increasing the discretization parameters p and τ results in a
more costly construction that will be beneficial only if the computational savings during the sampling stage
are large enough. As a starting point, one can assume that sufficiently many samples will be computed in
22













(a) Average # of FPCG iterations with D (τ = 0.7)













(b) Average FPCG acceleration vs. RKL.
Figure 12: Performance of the FPCG method. Left: τ = 0.7 and D > 600; Right: τ = 0.5 and 0.7, D ∈ [40, 600]. Other
parameters are p = 4, γ = 1.2, σ2 = 1 and `c = 0.05.
the sampling stage to payback any improvement of the net FPC efficiency. In other words, if the increase500
in the construction cost factorizes over sufficiently many samples, it can be considered negligible.
Following this line of reasoning, we still have to consider separately the two regimes discussed in the
previous sections: the first regime where D and τ are such that N
(d)
KL > 1, and the second regime where
D and τ are such that N
(d)
KL = 1. We have seen that the average number of FPCG iterations is mostly
controlled by RKL(τ), which does not change much with D in the first regime. Therefore, from the sampling505
point of view, there is no clear interest in increasing D in this regime. However, changing D in this regime
does impact the construction cost and the computational complexity of the FPC preconditioner, as analyzed
hereafter. When the second regime is attained, the number of PCG iterations decreases with D suggesting
that larger D are always beneficial. Of course, this conclusion does not account for the possible divergence
of the preconditioner’s evaluation cost and memory requirements for its storage, nor for the cost of its510
application within the PCG iterations. In the rest of the section we attempt to address some of these
questions by providing elements on the evolution of the FPC preconditioner complexity with the numerical
parameters.
We start by reporting in Fig. 13 the evolution with D of the FPC preconditioner’s complexity. Figure 13a
shows the average value and RMS bounds of the size of the local PC bases for PC orders p = 2 to 4 and515
a tolerance τ = 0.7. In this example, we relied on the total degree truncation and a stochastic field κ
characterized again by σ2 = 1, `c = 0.05, and γ = 1.2. The decay of J
(d) with D is very fast when D
is in the first regime, because of the dependence of J (d) on N
(d)
KL , specifically J





Increasing `loc through smaller subdomains allows for a reduction of N
(d)
KL (see Fig. 10c) that in turns brings
a drastic reduction of the size of the local PC bases. Obviously, having a smaller PC basis requires less520
computational efforts to compute the expansion coefficients of the factorized influence operators. For the
(non-optimal) fully tensorized quadrature method implemented in this work, the reduction in the number
of influence problem to be solved, (p+ 1)N
(d)
KL , achieved through the reduction of N
(d)
KL is impressive; even for
a linear dependence of the number of influence problems to be solved with the size of the PC bases, as in
a regression approach, the complexity reduction would still be huge. Further, not only does the number of525
influence problem to solve to determine the PC expansion decrease, but the size of the individual influence
problems reduces too. This reduction is illustrated in Fig. 13b which reports the evolution with D of the
average size of the local finite element problems and the corresponding RMS bounds. Also recall that local
influence operators of different subdomains can be computed in parallel.
Then, as D increases, the computational complexity of the PC expansion of the factorized influence
operator drops. However, as D increases, there are more and more PC expansions to store in order to
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(a) Size J(d) of the PC bases with D




















in of the local problems with D.
Figure 13: Evolutions of the size J(d) of the local PC bases (for degrees 2 to 4) (left) and of the size N
(d)
in of local FE influence
problems (right) as functions of the number of subdomains. The shaded areas represent the RMS bounds around the average.
Case of τ = 0.7 and κ with `c = 0.05, σ2 = 1, and γ = 1.2.
subsequently assemble the realizations of the FPC preconditioner. The memory requirement is therefore
















The evolution of MR(D) is reported in Figure 14a for our example, with p = 4 (evolutions are similar for530
lower orders). It is seen that the memory requirement reduces with D before it plateaus. This trend is
explained by the evolution of J (d), shown in Fig. 13a, which also levels off after D ≈ 500, and by the joint
decrease of N
(d)
Γ on D. Even once the size of the PC bases has leveled off, the memory requirement does
not increase but remains constant. The dependence of N
(d)
Γ on D can be appreciated from Fig. 14b which
shows the average value and RMS bounds of number of unknown boundary points in the local problems535
(solid lines, left axis). We observe that the partitioning procedure employed in this work, a simple k-means
algorithm applied on the coordinates of the FE centers, produces subdomains with well-balanced numbers of
boundary nodes, owing to the uniformity of the global mesh (see Fig. 1); for more complex discretizations,
e.g. adapted ones, it could be necessary to rely on more advanced partitioning procedures.
4.6. Discussion540
The brief complexity analysis proposed above suggests that it is desirable to use a large number of
subdomains to a) reduce the local KL dimension, which induces a subsequent reduction in size of the local
PC bases, b) reduce the size of the local influence operators and the size of the local problems involved in
their determination, and c) minimize the overall memory requirement for the FPC preconditioner storage.
In addition, if the apparent local correlation length `loc can be sufficiently reduced, an additional overall545
reduction of the number of iterations in the FPCG method can be achieved. However, this rationale does
not consider the inherent cost of applying the preconditioner during the sampling stage. Figure 14b presents
the evolution of the total number of boundary unknowns, i.e., the size NΓ of the Schur complement, which
grows asymptotically linearly with D. This adverse evolution presents the main limitation of the proposed
FPC method, since the application of the preconditioner requires its ”inversion” for each sample (see line 9550
of Algorithm 2). Obviously, the inversion (factorization) cost of the preconditioner limits the gain brought
by the reduction of the FPCG iterations. For D leading to large NΓ, the cost of the preconditioner inversion
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(a) Memory requirements MR(D).



























Γ and size NΓ of the Schur complement.
Figure 14: Evolutions with the number of subdomains of the memory requirement (see (49)) for the FPC preconditioner (left)
and local number of boundary nodes N
(d)
Γ and total size of the Schur complement (right). The shaded area represents the RMS
bounds around the average value.
may even dominate the cost of the MPCG iterations. In these conditions, it is difficult to provide a clear
rationale to select D and possibly τ and p to achieve the best performance of the FPCG method in the
sampling stage. A possible practical way to proceed would consist in determining D such that the inversion555
cost of the preconditioner does not exceed a fraction of the average computational cost of solving one
sample with the MPCG method. Then, D being fixed, the PC order p can be adjusted to ensure limited PC
truncation error (mostly depends on σ2) while τ can be tuned to balance the PC complexity (J (d) through
its dependence on N
(d)
KL) with the performance (related to RKL(τ)).
Besides the complexity, one may be also concerned with the computational cost of the FPC precondi-560
tioner. The interested reader should refer to [34], where parallel experiments demonstrated the scalability
of the PC surrogates construction, thanks to trivial parallelism, as well as the low cost associated to the
assembly of approximated [S] for each sample.
5. Conclusions
In this paper, we presented a DD approach to generate samples of the solution of a stochastic elliptic565
equation with a random coefficient field κ. Each solution sample is solved in a domain decomposition
framework leading to the resolution by a CG method of the Schur system (19) associated with the particular
sample κ(m) of the stochastic coefficient field.
We proposed to speed up the resolution of the sampled Schur problem using a stochastic preconditioner:
a preconditioner that is adapted to individual samples κ(m). Our approach must be contrasted with classical570
methods relying on the same deterministic preconditioner for all the samples, such as the preconditioning
with the mean or median Schur operator. In our approach, the stochastic preconditioner is determined
in a preprocessing stage and subsequently evaluated during the sampling stage. The preconditioner is
composed of local polynomial approximations of the local influence operators (boundary-to-boundary maps)
associated with the (non-overlapping) partition of the domain into D subdomains. The construction of the575
preconditioner presents the advantage of relying on local operators. The localization on the subdomains
enables a parallel implementation and, more importantly, a reduced computational complexity. Specifically,
the approach exploits the introduction of local random variables to represent the stochastic coefficient over
the considered subdomain. One fundamental contribution of the work is the derivation of a factorized
approximation of the local influence operators. The factorized form ensures the inherent positivity of580
the preconditioners’ realizations and provides massive robustness and efficiency improvement over more
straightforward constructions.
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The resulting FPCG method has been tested and compared to alternatives (deterministic median-based
preconditioner, direct-PC expansion) on a model problem in two spatial dimensions. The tests empirically
demonstrate significant reductions in the number of PCG iterations to convergence. For a stochastic co-585
efficient field with high variance and low correlation, our preconditioner allows us to obtain the solution
up to 7 times faster in terms of iterations compared with the reference median preconditioner. The main
mechanisms controlling the efficiency of the FPCG method have also been evidenced, together with the
influence of the method’s numerical parameters. Finally, we proposed a brief complexity analysis of the
method to prove that the preconditioner’s construction is scalable with the number of subdomains.590
Our numerical assessment of the FPCG method has only concerned the reduction of the number of iter-
ations compared to the median-based preconditioner. For the problems tested, this is sufficient because the
two approaches have comparable costs per iteration and the overhead of the FPC preconditioner set-up time
is not significant. The situation may be different for more demanding problems where the Cholesky factor-
ization of the FPC preconditioner would become more significant or even too costly. It would be interesting595
to compare the computational cost of the FPC preconditioner with available alternative preconditioners at a
global level. Such a study would raise several difficulties concerning selecting and tuning the preconditioner
to be compared with the FPCG method. At the moment, it can only be stated that the FPCG method
potentially performs better than any other preconditioner since it converges to the ideal preconditioner (i.e.,
the Schur system) while having a computational complexity that scales well with the discretization param-600
eters (in particular the number of subdomains D). Still, much work remains to demonstrate that these
promises are achieved in practice. For instance, a complete parallel implementation of the FPC method and
substitution of direct solvers are in order before conducting comparison experiments for the typical problem
size for which existing libraries are tailored.
Similarly, although the preconditioner’s construction scales well with the number of subdomains, the605
Schur system’s size may become an inherent limitation when considering domains with finer spatial dis-
cretizations or in higher dimensions. Even if the preconditioner has a low evaluation cost for each sample,
solving the preconditioned problem may become too costly compared to the iteration savings, especially
if parallel strategies are not available. As a consequence, future work and subsequent developments must
focus on these aspects. In particular, it would be interesting to assess the impact of incomplete factorization610
strategies on the overall performance of the FPCG method and to explore the direct approximation of the
inverse of the Schur system operator. The latter option seems very challenging as the inverse of the Schur
operator cannot be expressed, a priori, as the sum of subdomain’s contributions, a key aspect to achieving
low computational complexity in our approach. We are currently exploring the use of local preconditioners
to maintain locality, through multi-preconditioning strategies [47, 48].615
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Appendix A. Global KL-expansion
Let G ∈ L2(Ω×Θ) be a centered stochastic field with covariance function C : Ω× Ω→ R:
C(x, x′)
.
= E[G(x, θ)G(x′, θ)]. (A.1)






where the eigenpairs (λi, φi(x)) are the solutions of the eigenvalue problem [49, 50, 5]∫
Ω
C(x, x′)φi(x
′) dx′ = λiφi(x), with 〈φi, φj〉Ω = δi,j and λi ≥ λi+1. (A.3)
The eigenvalues satisfying (A.3) are non-negative, and the eigenfunctions are normalized according to the






〈G(x, θ), φi(x)〉Ω. (A.4)
Since G has zero mean, the random variables ηi(θ) have zero mean. Further, they form an orthonomal set:
E[ηiηj ] = δi,j .
In practice, the KL expansion must be truncated to the first NKL dominant modes to result in


















from which the convergence follows because
∑
i λi <∞ for a second-order field. In figure A.16 we illustrate
the decay of
√
λi for different types of covariance functions and correlation lengths.
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For physically relevant fields, the frequency content of the eigenfunctions φi(x) increases with the mode720
index i. The first modes account for the large scale deviations, while the higher order modes represent short
scale details of the field. This observation explains why rougher fields typically have low decaying spectra,
while highly convergent spectra are characteristic of smooth and highly correlated random fields. Therefore,
two random fields with the same norm will demand different truncation, depending on their roughness and
correlation properties, to yield the same KL truncation error. To illustrate this point, we show in figure A.15725
typical realizations of a Gaussian field in the unit square domain with covariance in (8), with parameter
γ = 1 (left) and γ = 2 (right), and correlation length `c = 1 (top) and `c = 0.1 (bottom), and σ
2 = 1.
(a) `c = 1 (b) `c = 1
(c) `c = 0.1 (d) `c = 0.1
Figure A.15: Sample of the field G for the covariance (8) with parameter γ = 1 (left), γ = 2 (right), `c = 1 (top), `c = 0.1
(bottom) and σ2 = 1
Figure A.16 shows the decay of
√
λi for different values of the correlation length `c and γ = 1 (left)
and γ = 2 (right). When `c decreases, the energy is distributed over more modes, denoting that short-scale
fluctuations are proportionally more significant. We also observe how the roughness impacts the asymptotic730
decay rates, indicating clearly that correlation function (8) is much more demanding for γ = 1 than for
γ = 2.
Figure (A.17) illustrates the effect of the roughness on the KL truncation error. It shows the KL
approximations of a particular realization of the field with covariance defined in (8), with σ2 = 1, `c = 0.5,
and γ = 1 (left) and γ = 2 (right). Plots correspond to using NKL = 5, 20 and 60 (from top to bottom)
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(a) Exponential convariance (γ = 1)












(b) Gaussian convariance (γ = 2)
Figure A.16: Spectral decay of the KL expansion for the covariance function C in (8) with γ = 1 (left) and γ = 2 (right) and
several correlation lengths `c as indicated.



















is also indicated. We see that for γ = 1, the convergence with NKL is slow, reaching a normalized error of
roughly 30% for NKL = 60. In contrast, the approximation from the covariance with γ = 2 quickly converges
with a normalized error lower than 10% with only NKL = 10 modes. For more correlated fields (larger `c),735
the convergence improves.
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(a) NKL = 5, eKL ≈ 0.73. (b) NKL = 5, eKL ≈ 0.38.
(c) NKL = 10, eKL ≈ 0.57. (d) NKL = 10, eKL ≈ 0.07.
(e) NKL = 60, eKL ≈ 0.34. (f) NKL = 60, eKL ≈ 6× 10−6.
Figure A.17: Truncated KL expansions for a fixed sample of G with covariance based on a correlation length `c = 0.5, variance
σ2 = 1, roughness parameter γ = 1 (left), γ = 2 (right), and using NKL = 5, 10 and 60 (from top to bottom). The corresponding
L2(Ω) errors eKL are also indicated.
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