Abstract. For a frame L, let X L be the Esakia space of L. We identify a special subset Y L of X L consisting of nuclear points of X L , and prove the following results: 
Introduction
Nuclei play an important role in pointfree topology as they are in 1-1 correspondence with onto frame homomorphisms, and hence describe sublocales of locales [6, 9] . For each frame L, let N(L) be the set of nuclei on L. There is a natural order on N(L) given by j ≤ k iff ja ≤ ka for each a ∈ L.
With this order N(L) is also a frame [9, 1, 11] , which we will refer to as the frame of nuclei or the assembly of L. The complicated structure of N(L) has been investigated by many authors; see for example [6, 9, 19, 1, 20, 12, 11, 13, 10, 15, 5, 3, 21, 4] .
To describe some of the landmark results about N(L), we recall that a frame L is spatial if it is isomorphic to the frame OS of open sets of a topological space S. For a subspace T of S, a point x ∈ T is isolated in T if {x} is an open subset of T , and weakly isolated in T if there is an open subset U of S such that x ∈ T ∩ U ⊆ {x}. It is clear that an isolated point of T is weakly isolated in T .
The space S is scattered if each nonempty subspace of S contains an isolated point. It is easy to see that S is scattered iff each nonempty closed subspace of S has an isolated point. The space S is weakly scattered if each nonempty closed subspace has a weakly isolated point. It is well known that S is scattered iff S is weakly scattered and T D , where S is T D if each point is the intersection of an open and a closed set (see, e.g., [14, Sec. VI.8 
.1]).
We next describe some of the landmark results about N(L).
• Beazer and Macnab [1] proved that if L is boolean, then N(L) is isomorphic to L, and gave a necessary and sufficient condition for N(L) to be boolean.
• Simmons [20] proved that if S is a T 0 -space, then N(OS) is boolean iff S is scattered;
and that dropping the T 0 assumption results in the following more general statement: N(OS) is boolean iff S is dispersed (see Section 7 for the definition).
• Simmons [20, Thm. 4 .4] also gave a necessary and sufficient condition for S to be weakly scattered. This result of Simmons is sometimes stated erroneously as follows: N(OS) is spatial iff S is weakly scattered (see, e.g., [13, p. 267]) . While this formulation is false (see Example 7.8), Isbell [9] proved that if S is a sober space, then indeed N(OS) is spatial iff S is weakly scattered.
• Niefield and Rosenthal [13] gave necessary and sufficient conditions for N(L) to be spatial, and derived that if N(L) is spatial, then so is L.
In [5] a new technique was developed to study nuclei on L utilizing Priestley duality [16] for distributive lattices and Esakia duality [7] for Heyting algebras. It was shown that nuclei on a Heyting algebra L correspond to special closed subsets of the Esakia space X L of L (see Section 4 for the definition). In this paper we term such closed subsets nuclear. If N(X L ) denotes all nuclear subsets of X L , then we utilize the dual isomorphism between N(L) and N(X L ) of [5] to give an alternate proof of the results mentioned above. We single out a subset Y L of X L consisting of nuclear points of X L , and show that L is spatial iff Y L is dense in X L . We prove that join-prime elements of N(X L ) are exactly the singletons {y} where y ∈ Y L . From this we derive a characterization of when N(L) is spatial in terms of X L . This yields an alternate proof of the results of Niefield and Rosenthal [13] . We also show that Y L is homeomorphic to the space pt(L) of points of L and also to the space pt(N(L) ) , from which we derive that the spaces pt(L) and pt(N(L)) are homeomorphic.
We prove that N(L) is boolean iff the set of maximal points of each clopen downset of X L is clopen. From this we derive an alternate proof of the result of Beazer and Macnab [1] . We next turn to the setting of L = OS for some topological space S. We show that Y OS is homeomorphic to the soberification of S, and prove that N(OS) is spatial iff Y OS is weakly scattered. This implies that N(OS) is spatial iff the soberification of S is weakly scattered. As a corollary we obtain the result of Isbell [10] that if S is sober, then N(OS) is spatial iff S is weakly scattered. We give an example showing that this result is false if S is not assumed to be sober.
We finally turn to the results of Simmons [20] . One of Simmons' main tools is the use of the front topology. We show that if S is T 0 , then X L is a compactification of S with respect to the front topology on S. From this, by utilizing the T 0 -reflection, we derive Simmons' characterization [20, Thm. 4 .4] of arbitrary (not necessarily T 0 ) weakly scattered spaces. In addition, we prove that N(L) is boolean iff Y L is scattered. From this we derive Simmons' theorem that if S is T 0 , then N(OS) is boolean iff S is scattered. We generalize this result to an arbitrary space by showing that S is dispersed iff its T 0 -reflection is scattered. This yields the general form of Simmons' theorem that N(OS) is boolean iff S is dispersed.
Frames, spaces, and nuclei
In this section we recall basic facts about frames. We use [19, 11, 14] as our basic references. A frame is a complete lattice L satisfying the join-infinite distributive law
Frames are complete Heyting algebras where the implication is defined by
We set ¬a = a → 0.
A frame homomorphism is a map h : L → K preserving finite meets and arbitrary joins. As usual, we denote by Frm the category of frames and frame homomorphisms. Let also Top be the category of topological space and continuous maps. There is a contravariant functor O : Top → Frm sending each topological space S to the frame OS of opens of S, and each continuous map f : S → T to the frame homomorphism f −1 : OT → OS. To define a contravariant functor in the other direction, we recall that a point of a frame L is a frame homomorphism p : L → 2 where 2 = {0, 1} is the two-element frame. It is well known that there is a one-to-one correspondence between points of L, meet-prime elements of L, and completely prime filters of L (see, e.g., [11, Sec. II.1.3]). We will mainly think of points as completely prime filters of L, but at times it will also be convenient to think of them as meet-prime elements of L.
Let pt(L) be the set of points of L. For a ∈ L, we set
Then {η(a) | a ∈ L} is a topology on pt(L), and η :
is a continuous map. This defines a contravariant functor pt : Frm → Top. The functors pt, O yield a contravariant adjunction between Frm and Top. The unit of the adjunction is given by the frame homomorphism η : L → O(ptL), and the counit by the continuous map ε : S → pt(OS) where ε(s) = {U ∈ OS | s ∈ U}.
We call a frame L spatial if η is an isomorphism, and a space S sober if ε is a homeomorphism. The contravariant adjunction (pt, O) then restricts to a dual equivalence between the category SFrm of spatial frames and the category Sob of sober spaces (see, e.g., [11, Sec. II.1.7]).
Nuclei play an important role in pointfree topology as they characterize quotients of frames: If h : L → K is a frame homomorphism and r : K → L is its right adjoint, then rh is a nucleus on L; conversely, if j is a nucleus on L, then the fixpoints
form a frame where finite meets are the same as in L and the joins are defined by
for each S ⊆ L j . This establishes a one-to-one correspondence between onto frame homomorphisms and nuclei on L (see, e.g., [14, Prop. III.5.
As we pointed out in the introduction, it is well known that N(L) is a frame with respect to ≤. Finite meets are defined in N(L) componentwise, the bottom ⊥ is the identity nucleus, and the top ⊤ is the nucleus sending every element of L to 1. Calculating joins in N(L) is more involved (see, e.g., [11, Sec. II.2.5]). The frame N(L) is often referred to as the assembly of L.
The following nuclei play an important role:
It is well known (see, e.g., [19, Lem. 7 (ii)]) that each nucleus j can be written as
Moreover, sending a ∈ L to u a defines a frame embedding of L into N(L), and we can form the tower of assemblies:
The booleanization of a frame L is defined as the fixpoints of w 0 :
It is well known that B(L) is a boolean frame (a complete boolean algebra). In fact, the
Priestley and Esakia dualities
In this section we recall Priestley duality for bounded distributive lattices, and Esakia duality for Heyting algebras. We use [16, 17, 7] as our basic references. A subset of a topological space X is clopen if it is both closed and open. If ≤ is a partial order on X and S ⊆ X, then ↑S := {x ∈ X | s ≤ x for some s ∈ S} and ↓S := {x ∈ X | x ≤ s for some s ∈ S}. If S = {s}, then we simply write ↑s and ↓s. We call S an upset if S = ↑S, and a downset if S = ↓S. Definition 3.1. [16] A Priestley space is a pair (X, ≤) where X is a compact space, ≤ is a partial order on X, and the Priestley separation axiom holds: From x ≤ y it follows that there is a clopen upset U containing x and missing y.
Let Pries be the category of Priestley spaces and continuous order preserving maps, and let Dist be the category of bounded distributive lattices and bounded lattice homomorphisms.
Theorem 3.2 (Priestley duality).
Pries is dually equivalent to Dist.
The contravariant functor X : Dist → Pries sends a bounded distributive lattice L to the Priestley space X L of prime filters of L ordered by inclusion. The topology on X L is given by the basis
. The contravariant functor U : Pries → Dist sends a Priestley space X to the bounded distributive lattice U (X) of clopen upsets of X, and a morphism f : X → Y to the bounded lattice homomorphism U (f ) :
The unit of this dual equivalence is given by the isomorphism ϕ : L → U (X L ) in Dist, and the counit by the isomorphism ξ : X → X U (X) in Pries given by The dual equivalence is established by the same functors X and U . The additional condition on Esakia spaces guarantees that U (X) is a Heyting algebra, where for U, V ∈ U (X),
Then the unit ϕ : L → U (X L ) is a Heyting algebra isomorphism, and so for a, b ∈ L,
Also, being a bounded morphism yields that U (f ) is a Heyting algebra homomorphism. Since frames are complete Heyting algebras, their dual Esakia spaces satisfy an additional condition, which is an order-topological version of extremal disconnectedness. We will mostly work with extremally order-disconnected Esakia spaces since they are Esakia spaces of frames. We will frequently use the following well-known facts about Esakia spaces (see, e.g., [8] ).
Lemma 3.8. Let X be an Esakia space.
(1) The order ≤ is closed in the product X × X, so ↑F, ↓F are closed for each closed F ⊆ X. Then max(F ) = max(↓F ) and
We point out that the first four items of Lemma 3.8 hold for any Priestley space.
Nuclear subsets of Esakia spaces
Let L be a Heyting algebra and X L its Esakia space. It was shown in [5] that nuclei on L are characterized as special closed subsets of X L . Further results in this direction were obtained in [3, 4] . Definition 4.1. Let X be an Esakia space.
(1) We call a closed subset F of X a nuclear subset provided for each clopen set U in X, the set ↓(U ∩ F ) is clopen in X. (2) We call x ∈ X a nuclear point if {x} is a nuclear subset of X.
(3) Let N(X) be the set of all nuclear subsets of X ordered by inclusion. Remark 4.2. Originally nuclear subsets of X were called subframes of X because of their connection to subframe logics (see [5] ). For our purposes the name nuclear subset appears more appropriate.
The dual isomorphism is obtained as follows: If j is a nucleus on L, then
is a nucleus on L; and this correspondence is a dual isomorphism. Therefore, if L is a frame, and hence X L is an extremally order-disconnected Esakia space, then N(X L ) is a coframe; that is, a complete lattice satisfying the meet-infinite distributive law
Under the dual isomorphism, the bottom of
Moreover, we have:
The following is a quick corollary of Theorem 4.4(3).
Corollary 4.5. Let X be an Esakia space.
Proof. (1). This is an immediate consequence of Theorem 4.4(3). (2). This follows from (1) since max(U) = max(↓U) (see Lemma 3.8(4)). (3)
. This follows from (1) since ↓N is a clopen downset.
We will also use the following basic facts about nuclear sets of extremally order-disconnected Esakia spaces. Lemma 4.6. Let X be an extremally order-disconnected Esakia space.
(
Proof.
(1). This is immediate since X is an Esakia space.
In contrast to Lemma 4.6(3), it is not the case that the intersection of two nuclear sets is nuclear as the following simple example shows.
Example 4.7. Let N be the set of natural numbers. We view N as a discrete space, and let X be the one-point compactification of N with order as in the following picture. 
∞
If A and B are the sets of even and odd numbers in N, respectively, it is easy to see that A ∪ {∞} and B ∪ {∞} are both nuclear sets, but their intersection {∞} is not nuclear.
We conclude this section by showing how to calculate meets in N(X L ). This provides a dual description of joins in N(L). For this we require the following lemma. We denote by cl π the closure operator Lemma 4.8. Let X be an extremally order-disconnected Esakia space and let {N α | α ∈ Γ} be a family of nuclear subsets of X. Then cl π ( {N α | α ∈ Γ}) is a nuclear subset of X.
This proves that U = cl π (U), so U is clopen, and hence ↓F is clopen. Now, let V be a clopen subset of X. Then
Since each V ∩ N α is nuclear by Lemma 4.6(3), ↓(V ∩ F ) is clopen by the previous argument. Thus, F is a nuclear subset of X.
Theorem 4.9. Let X be an extremally order-disconnected Esakia space, {N α | α ∈ Γ} a family of nuclear subsets of X, and N = {N α | α ∈ Γ}. Then the meet of {N α | α ∈ Γ} in N(X) is calculated by the formula:
Corollary 4.10. Let L be a frame, X L its Esakia space, and {j α | α ∈ Γ} a family of nuclei on L. Then
Let L be a frame and let X L be its Esakia space. In this section we characterize in terms of X L when L and N(L) are spatial, and show how to derive the results of Niefield and Rosenthal [13] from our characterizations. For this we require the following definition.
As we will see in Proposition 5.4, this correspondence is a homeomorphism.
We recall that the specialization order of a topological space S is defined by
where {y} denotes the closure of {y} in S. Then it is easy to see that ↓y = {y}. We also recall from Section 3 that π is the original topology on X L , and π u is the topology of open upsets. To simplify notation, we use the same π for the subspace topology on Y L , and let τ be the subspace topology on Y L arising from π u . We use cl τ for closure in (Y L , τ ).
Lemma 5.3. Let L be a frame and X L its Esakia space.
(1) The right-to-left implication follows from the definition of τ . For the left-to-right 
Therefore, a ∈ y and b / ∈ y. Thus, L is spatial.
We next turn to the question of spatiality of N(L). For a topological space S, we let F (S) be the closed sets of S. If we need to specify the topology π, we write F π (S).
Proof. Clearly γ preserves finite joins since finite joins in both N(X L ) and F π (Y L ) are finite unions. To see that γ preserves arbitrary meets, let {N α } be a family of nuclear sets of X L . If N is their meet, then N ⊆ N α , so
For the reverse inclusion, let y ∈ γ(N α ). Then y ∈ (N α ∩ Y L ). So {y} ∈ N(X L ) and y ∈ N α for each α. Therefore, y ∈ N α by Theorem 4.9. Thus, γ( N α ) = γ(N α ), and hence γ is a coframe homomorphism. To see that γ is onto, let
Thus, γ is onto.
We will prove that N(L) is spatial iff γ is 1-1. For this we require the following lemma.
Lemma 5.7. The join-prime elements of N(X L ) are precisely the singletons {y} with y ∈ Y L .
Proof. Since binary join in N(X L ) is union, it is clear that {y} is join-prime in N(X L ) for each y ∈ Y L . Conversely, suppose that N is join-prime in N(X L ). If there are x = y in N, then there is a clopen set U containing x but not y.
But N is not contained in either. This is a contradiction to N being join-prime in N(X L ) since U and X L \ U are clopen, hence belong to N(X L ). Thus, N is a singleton {y} with y ∈ Y L .
As a consequence of Lemma 5.7, we obtain the following well-known theorem.
Proof. Suppose that N(L) is spatial. Since points are in 1-1 correspondence with meet-prime
Since these sets are clopen, they are in N(X L ). Therefore, there is a join-prime element P of N(X L ) such that P ⊆ ϕ(a) and P ⊆ ϕ(b). By Lemma 5.7, there is y ∈ Y L with y ∈ ϕ(a) and y / ∈ ϕ(b). Thus, a ∈ y and b / ∈ y. Since y ∈ pt(L), we conclude that L is spatial.
Another consequence of Lemma 5.7 (and Lemma 5.6) is the following characterization of spatiality of N(L).
Theorem 5.9. For a frame L, the following conditions are equivalent.
is a meet of meet-prime elements, and hence each element of N(X L ) is a join of join-prime elements. Therefore, N = ∅ implies there is a join-prime P ∈ N(X L ) with
(5) ⇒ (1). This is clear.
We next show that the spaces pt(L) and pt(N(L)) are homeomorphic.
Proof. Let Z L be the set of join-prime elements of We conclude this section by deriving the characterization of when N(L) is spatial given in [13] in terms of essential primes. Let L be a frame and a ∈ L. We recall that a meet-prime element p ≥ a is a minimal prime (with respect to a) if p is minimal among meet-primes q ≥ a. Let Min(a) be the set of all minimal primes (with respect to a). If a = Min(a), then p ∈ Min(a) is an essential prime provided a = {q ∈ Min(a) | p = q}.
We next characterize minimal primes and essential primes in terms of X L and Y L . For this we require the following lemma.
Lemma 5.12. Let L be a frame, X L its Esakia space, a ∈ L, and S ⊆ L. 
Proof. (1). A characterization of join primes of
. This is immediate from (2).
In order to distinguish between minimal primes and essential primes of L, for a clopen downset D of X L , we will look at max(D)∩Y L and max(D∩Y L ). It is clear that max(D)∩Y
The reverse inclusion does not always hold, as the following example shows.
Example 5.13. Let β(N) be the Stone-Čech compactification of the discrete space N, and let X be the disjoint union of β(N) and the two-element discrete space {x, y}. Let N * = β(N)\N and define ≤ to be the least partial order on X satisfying z ≤ y for each z ∈ X and x ≤ z iff z = x or z ∈ N * .
Since β(N) is extremally disconnected, it is clear that so is X. It is also easy to see that X is an Esakia space. Therefore, X is an extremally order-disconnected Esakia space. Thus, the clopen upsets of X form a frame L, and we identify X with X L . Then Y L is identified with N ∪ {x, y}.
Proposition 5.14. Let L be a frame, X L its Esakia space, a ∈ L, and p ≥ a a meet-prime element of L.
, we conclude that y = z, and hence q = p. Thus, p is a minimal prime.
Conversely, suppose p is a minimal prime. Then
There is a meet-prime q ∈ L such that ϕ(q) = X L \ ↓z and ϕ(a) ⊆ ϕ(q) ⊆ ϕ(p). Therefore, a ≤ q ≤ p, and since p is a minimal prime, q = p. Thus, z = y, proving that
(2). Suppose a = Min(a). By Lemma 5.12(3),
, it follows that y ∈ cl π (T ). But ↓y is a clopen set containing y and ↓y ∩ T = ∅ by definition of T . Thus, y / ∈ cl π (T ). The obtained contradiction proves that X L \ ϕ(a) = ↓cl π (T ), so p is an essential prime.
Conversely, suppose p is an essential prime. We have (3), which is false since p is an essential prime. Therefore,
Therefore, y ∈ V . Since this is true for all clopen upsets containing x, it follows that x ≤ y.
We are ready to give an alternate proof of the results of [13] .
Theorem 5.15. Let L be a frame.
To see that a = Min(a), by we need to show that
Conversely, suppose that a = Min(a) for each a ∈ L. By Theorem 5.5, it is sufficient to show that Y L is dense in (X L , π). Let U be nonempty clopen. Then ↓U is a clopen downset, so there is a ∈ L with ϕ(a) = X L \ ↓U. Since a = Min(a), by Lemma 5.12(3) and Proposition 5.14(1),
↓y is an essential prime by Proposition 5.14(2).
Conversely, suppose that each 1 = a ∈ L has an essential prime. Let N be a nonempty nuclear set. Then ↓N is a nonempty clopen downset, so there is a = 1 such that ϕ(a) = X L \ ↓N. Therefore, a has an essential prime p. By Proposition 5.14(2), there 
Since cl π (V ) is nuclear, it is then a clopen downset, so F := cl π (V ) ∩ max(D) is nuclear by Lemma 4.6(3), and hence regular closed by (2) . This implies that F = cl π (V ) \ V . Since int π (cl π (V ) \ V ) = ∅ and F is regular closed, this forces F = ∅. Thus, cl π (V ) = V , so V is clopen, and hence max(D) = D \ V is clopen.
(3) ⇒ (2). By Lemma 4.6(2), it suffices to prove that each nuclear subset of X L is regular closed. Let N ∈ N(X L ). To show that N is regular closed, it is enough to prove that N ⊆ cl π (int π (N)). Let x ∈ N. For each clopen U containing x we have U ∩ N is a nonempty nuclear set, so N) is clopen, and hence it is contained in int π (N). Therefore, U ∩ int π (N) = ∅, which proves x ∈ cl π (int π (N)). Thus, N is regular closed.
Let L be a frame. Recall that d ∈ L is dense if ¬d = 0. If a ∈ L, then ↑a is a frame, and d ≥ a is dense in ↑a iff d → a = a. For the next lemma, we recall from Section 3 that for
is boolean iff for each a ∈ L the principal upset ↑a has a smallest dense element. ϕ(a) . This implies d ≤ e since a is below both d, e. Thus, d is the smallest dense element of ↑a.
Conversely, suppose that ↑a has a smallest dense element d.
is clopen, and hence N(L) is boolean by Theorem 6.1.
Soberification and the theorems of Simmons and Isbell
Let S be a topological space. In this section we show how to derive the results of Simmons [20] and Isbell [10] relating S being weakly scattered and scattered to that of N(OS) being spatial and boolean. For this we recall that the soberification of S is the space pt(OS).
Viewing points of OS as completely prime filters, we have the mapping ε : S → pt(OS) sending s to the completely prime filter {U ∈ OS | s ∈ U}. It is well known (see, e.g., [11, Sec. II.1]) that ε is continuous, is an embedding iff S is T 0 , and induces an isomorphism of the frames of open sets. Proposition 7.1. For a topological space S, the space (Y OS , τ ) is (homeomorphic to) the soberification of S. τ ) is (homeomorphic to) pt(OS), and hence is (homeomorphic to) the soberification of S.
Let S be a topological space and T a subspace of S. We recall from the introduction that a point x ∈ T is weakly isolated in T if there is an open subset U of S such that x ∈ T ∩ U ⊆ {x}; and that S is weakly scattered if each nonempty closed subspace has a weakly isolated point. 
If y ≤ z for some z ∈ D, then z ∈ D∩V since V is an upset. Therefore, z ∈ ↓y, which forces z = y. Thus, y ∈ max(D). 
Since each ↓y \ ↓x is clopen, hence nuclear, N is nuclear by Lemma 4.8. If y ∈ F , then ↓y \ ↓x ⊆ D since D is a downset. Therefore, the union is in D, and so N ⊆ D. Moreover, ↓N ⊆ D since D is a downset. We see that x / ∈ N; for, ↓x is a clopen neighborhood of x and ↓x ∩ (↓y \ ↓x) = ∅ for each y ≤ x with y ∈ Y L . Thus, ↓x misses the union, and so x / ∈ N. Since x ∈ max(D) \ N and ↓N ⊆ D, it follows that x / ∈ ↓N. Hence X L \ ↓N is a clopen upset containing x. We have x ∈ (X \ ↓N) ∩ F ⊆ ↓x since if y ∈ F with y ≤ x, then y ∈ N. This shows that x is weakly isolated in F . Consequently, Y L is weakly scattered.
Conversely, suppose that Y L is weakly scattered. By Theorem 5.9, it is sufficient to show that if N is a nonempty nuclear subset of We next show how to derive Isbell's theorem [10, Thm. 7] as a consequence of Theorem 7.3. For this we require the following simple lemma.
Lemma 7.5. If S is a weakly scattered T 0 -space, then S is sober.
Proof. Let F be a closed irreducible subset of S. Then F is nonempty, so there is a weakly isolated point x ∈ F . Therefore, there is an open set U of S such that x ∈ U ∩ F ⊆ {x}. Thus, F \ U is a proper closed subset of F and F = (F \ U) ∪ {x}. Since F is irreducible and F \ U = F , we must have F = {x}. As S is T 0 , we conclude that S is sober. 
. Let S be a T 0 -space. If S is sober, then S is homeomorphic to (Y OS , τ ). Hence, N(OS) spatial implies that S is weakly scattered by Theorem 7.3. Conversely, if S is weakly scattered, then S is sober by Lemma 7.2, so S is homeomorphic to (Y OS , τ ). Applying Theorem 7.3 then yields that N(OS) is spatial.
As we pointed in the introduction, the assumption that S is sober cannot be dropped from Theorem 7.6(2), as the following example shows. For this we recall the following definition.
Definition 7.7. [20, p. 24] The front topology on a topological space S is the topology τ F generated by {U \ V | U, V ∈ OS}.
Example 7.8. Let S be the set of natural numbers with the usual order. We put the Alexandroff topology on S, so U is open in S iff U is an upset. We then have the following picture, where n is the prime filter of OS consisting of all open sets containing n and ∞ is the prime filter OS \ {∅}. The space (X OS , π) is the one-point compactification of (S, τ F ), which is a discrete space, and the order on X OS is described in the picture. Since the downset of each x ∈ X OS is clopen, we see that Y OS = X OS and N(X OS ) = F π (Y OS ), yielding that N(OS) is spatial. On the other hand, S is not weakly scattered since there are no weakly isolated points in S. Indeed, if there was a weakly isolated point s ∈ S, then there would exist an open set U with s ∈ U ∩ S = U ⊆ ↓s. But ↓s is finite for each s ∈ S, while nonempty open subsets of S are infinite. This shows that s is not weakly isolated in S, and hence S is not weakly scattered.
We next turn to Simmons' results. One of Simmons' main tools was to use the front topology on a topological space S. We denote the frame of open sets of the front topology by O F (S). Since Simmons did not assume that S is T 0 , we recall that the T 0 -reflection of S is defined as the quotient space S 0 by the equivalence relation ∼ given by x ∼ y iff {x} = {y}. Clearly S 0 is a T 0 -space, and the canonical map ρ : S → S 0 is both an open and a closed map since each open set and hence each closed set of S is saturated with respect to ∼. We denote the equivalence class of x ∈ S by [x] . In the next lemma we show how the front topology is connected to the space (X OS , π).
Lemma 7.9. The map ε : S → X OS factors through the natural map ρ : S → S 0 . If ε ′ : S 0 → X OS is the induced map, then the pair ((X OS , π), ε ′ ) is a compactification of (S 0 , τ F ). In particular, if S is T 0 , then ((X OS , π), ε) is a compactification of (S, τ F ).
Proof. Since ε is continuous with respect to the open upset topology on X OS , which is a T 0 topology, ε ′ factors through ρ. A basic open set of (X OS , π) has the form ϕ(U) \ ϕ(V ) for some U, V open in S. Therefore,
Thus, ε is continuous with respect to the front topology on S.
and ρ is an open map, we see that ε ′ is continuous with respect to the front topology on S 0 . It is a homeomorphism onto its image since for U, V ∈ OS, we have ε Proposition 7.10. Let S be a topological space and let S 0 be its T 0 -reflection.
(1) S is weakly scattered iff S 0 is weakly scattered.
(2) S is dispersed iff S 0 is scattered.
Proof. (1) . Suppose that S is weakly scattered. Let F be a nonempty closed subset of S 0 . Then ρ −1 (F ) is a nonempty closed subset of S, so there is x ∈ S and an open set U of S with
is open in S 0 , this shows ρ(x) is weakly isolated in F . Thus, S 0 is weakly scattered.
Conversely, suppose that S 0 is weakly scattered. Let F be a nonempty closed subset of S. Then ρ(F ) is closed in S 0 and nonempty. Therefore, there is x ∈ S and an open set V of S 0 with ρ(x) ∈ V ∩ ρ(F ) ⊆ {ρ(x)}. Since F = ρ −1 (ρ(F )), this yields x ∈ ρ −1 (V ) ∩ F ⊆ ρ −1 ({ρ(x)}) = {x}. Thus, x is weakly isolated in F , and hence S is weakly scattered. (2) . First suppose that S is dispersed. Let F be a nonempty closed subset of S 0 . Then ρ −1 (F ) is a nonempty closed subset of S. Since S is dispersed, there is a detached point x of ρ −1 (F ). Therefore, there is an open set U of S with x ∈ U ∩ ρ −1 (F ) ⊆ [x]. Thus, ρ(x) ∈ ρ(U) ∩ F ⊆ {ρ(x)}, which shows ρ(x) is isolated in F . Consequently, S 0 is scattered.
Conversely, suppose that S 0 is scattered. Let F be a nonempty closed subset of S. Then ρ(F ) is a nonempty closed subset of S 0 . Since S 0 is scattered, ρ(F ) has an isolated point ρ(x). But then x is a detached point of F . Therefore, F has a detached point, and hence S is dispersed.
For a topological space S, let F F (S) denote the coframe of closed sets of the front topology on S. Define δ : N(X OS ) → F F (S) by δ(N) = ε −1 (N) for each N ∈ N(X OS ). Then δ is the composition of γ with the pullback F π (Y OS ) → F F (S). Therefore, the following is a consequence of Lemma 5.6. Lemma 7.11. δ : N(X OS ) → F F (S) is an onto coframe homomorphism. Theorem 7.12. For a topological space S, the following are equivalent.
(1) S is weakly scattered. Proof.
(1) ⇒ (2). Suppose S is weakly scattered. Then S 0 is weakly scattered by Proposition 7.10(1). Since S 0 is T 0 , we see that S 0 is sober by Lemma 7.5. Thus, ε : S 0 → Y OS is a homeomorphism. Therefore, Y OS is weakly scattered, so N(OS) is spatial by Theorem 7.3. Let ∅ = N ∈ N(X OS ). Then γ(N) = ∅ by Theorem 5.9. Because ε is a homeomorphism, the pullback map ε −1 : F π (Y OS ) → F F (S) is an isomorphism. Thus, δ(N) = ε −1 (γ(N)) = ∅. (2) ⇒ (3). Suppose N, M ∈ N(X OS ) with N ⊆ M. Since M is closed, there is a clopen set U with M ⊆ U and N ⊆ U. Then N \ U is a nonempty nuclear set, so δ(N \ U) = ∅ by (2) . Therefore, there is s ∈ S with ε(s) ∈ N \ U. Thus, ε(s) ∈ N but ε(s) / ∈ M. Consequently, δ(N) = ε −1 (N) ⊆ ε −1 (M) = δ(M), and so δ is 1-1. (3) ⇒ (4) . This is clear since δ is an onto coframe homomorphism by Lemma 7.11. (4) ⇒ (1). Suppose that δ is an isomorphism. Then γ is 1-1, so N(OS) is spatial by Theorem 5.9. Therefore, Y OS is weakly scattered by Theorem 7.3. If y ∈ Y OS , then {y} ∈ N(X OS ), so δ({y}) = ∅ since δ is an isomorphism. This implies y ∈ ε[S]. Thus, ε is onto, and so Y OS is homeomorphic to S 0 . Consequently, S 0 is weakly scattered, and hence S is weakly scattered by Proposition 7.10(1).
We can now recover one of the main results of [20] . For this we recall [20, Def. 3.2] that σ : N(OS) → O F (S) is defined by σ(j) = {j(U) \ U | U ∈ OS} for each j ∈ N(OS). By [20, Thm. 3.6] , σ is an onto frame homomorphism. Proof. By Theorem 7.12 it suffices to prove that σ is 1-1 iff δ is 1-1. Let j ∈ N(OS) and let N j be the corresponding nuclear set. We show σ(j) = S \ δ(N j ). Let U ∈ OS. We have
Recalling that j satisfies ϕ(j(U)) = X OS \ ↓(N j \ ϕ(U)), the last inclusion implies that ϕ(j(U))\ϕ(U) ⊆ X OS \N j , so δ(ϕ(j(U))\ϕ(U)) ⊆ δ(X OS \N j ). Therefore, j(U) \ U ⊆ S \ δ(N j ). Thus, σ(j) ⊆ S \ δ(N j ). For the reverse inclusion, let s ∈ S \ δ(N j ). Then ε(s) / ∈ N j . Therefore, there are U, V ∈ OS with ε(s) ∈ ϕ(U) \ ϕ(V ) and N j ∩ (ϕ(U) \ ϕ(V )) = ∅. Thus, ε(s) / ∈ ϕ(V ) and (N j \ ϕ(V )) ∩ ϕ(U) = ∅. Since ϕ(U) is an upset, ϕ(U) ∩ ↓(N \ ϕ(V )) = ∅, which implies ε(s) / ∈ ↓(N j \ ϕ(V )) because ε(s) ∈ ϕ(U). This yields ε(s) ∈ ϕ(j(V )) \ ϕ(V ), so s ∈ j(V ) \ V . Consequently, S \ δ(N j ) ⊆ σ(j), and hence σ(j) = S \ N j . From this it follows that σ is 1-1 iff δ is 1-1, completing the proof.
We conclude the paper by determining when N(OS) is boolean, and recovering another main result of Simmons [20, Thm. 4.5] .
Theorem 7.14. For a spatial frame L, the following conditions are equivalent.
(1) N(L) is boolean.
