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1 Einleitung  
1.1 Motivation 
 
«Kurz nachdem ich von der elften Sternreise zurückgekehrt war, entbrannte zwischen 
zwei großen Produzenten von Waschmaschinen, Nuddlegg und Snodgrass, ein Konkur-
renzkampf, dem die Presse immer mehr Raum widmete. 
Nuddlegg hatte wohl als erster vollautomatische Waschmaschinen auf den Markt ge-
bracht, die nicht nur selbstständig zwischen Weiß- und Buntwäsche unterscheiden konn-
ten, nicht nur wuschen, auswrangen, trockneten, bügelten, stopften und säumten, sondern 
den Besitzer auch durch kunstvolle Monogramme erfreuten. Auf die Handtücher stickten 
sie erbauliche Sinnsprüche, etwa in der Art: Glück und Segen früh und spat schenkt dir 
Nuddleggs Automat! Snodgrass reagierte, indem er Waschmaschinen anbot, die sogar 
Vierzeiler verfassten, wobei sie sich ganz dem kulturellen Niveau und den ästhetischen 
Bedürfnissen des Käufers anpassten. Das nächste Modell von Nuddlegg stickte bereits 
Sonette; Snodgrass beantwortete diese Herausforderung mit einem Gerät, das während 
der Fernsehpausen die Konversation im Schoße der Familie nährte.» 
 
So beginnt „Die Waschmaschinentragödie“ des polnischen Autors Stanisław Lem, in der 
farbenfroh der zu immer neuen Innovationen und alsbald auch philosophischen Verwick-
lungen führende Konkurrenzkampf zweier Waschmaschinenhersteller beschrieben wird. 
Die Geschichte mag überspitzt sein; das Szenario des Ringens um die Gunst von Kunden 
mit immer ausgefeilteren und schneller entwickelten technischen Raffinessen ist es nicht.  
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Zunehmende Vernetzung und Globalisierung eröffnen produzierenden Unternehmen die 
Chance zur Erschließung neuer Absatzmärkte, relativieren aber anderseits Standortvorteile 
und erhöhen die Zahl schlagkräftiger Mitbewerber. Da in einem solchen Umfeld preisliche 
Spielräume schnell ausgereizt sind und Qualität de facto voraussetzt wird, werden Faktoren 
wie Innovationskraft und -geschwindigkeit sowie Kundenorientierung immer erfolgsent-
scheidender. Dementsprechend ist der angesprochene Trend zu hochkomplexen, aber den-
noch variantenreichen oder gar individualisierten Produkten bei gleichzeitig sinkenden 
Entwicklungszeiten und Preisen vielfach zu beobachten. Beispiele finden sich etwa in der 
Rechentechnik, der Unterhaltungselektronik und bei Kraftfahrzeugen – drei Branchen, 
zwischen denen im Zuge dieser Entwicklung sogar zunehmend Berührungspunkte ent-
standen sind. Was Waschmaschinen angeht, so wurde ein Gerät mit integriertem Trockner 
und MP3-Player im Jahr 2007 patentiert [LEI2007]; Maschinen, die per Smartphone an-
gesteuert und überwacht werden können, haben heute diverse Hersteller im Programm.  
1.2 Problemstellung 
Der Einfluss derartiger Tendenzen auf produzierende Unternehmen wurde schon früh in 
Studien verschiedener Industrienationen und Wirtschaftsräume untersucht [ND1991], 
[MF2004], [JWW2008]. Abbildung 1-1 visualisiert die wesentlichen Wirkungsketten und 
ihre zentralen Konsequenzen – im Bild dunkel hinterlegt – mit Fokus auf den zur Produk-
tion eingesetzten automatisierten Fertigungsanlagen. Während diese Anlagen traditionell 
auf die möglichst effiziente Massenfertigung einer schmalen, über lange Zeit hinweg 
gleichbleibenden Produktpalette ausgerichtet waren, müssen sie nun in vielerlei Hinsicht 
hochflexibel ausgelegt werden, um einerseits 
die Fertigung vielfältiger Produktvarianten – die sogenannte Mass Customization – 
zu ermöglichen, 
darüber hinaus aber auch zu gewährleisten, dass einfach  
auf neue Produktgenerationen umgerüstet, 
auf Änderungen und logistische Probleme in komplexen Zulieferketten reagiert,  
auf Schwankungen der Nachfrage eingegangen und 
intelligent mit Störungen einzelner Anlagenteile umgegangen 
werden kann. 
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Abbildung 1-1:  Wirkungsketten der Globalisierung im Kontext der Fertigungsautomatisierung 
Gleichzeitig erhöhen diese Flexibilitätsanforderungen sowie die wachsende Komplexität 
der zu fertigenden Produkte die Komplexität der Automatisierungsanlagen in einem Maß, 
dass etablierte Methoden für Entwurf und Realisierung solcher Anlagen an ihre Grenzen 
stoßen. Die umseitig formulierte ese fasst all diese Herausforderungen noch einmal 
zusammen. 
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These 1: Aktuelle ökonomische Trends, wie die zunehmende Globalisierung und 
die wachsende Technisierung und Individualisierung vieler Konsumgüter, führen 
zu einer steigenden Komplexität moderner Automatisierungsanlagen und stellen an 
selbige hohe Flexibilitätsanforderungen. 
Dennoch soll auch unter diesen Bedingungen mit gleichbleibend hoher Qualität und Effi-
zienz produziert werden, wofür eine maximale Transparenz aller Abläufe durch die unein-
geschränkte Verfügbarkeit von Produktionsdaten aller Art von Nöten ist. Um all diesen 
Anforderungen begegnen zu können, ist ein grundlegender Wandel bei der Gestaltung von 
Automatisierungssystemen notwendig, der aktuell unter den Schlagwörtern vierte indus-
trielle Revolution und Industrie 4.0 in der Fachwelt diskutiert wird. Ein wesentlicher Aspekt 
dieses Wandels ist die Auslegung von Automatisierungsanlagen als engmaschiges Netzwerk 
flexibel kombinierbarer mechatronischer Komponenten (siehe Abschnitt 2.1.5). Dadurch 
entstehen modulare, lose gekoppelte Systeme, die schon in der reinen Softwaretechnik als 
Garant für Robustheit, Wiederverwendbarkeit und Flexibilität gesehen werden. Einzelne 
Komponenten, wie Antriebe und Sensoren oder auf höherer Ebene Förderelemente und 
Maschinen, können bereits vom Hersteller mit ausgereifter und getesteter Software für 
typische Einsatzszenarien gepaart werden und müssen anschließend in Abhängigkeit von 
den konkreten Anforderungen an eine zu realisierende Anlage nur noch kombiniert und 
parametriert werden [HOF+2014]. Mit ausreichend Intelligenz ausgestattet können solche 
Komponenten sogar die logische Vernetzung untereinander während der Inbetriebnahme, 
nach Umrüstungen oder in Reaktion auf Betriebsstörungen teilweise selbst übernehmen. 
Dadurch ergeben sich Fähigkeiten wie Selbstkonfiguration und Selbstregeneration, die in 
der Fachliteratur unter dem Begriff Self-X zusammengefasst werden. Allerdings stellt diese 
Vision hohe Ansprüche an die zugrundeliegende Softwarearchitektur, die von den derzeit 
zur Realisierung automatisierter Systeme eingesetzten Technologien (siehe Abschnitte 
2.1.2 bis 2.1.4) nicht erfüllt werden (siehe Abschnitt 2.1.6). 
1.3 Beitrag dieser Arbeit 
Agentensysteme sind ein softwaretechnologischer Ansatz (siehe Abschnitt 2.2.1), bei dem 
sich die komplexe Funktionalität eines Gesamtsystems aus der Interaktion autonomer 
Softwareentitäten – oder Agenten – ergibt. Derart gestaltete Softwaresysteme sind robust, 
skalierbar und sehr anpassungsfähig [VDI2653-1] – entsprechen also in dieser Beziehung 
den vorgenannten Anforderungen – und sind zudem strukturell identisch zu den zuvor 
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skizzierten Netzwerken mechatronischer Komponenten. [B2007] spricht in diesem Zu-
sammenhang von „natural fit“, also natürlicher Passfähigkeit des Agentenansatzes, und in 
der Tat werden in der Literatur zahlreiche Beispiele für den Einsatz von Agententechno-
logie in Automatisierungssystemen beschrieben (siehe Abschnitt 2.2.2). Diese beschränken 
sich allerdings auf abstrakte Steuerungsentscheidungen wie etwa die Maschinenzuteilung 
von Produktionsaufträgen, während auf prozessnaher Ebene weiterhin althergebrachte 
Technologien eingesetzt werden. Dies liegt zum einen an der einfachen Steuerlogik, die 
konventionelle Anlagen auf unterer Ebene aufweisen, zum anderen an der Tatsache, dass 
Systeme vernetzter, kooperierender Agenten ein nur schwer vorhersehbares Zeitverhalten 
aufweisen (Abschnitte 2.2.3 bis 2.2.5), welches mit den Echtzeitanforderungen bei der 
direkten Interaktion mit einem technischen Prozess – also dem rechtzeitigen Reagieren auf 
Ereignisse innerhalb einer Fertigungsanlage (siehe Abschnitt 2.1.1) – unvereinbar ist. 
Gegenstand dieser Arbeit ist die Beschreibung eines allgemeingültigen Ansatzes zu Reali-
sierung echtzeitfähiger Agentensysteme. Eine wesentliche Maßgabe dabei ist die weitest-
mögliche Erhaltung des Funktionsumfanges klassischer Agentensysteme inklusive der 
Befähigung zum verteilten Problemlösen nach bewährten Interaktionsstrategien – aller-
dings unter harten Echtzeitanforderungen an das Gesamtsystem. Dazu wird zunächst eine 
entsprechende Laufzeitumgebung sowie das zugrunde gelegte Netzwerkmodell definiert 
und darauf aufbauend die Überarbeitung von in Agentensystemen etablierten Kommuni-
kationsprotokollen vorgenommen. Eine wesentliche Teilaufgabe ist dabei die Erarbeitung 
eines Schemas zur Darstellung semantischen Wissens, dass unter Echtzeitbedingungen 
ausgewertet werden kann. Anschließend wird ein analytisches Modell beschrieben, mit 
dem die Echtzeitfähigkeit eines gemäß dem dargestellten Ansatz realisierten Agenten-
systems nachgewiesen werden kann. Die Arbeit wird abgerundet durch die Beschreibung 
einer in Echtzeit-Java angefertigten Referenzimplementierung, mit der die Korrektheit des 
analytischen Modells überprüft wurde. Während große Teile der erarbeiten Lösung als 
allgemeingültige Grundlagenforschung verstanden werden können, wird in Beispielen und 
bei der Erläuterung von Entwurfsentscheidungen immer wieder auf automatisierungstech-
nische Belange Bezug genommen. Außerdem werden am Ende der Arbeit an einer modell-
haften Bespielanlage verschiedene aus der Problemstellung ableitbare Szenarios und ihre 
Umsetzbarkeit mit dem entwickelten Ansatz diskutiert. 
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1.4 Gliederung dieser Arbeit 
Im folgenden Kapitel wird der Stand von Forschung und Technik bei der Umsetzung von 
Automatisierungssystemen und beim Einsatz von Agentensystemen in ebendiesem Umfeld 
beleuchtet. Ferner werden die einleitend bereits umrissenen Anforderungen moderner und 
zukünftiger Automatisierungssysteme detaillierter formuliert, entsprechende Defizite in 
bestehenden Ansätzen aufgedeckt und daraus die konkreten Forschungsziele dieser Arbeit 
abgeleitet. In den Kapiteln 3 und 4 werden die zuvor als Betrag dieser Arbeit zusammen-
gefassten Inhalte erarbeitet. Kapitel 5 validiert die erzielten Ergebnisse mithilfe einer im 
Rahmen dieser Arbeit angefertigten Referenzimplementierung; Kapitel 6 bewertet sie kri-
tisch im Hinblick auf ihre Praktikabilität. Kapitel 7 fasst den Inhalt der Arbeit noch einmal 





2 Grundlagen und Stand der Technik 
Dieses Kapitel führt zunächst in die Begriffswelt der Automatisierungstechnik ein und be-
schreibt anschließend die hierarchische Struktur aktueller Automatisierungssysteme sowie 
die dort für die Programmierung prozessnaher, echtzeitkritischer Steuerungsfunktionalität 
zur Anwendung kommende Norm IEC 61131. Danach wird die Norm IEC 61499 
thematisiert, die genau den einleitend dargestellten Trend zu verteilten Systemen aufgreift, 
und es werden die Gründe erörtert, die ihre breite Anwendung in der Industrie bis jetzt 
verhindern. In Abschnitt 2.1.5 wird genauer auf die bereits in der Einleitung skizzierte 
Struktur zukünftiger Automatisierungssysteme eingegangen, um im darauffolgenden Ab-
schnitt 2.1.6 die Eignung der vorgenannten Technologien bewerten und Anforderungen 
an den in dieser Arbeit zu entwickelnden Ansatz formulieren zu können.  
Im zweiten Teil des Kapitels wird die dieser Arbeit zugrundeliegende Agententechnologie 
betrachtet. Auch hier werden einleitend einige Begriffe definiert und anschließend beste-
hende Anwendungen der Technologie im Umfeld der Automatisierungstechnik beleuch-
tet. Danach wird besonders auf die Aspekte eingegangen, die die Anwendung von Agenten 
unter Echtzeitanforderungen derzeit verhindern, namentlich die Agentenkommunikation 
und die Art der Darstellung und Verarbeitung semantischen Wissens. Abschnitt 2.2.5 
zeigt, dass keine der existierenden Arbeiten zum Thema Echtzeitagenten diese Probleme 
vollumfänglich löst.  
Abschnitt 2.3 gibt eine kurze Einführung in das Thema Echtzeit-Java, zieht den Vergleich 
mit den Sprachen der IEC 61131-3 und argumentiert, warum Java für die Referenzimple-
mentierung des in dieser Arbeit entwickelten Ansatzes eine geeignete Wahl ist. Abschnitt 
2.4 fast schließlich alle gewonnenen Erkenntnisse zusammen und leitet daraus die For-
schungsziele dieser Arbeit ab. 
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2.1 Fabrikautomation 
2.1.1 Einführung in die Fabrikautomation  
Der Begriff Automatisieren beschreibt – so stellt es die Norm DIN IEC 60050-351 und 
vergleichbar auch die Vorgängernorm DIN 19233 dar – den Einsatz bestimmter Mittel, 
um selbsttätige, also ohne menschliches Eingreifen ablaufende, Funktionen in einem 
System zu ermöglichen1. Im Kontext der genannten Normen und dieser Arbeit sind damit 
Funktionen im Rahmen technischer Prozesse gemeint, die wiederum definiert sind als 
Gesamtheit aufeinander einwirkender Vorgänge, bei denen in einer technischen Anlage 
Materie, Energie oder Information umgeformt, transportiert oder gespeichert wird2. Als 
Mittel zur Umsetzung selbsttätiger Funktionalität werden Automaten beschrieben und als 
künstliche Systeme definiert, deren Verhalten entweder schrittweise durch vorgegebene 
Entscheidungsregeln oder zeitkontinuierlich durch festgelegte Beziehungen bestimmt wird 
und deren Ausgangsgrößen aus ihren Eingangs- und Zustandsgrößen gebildet werden3.  
Der Grundstein für heutige Fabrikautomationssysteme wurde in den 1950er Jahren gelegt, 
wo die Entscheidungsregeln dieser Automaten noch durch die feste Verdrahtung von 
Relais und Schaltschützen realisiert wurden. Man spricht in diesem Zusammenhang von 
Verbindungsprogrammierter Steuerung (VPS). 1959 führte die Firma Siemens mit „Simatic“ 
ein auf Transistorschaltungen basierendes System aus Steuerungs- und Reglungsbaustei-
nen ein, das den Aufbau komplexerer, kompakterer und verschleißfreier, aber nach wie vor 
verbindungsprogrammierter Steuerungen erlaubte. Zehn Jahre später entwickelte die US-
amerikanische Firma Modicon die erste Speicherprogrammierbare Steuerung (SPS, englisch: 
Programmable Logic Controller, PLC), bei der komplexere Entscheidungsregeln als Soft-
ware im Speicher hinterlegt und dort einfacher angepasst und gepflegt werden konnten. 
Der durch die Weiterentwicklung der Rechentechnik getriebene Trend zum Computer-
Integrated Manufacturing (CIM) in den 1980er Jahren führte dazu, dass auch immer mehr 
übergeordnete Unternehmensprozesse, wie zum Beispiel Ressourcenplanung, Auftrags-
verwaltung, Produktionsdatenerfassung und -Archivierung sowie Qualitätsmanagement, 
                                                 
1 Nach [DIN60050-351], 351-22-17, 351-21-40 
2 Nach [DIN60050-351], 351-21-43, 351-21-44 
3 Nach [DIN60050-351], 351-21-42 
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computergestützt entlang der hierarchischen Organisationsstruktur von Unternehmen 
automatisiert wurden – das dann allerdings vorwiegend mit klassischer Bürorechen- und 
Servertechnik. Damit etablierte sich für Fabrikautomationssysteme die in Abbildung 2-1 
gezeigte Struktur, die bis heute Bestand hat und als Automatisierungspyramide bezeichnet 
wird. Die Schichtung innerhalb dieser Pyramide wird in der Literatur je nach Betrach-
tungsgegenstand unterschiedlich beschrieben. Hier ist die Darstellung angelehnt an die 
Norm DIN EN 62264-1 [DIN62264-1], wobei von der dort als Steuerungsebene (Ebene 1) 
bezeichneten Schicht hier noch die Feldebene abgeteilt wurde, um die Struktur moderner 
Anlagen besser abzubilden. Zumeist werden SPSen heute isoliert in Schaltschränken 
verbaut und über Feldbusse an die Peripherie, also Sensoren und Aktoren angebunden, die 
auf der Feldebene mit dem technischen Prozess interagieren. Vorteile dieses Vorgehens 
sind unter anderem ein deutlich geringerer Verkabelungs- und damit auch Planungs- und 
Installationsaufwand sowie eine robuste digitale und herstellerübergreifend standardisierte 
Signalübertragung zwischen Steuerungs- und Feldebene. 
Andererseits erscheint die Verwendung von jeweils für einen großen Anlagenteil verant-
wortlichen SPSen schwer vereinbar mit der einleitend dargestellten Vision von mechatro-
nischen Komponenten, die jeweils bereits Steuerungsfunktionalität integrieren sollen. Die 
nachfolgenden Abschnitte detaillieren daher die Darstellung des Standes der Technik auf 
 
Abbildung 2-1:  Automatisierungspyramide nach ISA-95 / DIN EN 62264-1 
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den prozessnahen Ebenen als Grundlage für die weiterführende Argumentation bezüglich 
geeigneter Programmieransätze für zukünftige Automatisierungssysteme. Besondere Be-
deutung kommt in diesem Zusammenhang der Echtzeitfähigkeit zu, also der Fähigkeit, alle 
Rechenprozesse derart ablaufbereit zu halten, dass sie innerhalb eines vorgegebenen Zeit-
intervalls auf Ereignisse im Ablauf eines technischen Prozesses reagieren können4. In 
[LG1999] wird diese Definition weiter untersetzt und schließt Gleichzeitigkeit, also das 
Vermögen, auf gleichzeitig auftretende Ereignisse innerhalb eines vorgegebenen Zeitfens-
ters reagieren zu können, sowie zeitliche und logische Determiniertheit, also das pünktliche 
Treffen eindeutiger und nachvollziehbarer Steuerungsentscheidungen, ein. Beide Defini-
tionen erlauben grundsätzlich die Vorgabe beliebig großer Zeitintervalle; typischerweise 
liegen bei der Interaktion mit technischen Prozessen geforderte Reaktionszeiten, beispiels-
weise beim Erreichen von Endlagenschaltern oder Auswerten der von einer Lochscheibe 
generierten Impulse, im Bereich weniger Millisekunden. Charakteristisch ist außerdem die 
Härte der Echtzeitforderungen, da bereits deren einmaliges Nichteinhalten Schäden an 
Anlage und Werkstücken sowie Gefährdung des Betriebspersonals nach sich ziehen kann. 
2.1.2 Programmierung der Steuerungsebene gemäß IEC 61131-3 
Die internationale Norm IEC 61131 befasst sich, genau wie ihr Pendant des DIN, mit 
den Grundlagen Speicherprogrammierbarer Steuerungen. Teil 3 [DIN61131-3] deckt die 
Programmierung solcher Steuerungen ab und stammt ursprünglich aus dem Jahr 1993. 
Allerdings war die Norm schon damals weniger Innovation denn Konsolidierung ohnehin 
schon seit längerer Zeit etablierter Programmiermethoden [HSZ2007]. Beschrieben sind 
fünf einander ergänzende textuelle und grafische Programmiersprachen, die zum Teil 
starke Parallelen mit der im vorhergehenden Abschnitt dargestellten Historie der Fabrik-
automatisierung aufweisen: 
Der Kontaktplan (KOP, englisch: Ladder Diagram, LD) ist eine grafische Pro-
grammiersprache, die sich an Relais-Kontaktplänen beziehungsweise allgemeiner
an Stromlaufplänen elektrischer Schaltungen orientiert und damit den Brücken-
schlag zur verbindungsprogrammierten Steuerung mit Relais darstellt. Zwischen
zwei Stromschienen in Form vertikaler Linien wird die Schaltung als ein Netzwerk
aus Kontakten, Spulen – und in den meisten Implementierungen auch Funktions-
bausteinen – dargestellt.
4 Nach [DIN60050-351], 351-30-07 
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Der Funktionsplan (FUP), auch bekannt als Funktionsbausteinsprache (FBS, eng-
lisch: Function Block Diagram, FBD) ist eine grafische Programmiersprache nach 
dem Vorbild fortgeschrittener verbindungsprogrammierter Steuerungen. Einzelne 
Funktionsbausteine (FBs, englisch: function blocks) kapseln dabei einfache logische 
oder algebraische Funktionen, deren Ein- und Ausgänge über Signalfluss-Linien 
zu komplexeren Programmen verbunden werden können.  
Die Anweisungsliste (AWL, englisch: Instruction List, IL) ist eine textuelle Program-
miersprache mit einer stark an Assembler angelehnten Syntax. Eine Anweisungs-
liste stellte eine zeilenweise Aneinanderreihung einzelner Anweisungen dar, die 
jeweils einen Operator und ggf. einen oder mehrere Operanden enthalten. 
Strukturierter Text (ST, englisch: Structured Text Language, STL, auch Structured 
Control Language, SCL) ist eine Pascal-ähnliche Hochsprache, und bietet als solche 
Kontrollstrukturen für Programmschleifen und -verzweigungen, die eine im Verg-
leich zur AWL wesentlich übersichtlichere Strukturierung des Quelltextes ermög-
lichen. 
Die Ablaufsprache (AS, englisch: Sequential Function Chart, SFC) erlaubt die 
grafische und textuelle Programmierung von Abläufen und basiert auf der Sprache 
GRAFCET [DIN60848], die ihrerseits auf der Petri-Netz-Theorie aufbaut. Die 
Abläufe werden als eine Kette von Schritten formuliert, die über Weiterschalt-
bedingungen, sogenannte Transitionen, miteinander verbunden sind. In Schritten 
können Aktionen ausgelöst und Ausgangswerte geschrieben werden; die Transiti-
onen dazwischen sind immer an bestimmte Eingangsbelegungen geknüpft. 
In Abbildung 2-2 sind die Programmiersprachen der IEC 61131-3 noch einmal zusam-
mengefasst und mit einem kurzen Beispiel untersetzt. Neben der Spezifikation dieser 
Sprachen beschreibt die Norm das Konzept von Programm-Organisationseinheiten (POE, 
englisch: Program Organization Units, POU), also voneinander unabhängigen Bausteinen 
mit definierter Aufrufschnittstelle, aus denen komplexe Programme zusammengesetzt 
werden können. Die damit erreichte Modularisierung vereinfacht in gewissem Maß das 
Entwurfsvorgehen sowie die Wartung und Wiederverwendung von Programmcode. Zu-
dem kann aus der Palette der fünf genannten Programmiersprachen für jede POE die 
aufgabenspezifisch jeweils am besten geeignete ausgewählt werden. 
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Abbildung 2-2:  Programmiersprachen der IEC 61131-3, nach [F2009] 
Charakteristisch für SPS-Programme ist des Weiteren deren Ausführungsmodell. Die 
IEC 61131-3 spezifiziert sogenannte Tasks als eine Menge von POEs, die entweder auf 
periodischer Basis oder ausgelöst durch das Auftreten einer steigenden Flanke einer bestim-
mten booleschen Variable ausgeführt werden, wobei überwiegend die periodische – oft 
auch als zyklisch oder abtastbasiert bezeichnete – Ausführungsweise zum Einsatz kommt. 
Dabei werden zu Beginn eines jeden Zyklus die Zustände aller Eingänge abgefragt und 
dem Programm als konsistentes und während des Zyklus unveränderliches Prozessabbild 
zur Verfügung gestellt. Daraufhin im Programmablauf geänderte Ausgangswerte werden 
in gleicher Weise zunächst im Prozessabbild zwischengespeichert und dann am Zyklus-
ende konsistent ausgegeben. Die Dauer eines solchen Durchlaufs wird Zykluszeit genannt 
und seht in direktem Zusammenhang mit der maximal zu erwartenden Reaktionszeit auf 
externe Ereignisse, welche sich als Signaländerung manifestieren. Im ungünstigsten Fall 
geschieht eine solche Änderung unmittelbar nach dem Transferieren aller Eingangswerte 
in das Prozessabbild, und kann damit im laufenden Zyklus nicht mehr berücksichtigt 
werden. Erst im nächsten Zyklus wird dann eine entsprechende Reaktion berechnet und 
am Zyklusende ausgegeben. Daraus ergibt sich die doppelte Zykluszeit als obere Schranke 
für die Reaktionszeit. Dieser einfache Zusammenhang ist maßgeblich für die weite Ver-
breitung des zyklischen Ausführungsmodells im Zusammenhang mit harten Echtzeitan-
forderungen.  
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In diesem Kontext kommt auch ein entscheidender Vorteil der signalflussorientierten 
Funktionsbausteinsprache zum Tragen. In jedem Zyklus werden alle Operationen des 
Netzwerkes gleichermaßen und in derselben Reihenfolge abgearbeitet, sodass sich stets die 
gleiche Zykluszeit – und damit eine vorhersagbare Reaktionszeit – ergibt5. Ähnlich verhält 
es sich mit den beiden anderen grafischen Sprachen – Kontaktplan und Ablaufsprache – 
die in Abhängigkeit von der konkreten Umsetzung zwar bedingte Vorwärtssprünge und 
damit einen variablen Ausführungspfad im resultierenden Code erzeugen können, dort 
aber zumindest keine Schleifen (also Rückwärtssprünge) erlauben und deshalb die Ab-
schätzung der maximalen Zykluszeit – und damit auch der Reaktionszeit – stark verein-
fachen. Darüber hinaus bieten die grafischen Sprachen durch ihre begrenzte Ausdrucks-
stärke – für die abbildbare Klasse von Aufgabenstellungen – eine einfach erfassbare Dar-
stellung der programmierten Logik. Wartung und Fehlersuche werden begünstigt, weil 
sich zur Laufzeit die aktuelle Belegung von Variablen und bei der Ablaufsprache auch der 
aktuelle Anlagenzustand intuitiv in die Darstellung des Programms einbetten lassen. Die 
Verwandtschaft der grafischen Sprachen mit Darstellungsmitteln aus dem Fachgebiet 
Elektronik vereinfacht darüber hinaus auch Berufsgruppen dieser Branche den Zugang zur 
SPS-Programmierung.  
Allerdings eignen sich die grafischen Sprachen nur für eine Teilmenge der Aufgaben 
moderner SPSen, und zwar die Programmierung von Abläufen in Form von Schrittketten 
und die Realisierung sogenannter Verknüpfungssteuerungen, die Steuerbefehle durch 
logische oder mathematische Verknüpfung von Variablen ableiten. Komplexere Algorith-
men lassen sich nur mit den beiden textuellen Sprachen der IEC 61131-3 formulieren, die 
– in AWL durch bedingte Sprünge, in ST durch entsprechende Kontrollstrukturen – die 
Formulierung von Programmverzweigungen und -schleifen erlauben. AWL ist, ähnlich 
wie Assembler, sehr systemnah und erlaubt den Zugriff auf sämtliche von der SPS gebote-
nen Ressourcen, Operationen und Adressierungsmodi, was sehr effizienten und platzspa-
renden Programmcode ermöglicht. Mit zunehmender Speicherkapazität und schnelleren 
Prozessoren treten diese Vorteile gegenüber der schlechten Wartbarkeit von AWL-Code 
und fehlenden Strukturierungsmöglichkeiten allerdings zunehmend in den Hintergrund. 
Des Weiteren ist durch seine Systemnähe der AWL-Befehlsvorrat stark abhängig vom 
                                                 
5 Diese Aussage gilt nur unter der Voraussetzung, dass die im Netzwerk verwendeten Bausteine selbst eine 
konstante Ausführungszeit besitzen, beispielsweise weil sie ebenfalls in FBS implementiert sind. Logische 
und mathematische Grundoperationen haben auf den meisten modernen Prozessor-Architekturen daten-
unabhängig stets dieselbe Ausführungszeit. Mechanismen wie Sprungvorhersage oder Instruktions- und 
Datencaches sind in Bezug auf deterministische Ausführung kritisch zu bewerten und werden in SPSen selten 
eingesetzt. 
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konkreten SPS-Typ und deshalb nicht herstellerübergreifend standardisiert. Aufgrund 
dieser Nachteile wird AWL in der jüngsten Fassung der Norm [DIN61131-3] mit Anwen-
dungsbeginn im Juni 2014 als veraltet ausgewiesen und die Verwendung von Strukturier-
tem Text empfohlen.  
Die dort zur Verfügung stehenden Kontrollstrukturen (IF-, CASE-, FOR-, REPEAT-, 
WHILE-, CONTINUE- und EXIT-Statements) zusammen mit dem POE-Konzept ermög-
lichen prozedurale Programmierung etwa auf dem Niveau der Sprache Pascal [DIN27185]. 
Es besteht jedoch eine entscheidenden Einschränkung im Bezug auf den Umgang mit 
Variablen, die gleichermaßen für alle Sprachen der IEC 61131-3 gilt: Zwar können sowohl 
einfache als auch strukturierte Datentypen sowie Datenfelder verwendet werden, allerdings 
können Daten nur an zur Entwurfszeit reservierten Speicherplätzen mit globaler oder 
Funktionsbaustein-weiter Sichtbarkeit (englisch: scope) abgelegt werden. Es existiert also 
zum einen kein Stapelspeicher (englisch: stack), der zwar rekursive Aufrufe von Funktions-
bausteinen mit lokalen Variablen erlauben würde, damit allerdings schwer vorhersagbare 
Ausführungszeiten und das Risiko von Stapelüberläufen zur Folge hätte. Zum anderen ist 
kein zur Laufzeit dynamisch verwalteter Speicher vorgesehen, der dynamische Daten-
strukturen wie Bäume, Listen oder Zeichenketten variabler Größe ermöglichen würde. 
Damit werden Probleme wie Speicherlecks (englisch: memory leaks), Speicherfragmen-
tierung und nicht deterministische Verzögerungen bei der Speicherallokation umgangen, 
die die Echtzeitfähigkeit oder den Langzeitbetrieb von SPS-programmen unterminieren 
könnten. 
Der bis hierhin beschriebene Umfang der IEC 61131-3 stellt auch etwa den derzeitigen 
Status Quo in Bezug auf den Einsatz in der industriellen Praxis dar. Trotzdem existieren 
schon seit der Einführung der Norm vielseitige Bemühungen, diese in Teilbereichen zu 
verbessern oder gar abzulösen. Diesen Arbeiten widmen sich die beiden nachfolgenden 
Abschnitte. 
2.1.3 Objektorientierte Erweiterung der IEC 61131-3 
Die Komplexität moderner Automatisierungssoftware wächst aus den einführend bereits 
genannten Gründen stetig an: Zum einen steigert die Weiterentwicklung und fortlaufende 
Technisierung vieler Konsumgüter oft auch die Komplexität der zur Produktion notwen-
digen technischen Prozesse. Zum anderen wird zunehmend eine vertikale Integration 
zwischen den Schichten der Automatisierungspyramide angestrebt, um Produktionspro-
zesse anhand der so gewonnenen Daten vielfältig optimieren zu können (siehe Abschnitt 
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2.1.5). Dies bedeutet zusätzlichen Informationsverarbeitungsaufwand auf Seiten der SPS, 
wobei dort mit den Möglichkeiten der prozeduralen Programmierung nur ein begrenzter 
Komplexitätsgrad beherrschbar ist. Durch die globale Sichtbarkeit vieler Variablen geht 
beispielsweise schnell die Übersicht verloren, welche Werte in welchen Programmteilen 
gelesen oder verändert werden. Die Änderungen der Zugriffsreinfolge auf solche Variablen 
oder die Anpassung bestimmter Programmabschnitte inklusive der Semantik verwendeter 
Variablen können damit ungewollte und schwer vorhersehbare Seiteneffekte hervorrufen.  
Bei der Softwareentwicklung abseits der Automatisierung hat sich zur Komplexitätsbewäl-
tigung in vielen Bereichen das Paradigma der objektorientierten Programmierung bewährt. 
Aufgrund der zahlreichen Vorteile über den gesamten Software-Lebenszyklus hinweg gibt 
es viele Bemühungen, diese Art der Programmierung auch in der Automatisierung einzu-
setzen. Die Kapselung von Daten und Funktionalität auf verschiedenen Abstraktions-
ebenen ermöglicht eine klare Strukturierung von Programmen, erhöht deren Les- und 
Wartbarkeit und vereinfacht die Aufgabenteilung zwischen mehreren Entwicklern. Die 
Konzepte Vererbung und Polymorphie vereinfachen die Wiederverwendung und Erwei-
terung von bestehendem Code und die Nutzung robuster, getesteter Softwarebibliotheken. 
[BFS2006] beschreibt, wie diese Konzepte in die Domäne der Automatisierung übertragen 
werden können.  
Ferner ist für objektorientierte Software das modellgetriebene Vorgehen bei Entwurf und 
Entwicklung (englisch: Model-Driven Development, MDD) charakteristisch. Zur grafi-
schen Modellierung von Software auf verschiedenen Abstraktionsebenen und hinsichtlich 
verschiedener Gesichtspunkte hat sich die Unified Modeling Language (UML) [ISO19501] 
etabliert. [BF2003] und [S2008] verwenden Darstellungsmittel der UML, um automati-
sierungstechnische Aufgabenstellungen zu beschreiben. Durch Formalisierung der Seman-
tik solcher UML-Diagramme können anschließend per Model-Checking Eigenschaften 
wie die Echtzeitfähigkeit der entworfenen Software nachgewiesen werden. Die spezifischen 
Besonderheiten von Steuerungssoftware – etwa die Bindung an den zu steuernden techni-
schen Prozess und damit einhergehend die Notwendigkeit, zeitliche Randbedingungen 
und Zusammenhänge formulieren zu können – erfordern dabei die Erweiterung bestimm-
ter Darstellungsmittel der UML, während andere im Kontext der Automatisierung keine 
Bedeutung haben. Deshalb schlägt [BGG+2005] mit UML-PA eine für die Prozess-
automation angepasste Variante von UML mit sechs verschiedenen Diagrammvarianten 
vor; ein Schwerpunkt liegt auf Zustandsautomaten. [TF2011] untersucht neben UML 
auch SysML und die Norm IEC 61499 (siehe Abschnitt 2.1.4) als Modellierungssprachen 
für objektorientierte Entwürfe und identifiziert SysML als praktikable Alternative, die sich 
vor allem durch ihre semantische Nähe zur IEC 61131 auszeichnet. Darauf aufbauend 
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wird in [T2010] und [BSBF2011] der Einsatz von SysML als Modellierungssprache 
weiterführend beschrieben. In [BFS2013] werden schließlich analog zu Entwurfsmustern 
in der klassischen Softwaretechnik [GHJV1995] Strategien für die objektorientierte Um-
setzung typischer automatisierungstechnischer Problemstellungen beschrieben, beispiels-
weise zur verschachtelten Fehlerbehandlung oder Umsetzung von Mehrachs-Bewegungs-
steuerungen. 
Andere Arbeiten beschäftigen sich mit dem Übergang vom Entwurf zur Implementierung. 
Bei in der klassischen Softwareentwicklung etablierten Werkzeugen sind Modellierung 
und Programmierung mittlerweile eng miteinander verwoben; UML-Diagramme werden 
automatisch in objektorientierten Code – beispielsweise Java oder C++ – umgesetzt, 
Änderungen am Code führen umgekehrt zur automatischen Aktualisierung der UML-
Diagramme. Analog dazu beschreibt [VHWK2005] einen Code-Generator, der aus UML-
PA-Entwürfen IEC-61131-Steuerungsprogramme erzeugt, zunächst ohne dabei auf der 
Zielplattform objektorientierte Spracherweiterungen vorauszusetzen. Um allerdings eine 
bessere Umsetzbarkeit objektorientierter Entwürfe in IEC-61131-Programme zu ermög-
lichen, wurden in den letzten Jahren verschiedene Vorschläge für objektorientierte Erwei-
terungen der Norm vorgestellt [W2009], [GSDGF+2010]. Großen Einfluss auf die 
wissenschaftliche Diskussion hatte dabei der Umstand, dass die Firma 3S-Smart Software 
Solutions mit CoDeSys V3 [S2007] im Jahr 2006 bereits eine IEC-61131-kompatible 
Entwicklungsumgebung mit objektorientierten Erweiterungen auf den Markt gebracht 
hat. Beispielsweise beschreibt [WVH2009] aufbauend auf CoDeSys eine bidirektionale 
Abbildung zwischen UML-Diagrammen und objektorientiertem IEC-61131-Code, und 
damit eine Integration von UML auf dem Niveau moderner Programmierumgebungen in 
der klassischen Softwareentwicklung. Auch während der Normierung der objektorientier-
ten Spracherweiterungen wurde CoDeSys oft als Referenzimplementierung herangezogen, 
und so beschreibt die Norm IEC 61131-3 in ihrer jüngsten Fassung mit Anwendungs-
beginn im Juni 2014 die nachfolgend aufgeführten objektorientierten Sprachelemente 
nahezu identisch zu ihrer Umsetzung in CoDeSys: 6 
Klassen, in der Norm als Typen bezeichnet, werden als POEs (siehe Abschnitt 
2.1.2) realisiert. Im Gegensatz zu prozeduralen POEs dürfen sie keine Ein- oder 
Ausgangsvariablen enthalten, dafür mehrere Methoden. 
                                                 
6 Die aufgeführten Begriffe und Schlüsselwörter haben dieselbe Bedeutung wie in der verbreiteten objekt-
orientierten Sprache Java. Daher wird hier auf eine ausführliche Beschreibung verzichtet und stattdessen für 
Details auf die Norm selbst verwiesen [DIN61131-3]. 
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Objekte werden im Kontext der Norm als Instanzen bezeichnet. Methodenaufrufe 
benötigen zwingend eine Instanz – statische Methoden sind nicht vorgesehen – 
und verwenden die verbreitete Syntax mit einem Punkt als Trennzeichen: 
Instanzname.Methodenname() für externe Methodenaufrufe, 
THIS.Methodenname() beziehungsweise 
SUPER.Methodenname() für interne Methodenaufrufe 
Die Instanziierung erfolgt grundsätzlich zur Entwicklungszeit, nicht zur Laufzeit, 
da auch bei der objektorientierten Variante der IEC 61131-3 keine dynamische 
Speicherverwaltung (siehe Abschnitt 2.1.2) vorgesehen ist. Damit werden auch 
keine speziellen Methoden zur Konstruktion, Destruktion oder Finalisierung von 
Instanzen benötigt. 
Mit den Schlüsselwörtern PUBLIC, PRIVATE, INTERNAL und PROTECTED kann die 
Sichtbarkeit von Variablen und Methoden einer Klasse festgelegt werden. 
Das Konzept von Schnittstellen (englisch: interfaces) wird ebenfalls unterstützt; 
die Deklaration von Schnittstellen erfolgt über das Schlüsselwort INTERFACE. Für 
Klassen / Typen wird nach dem Schlüsselwort IMPLEMENTS angegeben, welche 
Schnittstellen implementiert sind. 
Vererbung zwischen Klassen / Typen und Schnittstellen ist wie in Java über das 
Schlüsselwort EXTENDS realisiert. Mit OVERRIDE können Methoden überschrieben 
werden; als FINAL deklarierte Methoden verbieten das Überschreiben explizit. 
Methoden der Basisklasse können über das Schlüsselwort SUPER referenziert 
werden.  
Damit umfasst die Norm alle wesentlichen Sprachelemente verbreiteter objektorientierter 
Sprachen wie Java – abgesehen von der dynamischen Speicherverwaltung – und verbindet 
sie in geeigneter Weise mit dem etablierten IEC-61131-Sprachumfang. Diese inkremen-
telle Weiterentwicklung ermöglicht einerseits Anbietern von IEC-61131-Entwicklungs-
werkzeugen, ihre Software vergleichsweise einfach an die aktuelle Fassung der Norm anzu-
passen und eröffnet andererseits SPS-Programmierern die Möglichkeit, bestehenden Code 
nachzunutzen und schrittweise objektorientierte Konzepte in ihre Projekte zu integrieren. 
Dieser bequeme Migrationspfad, der akute Bedarf nach tragfähigen Lösungen zur Kom-
plexitätsbewältigung und die Tatsache, dass mit CoDeSys V3 bereits ein Hersteller eine 
zur aktuellen Fassung der IEC 61131 kompatible Plattform anbietet, machen die breite 
Akzeptanz der überarbeiteten Norm in der industriellen Praxis sehr wahrscheinlich. 
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2.1.4 Programmierung verteilter Automatisierungssysteme nach IEC 61499 
Noch während der Normungsarbeit an der ursprünglichen Fassung der IEC 61131 und 
lange vor der Diskussion über deren objektorientierte Erweiterung hat die IEC ihr Techni-
sches Komitee 65 mit einer viel weitreichenderen Überarbeitung des Programmieransatzes 
beauftragt, was schließlich zu der 2005 veröffentlichten Norm IEC 61499 [DIN61499-1] 
führte. Die Norm adressiert vor allen Dingen die Nachteile des monolithischen Aufbaus 
von Steuerungsapplikationen nach IEC 61131 und hat damit dieselbe Stoßrichtung wie 
aktuell unter dem Stichwort Industrie 4.0 (siehe Abschnitte 1.2 und 2.1.5) diskutierte 
Ansätze. Typischerweise werden von einer SPS vergleichsweise große Teile einer Anlage 
gesteuert; die durch Feldbusse vergrößerte Reichweite einzelner SPSen (siehe Abschnitt 
2.1.1) unterstützt diese Praxis zusätzlich. Dies führt zu sehr großen und komplexen 
Steuerungsapplikationen und im Zusammenhang mit dem zyklischen Ausführungsmodell 
zu langen Ausführungs- und damit Reaktionszeiten (siehe Abschnitt 2.1.2).  
Die IEC 61499 forciert die Dekomposition komplexer Applikationen in Funktionsbau-
steine, vergleichbar mit jenen der Funktionsbausteinsprache der IEC 61131-3, allerdings 
mit ereignisorientierter Aufrufschnittstelle. Dadurch werden bei Ereignissen, beispiels-
weise Signaländerungen, nur direkt betroffene Programmsteile ausgeführt, die dann eine 
entsprechend zeitnahe Reaktion auslösen können. Konkret sieht die IEC 61499 dafür die 
in Abbildung 2-3 dargestellte Zweiteilung von Funktionsbausteinen vor. Der sogenannte 
Plan der Ausführungssteuerung (englisch: Execution Control Chart, ECC) beschreibt in 
Form eines Zustandsautomaten die kausalen Beziehungen zwischen Ereignissen an den 
Ereignisein- und Ausgängen im oberen Teil und der Ausführung der Algorithmen aus dem 
unteren Teil des Funktionsbausteins7. Der Startzustand dieses Automaten wird im ECC 
durch eine doppelte Umrandung dargestellt und darf keine Algorithmen auslösen. 
Zustandswechsel – auch Transitionen genannt – werden durch Eingangsereignisse ausge-
löst und führen zur Ausführung des mit dem Zielzustand verknüpften Algorithmus, der 
Ausgabe eines Ereignisses oder beidem. Die Algorithmen haben dabei ausschließlich 
Zugriff auf interne Variablen des Funktionsbausteins sowie auf mit dem jeweiligen Ein- 
beziehungsweise Ausgangsereignis verknüpfte Datenverbindungen. Die entsprechenden 
Verknüpfungen sind in Abbildung 2-3 durch vertikale Linien zwischen Ereignis- und 
Datenleitungen dargestellt. Konkrete Implementierungssprachen für die Algorithmen im 
unteren Teil lässt die Norm offen; gemeinhin werden die Sprachen der IEC 61131-3 
eingesetzt. 
                                                 
7 Nach [DIN61499-1], 3.39 
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Abbildung 2-3:  Vernetzte Funktionsbausteine samt ihrer inneren Struktur nach IEC 61499 
Neben diesen sogenannten Basis-Funktionsbausteinen sieht die Norm als Strukturierungs-
möglichkeit zusammengesetzte Funktionsbausteine (englisch: Composite Function Blocks, 
CFBs) vor, deren Funktionalität im Inneren vollständig – also ohne zusätzlichen ECC – 
durch ein Netz aus weiteren Funktionsbausteinen vorgegeben wird. Bei Bedarf können 
diese Bausteine ihrerseits zusammengesetzte Funktionsbausteine sein, das Konzept ist also 
mehrstufig anwendbar. Ferner definiert die Norm Dienstschnittstellen-Funktionsbausteine 
(englisch: Service Interface Function Blocks, SIFBs), die als Schnittstelle zwischen Steue-
rungsprogramm und Außenwelt dienen und beispielsweise den Zugriff auf den zu steuern-
den technischen Prozess ermöglichen [MSPOR+2009]. Um die logische „Verdrahtung“ 
von Bausteinen mit komplexer Funktionalität zu vereinfachen, erlaubt die Norm das 
Zusammenfassen einer definierten Menge von Ereignis- und Datenleitungen zu sogenann-
ten Adaptern. 
Der Umstand, dass Steuerungsprogramme nach IEC 61499 Daten ausschließlich inner-
halb von (Basis-)Funktionsbausteinen halten dürfen, globale Variablen also nicht zur 
Verfügung stehen, erzwingt eine modulare Programmstruktur, bei der einzelne Kompo-
nenten (oder Objekte) ausschließlich durch Signal- und Ereignisverbindungen gekoppelt 
sind. Häufig wird deshalb auch die IEC 61499 in der Literatur als objektorientierte 
Weiterentwicklung der IEC 61131 bezeichnet [HF2005], [SRS2010], obwohl wichtige 
objektorientierte Konzepte wie Vererbung und Polymorphie fehlen und die Schwerpunkt-
setzung der Norm eigentlich eine andere ist: Dank der losen Kopplung von Funktions-
bausteinen können diese auf verschiedenen, miteinander vernetzen Geräten ausgeführt 
und so verteilte Steuerungsapplikationen realisiert werden. Damit stellt die Norm eine 
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geeignete Basis zur Realisierung der einleitend diskutierten mechatronischen Komponenten 
dar, die sowohl die mechanische Baugruppe umfassen, als auch das entsprechende Steuer-
gerät, das bereits die passenden Softwarebausteine zur Ansteuerung der Baugruppe sowie 
gegebenenfalls zur Diagnose und zur Mensch-Maschine-Interaktion (englisch: Human 
Machine Interface, HMI) enthält. Im günstigsten Fall müssen für die Automatisierung der 
Gesamtanlage nur noch die vorhandenen Softwarebausteine gemäß den vorliegenden 
Anforderungen konfiguriert und geeignet verknüpft werden. Derartige Ansätze werden 
vielfältig diskutiert [T2002], [SZRFB2006], [VH2006], [T2008], [LFH+2010] und zie-
len auf die Optimierung des Entwurfs- und Entwicklungsprozesses ab. Außerdem besitzen 
aus solchen Komponenten aufgebaute Anlagen offensichtliche Vorteile bei Szenarien, die 
physische Rekonfiguration, also den mechanischen Umbau von Anlagenteilen, erfordern.  
 
 
Abbildung 2-4:  Arten der Rekonfiguration eines Fertigungssystems nach [E2005] 
Es ist allerdings absehbar, dass bei der Umsetzung dieser Vision durch die große Menge 
existierender Hersteller von Automatisierungskomponenten eine äußerst heterogene 
Gerätelandschaft entstehen würde. Daher widmet sich Teil 4 der Norm [DIN61499-4] 
der Entwicklung von Normerfüllungsprofilen, die die Interoperabilität von Geräten 
verschiedener Hersteller, die herstellerunabhängige Konfigurierbarkeit in verschiedenen 
Softwarewerkzeugen und schlussendlich auch die Portabilität von Steuerungsprogrammen 
zwischen verschiedenen Softwarewerkzeugen sicherstellen sollen. 
Aufbauend auf dem von der IEC 61499 geschaffenen Fundament existieren zahlreiche 
Forschungsarbeiten, die die Konzepte der Norm verfeinern und erweitern, wobei erhöhte 
Flexibilität und Rekonfigurierbarkeit zentrale Zielstellungen darstellen. Neben der physi-
schen spielt auch die logische Rekonfiguration von Fertigungsanlagen (siehe Abbildung 
2-4) eine wichtige Rolle, sei es zur Behebung von Fehlern in der Steuerungssoftware oder 
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zur Änderung der Funktionalität einer Anlage. In den Projekten µCrons und εCEDAC 
wurde eine Laufzeitumgebung erarbeitet, die es IEC-61499-Programmen durch Aufrufe 
spezieller SIFBs erlaubt, Verbindungen zwischen Funktionsbausteinen – also die eigene 
Programmstruktur – gezielt zu verändern [RSS+2007]. Begleitend wurden Betrachtungen 
zur Migration des internen Zustands von Funktionsbausteinen und zur zeitlichen Koor-
dination verteilter Programmänderungen [SZ2011] angestellt und damit zumindest die 
grundlegenden technischen Voraussetzungen für im laufenden Betrieb logisch rekonfi-
gurierbare Automatisierungssysteme geschaffen. 
Andere Arbeiten widmen sich dem Entwurfsprozess und sind vergleichbar mit den in Ab-
schnitt 2.1.3 beschriebenen Ansätzen zur modellgetriebenen Entwicklung, nur eben mit 
Bezug zur IEC 61499 als Implementierungsgrundlage [DV2004], [T2004], [PF2006], 
[WZHD2005], [HF2006]. Mit ihrer grafischen Art der Programmierung und der Mög-
lichkeit zur hierarchischen Strukturierung durch zusammengesetzte Funktionsbausteine 
kann die IEC 61499 selbst schon als domänenspezifische Modellierungssprache betrachtet 
werden. Darüber hinaus setzten die genannten Arbeiten bestimmte Darstellungsformen 
der UML ein – teilweise mit speziellen Erweiterungen und in Verbindung mit automa-
tischer Generation von IEC-61499-Code. Auch [C2000] und [SCBR2010] beschäftigen 
sich mit dem Entwurfsprozess und beschreiben Entwurfsmuster für häufige Aufgabenstel-
lungen in Steuerungsprogrammen, wie etwa dem Fehlermanagement. [HSMM+2012] 
untersucht, wie sich trotz des fehlenden Vererbungskonzeptes die Wiederverwendbarkeit 
von IEC-61499-Code verbessern lässt, und schlägt die Entflechtung von allgemeiner 
Steuerungslogik und anlagenspezifischem Hardwarezugriff unter Nutzung des Adapter-
Konzeptes (siehe Seite 27) vor. 
Begleitend mit der Entwicklung der Norm wurden außerdem Ansätze zur formalen Verifi-
kation von IEC-61499-Programmen entwickelt. [VH1999], [VH2003], [LSTP2005] und 
[LGH2010] bilden dazu Programme halbautomatisch und gesteuerte Prozesse manuell auf 
Timed Net Condition/Event Systems (TNCES) – eine Erweiterung von Petri-Netzen – 
ab und können damit bestimmte Eigenschaften, beispielsweise das spezifikationsgerechte 
Reagieren auf Signaländerungen oder die Abwesenheit von Deadlocks8 und Livelocks9 im 
ECC formal nachweisen. Andere Ansätze transformieren IEC-61499-Programme in 
                                                 
8 Als Deadlock wird in Zusammenhang mit ECCs das Erreichen eines Zustands bezeichnet, der keine 
aktivierbaren abgehenden Transitionen besitzt und daher nicht mehr verlassen werden kann. 
9 Als Livelock wird das Erreichen eines Zustands bezeichnet, der Element einer echten Teilmenge des 
Gesamtzustandsraumes ist, die zwar untereinander durch Transitionen verbunden ist, aus der aber keine 
aktivierbare Transition hinaus zu den übrigen Zuständen führt.  
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synchrone Sprachen wie SIGNAL [SFL2002] oder Esterel [LHYR2010], [YRVS2009], 
die für die Programmierung reaktiver Echtzeitsysteme etabliert sind, und nutzen die dort 
wohluntersuchten theoretischen Grundlagen zur Nachweisführung. [VD2010] beschreibt 
schließlich, wie Probleme in ECCs nicht nur erkannt, sondern durch Refactoring, also 
bestimmte automatische Transformationsschritte, auch behoben werden können. 
Neben solchen grundlagenwissenschaftlichen Arbeiten werden für den praktischen Einsatz 
der Norm entsprechende Entwicklungswerkzeuge und Laufzeitumgebungen benötigt. 
[ZSH+2007], [ZSSB2009], [CSV+2012] geben einen Überblick über die bestehende 
Tool-Landschaft; Anhang A enthält eine tabellarische Aufstellung und umfasst neben 
zahlreichen Forschungsprototypen auch zwei kommerzielle Produkte, ISaGRAF10 und 
nxtOne11. Wegen der signifikanten Unterschiede zu der weit verbreiteten IEC 61131 stellt 
sich in der Praxis außerdem die Frage, ob und wie Entwürfe und Code aus IEC-61131-
Bestandsprojekten nachgenutzt werden können. Daher beschäftigen sich weitere Arbeiten 
– genau wie die IEC 61499 selbst in Teil 1, Anhang D – mit dem entsprechenden Migra-
tionspfad. [HF2005] untersucht beispielhaft die Migration einer Laboranlage, nutzt dort 
jedoch nur die formale Spezifikation nach, die schon bei für den Entwurf der Steuerung 
nach IEC 61131 zugrunde gelegt wurde. [GHE2008], [WZSS2009] und [WDV2012] 
beschreiben darüber hinaus bestimmte Transformationsregeln, mit denen Steuerungs-
programme nach IEC-61131 in semantisch gleiche IEC-61499-Programme übersetzt wer-
den können, konstatieren aber auch, dass solche eine Transformation meist zusätzlicher 
Ingenieursleistung bedarf und nicht voll automatisiert werden kann. 
Grundsätzlich erscheint die IEC 61499 im Licht all dieser Vorarbeiten zunächst als trag-
fähiger Ansatz für zukünftige Automatisierungssysteme, findet allerdings bis heute kaum 
Anwendung in der Industrie [HSZ2007], [ZSH+2007], [T2009], [ZV2009], [T2012], 
[SZCS2011], und viele der in jüngeren wissenschaftlichen Veröffentlichungen beschrie-
benen Pilotprojekte beziehen sich auf Domänen mit weniger strikten Echtzeitanforderun-
gen oder einfacherer Steuerungslogik, wie die Automation von Smart-Grids [ZPYV2013] 
oder Gebäuden [VCPYD+2013], [BMS+2014]. Letztere scheint auch ein ausgemachtes 
Geschäftsfeld der nxtControl GmbH – einem der beiden Hersteller der vorgenannten 
kommerziellen IEC-61499-Tools – zu sein, die in der aktuellen Version ihrer Software 
mit KNX/EIB einen verbreiteten Feldbus dieser Branche unterstützen und sich an diversen 
entsprechend ausgerichteten Pilotprojekten beteiligt haben [ZSSB2009].  
                                                 
10 Siehe http://www.isagraf.com 
11 Siehe http://www.nxtcontrol.com 
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Als Grund für die schleppende Verbreitung der Norm wird in [ZV2009] unter anderem 
der fehlende Rückhalt bei namhaften Anbietern von Automatisierungslösungen benannt, 
und in der Tat ist Rockwell Automation mit dem Werkzeug ISaGRAF der einzige „große“ 
Hersteller, der eine IEC-61499-kompatible Software vertreibt. Und selbst ISaGRAF 
arbeitet im Kern nach IEC 61131 und hat die Unterstützung für die IEC 61499 – mit 
einigen Kompromissen [VC2008] – nur nachgerüstet. Siemens als weitere Branchengröße 
bietet mit Profinet Component Based Automation (CBA) und dem zugehörigen Engineer-
ing-Werkzeug iMap [T2004] eine Lösung an, die zwar lose von der IEC 61499 inspiriert 
ist, jedoch auf wichtige Elemente wie das ereignisorientierte Ausführungsmodell verzichtet 
und ohnehin bisher kaum praktische Bedeutung erlangt hat [ZSSB2009]. Diese geringe 
Akzeptanz der IEC 61499 mag zum Teil damit zu tun haben, dass sie schwer vereinbar 
mit den heute etablierten Geschäftsmodellen dieser Firmen ist [ZSSB2009]. Darüber 
hinaus ist die Automatisierungsbranche ohnehin eher konservativ eingestellt, da die lange 
Lebenszeit automatisierter Anlagen Hersteller, Automatisierer und Betreiber zwingt, 
Ersatzteile und Kompetenz lange vorzuhalten, was durch schnelle Technologiewechsel 
erschwert würde. Die IEC 61131 hat sich in ihren Anfangsjahren vor allem deshalb so 
schnell verbreitet, weil sie bis dahin ohnehin schon etablierte Methoden standardisiert hat, 
und sollte deshalb nicht als Vergleich herangezogen werden. Allerdings gibt es tatsächlich 
auch schwerwiegende technische Gründe, die für die mangelnde Akzeptanz der neuen 
Norm IEC 61499 verantwortlich gemacht werden können: 
Die meisten Arbeiten rund um die IEC 61499 fokussieren auf Engineering-Aspekte und 
vernachlässigen andere Teile des Lebenszyklus automatisierter Anlagen, wie Inbetriebnah-
me oder Wartung. Letztere spielt in Anbetracht der langen Lebensdauer solcher Anlagen 
eine wichtige Rolle und beinhaltet Aufgaben wie Monitoring und Fehlersuche, die durch 
die Verteilung von Automatisierungskomponenten verkompliziert werden [HSZ2007], 
[ZSH+2007]. Überdies existieren bisher keine Realisierungsbeispiele für diese Verteilung 
mit einem praxisrelevanten Mengengerüst, also einer zwei- bis dreistelligen Geräteanzahl 
[HSZ2007], [ZSH+2007]. [WDV2010] zeigt außerdem, dass objektorientierte Entwürfe 
bei der Umsetzung gemäß IEC 61499 durch die strikte Kapselung von Daten innerhalb 
von Funktionsbausteinen zu einer ineffizienten Datenorganisation führen. Als Lösung 
werden serviceorientierte Entwürfe vorgeschlagen, in denen alle einen bestimmten Dienst 
– beispielsweise den Transport von Werkstücken auf Förderbändern – betreffenden Daten 
und Steuerfunktionen in einem Funktionsbaustein aggregiert werden. Konsequent 
angewendet hätte dieser Ansatz jedoch Automatisierungsstrukturen mit einer Zentralisie-
rung pro Dienst zur Folge, die mit der Topologie einer aus mechatronischen Komponen-
ten zusammengesetzten Anlage nur schwer vereinbar wären.  
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Noch gravierender ist allerdings ein weiteres Problem, dem sich ein signifikanter Teil der 
IEC-61499-bezogenen Literatur widmet und das in [SZCS2011] umfassend beschrieben 
wird: Die Norm ist an mehreren Stellen uneindeutig bezüglich der Semantik von Program-
men und erlaubt dadurch verschiedene, untereinander nicht kompatible Ausführungs-
modelle. Ein Beispiel für diese Mehrdeutigkeit im Zusammenhang mit den ECCs von 
Basis-Funktionsbausteinen wird in Abbildung 2-5 illustriert. Ausgehend vom Zustand Z1 
und unter der Voraussetzung, dass die Bedingungen B1 und B2 erfüllt sind, ist unklar, ob 
bei Auftreten des Ereignisses E1 der Zustand Z3 (über Z2) oder stattdessen der Zustand 
Z5 (über Z4) erreicht wird. Bei zeitgleichem Auftreten von E2 könnte darüber hinaus auch 
in den Zustand Z6 übergegangen werden. 
 
 
Abbildung 2-5:  ECC mit mehrdeutiger Semantik 
Gleichermaßen eröffnet in Funktionsbausteinnetzwerken das zeitgleiche Eintreffen zweier 
Ereignisse beziehungsweise das normgerechte Teilen (E_SPLIT, siehe [DIN61499-1], 
Abschnitt 5.3.1 und Tabelle A.1) eines Ereignisses zum zeitgleichen Aufrufen zweier 
Bausteine Raum für unterschiedliche Auslegungen der Norm. Im besten Fall serialisiert 
die Laufzeitumgebung die Ausführung der beiden Bausteine nach festen Regeln und 
erreicht damit ein vorhersehbares Programmverhalten. Möglicherweise wird aber auch die 
(quasi-)parallele Ausführung der Funktionsbausteine in verschiedenen reads unterstützt 
und führt zu einer für den äußeren Betrachter willkürlichen und eventuell verschränkten 
Ausführungsreihenfolge. Besonders kritisch wird dies, wenn beide Bausteine im weiteren 
Programmverlauf auf dieselbe Ressource zugreifen. 
Es sind jedoch nicht nur zeitgleiche Ereignisse, bei denen solcherlei semantische Mehr-
deutigkeiten zum Tragen kommen. Abbildung 2-6 zeigt einen zusammengesetzten Funk-
tionsbaustein, der durch zwei Ereignisse – E1 und E2 – aktiviert werden kann. Bei einer 
Aktivierung durch die E1 werden der Reihe nach FB1, FB2 und FB3 abgearbeitet. Wird 
der zusammengesetzte Funktionsbaustein nun während der Abarbeitung, beispielsweise 
während der Ereignisweiterleitung zwischen FB1 und FB2 ein zweites Mal aktiviert, 
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diesmal durch E2, kommt direkt FB3 zur Ausführung, und zwar noch vor dem durch E1 
ausgelösten Aufruf von FB3. Abhängig von der konkreten Aufgabe und Implementierung 
der inneren Funktionsbausteine kann ein solches Verhalten ungewünschte Effekte haben, 
die bei komplexeren Netzwerken und mehrfach verschachtelten Bausteinen kaum mehr in 
Gänze zu überblicken sind. Offen ist bei dem aufgeführten Beispiel außerdem, wie sich 
der Dateneingang des zusammengesetzten Bausteins verhalten soll. Intuitiv wäre, den 
Dateneingang während der gesamten Ausführung mit dem zum Zeitpunkt des auslö-
senden Ereignisses anliegenden Wert zu belegen. Dann müsste allerdings in dem eben 
beschriebenen Szenario für die Ausführung von jedem der beiden überlappenden Aufrufe 
ein eigener Kontext mit dem jeweiligen Wert des Dateneingangs im Speicher vorgehalten 
werden. In einer universellen Laufzeitumgebung für komplexere Funktionsbausteinnetze 
mit potentiell noch mehr gleichzeitigen oder überlappenden Aufrufen müsste der Speicher 
für solche Kontexte wahrscheinlich dynamisch verwaltet werden, was wiederum die in 
Abschnitt 2.1.2 im Zusammenhang mit der IEC 61131 besprochenen (siehe Seite 22) und 
dort explizit vermiedenen Probleme mit sich bringen würde. 
Vor dem Hintergrund dieser semantischen Lücken in der Norm beschäftigen sich viele 
Arbeiten mit der Untersuchung verschiedener Ausführungsmodelle. So wird etwa in 
[RADZ2002] die synchrone mit der asynchronen Ereignisweiterleitung verglichen, bei der 
zwischenzeitlich gegebenenfalls auch andere aktivierte FBs abgearbeitet werden können. 
Ein weiterer Untersuchungsgegenstand sind die unterschiedliche Vorgehensalternativen – 
Verwerfen oder Zwischenspeichern – bei Ereignissen, die noch während ihrer Behandlung 
wiederholt auftreten. In [FV2004] werden zwei Freiheitsgrade bei der Implementierung 
von IEC-61499-Laufzeitumgebungen identifiziert – die feste oder ereignisabhängige Rei-
henfolge, in der FBs auf ankommende Ereignisse prüfen (englisch: function block scan 
order) sowie die Verteilung der Ausführung auf ein oder mehrere reads – und es werden 
Abbildung 2-6:  Zusammengesetzter Funktionsbaustein mit mehrdeutiger Semantik 
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die sich daraus ergebenden Implementierungsstrategien verglichen. [TD2006] detailliert 
die Betrachtungen zur Verteilung von Funktionsbausteinen auf mehrere reads. Tatsäch-
lich weiter verfolgt wurden in der Literatur letztendlich drei Strategien: Bei ISaGRAF wird 
in äquidistanten Zeitabständen und feststehender Reihenfolge für alle Funktionsbausteine 
das Eintreffen neuer Ereignisse abgeprüft und gegebenenfalls bearbeitet [VC2008]. Dieses 
Vorgehen ist angelehnt an die IEC 61131 und es existieren sogar Arbeiten, die – genau 
dieses Ausführungsmodell zugrunde legend – die Generierung von IEC-61131-Code aus 
IEC-61499-Programmen beschreiben [MLGLT2005]. Ein Vorteil ist die deterministische 
Ausführung; wesentliche Kritikpunkte sind der Overhead der zyklischen Ereignisprüfung 
für alle FBs und der Umstand, dass innerhalb einer Abtastperiode wiederholt auftretende 
Ereignisse verloren gehen. Abhilfe verschafft hier der in [ČLÅ2006] beschriebene Ansatz, 
bei dem solche schnellen Ereignisse in einem Puffer zwischengespeichert werden. Haupt-
problem ist dabei die fehlende Echtzeitfähigkeit, die im Übrigen von der Norm per se gar 
nicht tangiert wird. [ZSSG2006] beschreibt deshalb einen echtzeitfähigen Ansatz, bei dem 
pro Ereignispfad von Ereignisquelle zu Ereignissenke ein read zur Ausführung der ent-
sprechenden Funktionsbausteine genutzt wird, beschränkt sich dabei jedoch auf ein Gerät. 
In [SZ2010] werden die Betrachtungen für ein System verteilter Geräte fortgeführt. 
[ČÅ2010a] und [ČÅ2010b] bilden die genannten drei Ausführungsmodelle mathematisch 
ab und ermöglichen damit, ein formales Prozessmodell vorausgesetzt, die Verifikation von 
IEC-61499-Programmen auf einem höheren Niveau als ältere Ansätze, die wesentliche 
Aspekte der Ausführung stark idealisieren [LGH2010]. Ferner wird die Laufzeitumgebung 
Fuber (siehe Anhang A) beschrieben, die alle drei genannten Ausführungsmodelle unter-
stützt und damit objektive Vergleiche ermöglicht – beispielsweise zur Unterstützung even-
tueller weiterer Normungsbemühungen. Allerdings wurden für alle drei Modelle jeweils 
charakteristische Einschränkungen und Nachteile genannt, und auch [V2009] resümiert 
diesbezüglich, dass es derzeit unmöglich erscheint, ein einziges, universelles Ausführungs-
modell zu formulieren. In [DV2012] werden deshalb Entwurfsmuster vorgeschlagen, die 
eine Programmierung unabhängig von einem dieser konkreten Ausführungsmodelle erlau-
ben, allerdings die Programme selbst entsprechend verkomplizieren. 
Unter Berücksichtigung all dieser Fakten scheint die herstellerübergreifende, interoperable 
Implementierung der Norm unter praktischen Gesichtspunkten derzeit nicht durchführ-
bar. Im Übrigen – und dieser Umstand scheint im wissenschaftlichen Diskurs kaum bea-
chtet zu werden – wäre selbst mit der Festlegung eines einheitlichen Ausführungsmodells 
die Situation nicht abschließend bereinigt, denn offenbar lässt die normative grafische 
Darstellung von IEC-61499-Programmen nicht intuitiv auf eine bestimmte Semantik 
schließen und könnte daher auch weiterhin Fehlerquelle bei Anwendern der Norm sein. 
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2.1.5 Cyber-physische Produktionssysteme 
Auch wenn die Norm IEC 61499 zur Programmierung verteilter Automatisierungssys-
teme aus den genannten Gründen einer ungewissen Zukunft entgegengeht, ist die ihr 
zugrunde liegende Motivation für eine verteilte Systemgestaltung weiterhin gegeben. 
Letztere ist vor dem Hintergrund der in Abschnitt 1.2 geschilderten technischen und 
ökonomischen Zusammenhänge und Trends wichtiger denn je und erlebt aktuell in der 
wissenschaftlichen Diskussion unter dem Schlagwort Cyber-physische Systeme (CPS) eine 
Renaissance [VDI2013]. CPS werden als technologische Grundlage für das Zukunfts-
projekt Industrie 4.0 der Bundesregierung12, 13, 14 gesehen, in dem die deutsche Industrie 
befähigt werden soll, nach der Einführung der Mechanisierung im 18. Jahrhundert15, der 
Fließbandfertigung ab 1913 16 und der Automatisierung mit SPSen ab 1968 17 die nun 
proklamierte vierte industrielle Revolution entscheidend mitzugestalten. Gleichermaßen 
wird CPS – oder Cyber-physischen Produktionssystemen (CPPS), wie sie oft im Zusammen-
hang mit der Fabrikautomation genannt werden  [M2014] – auch in der internationalen 
Forschungslandschaft besondere Beachtung geschenkt [NIST2013]. Gemeinsam soll auf 
die Vision sogenannter intelligenter Fabriken (englisch: Smart Factories) hingearbeitet 
werden, die sich durch ein hohes Maß an Flexibilität und Selbstorganisation, effiziente 
Ressourcennutzung und weitgehende Integration von Kunden und Geschäftspartnern in 
alle Geschäfts- und Wertschöpfungsprozesse auszeichnen [Z2010], [J2012]. Nachfolgend 
soll geklärt werden, was genau sich hinter CP(P)S verbirgt und welchen Beitrag sie im 
Hinblick auf die genannten Ziele leisten können. 
Die für CPS namensgebende Verknüpfung realer, physischer Objekte und Prozesse mit 
eingebetteter Rechentechnik [L2008] ist in der Automatisierungstechnik längst gelebte 
Realität, und auch die Vernetzung von Automatisierungskomponenten untereinander ist 
in modernen Anlagen selbstverständlich. Allerdings ist die Vernetzungsstruktur heutiger 
                                                 
12 Siehe http://www.bmbf.de/de/9072.php 
13 Siehe http://www.hightech-strategie.de/de/Industrie-4-0-59.php 
14 Siehe http://www.plattform-i40.de 
15 Die erste industrielle Revolution wird charakterisiert durch eine Reihe wichtiger produktionsverbessernder 
Erfindungen wie den Dampfmaschinen von Thomas Newcomen (1712) und James Watt (1769), der ersten 
industriellen Spinnmaschine „Spinning Jenny“ von Weber J. Hargreaves (1764) und dem ersten vollmecha-
nisierter Webstuhl „Power Loom“ von Edmond Cartwright (1785). 
16 Der Beginn der zweiten industriellen Revolution wird häufig mit der Einführung des ersten permanenten 
Fließbandes zur Herstellung des Ford T (1913) in Verbindung gebracht. 
17 Als Auftakt der dritten industriellen Revolution wird die Entwicklung der ersten SPS von der US-amerika-
nischen Firma Modicon (1968) gesehen (siehe Abschnitt 2.1.1). 
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Automatisierungssysteme geprägt durch eine Vielzahl verwendeter Kommunikations-
technologien sowie durch technologische Diskontinuitäten – vor allem an den Grenzen 
einzelner Schichten der in Abschnitt 2.1.1 vorgestellten Automatisierungspyramide – die 
einen durchgängigen Informationsaustausch behindern und die flexible Anpassung von 
Kommunikationsbeziehungen erschweren: Feldbusse arbeiten voneinander und vom rest-
lichen Netz isoliert und realisieren die echtzeitfähige Kommunikation zwischen der Feld-
ebene und SPSen sowie zwischen SPSen untereinander. Die Anbindung zwischen SPSen 
und übergeordneten Schichten erfolgt meist über herstellerspezifische Bibliotheken und 
Schnittstellen (beispielhaft und willkürlich seien hier PRODAVE18, ACCON-AGLink19 
und TwinCAT ADS20 genannt) oder standardisierte Schnittstellen wie beispielsweise 
OPC21, über die zuvor fest konfigurierte Datenpunkte gelesen oder geschrieben werden. 
Auf Leit- und Produktionsebene werden vielfältige, überwiegend Ethernet-basierte Tech-
nologien zur Kommunikation (beispielsweise SAP RFC / BAPI / PI22, IBM MQSeries23, 
SOAP / XML-RPC / REST24, JMS25, B2MML26) sowie der automatische oder manuelle 
Datenaustausch auf Dateiebene eingesetzt [WY2010], [YXLH2010], [GZZJ2012]. 
CPPS sehen dagegen eine durchgängige und engmaschige Vernetzung aller Komponenten 
eines Automatisierungssystems, ganz oder teilweise über offene und globale Informations-
netze [VDI2013], vor. Damit wird die Kommunikation zwischen Maschinen (Machine-
                                                 
18 PRODAVE ist eine Kommunikationsbibliothek der Firma Siemens für den Zugriff auf SIMATIC S7 
SPSen. 
19 ACCON-AGLink ist eine Kommunikationsbibliothek der Firma Deltalogic zum Zugriff vorwiegend auf 
SPSen der Firma Siemens. 
20 TwinCAT ADS ist die zentrale Kommunikationsschnittstelle zwischen den Komponenten der Automati-
sierungsplattform TwinCAT der Firma Beckhoff. 
21 OPC (ursprünglich OLE for Process Control) ist eine weit verbreitete Familie von Standards zum Daten-
austausch in Automatisierungssystemen. Die mittlerweile als OPC Classic bezeichneten Spezifikationen 
(OPC DA, OPC HDA, etc.) basieren auf der DCOM-Schnittstelle von Windows, die aktuelle OPC Unified 
Architecture (UA) ist eine auf Webtechnologien basierende Service-orientierte Architektur (SOA). Siehe 
https://opcfoundation.org 
22 SAP Remote Function Call (RFC) bezeichnet die proprietäre Technologie für entfernte Funktionsaufrufe 
innerhalb der Produktwelt von SAP. Das SAP Business Application Programming Interface (BAPI) 
bezeichnet eine Schnittstelle zum Zugriff auf Prozesse und Daten des ERP-Systems R/3. Das SAP Process 
Interface (PI) ist eine Service-orientierte Middleware für den Datenaustausch mit SAP-Systemen. 
23 MQSeries ist eine Middleware der Firma IBM zur nachrichtenbasierten Kommunikation.  
24 SOAP, XML-RPC und REST bezeichnen verschiedene Technologien zur Bereitstellung von Webservices. 
25 Java Message Service (JMS) ist eine Programmierschnittstelle für die nachrichtenbasierte Kommunikation 
unter Nutzung verschiedener Basistechnologien. 
26 Business To Manufacturing Markup Language (B2MML) ist eine XML-basierte Sprache für den Daten-
austausch zwischen Leit- und Produktionsebene. 
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to-Machine, M2M), Unternehmensstandorten oder gar anderen Unternehmen innerhalb 
der Wertschöpfungskette stark vereinfacht, sodass herkömmliche System-, Organisations- 
und Domänengrenzen verschwimmen [CMAGM2009], [VDI2013]. Ein weiteres Merk-
mal cyber-physischer Systeme ist die weitläufigere Verteilung von Rechenkapazität und 
damit Intelligenz auf die einzelnen Konten des Netzwerks und die dadurch erreichbare 
Flexibilisierung bei der An- und Einordnung von Daten, Informationen und Diensten 
[VDI2013]. Außerdem gibt es Überschneidungen zwischen CPPS und verschiedenen 
anderen Forschungsfeldern: Das Internet der Dinge (englisch: Internet of ings, kurz IoT) 
sieht nicht zwingend eine Einbettung von Rechentechnik in physischen Objekte vor, dafür 
aber deren virtuelle Repräsentation in einer Internet-ähnlichen Struktur [LTNW2010], 
[AIM2010]. Dieser Ansatz sowie die zugrundeliegenden Technologien zur Identifikation 
physischer Objekte (RFID-Technik, optoelektronisch lesbare Codes wie Strichcodes oder 
QR-Marken) haben im Zusammenhang mit CPPS gleichermaßen ihre Berechtigung. 
Techniken des Semantic Web sind relevant, um die maschinelle Verarbeitbarkeit der im 
IoT hinterlegten Informationen gewährleisten zu können [LD2006]. Außerdem gibt es 
Berührungspunkte mit dem emenfeld Drahtlose Sensornetzwerke (englisch: Wireless 
Sensor Networks) [ZGZ2007], die streng genommen selbst cyber-physische Systeme sind 
und mit denen im Kontext der Fabrikautomation sensorische Redundanz, Flexibilität bei 
der Messwerterfassung und Vorteile bei Messungen an beweglichen Teilen und Objekten 
erzielt werden können. 
Für zukünftige Produktionssysteme ergeben sich durch Anwendung des CPPS-Paradigmas 
zahlreiche Vorteile [VDI2013]: Die Verfolgbarkeit von Produkten und Halbzeugen sowie 
die breite Verfügbarkeit von Daten aller Detailierungsgrade erhöht die Transparenz von 
Logistik- und Fertigungsprozessen für alle an der Wertschöpfung beteiligten Partner. Vom 
genau erfassbaren aktuellen Anlagenzustand ausgehend können betriebsparallele Simula-
tionen verschiedene Fertigungsszenarien durchrechnen und entsprechend optimieren. Im 
Störungsfall können relevante Informationen über den Prozesszustand, Handlungsalterna-
tiven oder sogar relevante Engineering-Dokumente zugeschnitten auf Standort, Aufgabe 
und Endgerät (zum Beispiel Tablet oder Augmented-Reality-Brille) des Bedieners aufbe-
reitet und präsentiert werden [UHH+2011]. Ebenso ergeben sich neue Möglichkeiten für 
die Fernwartung [MHS+2014] sowie – durch Vergleich der Betriebsparameter baugleicher 
Maschinen – für die zustandsorientierte Wartung und Selbstdiagnose. Auch automatische 
Steuerungsentscheidungen auf allen Ebenen können viel stärker als bisher Kontext-
informationen einbeziehen, wodurch vielfältige Optimierungspotentiale im Hinblick auf 
Material-, Energie- und Personaleinsatz sowie Anlagenauslastung und Logistikaufwand – 
gegebenenfalls sogar standort- oder firmenübergreifend – ausgeschöpft werden können. 
Kapitel 2:  Grundlagen und Stand der Technik 
38 
Der Begriff Kontextinformationen ist in diesem Zusammenhang sehr weitläufig zu verste-
hen und umfasst beispielweise den aktuellen oder prognostizierten Zustand von Anlage, 
Produkten und Zulieferprozessen. Analog können aber beispielsweise auch „Last-Minute-
Wünsche“ von Kunden, wie zum Beispiel Änderungen bezüglich Lieferdatum, Karosserie-
farbe oder Ausstattungsmerkmalen eines bestellten PKW, berücksichtigt und auf diesem 
Weg noch sehr spät in den Fertigungsprozess eingepflegt werden. Dadurch sind eine ganze 
Reihe neuer Dienstleistungen rund um das gefertigte Produkt denkbar. Von besonderer 
Bedeutung sind des Weiteren die bereits in Abschnitt 2.1.4 in Zusammenhang mit der 
IEC 61499 unter dem Stichwort mechatronische Komponenten diskutierten Vorteile der 
Modularisierung von Automatisierungssystemen. Dabei denken die Hersteller besagter 
Komponenten bereits einen möglichst großen Teil des Engineerings vor und liefern 
mechanische Baugruppen mit eingebetteter Steuerungstechnik, die bereits Softwarebau-
steine zur Ansteuerung, aber darüber hinaus gegebenenfalls auch entsprechende Bedien-
bilder (HMI), die Verrieglungssteuerung, Simulations- und Diagnosefunktionen zur Un-
terstützung der Inbetriebnahme, Standardkonfigurationen, Asset-Management-Parameter 
oder Ähnliches enthalten [HOF+2014]. Die lokale Rechenkapazität dieser Komponenten 
befähigt sie außerdem, sich in gewissem Umfang selbst zu organisieren und damit Leistun-
gen zu erbringen, die bisher manueller Engineeringarbeit bedürfen. Diese Fähigkeit – in 
der Literatur oft unter dem Stichwort Plug & Produce geführt – bringt sowohl bei der 
Erstinstallation einer Anlage als auch bei der Reaktion auf Störungen oder geänderte 
Rahmenbedingungen Zeit- und damit Kostenersparnisse 
Bei der praktischen Umsetzung des CPPS-Paradigmas werden Funktionen, Dienste und 
Daten pragmatisch genau dort platziert, wo sie über alle Lebenszyklen des Automatisie-
rungssystems betrachtet die meisten Vorteile bringen. Dadurch wird sich die System-
struktur der funktionalen Struktur weitestgehend annähern und vom stark hierarchischen 
 
 
Abbildung 2-7:  Wandel der Automatisierungspyramide, nach [VDI2013] 
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Aufbau der klassischen Automatisierungspyramide entfernen [VDI2013], wie Abbildung 
2-7 verdeutlicht. [VDI2013] und [M2014] benennen eine Reihe von Herausforderungen, 
die mit diesem Wandel verbunden sind. Im weiteren Verlauf dieser Arbeit soll es 
insbesondere um die Softwarearchitektur zur Realisierung solcher CPPS gehen. Dazu 
werden im nächsten Abschnitt die spezifischen Anforderungen solcher Systeme an den 
zuvor dargestellten Techniken der heutigen Automatisierungstechnik gespiegelt und Kon-
sequenzen für das weitere Vorgehen in dieser Arbeit dargestellt. 
2.1.6 Zwischenfazit 
Als Resümee der in den vorangegangenen Abschnitten angestellten Betrachtungen zur 
Norm IEC 61499 und zu cyber-physischen Produktionssystemen lässt sich die nachfolgen-
de These formulieren: 
These 2: Die Auslegung von automatisierten Anlagen als verteiltes System mecha-
tronischer Komponenten – oder CPPS – reduziert den (Re-)Engineeringaufwand 
und hilft damit, der zunehmenden Komplexität solcher Anlagen und den hohen 
Flexibilitätsanforderungen zu begegnen. 
Bei der Realisierung solcher CPPS müssen Programmieransatz und Softwarearchitektur 
den wesentlichen Merkmalen solcher Systeme Rechnung tragen. Eines dieser Merkmale 
ist die verteilte Struktur, die zu folgender Anforderung führt: 
Anforderung 1: Der zur Realisierung eines CPPS gewählte Ansatz muss für die 
Gestaltung verteilter Systeme ausgelegt sein. 
Ein weiteres Merkmal ist die namensgebende enge Integration mit physischen Objekten 
und Prozessen. In diesem Zusammenhang ist insbesondere die Echtzeitfähigkeit – also die 
Erfüllung aller Anforderungen an Rechtzeitigkeit, Gleichzeitigkeit und Determinismus der 
vom Gesamtsystem ausgelösten Reaktionen (siehe Abschnitt 2.1.1 sowie [LG1999]) – von 
Bedeutung. Entsprechend gilt: 
Anforderung 2: Der zur Realisierung eines CPPS gewählte Ansatz muss die echt-
zeitfähige Behandlung von Ereignisse erlauben. 
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Entscheidend für die weiteren Betrachtungen ist dabei die Frage, ob solche Echtzeit-
anforderungen auch das Zusammenspiel mehrerer Knoten eines CPPS betreffen können. 
[VDI2013] sieht auf unterer Ebene kurzfristig weiterhin klassische, monolithische SPSen 
und Feldbusse als Lösung für Echtzeitanforderungen, hält es aber mittel- und langfristig 
für wahrscheinlich, dass echtzeitrelevante Anforderungen in einem CPPS auch verteilt 
erfüllt werden müssen. Die folgenden kurzen Beispiele sollen diese Ansicht stützen:  
Man stelle sich einen Linearachse als mechatronische Komponente vor (ähnlich 
dem in [HH2014] beschriebenen Hydraulikzylinder als mechatronische Kompo-
nente, siehe Abschnitt 2.2.5). Werden zwei solcher Achsen parallel verwendet, um 
ein großes Maschinenteil darauf zu verfahren, gelten strenge Gleichzeitigkeitsan-
forderungen bei der Ansteuerung beider Achsen, um ein Verkanten des bewegten 
Teils zu verhindern. Werden zwei solcher Achsen senkrecht zueinander für die 
X/Y-Positionierung des Werkzeugkopfes einer CNC-Maschine eingesetzt, gelten 
ebensolche Gleichzeitigkeitsanforderungen, um das Werkzeug auf der berechneten 
Bahnkurve zu bewegen. Ergo müssen die beiden Linearachsen als mechatronische 
Komponenten echtzeitfähig angebunden werden. 
Ebenso verhält es sich, wenn ein oder mehrere optische Erkennungskomponenten 
(zum Beispiel Kameras) und ein Greifer als weitere Komponente zusammen für 
das Ergreifen und Platzieren (Pick-and-Place) beweglicher Objekte auf einem 
Förderband eingesetzt werden sollen: Alle Komponenten müssen echtzeitfähig 
interagieren. 
Soll beim Ausfall einer Sensorkomponente auf einen redundanten Sensor (gegebe-
nenfalls auf einen virtuellen Sensor, wie in [SWLVH2013] beschrieben) umge-
schaltet werden, muss dieser mehrere mechatronische Komponenten umfassende 
Rekonfigurationsvorgang innerhalb einer festgelegten Zeitspanne ablaufen, um die 
Qualität des Gesamtprozesses innerhalb vertretbarer Grenzen zu halten. 
Alle drei Beispiele weisen harte Echtzeitanforderungen im niedrigen Millisekundenbereich 
auf und untersetzen damit die folgende Anforderung an die zur Realisierung eines CPPS 
eingesetzte Technologie: 
Anforderung 3: Die echtzeitfähige Interaktion zwischen einzelnen Komponenten 
ist für die feingranulare Umsetzung des CPPS-Konzepts und die Ausschöpfung der 
mit diesem Konzept verbundenen Optimierungspotentiale unabdingbar, muss also 
unterstützt werden. 
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Eine Betrachtung der in den Abschnitten 2.1.2 und 2.1.3 beschriebenen Norm IEC 61131 
im Licht der vorgenannten Anforderungen ergibt Folgendes: Die Norm erlaubt sowohl 
die zyklische als auch die ereignisorientierte Abarbeitung von Echtzeit-Tasks [T2012] und 
bietet mit dem beschriebenen Sprachumfang – angefangen von der Assembler-ähnlichen 
Anweisungsliste bis hin zum mit objektorientierten Features angereicherten Strukturieren 
Text – grundsätzliche Unterstützung für vielfältige Programmieraufgaben, etwas unterhalb 
des Niveaus moderner General-Purpose-Sprachen wie Java. Wesentliche Unterschiede 
sind die statische Speicherorganisation und die weniger umfangreichen Standardbiblio-
theken. Damit sind einige praktische Einschränkungen verbunden, auf die am Ende dieses 
Abschnitts eingegangen wird; prinzipiell könnte die Norm jedoch auch für die Program-
mierung verteilter Systeme eingesetzt werden [T2012]. Weniger tauglich ist in diesem 
Zusammenhang die um die Norm entstandene Infrastruktur: Heutige SPSen eignen sich 
unter anderem aufgrund von Bauform, Energiebedarf und Preis nicht für die Integration 
in mechatronische Komponenten; etablierte Engineering-Werkzeuge sind auf die zentrale 
Steuerung von Automatisierungsprozessen zugeschnitten und auch die in Abschnitt 2.1.3 
vorgestellten Forschungen zum modellbasierten Entwurfsvorgehen zielen eher auf die 
Komplexitätsbewältigung in monolithischen Systemen. Abschließend lässt sich sagen: 
ese 3: Wesentliche Aspekte der Umsetzung verteilter Systeme, etwa die Archi-
tektur des Gesamtsystems sowie geeignete Mechanismen zur Vernetzung und Inter-
aktion von Systemkomponenten, werden von der IEC 61131 nicht tangiert.  
Folgerichtig wird in der Norm IEC 61499 für verteilte Automatisierung gezielt auf diese 
Aspekte eingegangen. Die Norm abstrahiert von konkreten Algorithmen, die in einer nicht 
genauer festgelegten Programmiersprache implementiert werden können, hin zu Funk-
tionsbausteinen, und sie beschreibt Automatisierungsanwendungen als Netzwerke solcher 
Bausteine mit standardisierten Ereignis- und Datenverbindungen. Dabei wird vorwiegend 
auf grafische Beschreibungsmittel gesetzt, die sich nahtlos in moderne, modellgetriebene 
Entwurfsabläufe einfügen. Das ema Echtzeitfähigkeit wird von der Norm selbst nicht 
berührt, in der Literatur sind aber für einige Ausführungsmodelle diesbezügliche Betrach-
tungen beschrieben. [SZ2010] berücksichtigt dabei sogar die Kommunikation zwischen 
verteilten Geräten, bleibt jedoch sehr abstrakt und ist noch nicht validiert. Noch schwer-
wiegender sind allerdings die in Abschnitt 2.1.4 beschriebenen, bisher ungelösten Unzu-
länglichkeiten der Norm, allem voran die nicht eindeutige Semantik von Programmen 
[SZCS2011] und die ineffiziente Datenorganisation [WDV2010]. Damit geht folgende 
ese einher: 
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ese 4: Die Norm IEC 61499 ist aufgrund bisher ungelöster Unzulänglichkeiten 
nur begrenzt für die Realisierung von CPPS geeignet.  
Daher soll im Rahmen dieser Arbeit untersucht werden, inwieweit sich Agentensysteme 
als alternativer Ansatz zur Realisierung von cyber-physischen Produktionssystemen eignen. 
Agentensysteme sind strukturell ähnlich zu Anwendungen nach IEC 61499 und optimie-
ren die bei verteilter Datenorganisation inhärent aufwendigere Verarbeitung durch ent-
sprechend gestaltete Interaktionsprotokolle. Im folgenden Abschnitt 2.2 werden zunächst 
einige grundlegenden Begriffe rund um das Agenten-Paradigma erörtert und anschließend 
bestehende Forschungen zur Anwendung von Agentensystemen im industriellen Umfeld 
zusammengefasst. Die Betrachtungen zeigen, dass sich die Einsatzgebiete mit denen 
zukünftiger CPPS überlappen und unterstreichen damit die Eignung des Agentenansatzes, 
offenbaren aber auch seine derzeitigen Grenzen. Daraus wird schlussendlich die zentrale 
Forschungsfrage dieser Arbeit abgeleitet. 
In [M2014] wie auch in Abschnitt 2.1.5 wird in Bezug auf CPPS deren enge Verquickung 
mit Ansätzen aus Informatik und IKT beschrieben. Paradebeispiel ist die globale Vernet-
zung über das Internet und damit die Nutzung einer großen Menge dort etablierter, 
vorwiegend textbasierter Protokolle (zum Beispiel HTTP27, SOAP28) und Sprachen (zum 
Beispiel HTML29, XML, JSON30). Gerade im Umgang mit Zeichenketten offenbaren die 
Sprachen der IEC 61131 allerdings Schwächen, die mit der statischen Speicherorganisa-
tion zusammenhängen: Für alle zu verarbeitenden (Teil-)Zeichenketten müssen entspre-
chend der maximal erwarteten Zeichenkettenlänge Speicherbereiche fest und dauerhaft 
reserviert werden. XML sowie verwandte oder darauf aufbauende Sprachen beschreiben 
hierarchisch strukturierte Daten in menschen- und maschinenlesbarer Textform. Wäh-
rend der – meist zeitlich begrenzten – Verarbeitung werden aus XML-Texten typischer-
weise entsprechende Objektbäume im Speicher erzeugt. Ohne dynamische Speicher-
verwaltung und damit ohne Möglichkeit zum dynamischen Erzeugen und Löschen von 
Objekten zur Laufzeit sind den Sprachen der IEC 61131 auch hier Grenzen gesetzt. Des 
                                                 
27 HTTP (Hypertext Transfer Protocol) ist ein Protokoll der Anwendungsschicht, hauptsächlich, aber nicht 
ausschließlich, zur Übertragung von Webseiten aus dem Internet zum Browser. 
28 SOAP (ursprünglich Simple Object Access Protocol) ist ein Protokoll zum Nachrichtenaustausch, das im 
Zusammenhang mit Web-Services für entfernte Prozeduraufrufe genutzt wird. 
29 HTML (Hypertext Markup Language) beschreibt Struktur und Textinhalt digitaler Dokumente und wird 
vorwiegend für Webseiten eingesetzt. 
30 JSON (JavaScript Object Notation) ist ein im Vergleich zu XML kompakteres und einfacher zu parsendes, 
aber ebenso menschen- und maschinenlesbares Datenformat, das auf JavaScript-Syntax beruht. 
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Weiteren benötigen viele der beschriebenen Automatismen in CPPS, beispielsweise die 
automatische (Re-)Konfiguration oder die automatische Auswahl von relevanten Daten-
punkten und deren situationsgerechte Visualisierung in multimodalen Benutzerschnitt-
stellen, umfangreiches, zeitlich veränderliches semantisches Wissen über Komponenten, 
Struktur und Aufgaben des CPPS. In Abschnitt 2.2.4 wird auf konkrete Technologien zur 
formalen Wissensrepräsentation eingegangen, aber schon an dieser Stelle ist vorstellbar, 
dass auch hier wiederum komplexe und flexible Datenstrukturen im Speicher benötigt 
werden. Aus den genannten Randbedingungen lässt sich die folgende weiche Anforderung 
ableiten: 
Anforderung 4: Auf den Rechnerknoten eines CPPS sollten Mittel zur Ablage und 
Verarbeitung dynamischer, stark strukturierter, teilweise textbasierter Daten zur 
Verfügung stehen. Ebenso sollte ein möglichst breites Spektrum etablierter IKT-
Technologien einfach nutzbar sein. 
Im Hinblick auf die Praktikabilität der Lösung, die im Rahmen dieser Arbeit entworfen 
werden soll, stellt sich deshalb die Frage, inwieweit Java als einheitliche Implementierungs-
grundlage für ein agentenbasiertes CPPS den Sprachen der IEC 61131 vorzuziehen ist. 
Java bietet dynamische Speicherverwaltung gepaart mit einer Reihe von Sicherheitsfeatures 
zur Erhöhung der Robustheit von Programmen. Ferner unterstützt die Standard-Klassen-
bibliothek und darüber hinaus eine Vielzahl weiterer Bibliotheken die Ablage komplexer 
Datenstrukturen, den Umgang mit den zuvor genannten Protokollen und Sprachen, den 
Zugriff auf Datenbanken, die Programmierung von Benutzeroberflächen und vieles mehr. 
Nicht grundlos wird Java schon jetzt für viele Aufgaben innerhalb der oberen Schichten 
der klassischen Automatisierungspyramide verwendet31, 32. Traditionell bereitete Java 
insbesondere durch seinen Garbage-Collector Probleme im Zusammenhang mit Echtzeit-
anforderungen, die aber durch Weiterentwicklungen im Umfeld der Real-Time Specifica-
tion for Java (RTSJ) von Java zumindest für entsprechende Echtzeit-VMs mittlerweile 
ausgeräumt sind. Dieser Umstand und die Tatsache, dass die Sprachen der IEC 61131 mit 
den in Abschnitt 2.1.3 beschriebenen objektorientierten Erweiterungen ohnehin stark in 
Richtung moderne Hochsprachen konvergieren, legen den durchgängigen Einsatz von 
Java nahe, der deshalb in Abschnitt 2.3 näher erörtert wird. 
                                                 
31 Siehe http://en.wikipedia.org/wiki/List_of_ERP_software_packages 
32 Siehe „Quelloffene Kür, Open-Source-ERP-Systeme im Vergleich“ unter http://heise.de/-763963 
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2.2 Software-Agenten 
2.2.1 Einführung in das Agenten-Paradigma 
Software-Agenten sind ein Programmier-Paradigma, das in den frühen 1980er Jahren aus 
Forschungen auf dem Gebiet der künstlichen Intelligenz (KI) [AH1985], [BG1988] her-
vorgegangen ist und dort ursprünglich für verteiltes Planen und Problemlösen eingesetzt 
wurde. Der Begriff Agent leitet sich vom lateinischen „agere“, also tun oder handeln, ab 
und charakterisiert eine (Software-)Entität als autonomen Handlungsträger, der voll-
ständige Kontrolle über seinen internen Zustand und Interaktionen mit der Umgebung 
hat. Aufgrund anhaltender Forschungsarbeit und der mittlerweile sehr weiten Verbreitung 
des Agenten-Paradigmas auf verschiedene Disziplinen wurde eine Vielzahl von Definitio-
nen geprägt, die neben Autonomie verschiedene andere Eigenschaften für einen Agenten 
festlegen: Mobile Agenten können beispielsweise ihren Ausführungsort selbstständig wech-
seln, also migrieren [FPV1998], [VAPK1998]; kognitive Agenten sind in der Lage, anhand 
zuvor getätigter Entscheidungen und Beobachtungen zu lernen und damit ihr Verhalten 
zu adaptieren [DSL2009]. Diese Konzepte sind allerdings für die im Rahmen dieser Arbeit 
betrachteten Systeme nur punktuell von Bedeutung und werden deshalb nicht als 
elementare Bestandteile des Agentenbegriffs angesehen. Vielmehr soll hier die allgemeine 
und relativ weit verbreitete Definition von Wooldridge und Jennings zu Grunde liegen 
(eigene Übersetzung nach [WJ1995]): 
 
Ein Agent ist ein Softwareprozess mit folgenden Eigenschaften: 
Autonomie: Agenten agieren ohne direkten Eingriff vom Menschen oder Anderen 
und haben Kontrolle über ihre Aktionen und ihren internen Zustand. 
Interaktionsfähigkeit: Agenten interagieren mit anderen Agenten und gegebenen-
falls Menschen über eine Art Agentenkommunikationssprache. 
Reaktivität: Agenten nehmen Ihre Umwelt […] wahr und reagieren angemessen 
auf Änderungen dieser. 
Proaktivität: Agenten agieren nicht nur in Reaktion auf ihre Umwelt, sondern 
können aus eigener Initiative heraus zielorientiert handeln. 
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Der Begriff Umwelt bezieht im Kontext dieser Arbeit sowohl Softwarekomponenten als 
auch reale Objekte ein, die einen eingebetteten Software-Agenten im weitesten Sinne 
umgeben. Die Wahrnehmung eines Agenten umfasst damit sowohl sensorische Daten als 
auch von anderen Softwarekomponenten erhaltene Informationen, und ist die Grundlage 
für autonomes Handeln innerhalb dieser Umwelt. Eine zentrale Fragestellung ist, wie ein 
Agent konkrete Aktionen aus seinen Beobachtungen ableitet. Dabei markieren reaktives 
Verhalten einerseits und proaktives, zielorientiertes Verhalten andererseits die beiden 
Enden des Spektrums existierender Vorgehensmodelle: 
Reaktive Agenten verfügen über ein zur Entwurfszeit festgelegtes, starres Regelwerk, das 
verschiedenen beobachtbaren Umgebungszuständen auszuführende Aktionen zuordnet. 
Eine verbreitete Variante reaktiver Agenten ist die Subsumption-Architektur [B1986], bei 
der die Regeln mit Prioritätsniveaus ausgestattet sind und hochpriore – beispielsweise auf 
die Betriebssicherheit ausgerichtete – Regeln solche mit niedrigerer Priorität inhibieren 
können. Solche reaktiven, auch als verhaltensbasiert bezeichneten, Architekturen erzeugen 
durchaus autonomes Verhalten, wenn auch innerhalb sehr starrer Grenzen, sind jedoch 
ungeeignet für die Modellierung von zielorientiertem, längerfristig geplantem Vorgehen. 
Unabdingbar dafür ist eine formale Repräsentation der angestrebten Ziele, des Umge-
bungszustandes sowie des Aktionsvorrates samt seinen Auswirkungen auf die Umgebung.  
Genau dieser Ansatz wird mit deliberativen Agenten33 verfolgt, deren prominentester Ver-
treter die an ein gleichnamiges Modell aus der Humanpsychologie [B1987] angelehnte 
Beliefs-Desires-Intentions (BDI) -Architektur ist [RG1995]. Bei diesem Ansatz akkumuliert 
jeder Agent aus Wahrnehmungen abgeleitete Annahmen (englisch: beliefs) über den eige-
nen Zustand und den Zustand der Umgebung sowie das Wissen über Wirkzusammen-
hänge in dieser Umgebung in einem Weltmodell. Ebenso sind Zielvorgaben – im Kontext 
dieser Architektur als Wünsche (englisch: desires) bezeichnet – hinterlegt, die die Hand-
lungen eines jeden Agenten motivieren. Aufbauend auf diesem formalen Wissen werden 
mittels logischer Schlussfolgerungen (Inferenz) die zur Zielerfüllung führenden Aktionen 
ausgewählt und zu Plänen verkettet, die der Agent beabsichtigt (englisch: intention) auszu-
führen.  
Da vom Einpflegen neuer sensorischer Daten in das Weltmodell über die Planung bis hin 
zur Ausführung einer Aktion jeweils symbolische Verarbeitungsschritte in der Inferenz-
                                                 
33 Der Begriff deliberativ wurde aus der englischsprachigen Literatur übernommen und bedeutet so viel wie  
abwägend. Andere gängige Bezeichnungen für deliberative Agenten sind „intentional agents“ (bewusste Agen-
ten) und „goal-directed agents“ (zielorientierte Agenten). Ebenfalls üblich ist der Begriff kognitive Agenten, 
der den Aspekt der Lernfähigkeit einschließt. 
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Komponente notwendig sind, reagieren BDI-Agenten unter Umständen zu langsam für 
den Einsatz in hochdynamischen Umgebungen. Aus diesem Grund werden bei hybriden 
Agenten reaktive und deliberative Mechanismen vereint [F1992], [M1996]34. 
Neben autonomem Handeln benennt die eingangs angeführte Definition ferner die Fähig-
keit zur Interaktionen als essentielle Eigenschaft von Agenten. Typischerweise werden 
Agenten nicht einzeln in einer passiven Umgebung platziert, sondern interagieren mit an-
deren Agenten, die ebenso Teilaspekte, Funktionalitäten und Ziele (die unter Umständen 
auch konträr sein können) innerhalb eines komplexen Gesamtsystems abbilden. Eine abge-
schlossene Menge solcher Agenten wird als Agentensystem (englisch: Multi-Agent System, 
MAS)35 bezeichnet. Die verschiedenen Formen der Interaktion in einem Agentensystem, 
namentlich die Koordination mehrerer Agenten und das Verhandeln zwischen ihnen 
(englisch: negotiation) [BJW2004], werden in Abschnitt 2.2.3 genauer behandelt. Doch 
auch ohne genaue Kenntnis der Interaktionsmechanismen wird deutlich, dass Systeme 
untereinander kommunizierender Agenten der in Abschnitt 2.1.5 vorgestellten Architek-
tur cyber-physischer Produktionssysteme strukturell stark ähneln und daher als Software-
architektur naheliegen. [B2007] spricht von „natural fit“, also natürlicher Passfähigkeit des 
Agentenansatzes. Im folgenden Abschnitt 2.2.2 werden Beispiele für den Einsatz von 
Agenten in der Automatisierung aufgeführt, die diese ese stützen, Wirkungsweise und 
Nutzen der Technologie erläutern und den aktuellen Stand der Forschung darlegen sollen. 
Im verbleibenden Teil dieses Abschnitts wird zur Abrundung der Einführung ein kurzer 
Überblick über Agentenplattformen, Entwurfsmethoden und Standardisierungsbemü-
hungen gegeben, die im weiteren Verlauf der Arbeit relevant werden. 
Agentenplattformen 
Um die Realisierung von Agentensystemen zu vereinfachen, stellen Agentenplattformen 
die benötigte Infrastruktur [G2001], beispielsweise zum Erzeugen oder Löschen von Agen-
ten, zum Suchen nach Agenten und zur Kommunikation zwischen ihnen, gebrauchsfertig 
bereit. Die lange Historie der Agententechnologie und ihre breite Anwendung in ver-
schiedenen Domänen haben zu einer unüberschaubaren Vielzahl solcher Plattformen und 
Laufzeitumgebungen geführt. Viele der Plattformen haben oder hatten nur eine begrenzte 
                                                 
34 Neuere Veröffentlichungen auf dem Gebiet der künstlichen Intelligenz verwenden den Begriff anderweitig 
und bezeichnen Agenten als hybrid, wenn diese sowohl diskrete als auch kontinuierliche Signale verarbeiten 
[LKBIS2008], [RB2009]. 
35 In [VDI2653-1] wird Agentensystem (statt Multiagentensystem) als korrekte Übersetzung des englischen 
Begriffs Multi-Agent-System angeführt, da der Wortbestandteil „Agenten“ im Plural bereits auf den Zusam-
menschluss mehrerer Agenten hindeutet und die Vorsilbe „Multi“ demzufolge semantisch redundant wäre. 
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Sichtbarkeit, und ein großer Teil von ihnen, darunter auch prominente Vertreter wie 
Grasshopper36, FIPA-OS37 und Cougaar38, wird mittlerweile nicht mehr oder nur noch 
mit Minimalaufwand gepflegt. Deshalb sollen hier nur einige wenige Plattformen benannt 
werden, die in Bezug auf die vorliegende Arbeit und die aktuelle Forschungslandschaft als 
relevant angesehen werden:  
JADE (Java Agent Development Framework)39 ist eine zu den FIPA-Standards 
(Details dazu folgen) konforme Agentenplattform [BPR1999], die bei einem 
großen Teil der wissenschaftlichen Betrachtungen für Referenzimplementierungen 
genutzt wird. Die Plattform ist Gegenstand vieler Studien zum Thema Perfor-
mance und Skalierbarkeit [CQVV2002], [V2003], [BGNT2004], [MSA2006], 
[JJK2006], die ihr im Vergleich mit anderen Agentenplattformen eine repräsen-
tative bis überdurchschnittliche Leistung bescheinigen. Die Plattform wird daher 
im Laufe der Arbeit mehrfach als Referenz und Vergleichsobjekt herangezogen. 
Mobile-C40 ist eine FIPA-konforme, in C implementierte Agentenplattform. Cha-
rakteristisch ist die Nutzung der interpretierten, objektorientierten Skriptsprache 
Ch für die plattformunabhängige Implementierung von mobilen Agenten. 
AMES (benannt nach dem Projekt „Agentenbasierte Middleware für E-Services“) 
ist eine im Vorfeld dieser Arbeit entstandene Plattform mit interoperablen Imple-
mentierungen in C++ und Java, die hinsichtlich eines minimalen Verbrauchs an 
Speicher-, Netzwerk- und Prozessorressourcen gestaltet wurde [TVK2009]. 
Die CPPS Agent Platform [MLVH2014] ist eine in C implementierte Plattform 
zur Einbindung vielfältiger bestehender Automatisierungshardware in ein CPPS. 
Dazu wird, vergleichbar mit dem in [FIPAXC00079B] spezifizierten Ansatz, ein 
Template für Wrapper-Agenten bereitgestellt, die die Funktionalität der jeweiligen 
Hardware im CPPS bereitstellen. 
Entwurfsmethoden  
Neben der Auswahl und Nutzung einer geeigneten Plattform – Hilfestellung gibt hier die 
Richtlinie [VDI2653-2] – ist bei der Realisierung eines Agentensystems das methodische 
                                                 
36 Siehe ftp://ftp.cordis.europa.eu/pub/infowin/docs/grass.pdf 
37 Siehe http://fipa-os.sourceforge.net/index.htm 
38 Siehe http://cougaar.org 
39 Siehe http://jade.tilab.com 
40 Siehe http://www.mobilec.org 
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Entwicklungsvorgehen von besonderer Bedeutung. [VDI2653-2] enthält eine umfassende 
Übersicht über etablierte Methoden für den agentenbasierten Entwurf und evaluiert diese 
hinsichtlich relevanter Auswahlkriterien. Ergänzend dazu soll hier die Methode DACS 
(Designing Agent-based Control Systems) [BJW2004] genannt werden, auf die im Zu-
sammenhang mit der Beurteilung der Praktikabilität des in dieser Arbeit entwickelten 
Ansatzes in Abschnitt 6.2 noch einmal Bezug genommen wird. Systematisch und ohne 
umfangreiches Wissen und Erfahrung in Sachen Agententechnologie vorauszusetzen führt 
die Methode, ausgehend von der Spezifikation eines Steuerungssystems, durch folgende 
Schritte des agentenbasierte Entwurfs: 
Identifikation von Steuerungsentscheidungen, die getroffen werden müssen 
geeignete Aufteilung dieser Entscheidung auf Agenten (Clusterung) 
Auswahl geeigneter Protokolle für die zum Treffen der Steuerungsentscheidungen 
notwendigen Interaktionen zwischen den Agenten 
Ergebnis ist ein agentenbasiertes Design41, das die vorliegenden Steuerungsaufgaben zuver-
lässig (allerdings ohne Berücksichtigung von Zeitkriterien) erfüllt und allen Agenten exakt 
definierte Handlungsspielräume gewährt.  
Standardisierung 
Die technische Voraussetzung für die Zusammenarbeit von Agenten – gegebenenfalls 
sogar zwischen verschiedenen Plattformen – ist der Einsatz einheitlicher Infrastruktur und 
Kommunikationsmittel. Daher wurde ab den späten 1990er Jahren die Standardisierung 
im Bereich Software-Agenten von zwei Organisationen vorangetrieben [PPW2002]. In 
nur zwei Jahren erarbeitete die Object Management Group (OMG) den Standard MASIF 
(Mobile Agent System Interoperability Facility) [MBB+1998], der 1997 veröffentlicht 
wurde und auf der ebenfalls von der OMG entwickelten Technologie CORBA (Common 
Object Request Broker Architecture) zur Realisierung verteilter objektorientierter Anwen-
dungen basiert. Überaschenderweise deckt MASIF nicht die Kommunikation zwischen 
Agenten ab, sondern sieht die Migration von Agenten samt Wissen und Zustandsdaten als 
indirekten Weg des Datenaustausches vor. Vor Ort interagieren dann die – entsprechend 
umfangreichen – Agenten über nicht (im Rahmen von MASIF) standardisierte Wege mit 
angebotenen Diensten und anderen Agenten. MASIF hat vor allem im Bereich E-Business 
                                                 
41 Gegebenenfalls kann man durch Anwendung der Methode auch zu der qualifizierten Aussage gelangen, 
dass ein agentenbasierter Ansatz für die vorliegende Steuerungsaufgabe nicht geeignet ist. 
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für die Unterstützung von Beschaffungsprozessen begrenzte Bedeutung erlangt, ließ aller-
dings viele Aspekte unberührt [OAWG2000] und ist mittlerweile fast vollständig und 
einvernehmlich42 von den Standards der FIPA abgelöst worden. 
Die FIPA (Foundation for Intelligent Physical Agents)43, 1996 gegründet und seit 2005 
Standardisierungskomitee der IEEE, hat in [FIPASC00001L] zunächst ein abstraktes 
Referenzmodell für Agentensysteme spezifiziert und dies dann, wie Abbildung 2-8 ver-
deutlicht, in den Bereichen Agenten-Verwaltung, Kommunikation und Nachrichtentrans-
port untersetzt. In den Abschnitten 2.2.3 und 2.2.4 wird auf die FIPA-Standards zur 
Kommunikation und Wissensrepräsentation in Agentensystemen genauer Bezug genom-
men. Ferner werden diese Standards auch bei der konkreten Zielformulierung für diese 
Arbeit in Abschnitt 2.4 herangezogen. 
 
 
Abbildung 2-8:  Aufbau der FIPA-Spezifikation 
Mittlerweile sieht die FIPA die allgemeine Standardisierungsarbeit im Bereich Software-
Agenten als abgeschlossen an. Allerdings besteht nach wie vor Standardisierungsbedarf im 
Zusammenhang mit der Anwendung des Agenten-Paradigmas in der industriellen Auto-
matisierung [SL2013], dem von verschiedenen nationalen und internationalen Gremien, 
wie dem Fachausschuss 5.15 „Agentensysteme“ der VDI/VDE-Gesellschaft Mess- und 
Automatisierungstechnik (GMA)44 und dem IEEE-IES Technical Committee on Indus-
trial Agents (TCIA)45, nachgegangen wird. 
                                                 
42 Siehe http://www.objs.com/agent/omg-fipa-liaison-4.html 
43 Siehe http://fipa.org 
44 Siehe http://www.vdi.de/3756.0.html 
45 Siehe http://tcia.ieee-ies.org 
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2.2.2 Agenten in der Automatisierung 
Frühe Anwendungen der Agenten-Technologie in der Automatisierung sind eng mit der 
Forschung zu sogenannten holonischen Fertigungssystemen (englisch: Holonic Manufac-
turing Systems, HMS) verknüpft. Der Begriff Holon wurde von Arthur Koestler geprägt 
[K1967] und setzt sich zusammen aus dem griechischen „holos“ (ganz) und dem Suffix 
„on“ (für Teil oder Partikel, wie in Proton, Elektron), beschreibt also ein Ganzes, das selbst 
Teil eines übergeordneten Ganzen ist. Damit bezieht sich Koestler auf die hierarchische 
Organisation, die beispielsweise lebenden Organismen innewohnt. So ist eine Zelle selbst 
ein abgeschlossenes Ganzes, jedoch auch Teil eines Organs, das wiederum Teil des Körpers 
ist. Weitere Bespiele solcher aus Holonen aufgebauten Hierarchien – auch Holarchien 
genannt – sind komplexe Moleküle oder soziale und ökonomische Gefüge.  
Im Rahmen des international geförderten Programms Intelligent Manufacturing Systems 
wurde im Teilprojekt HMS die Anwendung ebendieser Konzepte im Rahmen der 
Fertigungsautomatisierung untersucht. In der Folge entstanden eine Reihe holonischer 
Architekturen wie MetaMorph [MWSN1999], MASCADA [VBW+1999] und AARIA 
[VDPBC2001] (für eine umfassendere Übersicht sei an dieser Stelle auf [BLT2010] und 
[LMV2013] verwiesen), die die Referenzarchitektur PROSA [VBWV+1998] als gemein-
same konzeptionelle Basis teilen. Namensgebend waren bei letzterer die vier übergeord-
neten Typen von Holonen – Product, Resource, Order und Staff (deutsch: Produkt, 
Ressource, Auftrag, Experte46) – die so oder in vergleichbarer Form in beinahe allen holo-
nischen Ansätzen vorgesehen sind. Die Holonen vom Typ Order, Product und Resource 
– beziehungsweise im Sinne objektorientierter Softwareentwicklung davon abgeleitete, 
spezialisierte Typen – halten jeweils ihrem Typ und ihrer Hierarchieebene entsprechend 
Wissen wie den in Bestellungen geforderten Produktmix, die zur Herstellung bestimmter 
Produkte notwendigen Halbzeuge und Fertigungsschritte beziehungsweise die dafür zur 
Verfügung stehenden Fertigungsressourcen mit ihren jeweiligen Fähigkeiten.  
Abbildung 2-9 zeigt beispielhaft verschiedene Unterarten von Resource-Holonen und ihre 
Beziehung zueinander sowie die hierarchische Ordnung von Fertigungsressourcen: Meh-
rere Maschinen werden zu einer Zelle aggregiert (englisch: workstation), mehrere Zellen 
ergeben einen Bereich (englisch: shop). Steuerungsentscheidungen werden meist dezentral 
zwischen den Holonon vom Typ Product, Resource und Order einer Hierarchieebene – 
also beispielsweise einer Zelle – ausgehandelt. Für die Fälle, in denen eine dezentrale 
                                                 
46 Wörtlich übersetzt hieße es Personal oder Mitarbeiter, aber die angeführte, freie Übersetzung ist der 
eigentlichen Rolle dieses Holon-Typs angemessener. 
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Entscheidungsfindung nachteilig oder nicht möglich ist, sieht PROSA mit den Staff-
Holonen Instanzen vor, die zusätzliches Expertenwissen und zentrale Entscheidungsalgo-
rithmen einbringen können. In [LCR2005] wird dieser Mechanismus beispielsweise für 
die zeitliche Belegungsplanung von Produktionsressourcen (Scheduling) genutzt, wobei 
durch die die Hierarchisierung die jeweilige Problemgröße für den komplexen (NP-
äquivalenten) Planungsalgorithmus beherrschbar bleibt. 
 
 
Abbildung 2-9:  Hierarchische Ordnung von Ressourcen-Holonen, nach [VBWV+1998] 
Für die Implementierung holonischer Architekturen haben sich Agentensysteme als ideal 
passfähiger softwaretechnologischer Ansatz herauskristallisiert [D2003]. Holonen können 
eins zu eins auf Agenten abgebildet werden und sind damit definitionsgemäß im 
benötigten Maße interaktions- und handlungsfähig. Die Nutzung der Agententechnologie 
eröffnete darüber hinaus jedoch zusätzliche Spielräume, da die in der Holonen-eorie 
vorgesehene strikte Hierarchisierung hier nicht zwingend notwendig ist und so ihr Nutzen 
bei der Systemgestaltung untersucht werden konnte. Daher wurde in der Folge mit 
PABADIS zunächst ein vollständig heterarchischer47, sehr flexibler Ansatz, allerdings mit 
Abstrichen hinsichtlich der Maschinenauslastung, geschaffen [LKP+2005] und anschlie-
ßend mit PABADIS’PROMISE ein Mittelweg gewählt, der mit dem bedarfsgetriebenen, 
zeitlich begrenzten Zusammenschluss von Maschinen zu Zellen sowohl Flexibilität als 
auch Maschinenauslastung optimiert [BLT2010]. Die Rollenaufteilung gemäß den vier 
mit PROSA eingeführten Holonen-Typen ist jedoch – wenn auch teilweise mit anderen 
Bezeichnungen – beibehalten worden und wird in Abbildung 2-10 beispielhaft am Aus-
schnitt eines Fertigungsablaufes illustriert. 
                                                 
47 Eine Heterarchie, zusammengesetzt aus dem griechischen „heteros“ (der Andere) und „archein“ (herr-
schen), stellt ein System gleichberechtigter Elemente ohne Über- und Unterordnungsverhältnis dar. 
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Abbildung 2-10:  Agentengesteuerter Fertigungsablauf in PABADIS, nach [PP2006a] 
Gemäß dem geforderten Produktmix in einem Fertigungsauftrag (Order) erstellt die soge-
nannte Agency entsprechende Produktagenten (Product). Diese, mit dem Wissen um die 
zur Produktion notwendige Fertigungsschritte ausgestattet, kontaktieren anschließend 
entsprechend befähigte Maschinenagenten (Resource), durch die dann jeweils ein Ferti-
gungsschritt übernommen wird. Nutzungszeiträume und Transportpläne werden in dem 
abgebildeten Beispiel von einem zentralen Plant-Management-Agenten (Staff) verwaltet. 
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Aus dem dargestellten Zusammenspiel verteilter Agenten ergibt sich eine Reihe von Vor-
teilen: Weil erst unmittelbar vor der tatsächlichen Ausführung eines Produktionsschrittes 
die Auswahl der zu nutzenden Maschine getroffen wird, können aktuelle Informationen 
über die Auslastung sowie eventuelle Störungen von Maschinen unmittelbar in die Ent-
scheidung einbezogen werden. Außerdem können zusätzliche Maschinen ohne Code-Än-
derungen berücksichtigt werden, sobald sie in den Kommunikationsablauf eingebunden 
werden – im abgebildeten Beispiel durch Registrierung beim Lookup-Service mit einer 
Beschreibung unterstützter Produktionsschritte (Details dazu folgen in Abschnitt 2.2.4.). 
Damit ist eine maschinengranulare Anpassung der Fertigungskapazität möglich, wo mit 
klassischen Automatisierungsstrukturen oftmals nur die Replikation ganzer Fertigungs-
linien mit sinnvollem Aufwand realisiert werden kann [BS2001a]. Agentenbasierte Ansätze 
weisen also maßgebliche Vorteile in puncto Robustheit, Flexibilität und Skalierbarkeit auf. 
Andererseits lässt die Verwendung verteilter Entscheidungsalgorithmen Einbußen bei 
Durchlaufzeiten und Durchsatz befürchten. Bei Anlagen praxisüblicher Größenordnung 
können jedoch auch mit zentralen Algorithmen die oft NP-äquivalenten48 Planungs-
probleme für Maschinenbelegungen (Scheduling) und Transportwege nicht optimal gelöst 
werden. Eventuelle Ausfälle und Störungen sowie die Variabilität von Bearbeitungs- und 
Transportzeiten, gepaart mit dem Aufwand, entsprechende Informationen darüber durch 
verschiedene Hierarchieebenen zu propagieren, verschärfen dieses Problem. Agenten sind 
hier sogar im Vorteil, denn auch sie fällen Steuerungsentscheidungen nicht rein lokal, 
sondern beziehen mithilfe entsprechend gearteter Kommunikationsprotokolle (Details 
dazu folgen in Abschnitt 2.2.3) aktuelle Zustandsinformationen direkt von den jeweiligen 
Maschinenagenten mit ein. Unterm Strich wiegt dieser Umstand in der Praxis die Nach-
teile dezentraler Organisation oftmals mehr als auf und es ergeben sich Effizienzvorteile, 
die in der Literatur verschiedentlich quantifiziert werden:  
Im Rahmen des Projektes Production 2000+ wurde für die Zylinderkopffertigung bei 
Daimler Chrysler eine Steigerung des Durchsatzes um etwa 20% [BS2001a] auf 99,7% 
des theoretischen Optimums [BS2001b] ermittelt. [DC2005] beschreibt die agenten-
basierte Planungssoftware Living Systems / Adaptive Transportation Networks (LS/ATN), 
mit der das Logistikunternehmen ABX Logistics eine 11,7%-ige Kostenersparnis erzielen 
konnte, die sich aus 25,5% weniger eingesetzten Fahrzeugen und 4,2% weniger gefah-
renen Kilometern ergibt. Für die Fertigungsautomatisierung ist dieses Beispiel insofern 
                                                 
48 NP-Äquivalenz beschreibt in der Komplexitätstheorie eine Klasse von Such- und Optimierungsproblemen, 
für die die Laufzeit existierender deterministischer Algorithmen in exponentiellem Verhältnis zur Problem-
größe steht. Die zugehörigen Entscheidungsprobleme sind jeweils NP-vollständig. Siehe [P1995]. 
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interessant, als die angewandten Methoden analog auch für die Transportlogistik in Ferti-
gungsanlagen genutzt werden können. Bedeutsam ist in diesem Zusammenhang auch die 
Forschung rund um das MAST (Manufacturing Agent Simulation Tool) von Rockwell 
Automation, das explizit für die Simulation des Materialflusses und die Erprobung und 
Bewertung verschiedener agentenbasierter Steuerungsstrategien entwickelt wurde und die 
genannten positiven Effekte in ähnlicher Größenordnung bestätigt [MMW+2008]. In 
[S2011] und [LMV2013] sind neuere, teilweise noch in der Realisierung begriffene indus-
trielle Anwendungen der Agententechnologie beschrieben, bei denen ebensolche Verbesse-
rungen bezüglich Robustheit, Flexibilität und Effizienz erwartet werden. 
Damit erreichen die beschriebenen holonischen und agentenbasierten Architekturen unter 
Verwendung der im Abschnitt 2.1.5 im Zusammenhang mit CPPS diskutierten Prinzipien 
dezentraler Systemgestaltung genau die dort angestrebten Vorteile und zeigen folglich die 
gute Passfähigkeit des Agenten-Paradigmas. Allerdings decken die genannten Ansätze im 
Wesentlichen die Funktionalität eines klassischen MES (siehe Abschnitt 2.1.1) ab und 
operieren damit zwar prozessnah, aber ohne harte Echtzeitanforderungen. Für echtzeit-
kritische Steuerungsaufgaben wurde in [C2003] die in Abbildung 2-11 verdeutlichte Auf-
teilung in zwei Ebenen, High Level Control (HLC) und Low Level Control (LLC), vorge-
schlagen und in vergleichbarer Form in allen diskutierten Architekturen umgesetzt. Auf 
der LLC-Ebene interagieren klassische SPSen (oder alternative Echtzeit-Controller) mit 
dem Prozess und garantieren echtzeitfähiges Reaktionsvermögen. Sogenannte Wrapper-
Abbildung 2-11:  Low-Level-Steuerungscode nach IEC 61499 mit übergeordneten High-Level-
Agenten, nach [MM2005], [L2009] 
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Agenten49 stehen mit den Funktionseinheiten der LLC-Ebene in Verbindung50 und stellen 
deren jeweilige Funktionalität innerhalb der als Agentensystem realisierten HLC-Ebene 
zur Verfügung. Dort wird dann über den Einsatz der Funktionseinheiten – also beispiels-
weise Maschinen – auf dem beschriebenen Weg entschieden.  
Nun wurde allerdings in Abschnitt 2.1.6 bereits geschlussfolgert, das auch im Bereich LLC 
zukünftiger CPPS verteilte mechatronische Komponenten echtzeitfähig miteinander inter-
agieren müssen und sich die Realisierung mittels Agententechnologie anbieten würde. 
Auch die in Abschnitt 2.2.4 beschriebenen Forschungen zum ema echtzeitfähige Agen-
ten werden an dieses Bild anknüpfen. Die Beschränkung der beschriebenen Ansätze auf 
die HLC-Ebene ist also nicht dem fehlenden Nutzen bei der Echtzeitsteuerung geschuldet, 
sondern vielmehr dem vergleichsweise hohem Aufwand, der mit der Kommunikation 
zwischen Agenten und der anschließenden Entscheidungsfindung verbunden ist: So findet 
beispielsweise bei dem in Abbildung 2-9 vereinfacht dargestellten Schritt „Verhandlung 
über Nutzungszeiträume“ tatsächlich eine Kommunikation mit mehreren potentiell geeig-
neten Maschinenagenten statt. Wenn mehrere Produktagenten gleichzeitig auf der Suche 
nach Maschinenagenten sind, kann eine Wettlaufsituation (englisch: race condition) 
entstehen, in der – etwa durch Reservierungen – verhindert werden muss, dass derselbe 
Nutzungszeitraum für eine Maschine mehreren Produktagenten zugesagt wird. Mit dem 
Schritt „Entscheide für einen Maschinenagenten“ wird dann gegebenenfalls nicht nur der 
Versand einer entsprechenden Nachricht an den ausgewählten Maschinenagenten fällig, 
sondern auch der Versand einer Absage an alle anderen zuvor kontaktieren Maschinen-
agenten, die für den Fall eines Zuschlags bereits Nutzungszeit reserviert haben. Die For-
schung auf dem Gebiet der Agentensysteme hat für verschiedene Aufgabenstellungen 
dieser Art spezielle Kommunikationsprotokolle hervorgebracht, die im nachfolgenden 
Abschnitt 2.2.3 – besonders im Hinblick auf ihre Echtzeitfähigkeit – beleuchtet werden.  
Im Zusammenhang mit der Kommunikation zwischen Agenten kommt noch ein weiterer, 
ebenfalls schwer mit Echtzeitanforderungen vereinbarer, Aspekt zum Tragen: Bei dem in 
Abbildung 2-9 dargestellten Ablauf muss vor der Auswahl eines Maschinenagenten eine 
                                                 
49 Das Wrapper-Konzept ist in der FIPA Agent Software Integration Specification [FIPAXC00079B] be-
schrieben. In [PP2006b] und [FDA+2013] werden diese Wrapper als Resource Agents (RA) bezeichnet. 
[MLVH2014] beschreibt dieselbe Struktur, aber ohne speziellen Terminus für die Wrapper. 
50 Dafür sind in der Literatur vielfältige Varianten beschrieben: [MVHM2005] nutzt Shared Memory einer 
SoftSPS, [FDA+2013] nutzt die ADS-Schnittstelle von Beckhoff, [FMT+2003] beschreibt eine OPC-
basierte Lösung, [HT2001] und [C2003] führen spezielle 61131-FBs beziehungsweise 61499-SIFBs zur 
Kommunikation mit der HLC-Ebene ein. 
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Liste potentiell geeigneter Kandidaten vom Lookup-Service abgefragt werden. Dazu müs-
sen sowohl die Fähigkeiten der einzelnen Maschinen als auch die Anforderungen zur Um-
setzung einzelner Fertigungsschritte formal beschrieben und entsprechende Inferenzalgo-
rithmen zum Umgang mit diesem formalen Wissen integriert werden. Gerade in diesem 
Bereich wurden in jüngerer Vergangenheit Fortschritte gemacht, die im Abschnitt 2.2.4 
zusammengefasst sind. 
2.2.3 Kommunikation in Agentensystemen 
Schon lange vor der Forschung zu Agentensystemen haben sich Philosophie und Linguis-
tik mit zwischenmenschlicher, sprachgebundener Kommunikation beschäftigt und dabei 
sogenannte Sprechakte [S1985], wie Grüßen, Fragen, Informieren, Warnen oder Fordern, 
als strukturbestimmende Elemente identifiziert. Diese Sprechakte spielen eine grundlegen-
de Rolle beim Transportieren der Bedeutung (Semantik) einer Äußerung und wurden des-
halb auch in die gängigen Sprachen zur Kommunikation zwischen Agenten, namentlich 
die Knowledge Query and Manipulation Language (KQML) [FFMM1994] und die darauf 
aufbauende FIPA Agent Communication Language (ACL), als übergeordnete Elemente 
übernommen. So schreibt die Spezifikation der ACL [FIPASC00061G] die Angabe des 
Sprechakts (englisch: performative) als – einzige – obligatorische Angabe für jede 
Nachricht vor; üblicherweise werden aber wenigstens noch Sender, Empfänger und 
Nachrichteninhalt erwartet. Die Adressierung von Agenten erfolgt dabei über eindeutige 
symbolische Bezeichner, und es obliegt der Agentenplattform, diese für den Nachrichten-
transport in geeignete Netzwerkknoten-bezogene Adressen umzusetzen. Dafür wird ein 
Verzeichnis vorhandener Agenten – die sogenannten White Pages – geführt, das üblicher-
weise in Ausschnitten auf alle Knoten eines Agentensystems repliziert und dort fortlaufend 
aktualisiert wird. Vorübergehende Inkonsistenzen im Zusammenhang mit mobilen Agen-
ten können durch entsprechende Nachsende-Mechanismen aufgelöst werden. Der Nach-
richteninhalt selbst wird als Zeichenkette hinterlegt und kann, losgelöst von ACL, in einer 
beliebigen textuellen Inhaltssprache (englisch: content language) formuliert sein. 
(inform 
    :sender (agent-identifier :name A) 
    :receiver (set (agent-identifier :name B)) 
    :content 
        „((production_step successful))“ 
    :language fipa-sl) 
Abbildung 2-12:  Beispielnachricht in ACL 
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Abbildung 2-12 zeigt beispielhaft eine simple, dem Sprechakt nach informative Nachricht 
eines Agenten A an einen Agenten B. Insgesamt sind in [FIPASC00037J] 22 verschiedene 
– gemäß Abbildung 2-13 teilweise aufeinander aufbauende – Sprechakte spezifiziert und 
jeweils mit einer formalen Beschreibung ihrer Semantik versehen [P2007]. So gibt es 
neben dem bereits dargestellten Inform unter anderem den Sprechakt Request, mit dem 
bestimmte Aktionen von anderen Agenten abgefordert werden können. Bei den Varianten 
Request When und Request Whenever kann die einmalige beziehungsweise wiederholte Aus-
führung der anforderten Aktion an eine Bedingung geknüpft werden. Damit kann zum 
Beispiel das Versenden eines Alarms bei der Überschreitung eines Grenzwertes realisiert 
werden – allerdings mit dem Nachteil, dass ein einzelner Sprechakt nur einen unidirek-
tionalen Informationsfluss umfasst und für den Absender zunächst offen bleibt, ob der 
kontaktierte Agent den gewünschten Dienst erbringen wird. 
 
 
Abbildung 2-13:  Sprechakte der FIPA Communicative Act Library Specification [FIPASC00037J] 
Aus diesem Grund wurden für eine Reihe typischer Aufgabenstellungen spezielle Inter-
aktionsprotokolle vorgesehen, in denen definierte Sprechakte in exakt spezifizierter Art 
und Weise aufeinander folgen. Für das zuvor angeführte Alarmierungsszenario eignet sich 
das in Abbildung 2-14 dargestellte Subscribe Interaction Protocol [FIPASC00035H]. Eben-
so könnte mit diesem Protokoll ein Regelungs-Agent die in äquidistanten Zeitintervallen 
benötigten Abtastwerte von einem Sensor-Agenten abonnieren. Im weiteren Verlauf dieses 
Abschnitts werden eine Reihe wesentlicher Protokolle beleuchtet; eine vollständige Über-
sicht über die von der FIPA spezifizierten Interaktionsprotokolle ist in [P2007] enthalten. 
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Abbildung 2-14:  Subscribe Interaction Protocol nach [FIPASC00035H] 
Zunächst soll jedoch geklärt werden, wie die Akteure in einem Agentensystem überhaupt 
geeignete Kooperationspartner für ihr jeweiliges Ersuchen ausmachen können. Die Be-
zeichner potentieller Partner direkt im Quellcode eines jeden Agenten zu hinterlegen 
würde der Maßgabe einer von der Systemstruktur entkoppelten Gestaltung von Agenten 
wiedersprechen und die Agentensystemen zugeschriebene Flexibilität unterminieren. Ver-
schiedene etablierte Ansätze sehen deshalb jeweils vermittelnde Instanzen vor, bei denen 
sich die übrigen Agenten mit einer Beschreibung der von ihnen erbringbaren Dienste 
registrieren müssen (Der konkreten Umsetzung solcher Beschreibungen widmet sich Ab-
schnitt 2.2.4.). In der FIPA Brokering Interaction Protocol Specification [FIPASC00033H] 
heißen diese vermittelnden Agenten Broker. Sie nehmen Nachrichten mit der Beschrei-
bung eines Anliegens oder einer Aufgabe entgegen, durchsuchen ihr internes Verzeichnis 
nach passfähigen Diensterbringern, leiten die Aufgabe dorthin weiter, erhalten später eine 
entsprechende Ergebnisnachricht und senden diese dem ursprünglichen Initiator zurück. 
Da der Broker während des gesamten Ablaufes als Mittelsmann vorhanden bleibt, erfährt 
der Initiator die Identität der Diensterbringer nicht. Dies ist der wesentliche Unterschied 
zum Recruiting Protocol [FIPASC00034H], bei dem der Initiator zunächst auch eine An-
frage an einen Vermittler – hier Mediator oder Recruiter genannt – übermittelt, der diese 
an geeignete Diensterbringer weiterleitet. Von dort werden die Ergebnisnachrichten dann 
aber direkt an den Initiator beziehungsweise an einen in der Anfrage spezifizierten Dritten 
gesendet. Während beide Protokolle jeweils mehrere Vermittler erlauben, ist es bei der 
2.2  Software-Agenten 
59 
Realisierung eines Agentensystems praktisch deutlich einfacher, wenn genau ein zentraler 
Ansprechpartner mit fest definierter Bezeichnung existiert, bei dem sich alle Agenten 
registrieren und geeignete Kommunikationspartner abfragen können. Aus diesem Grund 
sieht die neuere FIPA Agent Management Specification [FIPASC00023K] den sogenannten 
Directory Facilitator (DF) als zentrale Instanz vor, die mit der Verwaltung der sogenannten 
Yellow Pages – also dem Verzeichnis der von einzelnen Agenten erbringbaren Dienste – 
betraut ist. Da bei den beiden zuvor beschriebenen Protokollen dem Vermittler auch die 
Kontaktaufnahme zu den letztendlich diensterbringenden Agenten obliegt, würden sie den 
für die Performance des Gesamtsystems kritischen DF unnötig belasten. Daher empfiehlt 
die Spezifikation stattdessen einen DF, der lediglich Anfragen nach dem Query Protocol 
[FIPASC00027H] mit einer Liste potentieller Diensterbringer beantwortet. 
Nach der Vermittlung geeigneter Kommunikationspartner können die beteiligten Agen-
ten miteinander interagieren. Die hierfür von der FIPA standardisierten Protokolle umfas-
sen zum großen Teil einfache, bilaterale Kommunikation zum Abfragen oder Weiterleiten 
von Informationen oder Abfordern von Aktionen [P2007]. Eine bedeutsame Ausnahme 
stellt das in Abbildung 2-15 dargestellte Contract Net Protocol (CNP) [FIPASC00029H], 
[S1980] dar, welches immer dann verwendet wird, wenn für eine Aufgabe unter mehreren 
möglichen Diensterbringern der am besten geeignetste ausgewählt werden soll. Bei dem 
im vorhergehenden Abschnitt in Abbildung 2-10 beispielhaft dargestellten Fertigungs-
ablauf wäre das die Auswahl der für einen Produktionsschritt zu verwendenden Maschine. 
Dazu schickt der Initiator – im Beispiel der Produktagent – einen Call for Proposals (CFP), 
also ein Gesuch mit der Beschreibung der zu vergebenden Aufgabe, an alle Participants – 
im Beispiel Maschinenagenten – die zuvor als potentiell geeignete Diensterbringer identi-
fiziert wurden. Diese können die Aufgabe von vornherein ablehnen oder mit einem Propo-
sal, also einer Beschreibung ihrer individuellen Rahmenbedingungen für die Übernahme 
der Aufgabe, antworten. Im Beispiel könnten dabei die jeweilige Maschinenbelegung, 
eventuell notwendige Rüstzeiten oder anstehende Wartungsarbeiten sowie die durch 
Nutzung der Maschine anfallenden Kosten einfließen. Anhand dieser Auskünfte trifft der 
Initiator aufgrund einer Metrik zur Gewichtung entscheidungsrelevanter Aspekte die aus 
seiner Sicht beste Auswahl und benachrichtigt alle beteiligten Akteure entsprechend.  
Betrachtet man das CNP im Zusammenhang mit den zuvor in diesem Kapitel beschrie-
benen Mechanismen, dann ergibt sich ein Gesamtablauf, der die nachfolgend aufgeführten 
Nachteile im Hinblick auf die Effizienz eines dergestalt betriebenen Automatisierungs-
systems und mögliche echtzeitkritische Einsatzfälle hat. [LMP2008] und [TK2011] unter-
mauern diese Nachteile in realen Experimenten und einer Simulationsstudie. 
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Abbildung 2-15:  Contract Net Protocol (CNP) nach [FIPASC00029H] 
(1) Das CNP setzt die Kenntnis potentieller Kommunikationspartner voraus. Zuvor 
muss also gegebenenfalls der Verzeichnisdienst (DF) abgefragt werden, was sowohl 
das Verkehrsaufkommen im Netzwerk als auch die Zeitdauer bis zur Vergabe der 
Aufgabe erhöht. 
(2) Der Einsatz eines einzelnen DF vereinfacht die Struktur des Agentensystems und 
die Implementierung einzelner Agenten. Andererseits stellt der DF damit einen 
Flaschenhals dar, insbesondere beim feingranularen Einsatz von Agenten auch auf 
Feldebene. Zusätzlich gefährdet der DF als Single Point of Failure, also einzelne 
Komponente mit essentieller Bedeutung für den gesamten Kommunikationsab-
lauf, die Robustheit des Gesamtsystems. Mechanismen zur für alle übrigen Agen-
ten transparenten Verteilung auf mehrere, sogenannte Federated DF [LLCS2008] 
beheben das Problem teilweise, weisen aber ein schwer vorhersehbares Zeitver-
halten auf. 
(3) Sämtliche Nachrichten werden an symbolische Bezeichner adressiert, die für den 
Nachrichtentransport zunächst in Netzwerkadressen umgesetzt werden müssen. 
Dieser Schritt sorgt insbesondere dann für schwer vorhersehbare Verzögerungen, 
wenn ein Bezeichner auf Absenderseite nicht bekannt ist und dementsprechend 
die White Pages des entsprechenden Knotens erst mit den anderen Knoten der 
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Plattform abgeglichen werden müssen. Plattformen wie AMES [TVK2009] und 
die CPPS Agent Platform [MLVH2014] verzichten auf eine symbolische, knoten-
unabhängige Adressierung von Agenten und verwenden stattdessen die Netzwerk-
adresse als Teil des Agentenbezeichners. Mobile Agenten sind damit allerdings nur 
noch eingeschränkt realisierbar. 
(4) Jeder Agent, der im Rahmen des CNP einen Proposal versendet, ist bis zum Ab-
schluss des Protokolls an diesen gebunden und muss gegebenenfalls entsprechende 
Ressourcen zur Erfüllung des Proposals reservieren, bis entweder accept-proposal 
oder reject-proposal empfangen wird. Das kann besonders bei etwa zeitgleich durch 
verschiedene Agenten angestoßene Instanzen des CNP zu suboptimaler Vergabe 
der Aufgabe führen. Eine andere Auslegung des CNP ohne verbindliche Proposals 
könnte andererseits zu Mehrfachvergabe von Ressourcen und damit letztendlich 
zu Fehlschlägen des Protokolls führen, die anschließend eine wiederholte Ausfüh-
rung des CNP mit entsprechend negativen Auswirkungen auf das Zeitverhalten 
erfordern würden. 
(5) Gemäß Abbildung 2-15 werden pro Instanz des CNP zunächst m identische cfp-
Nachrichten verschickt, die dann von insgesamt n refuse- oder proposal-Nach-
richten beantwortet werden. Dazu kommen insgesamt j Antworten auf Proposals 
und schließlich noch eine Nachricht nach Abschluss der Bearbeitung der vergebe-
nen Aufgabe. Üblicherweise lassen Participants kaum die gesetzte Deadline ver-
streichen; ebenso antworten Participants selten mit einer refuse-Nachricht, da  
ohnehin nur qualifizierte Diensterbringer kontaktiert werden. Damit liegt das 
gesamte Nachrichtenaufkommen in der Größenordnung 3 · m.  
Da der Initiator auf Antworten von allen Participants oder das Verstreichen der 
Deadline wartet, hat jeder Participant unmittelbaren Einfluss auf das Zeitverhalten 
des Protokolls und macht dieses schwer vorhersehbar. 
(6) Weder die FIPA noch die auf Seite 47 aufgeführten Agentensysteme – und darüber 
hinaus auch kein anderes, dem Autor bekanntes – sehen eine Zeitsynchronisation 
zwischen den einzelnen Knoten eines Agentensystems vor, die zwingende Voraus-
setzung für koordiniertes echtzeitfähiges Handeln wäre. Aus diesem Grund muss 
die Deadline zur Abgabe von Proposals im CNP großzügig bemessen werden, um 
die nachfolgenden Fehler im Protokollablauf zu verhindern. Dabei verfehlt sie aber 
ihren eigentlichen Wortsinn und kann vielmehr als „Timeout“ verstanden werden, 
der lediglich das Terminieren des Protokolls sicherstellt. 
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Participants könnten aufgrund einer falschen lokalen Zeit zu der Ansicht 
gelangen, die Deadline bereits verpasst zu haben und deshalb fälschlicher-
weise auf jegliche Antwort an den Initiator verzichten. 
Der Initiator könnte aufgrund einer falschen lokalen Zeit zu früh eine Aus-
wahl treffen und damit nicht alle Proposals berücksichtigen. Die Absender 
der unberücksichtigten Proposals würden keine reject-proposal-Nachricht 
erhalten und könnten gegebenenfalls reservierte Ressourcen nie freigeben. 
Von diesen Kritikpunkten sind (1), (2), (3) und (6) auch für die übrigen, bilateralen Proto-
kolle zutreffend. Allerdings sind auch die Punkte (4) und (5) von großer Bedeutung, da 
das CNP einen maßgeblichen Teil der dezentralen Entscheidungsprozesse in einem Agen-
tensystem abdeckt. Es existieren zwar noch weitere multilaterale Protokolle [BJW2004], 
die aber von der FIPA nicht oder nur experimentell spezifiziert sind und, besonders in der 
betrachteten Domäne, kaum Relevanz haben: Das Iterated CNP sieht beispielsweise die 
iterative Nachbesserung des ursprünglichen Call for Proposals vor, um auch die Angebote 
der beteiligten Participants zu verbessern. Die in einem Automatisierungssystem zu ver-
gebenden Aufgaben, wie etwa die Durchführung eines Produktionsschrittes, sind jedoch 
typischerweise klar umrissen und lassen kaum Spielraum für etwaige Variationen. Außer-
dem ist wegen der unbestimmten Anzahl von Iterationen diese Variante des CNP im 
Echtzeitkontext ohnehin ungeeignet. Gleiches gilt für Protokolle zur Preisbestimmung 
durch Marktmechanismen, wie das English oder Dutch Auction Interaction Protocol. Diese 
werden nur dann benötigt, wenn die beteiligten Akteure ihre Preisvorstellungen nicht 
offenlegen wollen und haben daher, zumindest im prozessnahen Bereich, keine Relevanz. 
In der Liste von Kritikpunkten explizit nicht aufgeführt ist die Verwendung der text-
basierten ACL beziehungsweise textbasierter Inhaltssprachen. Diese verursachen zwar bei 
der Verarbeitung und dem Versand erhöhten Rechenaufwand und Speicherplatz- bezie-
hungsweise Bandbreitenbedarf, allerdings bietet die menschenlesbare Darstellung auch 
Vorteile – beispielsweise bei der Fehlerdiagnose. Außerdem lassen sich die genannten 
Nachteile durch den Einsatz leistungsfähigerer Rechen- und Netzwerktechnik skalieren 
und stellen kein prinzipielles Hindernis für Echtzeitfähigkeit dar. Mit der ACL Message 
Representation in Bit-Efficient Encoding Specification [FIPAXC00069E] schlägt die FIPA 
selbst überdies zumindest ein kompaktes Transportformat vor und verlangt ACL ohnehin 
nur zur Kommunikation zwischen verschiedenen Agentenplattformen. Plattformintern ist 
eine effiziente anwendungsbezogene proprietäre Nachrichtencodierung erlaubt, wie sie 
von Plattformen wie Mobile-C, AMES oder der CPPS Agent Platform umgesetzt wird. 
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2.2.4 Darstellung von semantischem Wissen in Agentensystemen 
Der vorangegangene Abschnitt hat den Informationsaustausch zwischen Agenten zunächst 
auf syntaktischer Ebene beschrieben, wobei bereits mehrfach angedeutet wurde, dass auch 
die Interpretation der Nachrichteninhalte, also das Erschließen ihrer Semantik in Agenten-
systemen mit Herausforderungen verbunden ist. Grundsätzlich ist das Verstehen ausge-
tauschter Nachrichten in jedem verteilten System unabdingbar; der dafür notwendige Auf-
wand steigt jedoch mit der Komplexität der zu übermittelnden Informationen. In einer 
auf die Massenfertigung eines Produktes mit stets denselben n Produktionsschritten ausge-
legten Anlage wäre die Nummer 1...n des Produktionsschrittes eine hinreichende Beschrei-
bung der von einer Maschine geforderten Funktionalität. In einer flexiblen Anlage zur 
Fertigung wechselnder, teilweise bei der Erstinbetriebnahme noch unbekannter Produkte, 
ist eine vollständige semantische Beschreibung von Produktionsschritten und entsprechen-
den Maschinenfähigkeiten notwendig. In [VROM2009] wird ein solches Vorgehen für 
eine mit MAST (siehe Seite 54) realisierte Bespielanlage beschrieben, die dann ohne jeg-
liche Änderungen der Programmierung neue, semantisch beschriebene Produkte fertigen 
konnte. Um die mögliche Komplexität der benötigten semantischen Modelle anzudeuten, 
zitiert Anhang B die DIN 8580 [DIN8580] zur Einteilung von Fertigungsverfahren der 
Metallverarbeitung und benennt dabei allein 21 verschiedene Arten des Bohrens! Für jeden 
Produktionsschritt müssen neben dem Verfahren auch benötigte Parameter spezifiziert 
werden können – beispielsweise die Koordinaten von Bohrlöchern, Winkel, Tiefe, Durch-
messer, Material, Drehzahl und Vorschub. Ebenso müssen Zusammenhänge zwischen 
Produktionsschritten, wie mögliche Reihenfolgen und notwendige Wartezeiten, darstell-
bar sein. Für Maschinen ist die Angabe von unterstützen Fertigungsverfahren, zulässigen 
Parameterräumen und unterstützten Formaten für die Parameterübergabe (zum Beispiel 
G-Code gemäß DIN 66025 / ISO 6983) notwendig. Wenn auch die Struktur einer Fer-
tigungsanlage flexibilisiert werden soll, müssen zusätzlich die Verbindungswege zwischen 
Maschinen beschrieben werden können. 
Um derartigen Anforderungen zu begegnen, wurden in der Forschung zu Agentensyste-
men Anleihen bei sogenannten Semantic Web Services [LD2006] genommen [LMV2013]. 
Während im Kern passive, zustandslose Web-Services dem Konzept proaktiver Agenten 
mit innerem Zustand bei der Realisierung komplexer Funktionalität unterlegen sind, 
besteht auch bei ihnen die Anforderung zur semantischen Beschreibung von erbringbarer 
beziehungsweise benötigter Funktionalität, und es haben sich bereits geeignete Standards 
und ein Ökosystem entsprechender Sprachen und Werkzeuge51 etabliert. Als geeignete 
                                                 
51 Siehe http://www.w3.org/wiki/Ontology_editors 
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Modellform für die Spezifikation formalen Wissens haben sich sogenannte Ontologien 
[UG1996] bewährt; für deren Beschreibung eignet sich die XML-basierte Web Ontology 
Language (OWL), die sich durch eine vom World Wide Web Consortium (W3C) standar-
disierte Syntax [W3C2012a] und Semantik [W3C2012b] auszeichnet. Mit Ontologien 
können zunächst verschiedene Objektklassen, ihre Attribute und deren Wertebereiche 
sowie Relationen der Klassen zueinander spezifiziert werden – also das zur Verfügung 
stehende Vokabular sowie generelle Zusammenhänge einer Domäne. In OWL wird dieser 
Teil als T-Box (terminological box) bezeichnet. Darüber hinaus wird im als Wissensbasis 
bezeichneten Teil einer Ontologie Faktenwissen über konkrete Objektinstanzen hinter-
legt; OWL nennt diesen Teil A-Box (assertion box). An dieser Stelle sei schon einmal auf 
ein Beispiel in Abbildung 2-16 hingewiesen, die im weiteren Verlauf dieses Absatzes noch 
genauer erläutert wird. 
Die – experimentelle – FIPA Ontology Service Specification [FIPAXC00086D] greift die 
genannten Konzepte auf und beschreibt die Verwendung von Ontologien zur Darstellung 
von Domänen- und Instanzwissen in Agentensystemen. Zur Übermittlung von Ontologie-
basiertem Wissen zwischen Agenten eignet sich die ACL, die, wie zuvor beschrieben, für 
den eigentlichen Nachrichteninhalt beliebige textuelle Inhaltssprachen zulässt. Dafür wur-
den das XML-basierte Resource Description Framework (RDF) der W3C [FIPAXC00011B] 
und das Knowledge Interchange Format (KIF) [FIPAXC00010B] als Inhaltssprachen von 
der FIPA spezifiziert, wobei heute vor allem Ersteres von Bedeutung ist und für die effizi-
ente Wissensspeicherung in Form von Subjekt-Prädikat-Objekt-Tripeln benutzt wird. Als 
Sprache zur Formulierung von Anfragen an eine Ontologie-basierte Wissensbasis hat sich 
mittlerweile die SPARQL Protocol And RDF Query Language [W3C2013] etabliert, die 
zwar von der mittlerweile weitestgehend inaktiven FIPA nicht mehr als Standard aufge-
nommen wurde, aber dennoch in Verbindung mit der ACL genutzt werden kann. 
[OVM2010] gibt einen Überblick über eine Reihe von Ontologien, die auf Grundlage der 
genannten Technologien für die Domäne Fabrikautomation entstanden sind. Nennens-
wert sind dabei insbesondere O³NEIDA [VCML2005], MASON [LSDS2006] und Auto-
mation Objects [OJML2006], die allgemeingültige Zusammenhänge der Domäne anwen-
dungsübergreifend modellieren. Inspiriert von diesen Ansätzen beschreibt [OVM2010] je 
eine Ontologie für Bestellungen, Produktionspläne und Materialfluss, die wiederum in 
einer übergreifenden modularen Ontologie zu einem Gesamtmodell mit wohldefinierten 
Anknüpfungspunkten für anwendungsspezifische Erweiterungen vereint werden.  
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In der Abbildung 2-16 wurde die Materialfluss-Ontologie aufgegriffen und vereinfacht, 
um den Aufbau Ontologie-basierter Modelle zu veranschaulichen. Die Abbildung orien-
tiert sich an der gängigen Praxis für die Visualisierung von Ontologien und stellt Klassen 
mit eckigem und Attribute mit abgerundetem Rahmen dar. Die Pfeile zwischen diesen 
Entitäten sind mit Begriffen des Resource Description Framework Schemas (RDFS) anno-
tiert. Da Attribute zunächst losgelöst von Klassen definiert werden, müssen domain-Pfeile 
den Bezug zu Klassen herstellen, die dieses Attribut besitzen. Die range-Pfeile legen den 
Datentyp für ein Attribut fest. Mit subClassOf werden Vererbungsbeziehungen zwischen 
Klassen gekennzeichnet und type verweist auf die Klasse einer Objektinstanz. Die darge-
stellte Ontologie spezifiziert in der T-Box eine Modellstruktur, bei der Produktionsanlagen 
als Netz aus Knoten (TransportationNode, wahlweise Storage oder Machine) und Kanten 
(TransportationEdge, wahlweise Conveyor oder Turntable) abgebildet werden. Die genann-
ten Knoten- und Kanten-Typen sind jeweils Equipments und formen im Verbund eine 
Abbildung 2-16:  Vereinfachte Materialfluss-Ontologie 
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Workstation. In der A-Box wird angegeben, dass ConveyorBelt12 eine Instanz der Klasse 
Conveyor ist und in Verbindung zu DrillingMachine2 vom Typ Machine steht. Ebenso ist 
Storage2 als Instanz der Klasse Storage mit ConveyorBelt12 verbunden.  
In einem Agentensystem zur Fertigungsautomation müssen nun aus einer solchen Wis-
sensbasis Aussagen, beispielsweise über die Eignung einer Maschine für einen bestimmten 
Produktionsschritt oder die Existenz eines Transportweges zwischen zwei Maschinen, ab-
geleitet werden. Dazu werden sogenannte Inferenzmaschinen (englisch: inference engine, 
reasoner) zum logischen Schließen anhand von Regeln und Fakten der Wissensbasis benö-
tigt [SK2010]. Beispielsweise könnte in Bezug auf die in Abbildung 2-16 dargestellte 
Wissensbasis die hypothetische Fragestellung „Gibt es einen Transportweg zwischen 
Storage2 und DrillingMachine2?“ nur durch Inferenz aus den nachfolgend als RDF-Tripel 
dargestellten Fakten 
(Storage2; connectedToEdge; ConveyorBelt12) und  
(ConveyorBelt12; connectedToNode; DrillingMachine2)  
beantwortet werden.  
Im Hinblick auf die in Abschnitt 2.1.6 formulierten Anforderungen zukünftiger CPPS 
lässt sich sagen, dass Anlagen von Ontologien noch feingliedriger bis auf das Niveau einzel-
ner mechatronischer Komponenten beschrieben werden müssten, wobei dazu an existie-
rende Vorarbeiten, etwa zur Beschreibung von Sensoren [CBB+2012], angeknüpft werden 
könnte. Kritischer ist allerdings die Inferenz selbst, die nach aktuellem Stand der Technik 
mit den in Abschnitt 2.1.6 genannten Echtzeitanforderungen unvereinbar ist. Zum einen 
weisen Inferenzalgorithmen eine hohe Zeitkomplexität auf [GPS2012], zum anderen 
können ihre Laufzeiten schon nach vermeintlich unwesentlichen Änderungen an einer 
Ontologie schwer vorhersehbar schwanken [KPK+2014]. Selbst moderne Ansätze, die zur 
Beschleunigung der eigentlichen Inferenz im Voraus implizites Wissen aus einer Ontologie 
ableiten und als zusätzliche Fakten abspeichern [RMF2013], erreichen nicht die benötig-
ten Antwortzeiten und disqualifizieren sich ferner durch ihren entsprechend höheren Spei-
cherbedarf für den Einsatz in ressourcenbeschränkten Knoten eines CPPS.  
Die im letzten Abschnitt begonnene Liste von Nachteilen etablierter Kommunikations-
prinzipien in Agentensystemen muss also um folgenden Punkt ergänzt werden: 
(7) Die etablierten Konzepte zur Darstellung von Semantik sind aufgrund der hohen 
Laufzeit und Komplexität der benötigten Inferenzmaschinen im Hinblick auf pro-
zessnahe Echtzeitanforderungen ungeeignet. 
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2.2.5 Echtzeitfähige Agenten 
Ungeachtet der zuvor dargestellten Hindernisse sind in der Literatur eine Reihe agenten-
basierter Ansätze beschrieben, die sich dem Thema Echtzeit widmen. Dabei muss jedoch 
auf eine zum Teil unterschiedliche Auslegung des Echtzeitbegriffs hingewiesen werden. In 
[MLSR+2012] ist im Kontext einer Supply-Chain-Management-Lösung beispielsweise 
mit Echtzeit die Berücksichtigung aktueller Warenein- und Ausgänge und die darauf auf-
bauende Möglichkeit zur Umplanung anstehender Lieferaufträge gemeint, ohne dass dabei 
konkret benannte Zeitschranken einzuhalten sind. Andere in der KI-Forschung verwurzel-
te Arbeiten, wie [HLVW2006], [VAL2010], beschäftigen sich mit Agenten, die ausgehend 
von bestimmten Zielvorgaben zur Ausarbeitung komplexer Handlungspläne aus einem 
Vorrat zeitbehafteter Aktionen in der Lage sind. Je nach Zeitbudget können sie bei der 
Wahl auszuführender Aktionen Zeit gegen Kosten oder Qualität abwägen. Die Planerstel-
lung selbst wird dabei explizit als nicht echtzeitfähig ausgewiesen. Ebenso können sich 
Pläne und Ziele unter bestimmten zeitlichen Vorgaben zur Laufzeit als nicht realisierbar 
erweisen und werden dann nicht weiter verfolgt. Interaktionen zwischen Agenten sehen 
die genannten Ansätze nicht oder nur als eine der möglichen Aktionen vor, denen eine 
feste Ausführungszeit zugeordnet ist.  
Ähnlich verhält es sich in [CDFWN+2001]. Hier verfügt jeder Agent über fertige Pläne, 
sogenannte Execution Strategies, die jeweils unterschiedliche Laufzeiten aufweisen und 
unterschiedliche Qualitäten bei der Zielerfüllung erreichen. Wenn sich ein hochpriores 
Ziel seiner Deadline nähert, kann dem zugehörigen Plan durch Qualitätsminderung bei 
anderen Zielen zusätzliche Rechenzeit zur Verfügung gestellt werden. Kommunikation 
wird im Rahmen der Pläne mit einer konstanten Ausführungszeit berücksichtigt, die als 
Quality-of-Service-Forderung (QoS) an die verwendete RT-CORBA-Middleware, eine 
echtzeitfähige CORBA-Variante [SK2000], weitergeben wird. Dabei bleiben allerdings 
Verzögerungen auf Seite des Kommunikationspartners unberücksichtigt, genauso wie 
QoS-Forderungen anderer Agenten, die in ihrer Gesamtheit gegebenenfalls nicht mehr 
erfüllbar sind.  
[GD1996] sowie die SIMBA-Architektur von Botti et al. [JCR+2002] teilen Agenten in 
einen Reflex-Teil, der echtzeitfähig reagieren, aber nicht kommunizieren kann, und einen 
deliberativen Teil, der durch Interaktion mit anderen Agenten die Entscheidungen des 
Reflex-Teils gegebenenfalls verbessern kann, dessen vollständige Ausführung allerdings 
nicht garantiert ist. Das Besondere am Ansatz von Botti et al. ist, dass in [GFTBC1997] 
eine Methode zur analytischen Nachweisführung für die echtzeitgerechte Einplanbarkeit 
(englisch: schedulability) der Reflex-Teile aller Agenten beschrieben wird (vergleichbar mit 
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der in Abschnitt 3.3), die bei positivem Ergebnis – und eine korrekte Implementierung 
der Plattform vorausgesetzt – die harte Echtzeitfähigkeit der Reflex-Teile garantiert. 
Ähnliche Garantien die Interaktion von Agenten betreffend können aber auch hier nicht 
abgegeben werden. 
Einige Ansätze mit stärkerem Bezug zur Fabrikautomation setzen auf industrieüblichen 
SPSen nach IEC 61131 oder prototypischen Umgebungen nach IEC 61499 auf und ver-
suchen Agententechnologie auf prozessnaher Ebene umzusetzen. In [TNDK2006] wird 
ein Monitoring-Agent in eine SPS transferiert, der dort regelbasiert, beispielsweise beim 
Auftreten zuvor definierter Trigger-Signale, SPS-Variablen zyklusgenau aufzeichnen kann. 
Dieser Agent arbeitet selbst zwar echtzeitfähig – sein Einfluss auf die SPS-Zykluszeit wird 
in der Arbeit genau untersucht – speichert aber die aufgezeichneten Signalverläufe zu-
nächst direkt in der SPS, von wo sie asynchron von einem angeschlossenen PC ausgelesen 
werden. Dabei ist wiederum die einzige Echtzeitanforderung, einen Pufferüberlauf inner-
halb der SPS zu verhindern, der allerdings, je nach Datenumfang, in der Regel erst nach 
mehreren Sekunden auftritt. Hanisch et al. beschreiben in [KMLH2011], [KH2011] eine 
Architektur, die sich der Rekonfiguration einer auf Basis der IEC 61499 realisierten Labor-
anlage widmet. Dabei schaltet ein einziger Rekonfigurationsagent die aus bekannten 
(Software-)Komponenten bestehende statische Anlage abhängig von Ihrer Auslastung 
echtzeitfähig in einen von drei vordefinierten Betriebsmodi. Eine echtzeitfähige Kommu-
nikation mit anderen Agenten findet nicht statt, geschweige denn die Interaktion mit 
neuen, zuvor von einem Verzeichnisdienst abgefragten Agenten. Der Ansatz weißt außer-
dem eine starke Abhängigkeit zwischen dem Rekonfigurationsagenten und den übrigen 
Softwarebausteinen auf, die ohne semantische Zwischenschicht miteinander gekoppelt 
sind und deshalb bei Softwareänderungen stets aneinander angepasst werden müssen, um 
Fehlabläufe zu vermeiden. 
Ein sehr umfassender Ansatz wurde von Schütz et al. entwickelt. [WSVH2013] beschreibt 
zunächst eine Anlage, die ein Holzfaser-Leim-Gemisch unter Wärmeeinfluss zu MDF-, 
OSB- oder Spanplatten verpresst. Dazu sind in einem engen Raster Heizplatten, Hydrau-
likzylinder mit integrierter Druckmessung sowie Sensoren zu Messung der Plattendicke 
verbaut, die jeweils von Agenten ausgelesen beziehungsweise angesteuert werden. Durch 
die hohe sensorische und aktuatorische Redundanz können Agenten, die anhand unplau-
sibler Messwerte einen Sensorausfall detektieren, ihren Messwert aus den Werten der 
Nachbaragenten mitteln. Anlog kann ein ausgefallener Hydraulikzylinder durch erhöhten 
Druck der Nachbarzylinder kompensiert werden. Die in einer IEC-61131-3-Sprache 
realisierten Agenten verfügen dazu jeweils über ein einheitlich realisiertes Postfach, über 
das sie im beschriebenen Szenario mit den in Bezug auf die mechanische Struktur direkt 
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benachbarten Agenten kommunizieren. Da jeweils große Abschnitte der Hydraulikpresse 
von einer SPS automatisiert werden, findet diese Kommunikation lokal statt und kann 
echtzeitfähig mit einem Versatz von einem SPS-Zyklus abgewickelt werden. Inwieweit 
Agenten am Rand des Zuständigkeitsbereiches ihrer SPS mit den für die benachbarten 
Sensoren und Aktoren zuständigen Agenten in der nächsten SPS kommunizieren können, 
wird zunächst offen gelassen. In [USVH2013] wird aber, losgelöst vom Anwendungsfall 
Hydraulikpresse, eine Weiterentwicklung der Architektur beschrieben, welche den echt-
zeitfähigen Nachrichtenaustausch auch zwischen Agenten erlaubt, die auf unterschied-
lichen SPSen ablaufen. Dazu werden mithilfe von TwinCAT-Netzwerkvariablen52 Verbin-
dungen mit fest vorgegebener Bandbreite zwischen einzelnen SPSen vorgesehen, die für 
Echtzeitkommunikation genutzt werden können. Dafür muss jedoch zunächst ein Kanal 
aufgebaut werden, der einen Teil dieser Bandbreite reserviert und zwei Agenten paarweise 
verbindet. Die Suche nach einem geeigneten Kommunikationspartner und der Aufbau des 
Kanals erfolgt über klassische, nicht echtzeitfähige Mechanismen. Trotzdem beschreiben 
Schütz et al. damit den bis dato weitreichendsten Ansatz für den prozessnahen, echtzeit-
fähigen Einsatz von Agententechnologie, zugeschnitten auf derzeit markt- und feldübliche 
Automatisierungshardware. Darüber hinaus wird auf die Entwurfsmethodik sowie auf 
Konzepte zur Integration mit übergeordneten, nicht echtzeitfähigen Agentensystemen 
eingegangen. Allerdings wird durch das Kanalkonzept die Kommunikation derart einge-
schränkt, dass Kommunikationsabläufe wie das CNP mit Ansprechpartnern, die zunächst 
vermittelt werden müssen, nicht vollständig in Echtzeit realisiert werden können. Ferner 
ist nicht abgesichert, dass die zur Verfügung stehende Netzwerkbandbreite für alle zur 
Laufzeit benötigten Kommunikationskanäle reichen wird. Ebenso müsste für ein hart 
echtzeitfähiges Gesamtsystem betrachtet werden, ob sämtliche Agenten ihre Nachrichten 
– auch die lokal zugestellten – stets innerhalb der geforderten Zeitintervalle abarbeiten 
können, oder ob eventuell unerwünscht große SPS-Zykluszeiten beziehungsweise Über-
läufe einzelner Postfächer provoziert werden. Offen ist außerdem, wie gut der Ansatz bei 
einem Wandel der Automatisierungsstruktur von einem Netzwerk weniger, monolithi-
scher SPSen hin zu feingranular vernetzten mechatronische Komponenten – jeweils mit 
eigener Steuerungsintelligenz – skalieren würde. 
[KN2013] beschreibt ein Agentensystem, das mit Hilfe der Real-Time Specification for Java 
(RTSJ) (siehe Abschnitt 2.3) realisiert wurde und damit auf den ersten Blick Ähnlichkeiten 
mit dem in dieser Arbeit entwickelten Ansatz aufweist. Allerdings wurde dabei eine nur 
                                                 
52 TwinCAT-Netzwerkvariablen erlauben über den Echtzeit-Ethernet-Feldbus TwinCAT den Austausch 
von Daten nach dem Publish/Subscribe-Prinzip, also mit einem Schreiber und mehreren potentiellen Lesern 
[BAG2010]. 
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leicht angepasste JADE-Plattform eingesetzt und das Ziel von Echtzeitfähigkeit nach eige-
ner Einschätzung verfehlt. Die Kommunikation zwischen Agenten wurde gar nicht näher 
betrachtet. 
Abschließend soll an dieser Stelle noch eine Arbeit erwähnt werden, die zwar selbst das 
Thema Echtzeit nicht adressiert, aber trotzdem einen unmittelbaren Bezug dazu hat. In 
[HH2014] wird ein Hydraulikzylinder als mechatronische Komponente beschrieben, die 
nicht wie heute üblich über externe Software und eine zentrale Ventilinsel betrieben wird, 
sondern sämtliche Sensoren und Ventile sowie die direkt zur Ansteuerung notwendige 
Software integriert und nach außen als Agent nur abstrakte Funktionalität in Form des 
Befehls GoToPosition bereitstellt. Die Arbeit ist zunächst nur als Proof of Concept gedacht, 
verweist aber für die Umsetzung in der industriellen Praxis explizit auf die Notwendigkeit 
echtzeitfähiger Agentensysteme. Dies gilt umso mehr, wenn man die Übertragung des 
Konzeptes auf andere Komponenten – beispielsweise elektrische Linearantriebe – erwägt, 
die in der Praxis noch eher für echtzeitkritische Positionieraufgaben verwendet werden. In 
Abschnitt 2.1.6 wurde ein derartiges Szenario bereits als Beispiel beschrieben.  
2.2.6 Zwischenfazit 
In den vorangegangenen Anschnitten wurden wesentliche Aspekte des Agentenparadigmas 
diskutiert und verschiedene Vorteile des Ansatzes für zukünftige, als CPPS ausgelegte 
Automatisierungssysteme herausgearbeitet. Zunächst lässt sich Folgendes festhalten: 
These 5: Der Agentenansatz zeichnet sich durch eine sehr gute strukturelle Pass-
fähigkeit zu CPPS aus. Gemessen an der in dieser Arbeit zugrunde gelegten Defini-
tion stellen Systeme aus untereinander vernetzten cyber-physischen Entitäten per se 
ein Agentensystem dar.  
Diese Passfähigkeit wird von das Tatsache unterstrichen, dass agentenbasiert gesteuerte 
Produktionsanlagen genau jene Eigenschaften aufweisen, die mit der Durchsetzung des 
CPPS-Paradigmas anstrebt werden: Hohe Robustheit und Flexibilität. So variiert zum 
Beispiel durch ausgefallene beziehungsweise neu hinzugefügte Maschinen lediglich die 
Zahl der Kommunikationsteilnehmer bei der mithilfe des Contract Net Protocols reali-
sierten Auftragsvergabe (siehe Abschnitt 2.2.2), die folglich automatisch neue Situationen 
berücksichtigen und damit ohne Softwareänderungen feingranular skalieren kann, solange 
für alle Produktionsschritte geeignete Maschinen zur Verfügung stehen. Überdies wird bei 
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der Auftragsvergabe der aktuelle Belegungszustand aller Maschinen unmittelbar berück-
sichtigt, sodass sich gerade bei schwer abschätzbaren, stark variierenden Bearbeitungszeiten 
Vorteile gegenüber einer zentralen Planungsinstanz ergeben. Die enge Integration seman-
tischer Beschreibungsmittel (siehe Abschnitt 2.2.4) erlaubt ferner – ebenfalls ohne Anpas-
sungen am Code – die Variation von Produkten und entsprechenden Maschinenfertig-
keiten innerhalb des von der verwendeten Ontologie aufgespannten Sprachraumes. Die 
angestellten Betrachtungen haben aber auch eines deutlich gemacht: 
Anforderung 5: Robustheit und Flexibilität agentenbasierter Lösungen beruhen  
zu großen Teilen auf komplexen Interaktionsprotokollen und der engen Integration 
semantischen Wissens. Ein Ansatz zur Realisierung von CPPS muss also beides vor-
sehen. 
Allerdings haben agentenbasierte Ansätze bisher nur auf den oberen Ebenen der Automati-
sierungspyramide Fuß fassen können, wodurch große Potentiale der Technologie bisher 
ungenutzt bleiben. Modularisierung und lose Kopplung zwischen Komponenten, beides 
charakteristische Merkmale von Agentensystemen, werden in der Softwaretechnologie als 
Schlüssel für flexible und wartungsfreundliche Systeme verstanden und könnten im Auto-
matisierungskontext auch Änderungen an Anlagen und Steuerungssoftware vereinfachen. 
Da solche Änderungen, etwa bei der Umstellung der gefertigten Produktpalette eher die 
Auslegung einzelner Maschinen denn den grundsätzlichen Fertigungsablauf betreffen, 
währen Komponenten- und mithin Agentenorientierung auf prozessnaher Ebene beson-
ders wertvoll. Entsprechend lässt sich folgende ese formulieren: 
ese 6: Komponentenorientierung, also die Auslegung einer Fertigungsanlage als 
CPPS, und damit laut ese 5 als Agentensystem, ist auf allen Automatisierungs-
ebenen nutzbringend. 
Ein wesentliches Hemmnis für den prozessnahen Einsatz von Agenten sind die dort be-
stehenden harten Echtzeitanforderungen, denn die vorangegangenen Betrachtungen zu 
Agentensystemen haben auch Folgendes gezeigt: 
ese 7: Existierende Ansätze zur Realisierung von Agentensystemen erlauben auf-
grund komplexer Mechanismen bei der Kommunikation und Wissensverarbeitung 
die Berücksichtigung von harten Echtzeitbedingungen nicht, oder nur durch funk-
tionale Abstriche bei der Kommunikation. 
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Die aus diesem Grund bisher übliche Zweiteilung zwischen übergeordneter, agenten-
basierter Steuerungsfunktionalität und Echtzeitsteuerung – also HLC und LLC – (siehe 
Abschnitt 2.2.2) hat verschiedene Nachteile, etwa die Notwendigkeit verschiedener Spra-
chen und oft getrennter Entwicklungswerkzeuge, das Risiko von Konsistenzproblemen 
durch die getrennte Pflege zweier Softwareprojekte sowie die monolithische Architektur 
etablierter industrieller Steuerungsplattformen (siehe Abschnitt 2.1.2). Die trotz des ein-
fach angelegten Beispielszenarios hohe Komplexität des in Abschnitt 2.2.5 vorgestellten 
Ansatzes von Hanisch et al. lässt darüber hinaus ahnen, dass die agentengetriebene Rekon-
figuration von Echtzeitsoftware durch die Zweiteilung sehr fehleranfällig und praktisch 
nur schwer umsetzbar ist. Deshalb wird hier postuliert: 
Anforderung 6: Der zur Realisierung eines CPPS gewählte technische Ansatz sollte 
möglichst durchgängig für alle in dem System bestehenden Automatisierungsauf-
gaben einsetzbar sein und dabei die Anforderungen 1 bis 5 erfüllen. 
Diese ese steht allerdings in Konflikt mit der zuvor formulierten ese 7, welche das 
beschränkte Vermögen bestehender Agentensysteme zur Erbringung echtzeitfähiger Reak-
tionen ausdrückt. Aus diesem Grund werden in der Fachliteratur Methodik und Technik 
zum Umgang mit Echtzeitanforderungen als wichtige Forschungsgegenstände eingestuft 
[B2007], [LMV2013]. Die zentrale Forschungsfrage dieser Arbeit lautet deshalb wie folgt: 
Forschungsfrage: Wie muss ein Agentensystem konzipiert werden, um alle der vor-
genannten Anforderungen 1 bis 6 zu erfüllen und damit auch das echtzeitfähige 
Reagieren und Interagieren von Agenten zu ermöglichen? 
Bevor diese Frage in Abschnitt 2.4 weiter untersetzt wird, soll zunächst noch einmal 
genauer auf Anforderung 6 eingegangen werden, die auf das breite Aufgabenspektrum 
eines in einem CPPS eingesetzten Agentensystems hinweist. Gerade diese Vielfalt an Auf-
gaben war schon in Abschnitt 2.1.6 der Grund, mit Anforderung 4 (siehe Seite 43) sowohl 
Mittel für den Umfang mit komplexen Daten als auch Zugang zu einem breiten Spektrum 
von IKT-Technologien zu fordern. Da beides in den Sprachen der IEC 61131-3 nur 
schwer realisierbar ist, wird in den folgenden Abschnitten der Möglichkeit der Verwen-
dung von (Echtzeit-)Java als Implementierungsgrundlage geprüft. 
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2.3 Java in der Automatisierung 
2.3.1 Vorteile von Java für die Automatisierung 
Wie zuvor bereits angemerkt, erscheint der Einsatz von Java in zukünftigen Automati-
sierungssystemen aus verschiedenen Gründen vorteilhaft: Als etablierte objektorientierte 
Hochsprache bietet Java neben Vorteilen wie der guten Strukturier-, Wart- und Wieder-
verwendbarkeit von Programmcode und der hohen Effizienz bei der Programmierung –
die allesamt durch die in Abschnitt 2.1.3 beschriebenen objektorientierten Erweiterungen 
auch für die IEC 61131 erschlossen werden sollen – zusätzlich ausgereifte Werkzeugunter-
stützung, eine große Community [TSB2015] und eine sehr gute Ausbildungslage. Die 
umfangreiche Standardbibliothek sowie eine Fülle weiterer Bibliotheken vereinfachen viele 
in der Automatisierungstechnik zunehmend relevante Aufgabenstellungen wie etwa die 
Programmierung von Benutzeroberflächen, die Nutzung von Internet-Technologien oder 
den Zugriff auf Datenbanken. Ferner ermöglicht das Konzept eines einheitlichen Byte-
Codes, der auf der Zielplattform von einer Virtuellen Maschine (VM) interpretiert wird, 
die einheitliche Programmierung heterogener Systeme und ist im Kontext von Agen-
tensystemen zusammen mit der Möglichkeit zum dynamischen Nachladen von Klassen 
Grundvoraussetzung für die Realisierbarkeit von mobilen Agenten. Der Nutzen von kom-
plexen Datenstrukturen und dynamisch verwaltetem Speicher, besonders für daten- und 
wissenslastige Anwendungen wie den Betrieb eines CPPS, wurde bereits in Abschnitt 2.1.6 
dargelegt; bei der Umsetzung dieser Funktionalität hebt sich Java gegenüber Sprachen wie 
C oder C++ durch Merkmale wie Typsicherheit, Verwendung von Objektreferenzen mit 
impliziter Null-Prüfung statt Speicher-Zeigern (englisch: pointer), Verzicht auf Zeiger-
Arithmetik, Überwachung von Feldgrenzen (englisch: array bounds) zur Laufzeit und die 
automatische Speicherbereinigung (englisch: Garbage Collection) ab [VH1997]. Diese 
Sprachfeatures, genau wie die durch das Exception-Konzept forcierte konsequente Be-
handlung von Ausnahmesituationen sowie die Ausführung in einer isolierten Umgebung 
(Sandbox), eliminieren potentielle Fehlerquellen und erhöhen die Robustheit von Java-
Programmen, was gerade im Zusammenhang mit Automatisierungssoftware einen erheb-
lichen Mehrwert bedeutet. 
Die Einflüsse der genannten Merkmale auf die Performance von Java-Programmen sind 
für eine umfassende Betrachtung im Rahmen dieser Arbeit zu facettenreich. Zudem ist die 
Wichtung zwischen dem offensichtlichen Laufzeitaufwand zur Umsetzung der genannten 
Sprachfeatures und Vorteilen wie der guten automatischen Optimierbarkeit von Java-
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Code und dem effizienten und cachefreundlichen Speicherallokationsmechanismus stark 
anwendungsabhängig, sodass für die weiterführende Betrachtung auf [LN2004] verwiesen 
wird. Als Quintessenz lässt sich formulieren, dass Java-Programme in der Regel zwar etwas 
langsamer ausgeführt werden und einen größeren Speicherbedarf aufweisen als beispiels-
weise in C++ geschriebene Programme, beides unterscheidet sich aber nicht um Größen-
ordnungen, und neuere Java-Versionen haben in dieser Hinsicht beständig Fortschritte 
gemacht [SMI2005], [SMI2007a]. Daher überwiegen auf den ersten Blick die genannten 
Vorteile, besonders im Licht zunehmender Softwarekomplexität und der beständig fort-
schreitenden Entwicklung hin zu immer leistungsfähigeren Systems-on-Chip (SoC), also 
Ein-Chip-Rechnern, die sich auch für die Nutzung in CPPS eignen.  
2.3.2 Java für Echtzeitanwendungen 
Die im letzten Abschnitt hinsichtlich der Performance von Java-Programmen getroffenen 
Aussagen lassen allerdings den Aspekt Echtzeitfähigkeit außen vor, der in Automatisie-
rungssystemen bei der Interaktion mit dem Prozess und prozessnaher Automatisierungs-
hardware von großer Bedeutung ist (siehe Abschnitte 2.1.1 und 2.1.6). In der Tat sind 
einige der vorgenannten Features von Java in dieser Hinsicht zunächst problematisch: 
Bei der sogenannten Just-in-Time (JIT) -Kompilierung werden von der Virtuellen 
Maschine zur Laufzeit Teile des sonst interpretierten Java-Byte-Codes in nativen 
Maschinencode der Zielplattform übersetzt. Dies ermöglicht im Anschluss eine 
signifikant schnellere Ausführung des entsprechenden Codeabschnitts, bedeutet 
zunächst jedoch eine Verzögerung, die bei der Abschätzung der maximalen Code-
laufzeit (englisch: Worst Case Execution Time, WCET) schwer zu berücksichtigen 
ist und damit auch die Abschätzung der maximalen Reaktionszeit beim Auftreten 
zeitkritischer Ereignisse wesentlich verkompliziert.  
Die HotSpot-Kompilierung ist eine Weiterentwicklung der JIT-Technologie, bei 
der zunächst die Ausführung des Byte-Codes beobachtet und dieser anschließend 
punktuell an performancekritischen Stellen in Maschinencode übersetzt wird. Das 
beobachtete Ausführungsverhalten kann dabei für Optimierungen genutzt werden 
[SMI2007b], die bei der klassischen Ahead-of-Time-Kompilierung nicht möglich 
wären. Während diese Technologie einen signifikanten Beitrag zur guten (mittle-
ren) Performance von Java-Programmen leistet, ist sie im Hinblick auf die WCET 
unwirksam. 
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Viele Java-VMs laden den Byte-Code von Klassen erst bei ihrer ersten Verwendung 
und überprüfen ihn dabei zunächst. Dadurch wird die Bestimmung der WCET 
zusätzlich verkompliziert. 
Das in Java umgesetzte, Zeitscheiben-basierte Scheduling von Threads – also die 
Strategie zur Zuteilung des Prozessors – ist unzureichend spezifiziert53 und für 
Echtzeitaufgaben ohnehin ungeeignet: Threads, die die echtzeitkritische Reaktion 
auf Ereignisse bearbeiten, sollten nicht nach Ablauf ihrer Zeitscheibe unterbrochen 
werden. Echtzeitanwendungen erfordern feingranulare Kontrolle über das Sched-
uling und die strikte Einhaltung eines deterministischen Regelwerks.  
Der Garbage Collector einer Java-VM scannt im Hintergrund nach nicht mehr vom 
Programm referenzierten Objekten und gibt automatisch den zugehörigen Spei-
cher frei. Damit wird in Java der Komfort und die effektive Speichernutzung von 
dynamisch verwaltetem Speicher geboten, gleichzeitig aber das Risiko sogenannter 
Speicherlecks (englisch: memory leaks) minimiert. Dieser Begriff bezeichnet nicht 
mehr verwendete, aber versehentlich trotzdem nicht freigegebene Speicherberei-
che, die den freien Speicher kontinuierlich aufzehren und gerade für (Automati-
sierungs-)Anwendungen im Dauerbetrieb kritisch sind. Typischerweise muss der 
Garbage Collector allerdings in bestimmen Phasen seiner Tätigkeit den Zustand 
des Heaps – also des dynamisch verwalteten Speichers – einfrieren und damit die 
laufende Anwendung unterbrechen. Diese Unterbrechungen sind für die Anwen-
dung selbst nicht vorhersehbar und können in der Größenordnung mehrerer 
Sekunden liegen, wie die Messungen in [LMP2008] verdeutlichen, und sind dem-
nach für eine echtzeitkritisch Automatisierungsanwendung nicht hinnehmbar. 
Abseits von zeitlichen Anforderungen für die Interaktion mit dem Prozess ist auch 
der Zugriff auf externe Hardware an sich problematisch, da Java mit Blick auf 
Plattformunabhängigkeit und Portabilität den Umgang mit Peripherie nur sehr 
eingeschränkt erlaubt. 
  
                                                 
53 Aus [SMI2000], S. 445: „Every thread has a priority. When there is competition for processing resources, 
threads with higher priority are generally executed in preference to threads with lower priority. Such 
preference is not, however, a guarantee that the highest priority thread will always be running, and thread 
priorities cannot be used to reliably implement mutual exclusion.“ 
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Deshalb wurde im Rahmen des ersten Java Specification Requests – JSR 1 – die Real-Time 
Specification for Java (RTSJ) [RTSJ2006] entwickelt, die die meisten der genannten Punkte 
adressiert: 
Von der in der RTSJ eingeführten Klasse NoHeapRealtimeThread abgeleitete 
Threads besitzen eine höhere Priorität als der Garbage Collector, können diesen 
also im Bedarfsfall unterbrechen, selbst aber nicht von ihm unterbrochen werden. 
Im Gegenzug können sie auf keinerlei Objekte auf dem automatisch verwalteten 
Heap zugreifen. Stattdessen stehen ImmortalMemory, also während der gesamten 
Programmlaufzeit statisch allokierter Speicher, und ScopedMemory, also während 
der Ausführungszeit eines Code-Blockes allokierter Speicher, zur Verfügung. 
Die RTSJ sieht einen prioritätsbasierten Scheduler nach dem FIFO-Prinzip (first 
in – first out) mit mindestens 28 Prioritätsstufen für Echtzeit-Threads sowie 
Mechanismen zur Vermeidung von Prioritätsinversion (siehe Abschnitt 3.2) vor 
und erlaubt ferner die Erweiterung um zusätzliche, anwendungsspezifische Sched-
uling-Algorithmen. Über das Interface Schedulable kann das Scheduling thread-
granular parametriert werden. 
Zur Interaktion mit Hardware sieht die RTSJ zum einen die Klasse RawMemory-
Access vor, mit der direkt auf beliebige Adressen im Hauptspeicher und damit 
auch auf dort eingeblendete Register (englisch: memory mapped I/O) angeschlos-
sener Peripherie zugegriffen werden kann. Zum anderen ist mit AsyncEvent und 
AsyncEventHandler ein Mechanismus zur Behandlung externer Ereignisse, also 
Interrupts, spezifiziert [KSR2008]. Außerdem werden APIs zum Auslösen, Behan-
deln und Vermessen zeitlich hochaufgelöster Ereignisse angeboten. 
Damit ermöglicht die RTSJ grundsätzlich die Realisierung von Echtzeitanwendungen in 
Java, relativiert aber zumindest für echtzeitkritischen Code einige der eingangs im Zu-
sammenhang mit der automatischen Speicherverwaltung genannten Vorteile von Java, 
weil innerhalb von Echtzeit-Threads keine Zugriffe auf den Heap erlaubt sind. Außerdem 
erschwert diese Einschränkung die Synchronisation zwischen Echtzeit- und Nicht-
Echtzeit-Teil einer Anwendung, da Datenobjekte nur über blockierungsfrei schreib- oder 
lesbare Warteschlangen (englisch: wait-free queues) ausgetauscht werden können. Die da-
durch forcierte Zweiteilung entspricht qualitativ etwa der in Abschnitt 2.2.2 beschriebenen 
Aufteilung in High Level und Low Level Control (HLC und LLC), sodass Java-Lösungen 
auf Basis der reinen RTSJ für derartige Automatisierungsanwendungen nur einen geringen 
Mehrwert hätten. Allerdings bieten moderne Echtzeit-Java-VMs, wie zum Beispiel die im 
Rahmen dieser Arbeit genutzte JamaicaVM von aicas, Funktionalität, die insbesondere bei 
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der Speicherverwaltung über das derzeit von der RTSJ spezifizierte Maß hinausgeht (eine 
entsprechend aktualisierte Version der RTSJ [JSR2015] befindet sich in einem frühen Sta-
dium). So ist etwa der Garbage Collector der JamaicaVM [S1999] in der Lage – selbst auf 
Mehrkernrechnern [S2012] – alle notwendigen Operationen innerhalb sehr kleiner oberer 
Zeitschranken abzuschließen und dabei dennoch den benötigten Fortschritt bei der Bereit-
stellung von freiem Speicher zu garantieren, wodurch auch Echtzeit-Threads uneinge-
schränkter Zugriff auf den Heap gewährt werden kann. Beides, also Speicherallokation mit 
deterministischem Zeitverhalten und garantierte Verfügbarkeit zusammenhängender Spei-
cherbereiche (einen auf den Speicherbedarf der jeweiligen Anwendung abgestimmten 
Speicherausbau vorausgesetzt), leistet die Speicherverwaltung von C und C++ standard-
mäßig nicht [WH2010].  
Ferner adressiert die Jamaica-Suite im Gegensatz zur RTSJ zumindest indirekt die im Zu-
sammenhang mit der JIT-Kompilierung beschriebenen Probleme, indem sie die Möglich-
keit zur Übersetzung von Java-Programmen in C-Code vorsieht, der anschließend (Ahead-
of-Time) kompiliert werden kann. Damit kann in puncto Performance zu etablierten VMs 
sowie zu in C oder C++ geschriebenen Programmen aufgeschlossen [W2003], [H2004] 
und ferner ein großes Spektrum von Zielplattformen erreicht werden. Technologiebedingt 
steht dieser Mechanismus nicht für zur Laufzeit nachgeladenen Byte-Code zur Verfügung, 
der nach wie vor zur Laufzeit mit deutlichen Geschwindigkeitseinbußen – aber dennoch 
deterministischem Zeitverhalten – interpretiert wird. 
2.3.3 Zwischenfazit 
Mit dem dargestellten Stand der Technik kann Java ohne Abstriche in Bezug auf die in 
Abschnitt 2.3.1 aufgezählten Vorteile und Funktionen auch für die Entwicklung von Echt-
zeitanwendungen eingesetzt werden. Standardisierungsbemühungen im Rahmen des Java 
Specification Requests 302 [JSR2013] zielen darauf ab, Java zunächst ohne [HHL+2009], 
perspektivisch aber auch mit dynamischer Speicherverwaltung [WH2010] für die Realisie-
rung von Systemen mit SIL 4 – der höchsten von der IEC 61508 vorgesehenen Sicherheits-
anforderungsstufe – einzusetzen und unterstreichen damit die Zuverlässigkeit der Echtzeit-
Java-Plattform. Die Einbußen in Bezug auf Performance und Speicherverbrauch haben 
eine vertretbare Größenordnung, insbesondere mit Blick auf die Vorteile der Plattform 
sowie die schnelle Entwicklung immer leistungsfähigerer Rechentechnik. Außerdem exis-
tieren mittlerweile auch SoCs, die Java-Byte-Code direkt ausführen können und damit die 
Geschwindigkeitsnachteile von Java vollständig relativieren [H2001], [H2006], [Z2012].  
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2.4 Fazit und Zielstellung 
Die Betrachtungen in diesem Kapitel haben verdeutlicht, dass cyber-physische Produk-
tionssysteme eine Möglichkeit darstellen, den eingangs dargestellten Anforderungen an 
zukünftige automatisierte Fertigungssysteme zu begegnen (siehe Abschnitt 2.1.5 sowie 
These 2). Durch die beiden Gestaltungsgrundsätze Modularisierung und Verteilung wird 
die Komplexität solcher Systeme leichter beherrschbar und es ergeben sich Vorteile unter 
anderem in Bezug auf die Flexibilität und Robustheit entsprechend realisierter Anlagen. 
Dabei sollte eine durchgängige und möglichst einheitliche Anwendung eben dieser 
Grundsätze über alle – eingeschlossen die prozessnahen – Ebenen der sich damit zuneh-
mend auflösenden Automatisierungspyramide hinweg angestrebt werden, um die Reich-
weite der genannten positiven Effekte zu erhöhen und die in Abschnitt 2.2.6 zusammen-
gefassten Nachteile eines architektonischen Bruchs zu vermeiden. Die Tatsache, dass neue 
Produkte eher kleinteilige Änderungen an einzelnen Maschinen denn eine Umgestaltung 
des grundsätzlichen Fertigungsablaufes nach sich ziehen, unterstreicht die Notwendigkeit, 
auch die bisher in SPSen angesiedelte Steuerungsfunktionalität zukünftig durch verteilte 
Komponenten abzudecken (These 6). Dabei könnten Hersteller solcher Komponenten 
durch das Vordenken potentieller Einsatzszenarien den (Re-)Engineering-Aufwand bei der 
Integration stark reduzieren. Die Abschnitte 2.1.5 und 2.2.6 benennen dafür Beispiele wie 
das Vorbereiten von Bedienbildern oder das selbstständige Abstimmen und Verbinden mit 
anderen Komponenten. 
Allerdings wurde in Abschnitt 2.1.6 resümiert, dass die gegenwärtig etablierte Technik 
und Methodik nur bedingt zur Realisierung dergestalt verteilter Automatisierungssysteme 
geeignet ist. Die IEC 61131 standardisiert die Programmierung zwar auf einem sehr 
niedrigen Abstraktionsniveau und bringt daher keine prinzipiellen Restriktionen für die 
Architektur des Gesamtsystems mit sich, bietet auf der anderen Seite jedoch auch keine 
Unterstützung für die spezifischen Belange komplexer, verteilter Applikationen (These 3). 
Die auf der Norm aufbauende Produktwelt rund um monolithische SPSen ist für die 
Umsetzung feingranular verteilter CPPS gänzlich ungeeignet. Deshalb wurden – schon 
lange vor der aktuellen Debatte um CPPS und Industrie 4.0 – Konzepte zur verteilten 
Systemgestaltung untersucht und mit der IEC 61499 technisch und methodisch unter-
setzt. Die Norm findet jedoch bis heute kaum Anwendung in der industriellen Automati-
sierung, was auf eine Reihe von Unzulänglichkeiten zurückgeführt werden kann. Die 
wesentlichsten sind die nicht eindeutige Semantik von Programmen, die auf fixe Punkt-
zu-Punkt-Daten- und Ereignisverbindungen beschränkte Kommunikation sowie die in-
effiziente Datenorganisation (siehe Abschnitt 2.1.4 sowie These 4). 
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Botti et al. 
(Seite 67) 
Ansatz von 





 1 Verteilte Architektur          – 54                                   
 2 echtzeitfähige Reaktionen                                            55 
 3 echtzeitfähige Interaktionen          – 54          56          –          57        – 
 4 Ablage & Verarb. komplexer Daten, Zugriff auf IKT-Techn.           – 
                           57        55 
 5 
Wissensverarbeitung und 
komplexe Protokolle          –          –          –          
57        55 
 6 durchgängige Architektur          –                            –        – 
(7) 
analytischer Nachweis der 
Echtzeitfähigkeit 
                  56                   –        – 
       
 –  nicht erfüllt            teilweise erfüllt            vollständig erfüllt 
 
Darum wurden in Abschnitt 2.2 Agentensysteme als alternativer Ansatz zur Realisierung 
verteilter Applikationen vorgestellt. Ein gewichtiger Vorteil solcher Systeme gegenüber 
Applikationen auf Basis der IEC 61499 ist die Unterstützung der bei verteilter Datenor-
ganisation inhärent aufwendigeren Verarbeitung durch entsprechend optimierte Interak-
tionsmechanismen und Protokolle. Diese erlauben einen flexiblen Informationsaustausch 
mit zur Entwicklungszeit nicht notwendigerweise festgelegten Kommunikationspartnern. 
Die dafür notwendigen semantischen Technologien sind ein wesentlicher Bestandteil des 
Agenten-Paradigmas und zudem eine wichtige Grundlage bei der Umsetzung von CPPS. 
Mit Blick auf letztere fällt außerdem die hohe strukturelle Ähnlichkeit zu Agentensystemen 
auf; mehr noch, laut der in Abschnitt 2.2.1 angeführten Definition stellen Systeme aus 
                                                 
54 Die Norm IEC 61131-3 formuliert einen Programmieransatz mit niedrigem Abstraktionsniveau. Gemäß 
ese 1 werden wesentliche Aspekte zur Umsetzung verteilter Systeme nicht tangiert. Grundsätzlich könnten 
solche Systeme aber auf Basis der Norm realisiert werden. 
55 Existierende Agentenansätze in der Automatisierung sind meist zweigeteilt. Nur der Low-Level-Teil kann 
echtzeitfähig reagieren; nur der High-Level-Teil verfügt über Agentenfunktionalität (siehe Seite 54).  
56 [SZ2010] beschreibt für ein bestimmtes Ausführungsmodell die Realisierung echtzeitfähiger Daten- und 
Ereignisleitungen, ist aber weder theoretisch noch praktisch ausreichend validiert. 
57 Der Ansatz sieht nach IEC 61131-3 implementierte Agenten mit eingeschränktem Funktionsumfang in 
SPSen vor. Diese können über zuvor allokierte Kanäle echtzeitfähig interagieren. Es ist ferner ein über-
geordnetes Agentensystem außerhalb der SPS vorgesehen, dass Anforderungen 4 und 5 erfüllen kann. Kein 
Teil erfüllt die Anforderungen 3 bis 5 gemeinsam. 
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untereinander vernetzten cyber-physischen Entitäten per se ein Agentensystem dar, was 
die konzeptionelle Eignung des Agentenansatzes für die Realisierung derartiger Systeme 
unterstreicht (ese 5). Allerdings haben die vorangegangenen Betrachtungen auch ge-
zeigt, dass existierende Agentenplattformen aufgrund komplexer Kommunikations- und 
Wissensverarbeitungsmechanismen die vollumfängliche Berücksichtigung harter Echtzeit-
anforderungen nicht erlauben und daher der zuvor proklamierte durchgängige Einsatz 
dieser Technologie in CPPS bisher nicht möglich ist (ese 7).  
Damit unterstützt keine der betrachteten Technologien die in den Abschnitten 2.1.6 und 
2.2.6 formulierten Anforderungen 1 bis 6 vollumfänglich. Diese Ausgangssituation wird 
in Tabelle 2-1 noch einmal präziser dargestellt. Wegen des breiten Spektrums bestehender 
Agentenansätze und der deshalb nicht vollständigen Verallgemeinerbarkeit aller Aussagen 
sind dabei zwei Ansätze – der von Botti et al. (siehe Seite 67) und der von Schütz et al. 
(siehe Seite 68) – gesondert aufgeführt. Aufgrund der guten Passfähigkeit und der darge-
stellten Vorteile erscheint das Agenten-Paradigma trotz allem als zielführend, und so wurde 
im Hinblick auf dessen bestehende Unzulänglichkeiten in puncto Echtzeitfähigkeit in Ab-
schnitt 2.2.6 bereits die folgende zentrale Forschungsfrage formuliert: 
Forschungsfrage: Wie muss ein Agentensystem konzipiert werden, um alle der vor-
genannten Anforderungen 1 bis 6 zu erfüllen und damit auch das echtzeitfähige 
Reagieren und Interagieren von Agenten zu ermöglichen? 
Die primäre Zielstellung dieser Arbeit ist die Beantwortung dieser Frage für Agenten im 
Sinne der in Abschnitt 2.2.1 angeführten Definition, also mit den Eigenschaften Autono-
mie, Reaktivität, Proaktivität und Interaktionsfähigkeit. In Bezug auf letztere Eigenschaft 
wird in Zusammenhang mit Anforderung 5, welche die Notwendigkeit der Umsetzung 
komplexer Interaktionsprotokolle formuliert, der von der FIPA standardisierte58 Proto-
kollvorrat als Referenz angesehen. Dabei stellt das Iterated Contract Net Protocol eine Aus-
nahme dar, weil es durch seine unbestimmte Anzahl von Iterationen für Echtzeitanwen-
dungen inhärent ungeeignet ist. In Abschnitt 2.2.3 wurde aber ohnehin festgestellt, dass 
das iterative Entgegenkommen miteinander verhandelnder Agenten für Steuerungsent-
scheidungen kaum von Bedeutung ist. Als zwingend erforderlich wird dagegen die echt-
zeitfähige Realisierung des Contract Net Protocols angesehen.   
                                                 
58 Das schließt Protokolle aus, die von der FIPA nicht standardisiert, sondern nur experimentell spezifiziert 
wurden. Dies sind zum Beispiel das English und das Dutch Auction Interaction Protocol, die für prozessnahe 
Funktionalität ohnehin kaum Relevanz haben (siehe Abschnitt 2.2.3). 
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Mit echtzeitfähig ist im Kontext der Forschungsfrage das Vermögen des Gesamtsystems 
gemeint, in jedem Fall alle notwendigen Reaktionen und Interaktionen in der jeweils ge-
forderten Zeitspanne erbringen zu können. Damit geht implizit folgende zusätzliche An-
forderung einher: 
Anforderung 7: Die Echtzeitfähigkeit eines konkreten verteilten Agentensystems 
sollte formal überprüfbar sein. 
Das zweite Ziel dieser Arbeit ist daher die Formulierung eines Antwortzeitmodells, welches 
die Verhältnisse in der entworfenen Agentenplattform adäquat abbildet. Für die zuvor 
diskutierten Ansätze ist die Verfügbarkeit formaler Mittel zur Überprüfung der Echtzeit-
fähigkeit in Tabelle 2-1 angegeben. 
Weiteres Vorgehen 
Im Rahmen dieser Dissertation werden die beiden Forschungsfragen systematisch beant-
wortet. In Kapitel 3 wird dazu zunächst ein einzelner Knoten eines Agentensystems be-
trachtet und eine Laufzeitumgebung konzipiert, in der Agenten ablaufen und lokal – also 
ohne Interaktion mit in anderen Knoten ablaufenden entfernten Agenten – in Echtzeit auf 
Ereignisse reagieren können. Diese lokale Reaktionsfähigkeit wird mit einem analytischen 
Antwortzeitmodell untersetzt. 
In Kapitel 4 werden bestehende Mechanismen zur Kommunikation und Wissensrepräsen-
tation überarbeitet und in auf die Zielstellung dieser Arbeit abgestimmter Form in die 
zuvor beschriebene Laufzeitumgebung integriert. Anschließend wird ein Antwortzeitmo-
dell für ein verteiltes Gesamtsystem formuliert. 
Kapitel 5 beschreibt die Realisierung einer Referenzimplementierung und den Vergleich 
der damit experimentell ermittelten Reaktionszeiten mit den Vorhersagen des Antwort-
zeitmodells. Als Basis für die Referenzimplementierung wurde Java gewählt und damit den 
in den Abschnitten 2.1.6 und 2.3 dargelegten praktischen Vorteilen sowie dem erwartetem 
Verhältnis zwischen Echtzeitcode und höherer Anwendungslogik in einem CPPS Rech-
nung getragen. Auch im Hinblick auf die aktuelle Entwicklung der IEC 61131, mit der 
Abkehr von AWL zugunsten von Strukturiertem Text sowie der Einführung objektorien-
tierter Erweiterungen, erscheint die Erprobung von Java als folgerichtiger Schritt.  
In Kapitel 6 werden die erzielten Ergebnisse kritisch bewertet und mit der hier formulier-
ten Zielstellung abgleichen. Kapitel 7 fasst den Inhalt der Arbeit noch einmal zusammen 





3 Echtzeitfähige Laufzeitumgebung 
für Agenten 
Nachdem das vorangegangene Kapitel die Nachteile bestehender Ansätze aufgezeigt und 
wesentliche Anforderungen an eine echtzeitfähige Agentenplattform zusammengefasst hat, 
wird in diesem Kapitel der Entwurf einer solchen Plattform vorangetrieben und dabei der 
Fokus zunächst auf die lokale Laufzeitumgebung gerichtet, die auf allen Rechnerknoten 
eines Agentensystems platziert werden muss. Diese Umgebung stellt die von den in ihr 
ablaufenden Agenten benötigte Infrastruktur bereit und ist auch für die Durchsetzung der 
vier definitionsgemäß geforderten Eigenschaften von Agenten (siehe Abschnitt 2.2.1) ver-
antwortlich. Nach einer Beschreibung der Architektur der Laufzeitumgebung in Abschnitt 
3.1 wird zunächst die echtzeitfähige Umsetzung der drei vorwiegend lokal begründeten 
Agenteneigenschaften – also Autonomie, Reaktivität und Proaktivität – beschrieben und 
schließlich in Abschnitt 3.3 ein analytischen Antwortzeitmodell abgeleitet, dass das Reak-
tionsvermögen von Agenten auf lokale Ereignisse beschreibt. Da letztendlich auch von 
anderen Agenten empfangene Nachrichten als Ereignisse verarbeitet werden, stellt diese 
Modellierung eine wichtige Grundlage für das in Kapitel 4 vorgestellte Antwortzeitmodell 
eines verteilten Gesamtsystems dar, in dem auch Interaktionen zwischen Agenten abgebil-
det sind. 
Was Implementierungsdetails angeht, so werden diese im Abschnitt 3.2 soweit betrachtet, 
wie sie für die Echtzeitfähigkeit der Plattform eine Rolle spielen. Das ist insbesondere für 
das Scheduling von Agenten und die Absicherung zentraler Funktionen und Datenstruk-
turen der Fall. 
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3.1 Architektur der Laufzeitumgebung 
Gegenstand dieses Abschnittes ist die im Rahmen der vorliegenden Arbeit entwickelte 
Laufzeitumgebung für echtzeitfähige Agentensysteme, auf deren Basis alle nachfolgenden 
Betrachtungen aufbauen. Der Entwurf dieser Umgebung folgt objektorientierten Prinzi-
pien, um einer Reihe von Gegebenheiten Rechnung zu tragen:  
Bei der objektorientierten Programmierung werden Daten und der direkt auf 
diesen Daten operierende Funktionsvorrat in Objekten gekapselt, die sich selbst 
passiv verhalten und nur auf entsprechende Funktionsaufrufe reagieren. Die Agen-
tenorientierung (AO) entwickelt dieses Konzept weiter, indem sie aktive Objekte 
– Agenten – vorsieht, die mit einem eigenen Programmfluss (englisch: thread) 
ausgestattet eigeninitiativ handeln können [L2001]. Damit steht AO im Einklang 
mit aktuellen Entwicklungen in der Rechentechnik, die eine zunehmende Paralle-
lisierung und Verteilung vorsehen. Gleichsam integriert die AO viele etablierte 
Konzepte der Objektorientierung (OO) (siehe Tabelle 1 in [L2001]), sodass sich 
objektorientierte Techniken bei der Realisierung von Agentensystemen anbieten. 
[LMV2013] charakterisiert OO entsprechend als „naturally suited“, also von Na-
tur aus passend für diesen Zweck.  
In Abschnitt 2.4 wurde aus den dort aufgeführten Gründen mit Java eine objekt-
orientierte Sprache für die Referenzimplementierung der Agentenplattform ausge-
wählt. Deshalb ist ein objektorientierter Entwurf naheliegend. In Anbetracht der 
jüngst standardisierten objektorientierten Erweiterungen der IEC 61131 (siehe 
Abschnitt 2.1.3) und des Umstandes, dass auch in strukturierten Programmier-
sprachen objektorientierte Entwürfe umgesetzt werden können, stellt das gewählte 
Vorgehen keine wesentliche Einschränkung dar.  
Der Entwurf strebt in Sachen Terminologie und Struktur eine möglichst große 
Ähnlichkeit zu dem verbreiteten, objektorientierten Agenten-Framework JADE 
(siehe Abschnitt 2.2.1) an, um einerseits die Intuitivität und Praktikabilität der 
Laufzeitumgebung und andererseits die Aussagekraft der erzielten Ergebnisse abzu-
sichern. 
In Abbildung 3-1 sind die strukturbestimmenden Elemente und ihre Beziehungen zuei-
nander in einem Klassendiagramm visualisiert. Kernstück ist der Container, der in der 
Regel einmal pro Rechnerknoten instanziiert wird und als Ablaufumgebung für alle Agen-
ten dieses Knotens dient. In dieser Rolle verwaltet er die Programmflüsse, also Thread-
Objekte, zur Ausführung von Agenten und organisiert ferner die Agentenkommunikation. 
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Letztere wird über Nachrichten in Form von Message-Objekten abgewickelt, die vom 
Container entweder an lokale Agenten aus der localAgentMap zugestellt oder über Netz-
werkverbindungen aus der remoteContainerConnectionMap an entfernte Container 
und die dort laufenden Agenten weitergeleitet werden. 
Abbildung 3-1:  Klassendiagramm der in dieser Arbeit entworfenen Agentenplattform 
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Agenten werden durch Objekte der Klasse Agent repräsentiert, die selbst vor allem organi-
satorische Aufgaben haben. Neben ihrer Rolle als Absender oder Adressat von Nachrichten 
sind sie Träger einer Menge von Behaviour-Objekten, die das eigentliche Verhalten des 
jeweiligen Agenten bestimmen und als in Objekten gekapselte Ereignisbehandlungsrouti-
nen angesehen werden können. Sie verfügen über eine Methode execute(), die den Code 
zur Ereignisbehandlung enthält, sowie eine Methode schedule(), die einmal beim Hin-
zufügen eines Behaviours mittels addBehaviour() und anschließend nach jeder Ausfüh-
rung von execute() aufgerufen wird und entscheidet, ob und an welches auslösende Er-
eignis gekoppelt das entsprechende Behaviour (erneut) ausgeführt werden soll. Die im 
Klassendiagramm enthaltenen Attribute nextExecTime und active stehen damit in Zu-
sammenhang und sind aus Gründen der Konsistenz mit dem in Abschnitt 3.2 diskutierten 
Algorithmus 3-1 angeführt, werden aber erst dort näher erklärt. Abbildung 3-1 zeigt da-
rüber hinaus eine Reihe von Klassen, die von Behaviour abgeleitet sind und durch eine 
entsprechende Implementierung der Methode schedule() typische Einsatzfälle vorberei-
ten, etwa 
OneShotBehaviour zum einmaligen Ausführen des enthaltenen Codes unmittel-
bar nach dem Hinzufügen des Behaviours per addBehaviour(), 
TimerBehaviour zum regelmäßigen Ausführen von Code in einem festgelegten 
Zeitraster, 
MessageBehaviour zum Ausführen von Code nach dem Empfang einer Nach-
richt, 
EventBehaviour zum Ausführen von Code nach Auftreten eines externen Ereig-
nisses, beispielsweise eines Hardware-Interrupts. 
Beim Implementieren von Verhaltensobjekten kann entweder von einer dieser spezialisier-
ten Klassen abgeleitet werden, um deren Art der Ausführung zu nutzen, oder aber direkt 
von der Basisklasse Behaviour, um spezifisches Verhalten, wie etwa das Abarbeiten eines 
Zustandsautomaten (siehe Anhang C) umzusetzen.  
Für die Nutzung des eben beschriebenen Behaviour-Konzeptes zur Realisierung des Ver-
haltens von Agenten spricht eine Reihe von Argumenten: 
Das Konzept folgt dem Leitsatz „composition over inheritance“ aus [GHJV1995] 
– einem Standardwerk der Softwaretechnologie – der der Komposition von Objek-
ten den Vorzug vor übermäßiger Nutzung von Klassenvererbung gibt und auf die 
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Steigerung der Flexibilität und Stabilität entsprechender Entwürfe abzielt. Im vor-
liegenden Fall geht es um das Kombinieren einfacher Behaviours zu einem kom-
plexen Gesamtverhalten, dass dadurch leichter fassbar wird. Zusätzlich ergibt sich 
die Chance, einzelne Behaviours an anderer Stelle wiederverwenden oder zu neuem 
Verhalten rekombinieren zu können. 
Zwischen Agenten mit ereignisgesteuert ausgeführten Behaviours und Basisfunk-
tionsbausteinen nach IEC 61499 mit einem ereignisgesteuert ausgeführten Vorrat 
an Algorithmen besteht eine ausgeprägte Analogie. Diese Tatsache unterstreicht 
zum einen die Tauglichkeit des beschriebenen Agentenansatzes für die Realisie-
rung von Automatisierungsfunktionalität, denn schließlich ist das – ungeachtet der 
in Abschnitt 2.1.4 aufgeführten Kritikpunkte – der erklärte Zweck der IEC 61499. 
Zum anderen wird dadurch die Portierbarkeit bestehender IEC-61499-Program-
me in Aussicht gestellt. 
Das verbreitete Framework JADE nutzt Behaviour-Objekte gleichermaßen, um 
das Verhalten von Agenten umzusetzen (siehe [BCTR2010], S. 21 ff.). Für mög-
lichst viele konzeptionelle Überlappungen mit JADE wurde bereits am Anfang 
dieses Abschnittes argumentiert. 
Behaviour-Objekte werden von Agenten stets nacheinander ausgeführt, können 
sich also gegenseitig nicht unterbrechen (nicht-präemptives Scheduling, englisch: 
non-preemptive scheduling). Daher rührt – auch bei JADE (siehe [BCTR2010], 
S. 22) – die Maßgabe, dass ihr Code keine Endlosschleifen oder potentiell lang-
wierige Operationen enthalten darf, weil sonst andere Behaviours von ihrer Aus-
führung abgehalten würden. Stattdessen sollten langwierige Berechnungen in ato-
mare Einzelschritte aufgeteilt werden. Weiterhin ist sogenanntes aktives Warten 
(englisch: busy waiting) auf langwierige externe Operationen durch entsprechen-
den ereignisbasierten Code zu ersetzen. Diese Bedingungen gelten jedoch generell 
für Echtzeitsysteme und forcieren ferner ein strukturiertes Vorgehen bei der Ver-
haltensmodellierung. Überdies ist die maximale Ausführungszeit, die wiederum als 
Parameter bei der Berechnung der Reaktionsfähigkeit des Gesamtsystems einfließt, 
bei entsprechend gestalteten Behaviours meist einfacher bestimmbar. 
Neben den aufgezeigten Gemeinsamkeiten mit dem JADE-Framework weist der vorge-
stellte Entwurf auch einige charakteristische Eigenheiten auf, die hauptsächlich den spezifi-
schen Gegebenheiten in echtzeitkritischen Anwendungsfeldern geschuldet sind. So ist etwa 
die Klasse Container selbst von Agent abgeleitet und kann damit den Behaviour-Mecha-
nismus zur Umsetzung plattforminterner Funktionalität benutzten. Entsprechend wird 
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über MessageCycleBehaviour und MessageHandlerBehaviour die getaktete Kom-
munikation mit anderen Containern abgewickelt (Details dazu sind in den Abschnitten 
4.5 und 4.6 beschrieben); ManagementCommandBehaviour führt nach dem Empfang 
entsprechender Kommandonachrichten Verwaltungsaufgaben wie das Erstellen neuer 
Agenten durch. Diese effiziente Nutzung ohnehin bereitstehender Funktionalität ver-
ringert die Codegröße und damit den Speicherbedarf der Plattform, wodurch der Einsatz 
auf ressourcenbeschränkten eingebettete Rechnerknoten begünstigt wird [TVK2009].  
Ein weiteres charakteristisches Merkmal ist die Trennung zwischen Agenten und Pro-
grammflüssen (englisch: threads). Während Agenten bei JADE jeweils über einen eigenen 
read verfügen, in dem sie autonom agieren können, sieht die hier vorgestellte Plattform 
einen Pool von reads vor, auf den Agenten entsprechend der ihnen zugeteilten Priori-
tätsstufe aufgeteilt werden. Damit wird der begrenzten Anzahl von reads in manchen 
Java-SoCs Rechnung getragen und zudem der Speicherplatz- und Rechenzeitoverhead 
vermieden, der mit vielen parallel ablaufenden reads verbunden ist und in JADE zu 
einer in Bezug auf die Agentenanzahl eingeschränkten Skalierbarkeit führt. Überdies sehen 
die meisten Echtzeitbetriebssysteme sowie die in dieser Arbeit zugrunde gelegte Echtzeit-
Java-Plattform ein rein prioritätsbasiertes Scheduling vor, bei dem reads nur von 
anderen reads mit höherer Priorität unterbrochen werden können. Es findet also explizit 
keine zeitscheibenbasierte Aufteilung der Prozessorkapazität auf mehrere reads gleicher 
Priorität statt, die die Verwendung eines dedizierten reads für jeden Agenten recht-
fertigen würde. Als Konsequenz dieses read-Poolings ergibt sich, dass abweichend von 
den vorgenannten Regeln implementierte Behaviours mit hoher Ausführungszeit auch 
andere Agenten unmittelbar negativ beeinflussen können, sofern diese nicht in einem 
read mit höherer Prioritätsstufe ausgeführt werden. Hier setzt das in den nachfolgenden 
Abschnitten vorgestellte analytische Antwortzeitmodell an, das die maximalen Ausfüh-
rungszeiten aller Behaviours berücksichtigt und jeweils die maximal mögliche Verzögerung 
bei der Abarbeitung eines Behaviours – und damit der Behandlung eines Ereignisses – 
ermittelt. Im Übrigen ist das eben erläuterte Scheduling-Prinzip auch der Grund dafür, 
dass die in JADE existierende Behaviour-Klasse CyclicBehaviour hier nicht vorgesehen 
ist. Diese Art von Behaviours müsste fortlaufend zyklisch ausgeführt werden und würde 
niedrigere priorisierte Agenten nie zum Zug kommen lassen. 
Bevor im folgenden Abschnitt die Betrachtungen rund um das Scheduling vertieft werden, 
soll an dieser Stelle abschließend der Nachweis erbracht werden, dass die vorgestellte Ar-
chitektur in der Lage ist, die vier definitionsgemäß für Agenten geforderten Eigenschaften 
– Autonomie, Interaktionsfähigkeit, Reaktivität und Proaktivität – zu realisieren. Gemäß 
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Abschnitt 2.2.1 ist mit Autonomie die volle Kontrolle eines jeden Agenten über sein Han-
deln und seinen internen Zustand gemeint. Letzterer wird bei dem vorliegenden Entwurf 
ausschließlich in Zustandsvariablen des Agenten sowie der ihm zugeordneten Behaviour-
Objekte gespeichert und darf nur innerhalb dieser Behaviours gelesen oder verändert 
werden. Ferner werden alle Handlungen eines Agenten ausschließlich durch seine eigenen 
Behaviours bestimmt, die ohnehin die einzigen Aktivitätsträger sind. Um tatsächlich die 
definitionsgemäß geforderte „volle Kontrolle“ zu gewährleisten, muss darüber hinaus die 
ungestörte Ausführung dieser Behaviours sichergestellt werden. JADE und etliche andere 
Agentenframeworks erreichen dies weitestgehend, indem sie jedem Agenten einen eigenen 
Programmfluss zuordnen (der allerdings von anderen, rechenintensiven Agenten zumin-
dest ausgebremst werden kann). Für die hier vorgestellte Architektur kann mit dem in den 
folgenden Abschnitten erarbeiteten Antwortzeitmodell geprüft werden, ob für eine vorge-
gebene Menge von Verhaltensobjekten die maximal mögliche Reaktionszeit eines jeden 
Behaviours jeweils endlich ist und unterhalb einer gegebenenfalls vorgegebenen Zeit-
schranke liegt. Bei positivem Ergebnis ist nicht nur die Echtzeitfähigkeit, sondern auch die 
Autonomie aller Agenten im Sinne der vorgenannten Definition abgesichert. 
Interaktionsfähigkeit von Agenten ist durch die Möglichkeit gegeben, Nachrichten in 
Form von Message-Objekten auszutauschen. Des Weiteren ist das Behaviour-Konzept im 
Kern ein Mechanismus zur Behandlung verschiedener Ereignisse und gewährleistet damit 
die Reaktivität von Agenten. Schwieriger ist der Nachweis von Proaktivität, zumal die Ab-
grenzung zu Reaktivität stark von den angelegten Betrachtungsmaßstäben abhängt. Zum 
Beispiel erscheint ein agentenbasiert gesteuerter autonomer Roboter nach außen hin pro-
aktiv, wenn er sich bei niedrigem Akkuladestand selbstständig zur Ladestation begibt. 
Letztendlich hat er aber nur auf das interne Ereignis „Akkuladestand hat Schwellwert 
unterschritten“ reagiert. Entsprechend lässt sich derartiges Verhalten mit dem Behaviour-
Konzept abbilden. Überdies ist aber beispielsweise auch ein TimerBehaviour denkbar, 
das in regelmäßigen Zeitabständen Handlungen abwägt und diese ohne äußeren Einfluss, 
damit also eindeutig proaktiv, auslöst.  
Neben den damit erwiesenermaßen realisierten Agenteneigenschaften spielt beim prakti-
schen Einsatz der Plattform auch das Vermögen eine Rolle, reale Aufgabenstellungen intui-
tiv abbilden zu können. Im Laufe dieses Abschnitts wurde daher bereits für Ähnlichkeiten 
zwischen dem vorgestellten Entwurf und dem JADE-Framework argumentiert; die kon-
zeptionellen Überlappungen mit der IEC 61499 sind in diesem Zusammenhang ebenso 
positiv zu bewerten. Darüber hinaus wird in Abschnitt 6.1.2 die Automatisierung einer 
einfachen Beispielanlage mit der vorgestellten Plattform zumindest ansatzweise beschrie-
ben. 
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3.2 Echtzeitrelevante Belange der Implementierung 
Eine Implementierung des im vorangegangenen Abschnitt vorgestellten Entwurfs muss 
sich an den Fähigkeiten orientieren, die vom verwendeten Echtzeitbetriebssystem und den 
darauf aufbauenden Programmierschnittstellen (APIs) bereitgestellt werden. In Abschnitt 
2.3.2 wurde die Real-Time Specification for Java (RTSJ) samt aktuellen Erweiterungen 
vorgestellt, die zusammen eine mit den gängigen Echtzeitbetriebssystemen kompatible 
Abstraktion darstellen und deshalb in dieser Arbeit als Grundlage für implementierungs-
nahe Betrachtungen dienen. Entsprechend ist die Klasse Thread des vorgestellten Ent-
wurfs von der Klasse RealtimeThread der RTSJ abgeleitet und wird damit nach dem 
Prinzip des prioritätsbasierten Schedulings [CLLL1973], [TH1997] gehandhabt. Konkret 
bedeutet dies, dass jeder Thread nach seiner Aktivierung solange ausgeführt wird, bis er 
entweder von einem höher priorisierten Thread unterbrochen wird oder selbst die Kon-
trolle an einen Thread mit niedrigerer Priorität abgibt. Die Aktivierung eines Threads 
geschieht entweder durch eine Nachricht von einem anderen Thread oder per Interrupt, 
der auf ein externes oder zeitgesteuertes Ereignis hinweist. Die RTSJ erlaubt mehrere 
Threads mit der gleichen Priorität, die dann nach dem FIFO-Prinzip (first in, first out) in 
Bezug auf ihre Aktivierung ausgeführt werden; der hier diskutierte Entwurf nutzt diese 
Möglichkeit jedoch nicht und sieht nur einen Thread pro Prioritätsstufe vor. Die nach-
folgende Abbildung verdeutlicht das Scheduling-Verfahren an einem Beispielablauf. 
Abbildung 3-2:  Beispielablauf mit prioritätsbasiertem Scheduling 
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In Abschnitt 3.1 wurde geschildert, dass die vorgestellte Agentenplattform nach außen hin 
nicht Threads, sondern Behaviour-Objekte als Aktivitätsträger vorsieht. Intern erfolgt des-
halb das Scheduling von Behaviours gemäß dem nachfolgendend dargelegten Algorithmus 
3-1, der die soeben für Threads genannten Regeln sinngemäß auf die feingranulare Ebene 
der Behaviour-Objekte überträgt. Behaviours können also von höher priorisierten Behavi-
ours unterbrochen werden und müssen gemäß dem FIFO-Prinzip die Ausführung zeitiger 
ausgelöster Behaviours gleicher Priorität abwarten. Diese Analogie hat den Vorteil, dass im 
nachfolgenden Abschnitt die für das prioritätsbasierte Scheduling geltende Theorie relativ 
einfach auf das Scheduling von Behaviours übertragen werden kann. 
Algorithmus 3-1:  Scheduling von Behaviour-Objekten innerhalb eines reads 
 1: while not thread.terminate do 
 
 2:  ⊳ Phase 1: Abarbeiten von Event- und MessageBehaviours  
 3:  while |triggeredBehaviours| > 0 do 
 4:   b ⇐ triggeredBehaviours.pollFirst() 
 5:   if b.active then b.execute() ⊳ anschließendes b.schedule() meist leer 
 6:  end while 
 
 7:  ⊳ Phase 2: Ausführen von TimerBehaviours 
 8:  now ⇐ getCurrentTime() 
 9:  b ⇐ timerBehaviours.first() 
 10:  while b ≠ null and b.nextExecTime ≤ now do 
 11:   timerBehaviours.pollFirst() 
 12:   if b.active then  
 13:    b.execute() ⊳ anschließendes b.schedule() aufgeschlüsselt: 
 14:    b.nextExecTime ⇐ b.nextExecTime + b.interval 
 15:    timerBehaviours.add(b) 
 16:   end if 
 17:   b ⇐ timerBehaviours.first() 
 18:  end while 
 
 19:  ⊳ Phase 3: Abgabe der Kontrolle an niedriger priorisierte Threads / Behaviours 
 20:  thread.sleepUntilOneOf(trigger, b.nextExecTime) 
 
 21: end while 
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Der dargestellte Algorithmus arbeitet bis zur Terminierung des ausführenden reads in 
drei Phasen. Zunächst werden aus der Liste triggeredBehaviours ausgelöste Behavi-
ours vom Typ EventBehaviour oder MessageBehaviour gemäß der Reihenfolge ihrer 
Auslösung (FIFO) entnommen und durch Aufruf der Methode execute() ausgeführt. 
In Abschnitt 3.1 wurde geschildert, dass nach execute() stets die Methode schedule() 
des entsprechenden Behaviours aufgerufen wird, die dann entscheidet, ob und wann das 
Behaviour erneut ausgeführt werden soll. Bei den zwei eben genannten Typen von Beha-
viours bleibt der Auslösemechanismus unverändert – sie sollen bei jedem erneuten Ereignis 
beziehungsweise jeder weiteren Nachricht gleichen Typs auch erneut ausgeführt werden. 
Deshalb enthält die Methode schedule() in diesem Fall keinen Code, und der entspre-
chende Aufruf ist der Übersichtlichkeit halber in Algorithmus 3-1 nicht mit aufgeführt.  
In der zweiten Phase werden diejenigen Objekte vom Typ TimerBehaviour aus der zeit-
lich sortierten Liste timerBehaviours ausgeführt, deren nächster geplanter Ausführungs-
zeitpunkt nextExecTime herangerückt oder bereits verstrichen ist. Der anschließende 
Aufruf von schedule() bewirkt bei der Klasse TimerBehaviour das Neuberechnen von 
nextExecTime durch Aufaddieren des hinterlegten Ausführungsintervalls und das an-
schließende Wiedereinfügen in die sortierte Liste timerBehaviours. Der Übersichtlich-
keit halber wurde dieser Code direkt in die Zeilen 14 und 15 des dargestellten Algorithmus 
aufgenommen. 
In der dritten Phase gibt der ausführende read schließlich die Kontrolle an reads (und 
damit Behaviours) mit niedrigerer Priorität ab. Eine Reaktivierung erfolgt erst, wenn ent-
weder die Signalvariable trigger anzeigt, dass in die Liste triggeredBehaviours neue 
Einträge eingefügt wurden oder wenn die Ausführungszeit nextExecTime des nächsten 
fälligen TimerBehaviour-Objekts herangerückt ist. Dann tritt der Algorithmus wieder in 
die zuvor beschriebene erste Phase ein.  
Im Hinblick auf die Echtzeitfähigkeit des Scheduling-Algorithmus lässt sich zunächst fest-
stellen, dass sich die Durchlaufanzahl der beiden inneren While-Schleifen (Zeilen 3 bis 6 
und Zeilen 10 bis 18) direkt nach der Anzahl der ausgelösten Behaviours richtet. Hier 
muss das im nachfolgenden Abschnitt 3.3 diskutierte analytische Modell beantworten, 
inwieweit die von einer konkreten Menge von Behaviours erzeugte Last für einen bestimm-
ten Rechnerknoten tragbar ist. Zunächst wird jedoch an dieser Stelle der Scheduling-
Overhead betrachtet, also jene Rechenzeit, die der Scheduler zusätzlich zur reinen Ausfüh-
rungszeit der Behaviours beiträgt. Dieser Overhead sollte möglichst gering sein, darüber 
hinaus aber vor allem leicht vorhersagbar und deshalb möglichst unabhängig von der Pro-
blemgröße, also der Anzahl einzuplanender Behaviour-Objekte. Vor diesem Hintergrund 
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bietet sich an, triggeredBehaviours als einfach verkettete Liste59 auszulegen. Sowohl 
das Prüfen auf Leerheit mit empty() als auch die fortlaufende Entnahme des jeweils ersten 
Elements mit pollFirst() geschieht damit in konstanter Zeit O(1), also mit optimaler 
Zeitkomplexität. Abseits des Schedulers besteht dann jedoch das Problem, dass das Ent-
fernen einzelner Behaviours eines Agenten (Methode Agent.removeBehaviour() in 
Abbildung 3-1) oder das Terminieren eines Agenten inklusive seines gesamten Behaviour-
Vorrats unter komplexitätstheoretischen Gesichtspunkten aufwendig ist. Gerade ausgelös-
te Behaviours müssen in diesem Fall in triggeredBehaviours gesucht und entfernt 
werden. Aus diesem Grund implementiert Algorithmus 3-1 durch Prüfung der Variable 
active jedes Behaviours eine Variante des verzögerten Löschens (englisch: lazy deletion60) 
in konstanter Zeit. 
In Phase zwei des beschriebenen Algorithmus wird die Aufgabe des fortlaufenden Suchens 
nach dem nächsten fälligen TimerBehaviour – das mit der kleinesten nextExecTime – 
durch die zeitlich sortierte Datenstruktur timerBehaviours realisiert. Geeignet dafür ist 
ein balancierender Binärbaum (etwa ein AVL-Baum61 oder ein Rot-Schwarz-Baum62) mit 
nextExecTime als Schlüssel. Das Prüfen auf Leerheit mittels empty() ist dort in kon-
stanter Zeit O(1) möglich; pollFirst() zum Entnehmen des nächsten fälligen Behavi-
ours sowie add() zum (Wieder-)Einfügen unter Berücksichtigung der Sortierung haben 
einen maximalen Zeitaufwand T(n) = O(log n). Damit variiert die Ausführungszeit der 
                                                 
59 Siehe Kapitel 3.2 in [S2009], alternativ https://de.wikipedia.org/wiki/Liste_(Datenstruktur) 
60 Siehe Kapitel 3.12 in [S2009], alternativ https://en.wikipedia.org/wiki/Lazy_deletion 
61 Siehe Kapitel 12 in [CLRS2009], alternativ https://de.wikipedia.org/wiki/AVL-Baum 
62 Siehe Kapitel 13 in [CLRS2009], alterativ https://de.wikipedia.org/wiki/Rot-Schwarz-Baum 
Abbildung 3-3:  Maximaler Scheduling-Overhead in Abhängigkeit von der Zahl der zeitgesteu-
erten Behaviours für zwei verschiedene Implementierungsvarianten 
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zweiten Phase mit der Anzahl der zeitgesteuerten Behaviours, allerdings in einem so gerin-
gen Maße, dass die Bestimmung einer Obergrenze für praktisch relevante Mengengerüste 
leicht möglich ist. Abbildung 3-3 zeigt dies anhand von Messungen des maximalen Sched-
uling-Overheads pro Ausführung eines zeitgesteuerten Behaviours in Abhängigkeit von 
der Anzahl der insgesamt in timerBehaviours enthaltenen Behaviours. Als Testbed 
diente dabei ein Rechner mit der in Abschnitt 5.2 beschriebenen Konfiguration.  
Durch Gegenüberstellung zweier Implementierungsvarianten weist die Abbildung außer-
dem auf einen weiteren Umstand hin. Die Klasse TreeSet der Java-Standardbibliothek 
stellt einen der zuvor benannten Baum-Typen (der konkrete Typ differiert je nach Java-
Variante) gebrauchsfertig bereit und bildet dabei die Baumknoten als eigene Objekte ab, 
in denen Datenstruktur-spezifische Informationen wie Verweise auf Eltern- und Kind-
knoten gehalten werden. Zusätzlich referenziert jeder Knoten, wie in Abbildung 3-4 
dargestellt, je ein Nutzdatenobjekt – im vorliegenden Fall also ein Behaviour. Diese 
Implementierungsvariante hat nicht nur eine große Anzahl benötigter Java-Objekte zur 
Folge, sondern bedeutet in Zusammenhang mit dem vorgestellten Algorithmus auch, dass 
mit jeder Entnahme eines Behaviours das entsprechende TreeNode-Objekt verworfen und 
beim anschließenden Wiedereinfügen des Behaviours ein neuer TreeNode angelegt wird. 
Diese trotz gleichbleibender Behaviour-Anzahl notwendigen Operationen auf dem Heap 
– also dem dynamisch verwalteten Teil des Speichers – verzerren das theoretische Zeitver-
halten der Baumstruktur maßgeblich. So sichert die Echtzeit-Java-Plattform zwar obere 
Zeitschranken für Heap-Operationen zu, allerdings streuen die Ausführungszeiten unter-
halb dieser Zeitschranke erheblich. [S2012] beschreibt für die dort verwendete Rechner-
konfiguration beispielsweise Speicherallokationszeiten von 1 µs im Mittel und 64 µs maxi-
mal, was etwa mit den in Abbildung 3-3 dargestellten Messwerten in Einklang steht. Die 
starke Streuung hätte jedoch zur Folge, dass sich die in einem Echtzeitsystem stets auf den 
Worst-Case ausgerichtete analytische Modellierung im folgenden Abschnitt stark vom 
mittleren Zeitverhalten unterscheiden und deshalb sehr pessimistisch ausfallen würde. 
 
 
Abbildung 3-4:  Objektdiagramm der internen Organisation eines Java-TreeSets 
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Abbildung 3-5:  Klassenstruktur für Heap-effiziente Behaviour-Listen und -Bäume 
Diese Nachteile lassen sich umgehen, indem der Behaviour-Klasse selbst bereits die Mög-
lichkeit gegeben wird, die benötigten Datenstrukturen zu formen. In Abbildung 3-5 wird 
Behaviour deshalb von einer Klasse CollectionEntry abgeleitet, die das direkte Ver-
knüpfen zu verketteten Listen oder Rot-Schwarz-Bäumen erlaubt, ohne dass zusätzliche 
TreeNode-Objekte angelegt werden müssen. Damit lässt sich der gesamte Scheduling-
Algorithmus 3-1 ohne Heap-Operationen implementieren. Abbildung 3-3 weist für diese 
Variante einen deutlich geringeren maximalen Scheduling-Overhead mit einer nicht mehr 
im Diagramm auflösbaren Streuung und nahezu geradenförmigen Verlauf – also logarith-
mischer Zeitkomplexität – aus. Einziger Nachteil dieser Variante ist, dass sie nicht mit den 
beiden Klassen List und TreeSet der Standardbibliothek kompatibel ist und deshalb die 
Logik der beiden Datenstrukturen nachimplementiert werden muss. 
Ein weiterer wichtiger Aspekt im Hinblick auf die Echtzeitfähigkeit der Agentenplattform 
ist die Synchronisierung der Zugriffe auf zentrale Datenstrukturen. Wann immer mehrere 
reads mit einer gemeinsamen Datenstruktur arbeiten, sind Änderungen an dieser Struk-
tur als kritische Abschnitte anzusehen, die unabhängig von der Priorität der beteiligten 
reads immer unterbrechungsfrei am Stück – also atomar – ausgeführt werden müssen, 
um Inkonsistenzen zu vermeiden. Ein Beispiel dafür ist die Liste triggeredBehaviours, 
die in der ersten Phase des Scheduling-Algorithmus verarbeitet wird. Wenn sich diese 
Verarbeitung ungünstig mit der Ankunft einer Nachricht überlappen würde, bei der das 
entsprechende MessageBehaviour in eben diese Liste triggeredBehaviours einge-
reiht wird, dann könnte bei fehlender Synchronisation das in Anhang D dargestellte 
Fehlerszenario auftreten. Sogenannte Semaphoren sind ein geeignetes Mittel, um die betref-
fenden Codeabschnitte gegen Unterbrechungen abzusichern. Allerdings führen sie in be-
stimmten Konstellationen zu Seiteneffekten wie Deadlocks oder Prioritätsinversion. Beide 
Phänomene sind wohluntersucht; ebenso geeignete Gegenmaßnahmen wie die Prioritäts-
vererbung (englisch: Priority Inheritance), das Immediate Inheritance Protocol oder das 
Priority Ceiling Protocol. Aus diesem Grund wird für eine detailliertere Betrachtung auf 
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[LSRL1990], [TH1997] verwiesen und nachfolgend nur auf konkrete Auswirkungen der 
Anwendung dieser Mechanismen im Rahmen der hier diskutierten Agentenplattform ein-
gegangen. Das eben genannte Priority Ceiling Protocol hat gegenüber der Prioritätsverer-
bung den Vorteil, dass ein read vor dem Betreten eines kritischen Abschnitts nie auf 
mehr als einen niedriger priorisierten read warten muss, der gerade die betreffende Se-
maphore gesperrt hat [LSRL1990]. Damit ist die durch Synchronisierungsmechanismen 
begründete Verzögerung der Reaktionszeit begrenzt und zudem gut in einem analytischen 
Antwortzeitmodell abbildbar. Allerdings erfordert das Protokoll im Regelfall eine A-Priori-
Analyse über einer statischen Menge von reads mit festgelegtem Programmcode. Dabei 
wird für jede Semaphore eine sogenannte Prioritätsobergrenze (englisch: priority ceiling) 
ermittelt, die dem Maximum der Prioritäten all jener reads entspricht, die diese Sema-
phore betreten. Für die vorgestellte Agentenplattform gilt jedoch die Randbedingung, dass 
alle Agenten unabhängig von ihrer Prioritätsstufe gleichermaßen Zugriff auf sämtliche 
Plattformdienste, wie etwa das Scheduling ihrer Behaviours nach Algorithmus 3-1 oder 
den Versand von Nachrichten, haben. Daraus ergibt sich, dass alle dabei threadübergrei-
fend verwendeten Datenstrukturen jeweils mit einer Semaphore mit maximaler Prioritäts-
obergrenze abgesichert werden müssten. Gemäß der Zuteilungsregel63 des Priority Ceiling 
Protocols dürfte dann nie eine zweite Semaphore betreten werden, während bereits eine 
andere gesperrt ist. Stattdessen kann also auch eine einzige Semaphore zum Schutz aller 
gemeinsam genutzten Datenstrukturen der Plattform genutzt werden, selbst wenn diese 
inhaltlich voneinander unabhängig sind. Der kritische Abschnitt mit der längsten Ausfüh-
rungszeit bestimmt dann die maximal mögliche Verzögerung durch read-Synchroni-
sation. Im Übrigen ist die Problematik der Synchronisation nur für interne Datenstruk-
turen der Plattform relevant. Anwender der Plattform bleiben davon unberührt, da für 
Agenten untereinander nur die Kommunikation über Nachrichten, nicht die Nutzung von 
gemeinsamem Speicher, vorgesehen ist. 
An dieser Stelle sei noch erwähnt, dass sich neuere Forschungen mit „Lock-freien“ (eng-
lisch: lock-free) Datenstrukturen beschäftigen, die auch ohne Semaphoren Konsistenz ge-
währleisten. Da dort beteiligte reads mitunter in Warteschleifen mit nach oben offener 
Ausführungszeit eintreten, sind diese für Echtzeitanwendungen ungeeignet. In der poten-
tiell geeigneten Unterklasse der „wartefreien“ (englisch: wait-free) Datenstrukturen gibt es 
zwar verkettete Listen [KP2011]; für die hier benötigten Binärbäume existiert jedoch bis 
dato noch keine entsprechende Implementierung. 
                                                 
63 Siehe [LSRL1990], [TH1997], alternativ https://de.wikipedia.org/wiki/Prioritätsgrenze 
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3.3 Analytisches Antwortzeitmodell für Behaviours 
Nachdem im vorhergehenden Abschnitt alle relevanten algorithmischen und implementie-
rungsnahen Details des Behaviour-Schedulings dargelegt wurden, soll nun ein analytisches 
Modell abgeleitet werden, dass die Bestimmung der maximalen Antwortzeiten aller Behav-
iours eines auf einem einzelnen Rechnerknoten ablaufenden Agentensystems erlaubt. Dazu 
wird eine vorgegebene Menge von Agenten mit fixer Priorität und bekanntem Behaviour-
Vorrat vorausgesetzt. In Abschnitt 3.2 wurde dargelegt, dass der Algorithmus 3-1 auf dem 
von der RTSJ spezifizierten prioritätsbasierten Scheduling von Echtzeitthreads aufbaut 
und ebendieses Scheduling-Prinzip auf die feingranulare Ebene der Behaviour-Objekte 
überträgt. Aus diesem Grund wird als Ausgangspunkt das in [JP1986] beschriebene analy-
tische Modell für prioritätsbasiertes Scheduling herangezogen: 
= + hp( )  (3.1) 
Das Modell geht von einer Menge von Tasks aus, die jeweils eine individuelle Priorität 
besitzen und an ein auslösendes Ereignis gekoppelt sind. Die Antwort- oder Reaktionszeit 
Ri (englisch: response time) eines Tasks i ergibt sich aus der Summe der Zeit Ci (englisch: 
computation time), die für die Verarbeitung des auslösenden Ereignisses (höchstens) be-
nötigt wird, und einem Term, der die maximale Verzögerung durch die Bearbeitung von 
Tasks mit höherer Priorität quantifiziert. Die Menge dieser höher priorisierten Tasks wird 
von der Funktion hp(i) (englisch: higher priority) geliefert; Tx beziffert jeweils die minimale 
Zwischenankunftszeit des den Task x auslösenden Ereignisses. 
Dieses Modell kann beinahe unverändert auf das Scheduling von Behaviours angewendet 
werden, die ebenso an jeweils ein auslösendes Ereignis gekoppelt sind. Es muss jedoch der 
Umstand berücksichtigt werden, dass mehrere Behaviours dasselbe Prioritätsniveau besit-
zen können. So werden zum einem alle Behaviours eines Agenten mit der gleichen Priorität 
ausgeführt, um gegenseitige Unterbrechungen zu vermeiden. Andernfalls müssten Zugriffe 
auf Daten eines Agenten zwischen seinen Behaviours synchronisiert werden, was Perfor-
manceeinbußen und eine deutlich kompliziertere Anwendung der Agentenplattform zu 
Folge hätte. Zum anderen erlaubt die vorgestellte Plattform auch Agenten mit gleicher 
Priorität, da eine praktische Motivation für die unterschiedliche Priorisierung zweier 
Agenten nicht in jedem Fall gegeben ist. Dementsprechend können Verzögerungen der 
Reaktion eines Behaviours nicht nur durch Behaviours höher priorisierter Agenten ent-
stehen, sondern auch durch gleich priorisierte Behaviours, die eher ausgelöst wurden und 
daher nach dem FIFO-Prinzip auch eher ausgeführt werden müssen. Folglich wird in (3.2) 
Kapitel 3:  Echtzeitfähige Laufzeitumgebung für Agenten 
98 
nicht über hp(i) aufsummiert, sondern über der fortan als Kontextmenge bezeichneten 
Menge der gleich oder höher priorisierten Behaviours  hep(i) (englisch: higher or equal 
priority) anzüglich i selbst: 






Die dargestellte Formel übernimmt von (3.1) allerdings einige Abstraktionen, die in der 
Praxis zu Ungenauigkeiten des Modells führen. Im vorhergehenden Abschnitt wurde dar-
gestellt, dass auch niedriger priorisierte Behaviours für Verzögerungen sorgen können, 
wenn sie gerade einen kritischen Codeabschnitt ausführen. Es wurde gezeigt, dass solche 
kritischen Abschnitte ausschließlich den plattforminternen Code betreffen und daher nur 
zum Tragen kommen, wenn ein Behaviour gerade einen Plattformdienst nutzt, beispiels-
weise um eine Nachricht zu versenden. Es wurde ferner gezeigt, dass all diese kritischen 
Abschnitte durch eine einzige Semaphore abgesichert werden können und dass der kriti-
sche Abschnitt mit der größten Ausführungszeit (WCET) die größtmögliche Blockie-
rungsdauer B (englisch: blocking factor) bestimmt, die als zusätzlicher Summand in (3.4) 
berücksichtigt wird. 
Des Weiteren berücksichtigt (3.2) nur die maximalen Ausführungszeiten C der Behavi-
ours, nicht aber die durch das Scheduling erzeugte Zusatzlast. Der von Algorithmus 3-1 
eingebrachte Overhead wurde im vorigen Abschnitt komplexitätstheoretisch bewertet und 
praktisch ausgemessen, macht aber nur einen Teil des Gesamt-Overheads aus. Zusätzliche 
Last wird analog durch das Scheduling von Java-reads innerhalb der Echtzeit-VM er-
zeugt, die wiederum Overhead von den darunterliegenden Mechanismen des Betriebs-
systems „erbt“. Kontextwechsel, also die Sicherung des Zustandes eines an willkürlicher 
Stelle unterbrochenen reads und die Übergabe der Kontrolle an einen höher priori-
sierten read (oder im umgekehrten Fall die Wiederherstellung des Zustands eines zuvor 
verdrängten reads), machen einen Teil dieses Overheads aus. Da alle reads aber den-
selben Adressraum nutzen, laufen diese Kontextwechsel vergleichsweise effizient ab. Die 
Quantifizierung aller genannten Effekte stellt kein prinzipielles Hindernis dar, erfordert 
aber Kenntnisse über Interna aller involvierten Software- und gegebenenfalls Hardware-
Schichten, die bei der Anfertigung der Referenzimplementierung der hier beschriebenen 
Plattform nicht durchgängig vorlagen. Aus diesem Grund – und auch zur Schärfung des 
Fokus der vorliegenden Dissertation – wird hier folgende realistische Annahme getroffen: 
Die genannten Effekte überschreiten die Größenordnung des in Abschnitt 3.2 diskutierten 
Overheads von Algorithmus 3-1 nicht wesentlich und können als maximaler Gesamtover-
head X pro Behaviour-Ausführung quantifiziert werden. 
3.3  Analytisches Antwortzeitmodell für Behaviours 
99 
Damit ergibt sich für die maximale Ausführungszeit inklusive Scheduling-Overhead Ĉ 
?̂?𝐶𝑖𝑖 = 𝐶𝐶𝑖𝑖 + 𝑋𝑋 (3.3) 
und entsprechend die maximale Antwortzeit: 






Da die gesuchte Größe Ri auf beiden Seiten dieser Modellgleichung enthalten ist, muss zur 
Berechnung iterativ vorgegangen werden. Dazu wird Ri0 wahlweise mit 0 oder Ĉ initialisiert 
und anschließend gemäß der nachfolgenden Vorschrift fortlaufend Rin+1 errechnet. 






Dieser Vorgang wird – wie ein Berechnungsbeispiel in Anhang E zeigt – solange wieder-
holt, bis sich die ermittelte Antwortzeit entweder nicht mehr ändert oder eine nicht mehr 
vertretbare Größenordnung erreicht. Letzteres bedeutet, dass das entsprechende Behaviour 
im schlimmsten Fall nie zur Ausführung kommt, weil ihm immer wieder höher priorisierte 
Behaviours zuvorkommen. Wenn die Berechnung jedoch konvergiert, dann steht damit 
die maximale Antwortzeit, und mithin die maximale Dauer bis zur Verfügbarkeit der von 
dem betreffenden Behaviour ermittelten Reaktion auf das auslösende Ereignis, fest.  
In Agentensystemen ergibt sich darüber hinaus häufig die Fragestellung nach der Summen-
reaktionszeit, die für die Abarbeitung von zwei oder mehr Behaviours maximal eingeplant 
werden muss, wenn diese innerhalb eines Containers entweder gleichzeitig aktiviert wer-
den, oder sich durch lokale Interaktionen gegenseitig unmittelbar hintereinander aktivie-
ren. Der triviale Berechnungsansatz, hier zunächst für zwei Behaviours formuliert, 
𝑅𝑅𝑎𝑎+𝑏𝑏 = 𝑅𝑅𝑎𝑎 + 𝑅𝑅𝑏𝑏 (3.6) 
liefert dort meist zu pessimistische Ergebnisse, da er die Ankunftsprozesse der in der 
Schnittmenge hep(a) ⋂ hep(b) enthaltenen, verzögernd wirkenden Behaviours für Ra und 
Rb jeweils isoliert betrachtet. So würde ein mit sehr großer Zwischenankunftszeit und 
hoher Priorität ausgeführtes Behaviour c sowohl Einfluss auf Ra als auch Rb nehmen, auch 
wenn es beide in kurzer Folge ausgeführten Behaviours insgesamt nur einmal unterbrechen 
könnte. In solchen Fällen liefert die nachfolgend aufgestellte Formel (3.7) eine realistische-
re und dennoch als obere Schranke gültige Summenreaktionszeit. 
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Für Behaviours mit gleicher Prioritätsstufe lässt sich die Korrektheit dieser Formel intuitiv 
herleiten: Bei (nahezu) gleichzeitiger Aktivierung werden die Behaviours a und b direkt 
hintereinander in die Liste triggeredBehaviours aus Algorithmus 3-1 eingefügt und folglich 
auch direkt nacheinander ausgeführt. Ähnlich verhält es sich, wenn b von a aktiviert wird: 
Die Berechnung der maximalen Reaktionszeit geht vom ungünstigsten Fall aus, bei dem a 
erst nach allen anderen Behaviours aus der Menge hep(a) ausgeführt wird und damit das 
letzte aus triggeredBehaviours entnommene Element ist. Ein von a aktiviertes Behaviour b 
würde folglich in eine zu diesem Zeitpunkt leere Liste eingefügt und wiederum direkt nach 
a ausgeführt. Gedanklich lassen sich also in beiden Fällen die ohnehin direkt nacheinaner 
ausgeführten Behaviours zu einem einzigen Behaviour mit summarisch ermittelter Aus-
führungszeit C zusammenfassen, womit sich Formel (3.7) auf (3.5) reduzieren würde.  
Für Fälle, bei denen sich die Priorität der Behaviours a und b unterscheidet, lässt sich ein 
alternatives Szenario mit zwei Behaviours a' und b' konstruieren, die sich von a und b nur 
durch ihre Prioritäten Pa' und Pb' unterscheiden: 
𝑃𝑃𝑎𝑎′ = 𝑃𝑃𝑏𝑏′ = min(𝑃𝑃𝑎𝑎, 𝑃𝑃𝑏𝑏) (3.8) 
Dann lässt sich zeigen, dass 
hep(𝑎𝑎′)\{𝑎𝑎′, 𝑏𝑏′} = hep(𝑏𝑏′)\{𝑎𝑎′, 𝑏𝑏′} = ℎ𝑒𝑒𝑒𝑒(𝑎𝑎) ∪ ℎ𝑒𝑒𝑒𝑒(𝑏𝑏)\{𝑎𝑎, 𝑏𝑏} (3.9) 
und mithin 
𝑅𝑅𝑎𝑎′+𝑏𝑏′ = 𝑅𝑅𝑎𝑎+𝑏𝑏 (3.10) 
gilt. Formel (3.7) liefert also trotz Absenkung einer der beiden Prioritäten das gleiche Er-
gebnis, welches damit auch für die ursprünglichen Behaviours eine valide obere Schranke 
für die Summenreaktionszeit darstellt. Formel (3.11) drückt schließlich die Summenreak-
tionszeit allgemeiner für eine beliebige Menge {𝑏𝑏𝑖𝑖} von Behaviours aus und erlaubt damit 
die Berechnung der maximalen Reaktionszeit für Ereignisse, deren Behandlung die Inter-
aktion der in {𝑏𝑏𝑖𝑖} enthaltenen lokalen Behaviours erfordert. 
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Mit der Formel werden die Zusammenhänge innerhalb eines Containers modelliert; Inter-
aktionen zwischen verteilten Agenten können nicht abgebildet werden. Es wird jedoch 
eine wichtige Grundlage für diesbezügliche Betrachtungen in Abschnitt 4.7 geschaffen. 
Bei den dort angestellten Berechnungen ist mitunter für einige Behaviours x aus der Kon-
textmenge bekannt, dass sie gegenüber den Behaviours aus der Menge { } sowie den übri-
gen Behaviours aus der Kontextmenge um mindestens eine Zeitspanne  nach hinten 
versetzt aktiviert und von da an frühestens nach einer Zwischenankunftszeit  erneut 
aktiviert werden (siehe Seite 138 ff.). Dieses Ankunftsverhalten lässt sich durch Tupel ( , )  (3.12) 
beschreiben. Dabei ist  /s  die minimale Zwischenankunftszeit, also der kleinste Zeitabstand 
zwischen zwei Aktivierungen des Behaviours, in Sekunden, /s  die Zeitspanne in Sekunden, die nach der Aktivierung der übrigen 
betrachteten Behaviours bis zur ersten Aktivierung mindestens vergeht, 
 die unendliche Menge aller möglichen Tupel dieser Form. 
 
Jedes dieser Behaviours kommt im Zeitraum { } höchstens 
max 0, { }
 
mal zur Ausführung. Mithin lässt sich das lokale Antwortzeitmodell wie folgt anpassen, 
um auch in der eben dargestellten Form beschriebenes Zusatzwissen über das Ankunfts-
verhalten zu berücksichtigen: 
{ } = + max + max 0, { }hep( )\{ }  (3.13) 
 
Damit ist die Modellierung der lokalen Antwortzeiten abgeschlossen. Zur Absicherung der 
Korrektheit des Antwortzeitmodells wird – trotz seiner Nähe zu etablierten Methoden der 
Scheduling-Theorie – in Abschnitt 5.2 die experimentelle Überprüfung mithilfe einer 
Referenzimplementierung der Agentenplattform beschrieben. Fragen rund um die Prakti-
kabilität des Modells, besonders in Bezug auf die benötigten Parameter, werden in Ab-
schnitt 6.1.2 adressiert. 
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3.4 Zusammenfassung 
In diesem Kapitel wurde die Laufzeitumgebung vorgestellt, die auf jedem Rechnerknoten 
eines gemäß den Grundsätzen dieser Arbeit gestalteten Agentensystems platziert werden 
muss. Zunächst wurde die objektorientierte Architektur der Laufzeitumgebung beschrie-
ben, die einerseits konzeptionell kompatibel mit dem verbreiteten Java-Agentenframework 
JADE ist und andererseits Parallelen zur IEC 61499 aufweist, die auf eine gute Eignung 
für automatisierungstechnische Aufgabenstellungen hinweisen. Die in Abschnitt 3.1 dar-
gestellten individuellen Merkmale des erarbeiteten Entwurfs berücksichtigen zum einen 
die Ressourcenlimitierungen typischer eingebetteter Systeme und zum anderen verschie-
dene Randbedingungen, die sich aus der angestrebten Echtzeitfähigkeit der Plattform 
ergeben. Besonderes Augenmerk wurde in diesem Zusammenhang auf das Scheduling von 
Behaviour-Objekten gerichtet, die als zentraler Aktivitätsträger entscheidend für die echt-
zeitfähige Umsetzung der Agenteneigenschaften Autonomie, Reaktivität und Proaktivität 
sind. Abgeschlossen wurde das Kapitel mit einem analytischen Modell, das, aufbauend auf 
bekannten Methoden der Scheduling-Theorie, das Worst-Case-Zeitverhalten eines auf 
einem einzelnen Rechnerknoten ausgeführten Agentensystems vorhersagen kann. Damit 
sind alle Voraussetzungen geschaffen, ein ebensolches lokales Agentensystem nachweisbar 
echtzeitfähig zu realisieren. Mit diesem Fundament soll im nun folgenden Kapitel die 
echtzeitfähige Umsetzung der vierten per Definition geforderten Agenteneigenschaft – 
Interaktionsfähigkeit – für ein über mehrere Rechnerknoten verteiltes Agentensystem be-
schrieben und anschließend analog mit einem entsprechenden Antwortzeitmodell unter-





4 Echtzeitfähige Kommunikation 
zwischen Agenten 
Im vorigen Kapitel wurde eine Laufzeitumgebung konzipiert, in der Agenten auf einem 
zunächst isoliert betrachteten Rechnerknoten ausgeführt werden und in Echtzeit auf Ereig-
nisse reagieren können. In diesem Kapitel soll darauf aufbauend ein Konzept für die deter-
ministische Interaktion zwischen Agenten mehrerer Rechnerknoten – und damit für die 
Realisierung eines echtzeitfähigen verteilten Agentensystems – erarbeitet werden. Dazu 
müssen die Übertragungsstrecken zwischen den beteiligten Rechnerknoten bestimmte An-
forderungen erfüllen, die in Abschnitt 4.1 mit Augenmerk auf derzeit verfügbarer Feldbus-
technik formal beschrieben werden. Unter Berücksichtigung der Kritikpunkte (1) bis (7), 
die in den Abschnitten 2.2.3 und 2.2.4 bezüglich der Interaktionsmechanismen beste-
hender Agentenplattformen formulierten wurden, wird anschließend ein Konzept für die 
Umsetzung deterministischer Agenteninteraktionen skizziert und auf offene Teilprobleme 
hingewiesen. Ein Schwerpunkt ist dabei die Darstellung von semantischem Wissen in einer 
Form, die die Verarbeitung in Echtzeit erlaubt. In den darauffolgenden Abschnitten wer-
den Lösungen für diese Teilprobleme erörtert und anschließend in Abschnitt 4.5 zu einer 
Gesamtlösung zusammengefügt, mit der einfache bilaterale Kommunikationsabläufe, aber 
auch komplexe Protokolle wie das Contract Net Protocol realisiert werden können. Trotz 
optimierter Kommunikationsabläufe bedarf es allerdings einer Betrachtung des Gesamt-
systems, um in jedem Fall eine Reaktion in Echtzeit garantieren zu können. Entsprechend 
wird in Abschnitt 4.7 ein Modellierungsansatz vorgestellt, der unter Berücksichtigung aller 
Rechen- und Transportkapazitäten sämtliche Antwortzeiten eines Agentensystems vorher-
sagen kann – auch für Reaktionen, die die Kooperation mehrerer, verteilter Agenten erfor-
dern. 
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4.1 Abstraktes Netzwerkmodell 
Es gibt zahlreiche Einflussfaktoren, die in einem Netzwerk aus Rechnerknoten die deter-
ministische Kommunikation unterminieren können. Beispielsweise können willkürlich in 
überlappenden Zeitfenstern versendete Nachrichten auf dem Netzwerkbus kollidieren und 
dadurch ein wiederholtes Senden mindestens einer Nachricht notwendig machen. Eine 
große Anzahl von Kommunikationsteilnehmern sowie große Mengen zu versendender 
Daten erhöhen die Wahrscheinlichkeit solcher Kollisionen und können ferner zu Verzöge-
rungen (durch lange Warteschlangen) oder gar Datenverlusten (durch Pufferüberläufe) in 
Infrastrukturelementen – zum Beispiel Switches – oder Endknoten führen. Es existiert 
jedoch eine Reihe von Netzwerktechnologien, die diesen Phänomenen durch eine geeig-
nete Busorganisation begegnen und damit einen deterministischen Nachrichtenaustausch 
ermöglichen, der sie für den Einsatz in Echtzeitsystemen qualifiziert. Der ursprünglich als 
Bussystem für Fahrzeuge entwickelte, mittlerweile aber auch in vielen anderen Bereichen 
der Automatisierungstechnik vertretene CAN-Bus (Controller Area Network) vermeidet 
beispielsweise durch ein spezielles Arbitrierungsverfahren Kollisionen auf dem Bus und 
realisiert eine strikte, prioritätsbasierte Vorrangregelung für Nachrichten. Noch stärker im 
Bereich Fertigungsautomatisierung etabliert sind Feldbussysteme, die für die in Abschnitt 
2.1.1 angesprochene Ankopplung dezentraler Peripherie an zentrale Steuerungen genutzt 
werden [DIN61158-1]. Namhafte Vertreter sind zum Beispiel PROFIBUS und moderne, 
Ethernet-basierte Feldbusse wie PROFINET, Sercos III und EtherCAT [DIN61784-2], 
[DSA+2014]. Letztere nutzen dieselbe technologische Basis wie der überwiegende Teil der 
Büro-IT und profitieren dadurch von der hohen Leistungsfähigkeit und Flexibilität der 
Ethernet-Technologie, bewährter und kostengünstiger Verbindungstechnik sowie einer 
breiten Palette vorhandener Diagnosewerkzeuge. Darüber hinaus befördert die Nutzung 
einer durchgängigen Kommunikationsinfrastruktur die vertikale Integration in pyrami-
denförmig organisierten Automatisierungssystemen und wird in zukünftigen CPPS mit 
einer sich immer weiter auflösenden Schichtung nahezu unabdingbar.  
Aufgrund der soeben beschriebenen Vorteile sollen Ethernet-basierte Feldbusse bei der 
Formulierung der in dieser Arbeit zugrunde gelegten Anforderungen an das Kommunika-
tionsnetz als Vorlage dienen. Zusätzlich sichert diese Herangehensweise die Realitätsnähe 
der formulierten Anforderungen und Annahmen ab. Zunächst jedoch soll angemerkt 
werden, dass sich die genannten Echtzeit-Ethernet-Feldbusse technologisch voneinander 
unterscheiden und untereinander nicht kompatibel sind. PROFINET arbeitet im taktsyn-
chronen Modus (englisch: Isochronous Real Time, IRT) nach dem Zeitmultiplexverfahren 
(englisch: Time Division Multiple Access, TDMA), das heißt, Absender von zeitkritischen 
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Daten senden diese in fest reservierten Zeitslots [HBŠ2010]. EtherCAT, und ähnlich auch 
Sercos III, verwenden ein von Master ausgehendes, zwischen allen Netzwerkknoten – oder 
Slaves – umlaufendes Ethernet-Paket, in das die einzelnen Slaves an jeweils für sie reser-
vierten Stellen Daten eintragen [P2008]. Dieses Verfahren ähnelt dem Medienzugriff in 
einem Token Ring. Für die Betrachtungen in dieser Arbeit sind diese Unterschiede im 
Detail jedoch unerheblich, und es werden die folgenden abstrakten Eigenschaften abge-
leitet: 
(A1) Die Netzwerkkommunikation erfolgt in Buszyklen mit der Dauer tcycle. 
(A2) Jeder Knoten i kann zu Beginn jedes Buszyklus Daten der Größe fd(i) absen-
den. (Die Datenmenge muss nicht zwangsläufig für jeden Knoten gleich sein.) 
(A3) Alle versendeten Daten werden auf dem gesamten Netzwerkbus sichtbar. Sie 
können an einen anderen Knoten oder an alle anderen Knoten (Broadcast) 
adressiert werden. 
(A4) Am Ende jedes Zyklus empfangen alle Knoten die an sie adressierten Daten. 
(A5) Die Uhren aller Knoten sind mit einer Genauigkeit deutlich unterhalb der 
Buszykluszeit synchronisiert. 
Die Anforderung (A5) wurde der Einfachheit halber aufgenommen, da sie ohnehin von 
den vorgenannten Feldbussen erfüllt wird. Bei PROFINET IRT ist sie für das Einhalten 
der jeweils zugewiesenen Zeitslots sogar unabdingbar. Bereits auf Basis von (A1) – (A4) 
könnte ein in allen Knoten synchron laufender Buszykluszähler realisiert werden, der als 
Zeitbasis in einem verteilten Agentensystem genügen würde. So könnten beispielsweise 
Deadlines für erwartete Antwortnachrichten in Form einer Buszyklusnummer kommuni-
ziert werden, da ohnehin der Buszyklus den Takt der Nachrichtenkommunikation vorgibt. 
(A3) drückt aus, dass ein Broadcast auf Netzwerkebene keinen Mehraufwand verursacht. 
Die notwendige Verarbeitungszeit in den Rechnerknoten wird im weiteren Verlauf der 
Arbeit getrennt betrachtet. 
(A4) klammert schließlich das Problem von Netzwerkübertragungsfehlern aus. Diese kön-
nen zwar – gerade bei den elektromagnetischen Störungen in einer Werkhalle – grundsätz-
lich auftreten, allerdings kann ihre Wahrscheinlichkeit mit Maßnahmen wie Fehler-
korrekturcodes, redundanten Busleitungen oder erneutem Senden innerhalb des Buszyklus 
auf ein für die jeweilige Anwendung akzeptables Maß gesenkt werden. (A4) wird deshalb 
für die weiteren Betrachtungen in dieser Arbeit als ausreichend realistisch eingeschätzt. 
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4.2 Konzept für echtzeitfähige Agentenkommunikation 
In einem verteilten Agentensystem kann – ein den genannten Anforderungen entspre-
chendes Netzwerk vorausgesetzt – dann echtzeitfähig kommuniziert werden, wenn die pro 
Buszyklus zu versendende Datenmenge für keinen Knoten (beziehungsweise Container) 
die in (A2) definierte Obergrenze fd(i) überschreitet. Folglich sollten die verwendeten 
Kommunikationsprotokolle die Ressource Netzwerkkanal sparsam verwenden und darü-
ber hinaus möglichst einfach in einem Kommunikationsmodell abbildbar sein, mit dem 
sich das Gesamtnachrichtenaufkommen ermitteln lässt. Ferner sollten die in den Ab-
schnitten 2.2.3 und 2.2.4 formulierten Kritikpunkte berücksichtigt werden, die in Tabelle 
4-1 noch einmal zusammengefasst sind. Es wird sich zeigen, dass sich diese Anforderungen 
zum großen Teil überlappen. 
Tabelle 4-1:  Übersicht über die in den Abschnitten 2.2.3 und 2.2.4 formulierten Kritikpunkte 
Nr. Nachteil / Kritikpunkt 
(1) Kommunikationspartner müssen beim Directory Facilitator erfragt werden. 
(2) Der Directory Facilitator stellt einen Flaschenhals und einen zentralen Schwachpunkt 
(englisch: single point of failure) dar. 
(3) Symbolische Adressen müssen aufgelöst werden. 
(4) Nur CNP: Diensterbringer müssen einmal angebotene Ressourcen lange vorhalten, bis 
sie über die Entscheidung des Initiators informiert werden. 
(5) CNP und andere Formen der 1-zu-n-Kommunikation: Intern werden alle Kommunika-
tionspartner einzeln kontaktiert, was zu hohem Nachrichtenaufkommen und schlech-
ter Skalierbarkeit führt. Durch eine verzögerte Rückantwort kann jeder Teilnehmer das 
CNP verzögern, was zu einem schwer vorhersehbaren Zeitverhalten führt. 
(6) Die fehlende Zeitsynchronisation verbietet fein aufgelöste Timeouts und Deadlines. 
(7) Etablierte Darstellungsformen für semantisches Wissen sind nicht für die Verarbeitung 
in Echtzeit geeignet. 
 
Die in der Tabelle aufgezählten Punkte wurden mit Augenmerk auf dem Contract Net 
Protocol (CNP) (siehe Abschnitt 2.2.3 ab Seite 59) ausgearbeitet, das eine zentrale Rolle 
bei multilateralen Interaktionen zwischen Agenten einnimmt und aufgrund seiner Kom-
plexität alle wesentlichen Aspekte der Agentenkommunikation berührt. Dementsprechend 
soll nun auch zunächst anhand des CNP ein für echtzeitkritische Systeme geeigneter 
Kommunikationsablauf konzipiert werden. Dabei werden Teilprobleme aufgeworfen, die 
in den folgenden Abschnitten gelöst werden. Anschließend wird in Abschnitt 4.5 der 
Gesamtablauf noch einmal präzisiert und anschließend dargestellt, wie auch alle übrigen 
Kommunikationsprotokolle von den entworfenen Lösungen profitieren können. 
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Beim herkömmlichen CNP muss der Initiator noch vor dem Beginn des eigentlichen Pro-
tokollablaufs potentiell als Diensterbringer geeignete Agenten beim Directory Facilitator 
abfragen. Anschließend sendet er diesen Agenten einzeln einen Call for Proposals. Das hier 
vorgeschlagene veränderte CNP soll dagegen wie folgt ablaufen: 
(I) Der Initiator sendet den Call for Proposals in einer einzigen Nachricht per Broad-
cast an alle Container der Agentenplattform. Gemäß (A3) ist dies busseitig ohne 
Mehraufwand möglich. Diese Nachricht enthält neben einer Beschreibung der 
ausgelobten Aufgabe auch eine Beschreibung der Metrik, mit der der Initiator 
letztendlich die Auswahl des am besten geeigneten Diensterbringers treffen wird. 
Randbedingungen und eine mögliche Umsetzung dieses Vorgehens werden in Ab-
schnitt 4.4 diskutiert. Ferner enthält die Nachricht – explizit oder implizit – eine 
Deadline für Antworten der kontaktierten Agenten sowie eine Deadline für die 
finale Vergabe der ausgelobten Aufgabe.  
(II) Alle Container empfangen gemäß (A4) den Call for Proposals spätestens nach tcycle 
und leiten ihn an diejenigen in ihnen ablaufenden Agenten weiter, die als poten-
tielle Diensterbringer in Frage kommen. Die Identifikation geeigneter Agenten in 
Echtzeit stellt einen zentralen Aspekt des vorgeschlagenen Ansatzes dar und erfor-
dert semantisches Verständnis der ausgelobten Aufgabe. Details dazu werden im 
nachfolgenden Abschnitt 4.3 diskutiert. 
(III) Alle kontaktierten Agenten, die die ausgelobte Aufgabe tatsächlich erfüllen kön-
nen, bereiten eine entsprechende Antwort an den Initiator vor; die übrigen kon-
taktierten Agenten ignorieren den Call. Anhand der in (I) versendeten Metrik kann 
pro Container bereits der am besten geeignete Agent vorausgewählt werden; alle 
übrigen Agenten müssen keine Ressourcen für die eventuelle Erfüllung der Auf-
gabe reservieren. Entsprechend muss pro Container auch nur eine Antwortnach-
richt an den Initiator gesendet werden. 
(IV) Der Initiator muss nicht auf ausbleibende Rückantworten warten, sondern lässt 
lediglich die in (I) angegebene Deadline verstreichen. Diese kann durch die genaue 
zeitliche Synchronisation der einzelnen Container gemäß (A5) buszyklusgenau 
festgelegt werden. Anschließend wählt der Initiator anhand der empfangenen Ant-
wortnachrichten den für die Erfüllung der ausgelobten Aufgabe am besten geeig-
neten Agenten aus und benachrichtigt diesen. Alle übrigen Agenten, also die, die 
das pro Container jeweils beste Angebot zur Bearbeitung der ausgelobten Aufgabe 
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unterbreitet haben, erfahren durch verstreichen der zweiten in (I) spezifizierten 
Deadline, dass sie den Zuschlag nicht erhalten haben. Sie können dann eventuell 
reservierte Ressourcen anderweitig vergeben. 
Der vorgestellte Kommunikationsablauf benötigt keinen Directory Facilitator und elimi-
niert damit die Kritikpunkte (1) und (2). (A5) adressiert den Kritikpunkt (6) und erlaubt 
die Verwendung buszyklusgenauer Deadlines. Dies und die durch den Versand der Ent-
scheidungsmetrik ermöglichte Vorauswahl des besten Diensterbringers pro Container be-
schränken das in (4) kritisierte Reservieren von Ressourcen auf ein Minimum. Außerdem 
kommt der Ablauf im Vergleich zum klassischen CNP mit einer deutlich geringeren An-
zahl von Netzwerknachrichten (Containeranzahl + 2) aus, schont also den Netzwerkkanal 
und behebt Kritikpunkt (5). Darüber hinaus hängt die Anzahl der Netzwerknachrichten 
nicht von der Anzahl der am Protokoll teilnehmenden Agenten ab, sodass der Gesamtab-
lauf gut skaliert und sich einfacher als das klassische CNP in einem Kommunikations-
modell fassen lässt. Betrachtungen dazu werden im Abschnitt 4.7 angestellt. Der folgende 
Abschnitt wird eine Lösung für die Kritikpunkte (3) und (7) aufzeigen. 
4.3 Semantische Adressierung von Agenten 
Der im vorhergehenden Abschnitt geschilderte Ablauf für ein echtzeitfähiges CNP sieht 
vor, den Call for Proposals in Schritt (I) per Broadcast an alle Container zu senden und 
dort in Schritt (II) jeweils an potentielle Diensterbringer zu verteilen. Aus Gründen der 
Skalierbarkeit ist es nicht zweckmäßig, den Call auch innerhalb der Container als Broad-
cast zu behandeln und allen Agenten zuzustellen. Vielmehr sollten die Container in der 
Lage sein, möglichst gezielt die Gruppe potentieller lokaler Diensterbringer zu adressieren 
(Multicast). Da dafür ein semantisches Verständnis der im Call for Proposals formulierten 
Aufgabe notwendig ist, wird in diesem Zusammenhang in der Folge von semantischer 
Adressierung von Agenten gesprochen. Wie diese Form der Adressierung echtzeitfähig reali-
siert werden kann, soll nun erörtert werden.  
Die vorgeschlagene Lösung beruht auf dem Umstand, dass alle als Diensterbringer für eine 
konkrete Aufgabe geeigneten Agenten mindestens eine gemeinsame Fähigkeit oder Eigen-
schaft haben, welche sie als Bearbeiter der Aufgabe qualifiziert. Das kann beispielsweise die 
Fähigkeit sein, einen bestimmten Sensorwert zu liefern oder einen gewünschten Ferti-
gungsschritt zu vollziehen. Meist ist es möglich, diese Eigenschaften oder Fähigkeiten 
gemäß einer Taxonomie zu klassifizieren. So liefert etwa die in Anhang B zitierte Normen-
reihe DIN 8580 [DIN8580] eine umfangreiche Taxonomie von Fertigungsverfahren. Im 
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Rahmen der Forschung zu drahtlosen Sensornetzen wurden verschiedene Ontologien zur 
Klassifizierung von Sensoren erarbeitet, die als wesentlichen Bestandteil Taxonomien von 
Sensorarten, Messprinzipien und / oder Messgrößen enthalten [RKT2005], [KKK+2008], 
[CHL+2009], [WIG2011]. Abbildung 4-1 zeigt beispielhaft eine Taxonomie, mit der die 
maschinelle Ausstattung einer einfachen Fertigungseinrichtung beschrieben werden kann.  
Die nachfolgenden Betrachtungen setzen einen solchen Taxonomie-Baum als Wissensbasis 
voraus. Würde im Rahmen des CNP eine bestimmte Fähigkeit nachgefragt, beispielsweise 
das Vermögen zum schienengebundenen Transport, dann wären gemäß der abgebildeten 
Taxonomie alle Agenten mit einer Eigenschaft aus dem Teilbaum Schiene Ansprech-
partner; müsste gebohrt werden, dann wären dafür Agenten mit einer Eigenschaft aus dem 
Teilbaum Bohren geeignet. Nach einer Tiefenindizierung64 des Taxonomie-Baums gemäß 
Algorithmus 4-1 kann eine nachgefragte Eigenschaft eindeutig durch den Taxonomie-
Index (TIX) der Wurzel des entsprechenden Teilbaums TIXroot identifiziert werden. Die 
Indizes TIXi der in dem zugehörigen Teilbaum enthaltenen Eigenschaftsklassen sind durch 
die folgende Relation bestimmt:  
𝑇𝑇𝑇𝑇𝑋𝑋𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ≤ 𝑇𝑇𝑇𝑇𝑋𝑋𝑖𝑖 ≤ GETRIGHTMOSTLEAFTIX(𝑇𝑇𝑇𝑇𝑋𝑋𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟) 
Die Funktion GETRIGHTMOSTLEAFTIX wird auf Seite 112 beschrieben und bestimmt den 
TIX des am weitesten rechts gelegenen Blattknotens. So umfasst etwa der Teilbaum Bohren 
in Abbildung 4-1 die Elemente [14, 16] und kann eindeutig durch den TIX 14 referenziert 
werden. Demnach kann der TIX als eine semantische Gruppenadresse für alle Agenten 
mit einer Eigenschaft aus diesem Teilbaum verstanden werden. 
                                                 
64 Der Begriff Tiefenindizierung wurde in Anlehnung an die verbreitete Bezeichnung Tiefensuche gewählt und 
meint eine Zuweisung von Indizes in der folgenden Reihenfolge: Elternknoten, anschließend Teilbäume von 
links nach rechts (englisch: depth first, pre-order) 
Abbildung 4-1:  Beispiel-Taxonomie für maschinelle Ausstattung einer Fertigungsanlage 
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Algorithmus 4-1:  Tiefenindizierung 
 1: function ASSIGNINDICES(node, firstTix) 
 2:  lastTix ⇐ node.tix ⇐ firstTix 
 3:  for i ⇐ 1, |node.children| do 
 4:   lastTix ⇐ ASSIGNINDICES(node.children[i], lastTix + 1) 
 5:  end for 
 6:  return lastTix 
 7: end function 
Die Erstellung der Wissensbasis – hier also des Taxonomie-Baums – erfolgt, ebenso wie 
die Indizierung, zur Entwurfszeit eines Agentensystems und kann gegebenenfalls durch 
passende Werkzeuge unterstützt werden. Die Zustellung einer per TIX adressierten Multi-
cast-Nachricht muss allerdings zur Laufzeit in Echtzeit erfolgen. Dafür ist im ersten Schritt 
die Bestimmung der TIX-Grenzen des Taxonomie-Teilbaumes gemäß der vorgenannten 
Relation notwendig. Konkret heißt das, der durch einen TIX spezifizierte Knoten muss im 
Taxonomie-Baum gefunden und dann gemäß Algorithmus 4-1 nach dem am weitesten 
rechtsliegenden Blattknoten durchsucht werden. Allerdings lassen sich die komplexitäts-
theoretischen Obergrenzen für die Ausführungszeiten dieser beiden Operationen ohne 
weitere Festlegungen bezüglich der Struktur des Taxonomie-Baums nicht im benötigten 
Maße einschränken. Andererseits ist es nicht zweckmäßig, spätere Anwender der hier 
entwickelten Agentenplattform aufgrund derartiger Interna bei der Gestaltung der 
Taxonomie zu limitieren. Daher wird hier Algorithmus 4-2 als Methode zur Transfor-
mation beliebiger Taxonomie-Bäume in einen Binärbaum vorgeschlagen. Die Anwendung 
dieses Algorithmus könnte, genau wie die beschriebene Indizierung, vollautomatisch und 
transparent beim Deployment eines entworfenen Agentensystems geschehen. 
Algorithmus 4-2:  Transformation eines Taxonomie-Baums in einen Binärbaum 
 1: while true do 
 2:  node ⇐ am tiefsten liegender Knoten mit mehr als zwei Kindknoten 
 3:  if node = null then exit ⊳ fertig, wenn kein nicht-binärer Knoten vorhanden 
 4:  Sortiere Kindknoten von node aufsteigend nach Höhe der angehängten 
   Teilbäume 
 5:  Ersetze Kindknoten von node paarweise durch jeweils einen neuen Knoten, 
   der das ersetzte Paar als Kindknoten erhält 
 6: end while 
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Abbildung 4-2:  Transformierte Beispiel-Taxonomie mit entsprechend angepasster Indizierung 
Die Anwendung dieser Transformation auf die in Abbildung 4-1 gezeigte Beispiel-Taxo-
nomie kann schrittweise in Anhang F nachvollzogen werden; das Ergebnis der Transfor-
mation mit entsprechend angepasster Indizierung ist in Abbildung 4-2 dargestellt. Der 
Algorithmus transformiert pro Schleifendurchlauf einen nicht binären Teilbaum der 
Taxonomie. Dabei werden neue Zwischenknoten eingefügt, die Eltern-Kind-Beziehungen 
(im transitiven Sinne) der Knoten – und damit der Taxonomie-Klassen – bleiben aber 
gewahrt. Bei einer ungeraden Kindknotenanzahl bleibt in Zeile 4 der letzte Kindknoten 
von der paarweisen Ersetzung und dem Einfügen einer Zwischenschicht unberührt. Durch 
die vorgelagerte Sortierung betrifft dies stets den tiefsten Teilbaum, sodass die Taxonomie 
im Zuge der Transformation möglichst ausbalanciert bleibt. Dennoch wird der resultiere-
nde Binärbaum nur in den seltensten Fällen tatsächlich vollständig ausbalanciert sein. 
Dementsprechend kann die Zeitkomplexität der genannten Operationen – also dem Su-
chen eines TIX und das Durchlaufen des Taxonomie-Baums bis zum am weitesten rechts 
liegenden Blattknoten gemäß Algorithmus 4-3 – nur in Abhängigkeit von der Höhe h des 
transformierten Taxonomie-Baums angegeben werden: T(h) = O(h). Diese Höhe wächst 
in der Regel jedoch nur langsam mit der Anzahl der Eigenschaftsklassen in der Taxonomie 
(bei einem vollständig ausbalancierten Baum wäre der Zusammenhang logarithmisch) und 
ist außerdem schon zur Entwurfszeit als Konstante bekannt. Die geringe Zeitkomplexität, 
die schon zur Entwicklungszeit bekannte Problemgröße und die einfache Algorithmik 
stellen sicher, dass der erste Schritt der Auflösung einer semantischen Adresse schnell und 
mit deterministischem Zeitverhalten vollzogen werden kann. 
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Algorithmus 4-3:  TIX des am weitesten rechts liegenden Kindknotens 
 1: function GETRIGHTMOSTLEAFTIX(node) 
 2:  while true do 
 3:   if node.rightChild ≠ null then  
 4:    node ⇐ node.rightChild 
 5:   else if node.leftChild ≠ null then 
 6:    node ⇐ node.leftChild 
 7:   else 
 8:    exit while 
 9:   end if 
 10:  end while 
 11:  return node.tix 
 12: end function 
Als nächstes müssen zur Laufzeit diejenigen Agenten identifiziert werden, die eine Eigen-
schaft innerhalb der ermittelten TIX-Grenzen besitzen. Dafür wird ein Verzeichnis vor-
geschlagen, dass von Taxonomie-Indizes auf diejenigen Agenten abbildet, die jeweils die 
durch den TIX beschriebene Eigenschaft besitzen. Tabelle 4-2 zeigt beispielhaft ein solches 
Verzeichnis, wobei auf die Indizierung der in Abbildung 4-2 dargestellten Beispieltaxono-
mie Bezug genommen wird. Es wird eine CNC-Maschine angenommen, die durch den 
Agenten UniversalCncMachineAgent vertreten wird und sowohl das Fräsen als auch beide 
Arten des Bohrens beherrscht. Die durch DrillingMachine1Agent repräsentierte Maschine 
beherrscht das Bohren sowohl von Rundlöchern als auch von Gewinden. Die Maschine 
zu DrillingMachine2Agent kann nur Rundbohren. 





8 (Fräsen) UniversalCncMachineAgent 
11 (Rundbohren) UniversalCncMachineAgent 
11 (Rundbohren) DrillingMachine1Agent 
11 (Rundbohren) DrillingMachine2Agent 
12 (Schraubbohren) UniversalCncMachineAgent 




4.3  Semantische Adressierung von Agenten 
113 
 
Abbildung 4-3:  Eigenschaftsverzeichnis aus Tabelle 4-2 als verketteter Binärbaum 
Als Datenstruktur für ein solches Eigenschaftsverzeichnis (englisch: Property Directory) ist 
ein verketteter, balancierender Binärbaum (englisch: threaded binary tree) geeignet, bei-
spielsweise ein verketteter AVL-Baum65 oder ein verketteter Rot-Schwarz-Baum66, in dem 
Tupel der Form (TIX, Agent) mit TIX als Schlüssel abgelegt werden. Balancierende Binär-
bäume ermöglichen das Einfügen, Löschen und Suchen von Einträgen mit von der Ele-
mentanzahl n logarithmisch abhängender Zeitkomplexität T(n) = O(log n). Durch die 
zusätzliche, in Abbildung 4-3 beispielhaft dargestellte Verkettung ist darüber hinaus das 
Iterieren über Elementen in der von den Schlüsseln vorgegebenen Reihenfolge mit kon-
stanter Zeitkomplexität T(n) = O(1) möglich [P2004].  
Mit Hilfe eines so realisierten Eigenschaftsverzeichnisses kann der Gesamtablauf der loka-
len Zustellung per TIX adressierter Multicast-Nachrichten gemäß Algorithmus 4-4 umge-
setzt werden. Die Bestimmung der TIX-Grenzen wurde bereits ausführlich erläutert. Als 
nächste Operation folgt in Zeile 6 die Suche nach dem ersten Agenten mit einem TIX 
größer oder gleich der unteren Grenze, die im Eigenschaftsverzeichnis mit T(n) = O(log n) 
möglich ist. Zu dieser Komplexitätsklasse wurde auf Seite 93 im Zusammenhang mit dem 
Scheduling-Overhead bereits dargelegt, dass entsprechende Operationen sehr gut mit der 
Problemgröße skalieren und die Bestimmung einer für praktisch relevante Mengengerüste 
gültigen maximalen Ausführungszeit einfach möglich ist. Dies wurde durch die in der 
Abbildung 3-3 dokumentierten praktischen Messungen belegt und gilt analog auch hier.  
                                                 
65 Siehe Kapitel 8 in [P2004], alternativ http://adtinfo.org/libavl.html/readed-AVL-Trees.html  
66 Siehe Kapitel 9 in [P2004], alternativ http://adtinfo.org/libavl.html/readed-Red_002dBlack-
Trees.html 
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Algorithmus 4-4:   Einfacher Algorithmus zur Zustellung von Multicast-Nachrichten an 
semantische Adressen 
 1: function FORWARDMULTICASTMESSAGE(message, tix) 
 
 2:  ⊳ TIX-Grenzen bestimmen 
 3:  tixNode ⇐ taxonomyTree.find(tix) 
 4:  lastTix ⇐ GETRIGHTMOSTCHILDTIX(tixNode) 
 
 5:  ⊳ Agenten innerhalb dieser Grenzen aus Eigenschaftsverzeichnis auslesen 
 6:  entry ⇐ properyDirectory.findFirstGreaterOrEqual(tix) 
 7:  while entry.tix ≤ lastTix do 
 8:   entry.agent.postMessage(message) 
 9:   entry ⇐ entry.nextEntry 
 10:  end while 
 
 11: end function 
Ab Zeile 7 folgt eine While-Schleife, die zwar selbst nur einfache Operationen enthält, 
deren Iterationszahl allerdings von der Anzahl der im Eigenschaftsverzeichnis enthaltenen 
Einträge mit passendem TIX bestimmt wird. Dementsprechend stellt die Gesamtanzahl 
der Einträge im Eigenschaftsverzeichnis eine linear verlaufende obere Schranke für die 
Anzahl der Schleifendurchläufe dar. Damit kann diese Schleife einen signifikanten Einfluss 
auf die Gesamtausführungszeit des Algorithmus nehmen. Allerdings wird in dem in Ab-
schnitt 4.7 beschriebenen Gesamtmodell bereits die Behandlung der in Zeile 8 lokal ver-
sendeten Nachrichten durch entsprechende MessageBehaviour-Objekte berücksichtigt. 
Die zusätzliche Ausführungszeit, die der Algorithmus pro adressiertem Agenten beiträgt, 
ist im Vergleich dazu minimal und geht in dem für das Scheduling von Behaviours 
pauschal berücksichtigten Overhead (siehe Abschnitt 3.3) unter. Vor diesem Hintergrund 
ist es ausreichend, nur die Ausführungszeiten der Zeilen 3 bis 6 als zusätzlichen Aufwand 
für die Auswertung semantischer Adressen zu betrachten. 
Allerdings weist der beschriebene Algorithmus in der dargestellten Form zwei entscheiden-
de Mängel auf. Zum einen werden Nachrichten einem Agenten mehrfach zugestellt, wenn 
er die per TIX geforderte Eigenschaft in mehreren Ausprägungen besitzt. Im Beispiel wür-
den Nachrichten an Agenten mit der Fähigkeit Bohren die Agenten DrillingMachine1Agent 
und UniversalCncMachineAgent jeweils doppelt erreichen. Zum anderen ist die Beschrän-
kung auf eine einzige Fähigkeit in der Praxis meist nicht ausreichend. Wird zum Beispiel 
nach einer Quelle für einen Sensorwert gesucht, dann ist nicht nur die Art, sondern auch 
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der Ort der Messung und gegebenenfalls das Vermögen zur kontinuierlichen Ausführung 
zeitlich äquidistanter Wiederholungsmessungen entscheidend. Wird für einen Fertigungs-
schritt ein passender Bearbeiter gesucht, dann könnte dort unter anderem der Maschinen-
standort oder das Material des zu bearbeitenden Werkstückes eine Rolle spielen. In der 
Abbildung 4-4 ist eine Meta-Taxonomie dargestellt, die neben der bereits bekannten funk-
tionalen Klassifizierung auch diese beispielhaft genannten Aspekte abbildet. Würden nun 
potentielle Diensterbringer für das Bohren eines hölzernen Werkstücks in Halle 1 gesucht, 
dann würden dafür nur Agenten in Frage kommen, die Eigenschaften aus den Teilbäumen 
Bohren, Holz und Halle 1 in sich vereinen. Die entsprechende multilaterale semantische 
Adresse würde die TIXs der Wurzelknoten dieser drei Teilbäume umfassen. 
Algorithmus 4-5 erweitert den vorgestellten Algorithmus dergestalt, dass auch solche mul-
tilateralen Adressen verarbeitet werden können. Dazu müssen diese als Menge von TIXs 
in properties übergeben werden. Der Algorithmus arbeitet in zwei Phasen und markiert 
durch Inkrementieren der Variable agent.markCount zunächst für jeden TIX aus der 
Menge properties jene Agenten, die eine durch den TIX charakterisierte Eigenschaft 
besitzen. Mithilfe der Variable agent.markedForTix wird dabei verhindert, dass ein 
Agent pro TIX mehrfach markiert wird. Relevant sind am Ende diejenigen Agenten, die 
eine Markierung für jeden TIX aus der Menge properties erhalten haben. Diese werden 
in der zweiten Phase des Algorithmus bestimmt und bekommen die ihnen zugedachte 
Nachricht genau einmal weitergeleitet. Durch die Aufteilung in zwei Phasen werden zwar 
einige Operationen doppelt ausgeführt – etwa die Zeilen 4 bis 6 bezeihungsweise 17 bis 
19 – allerdings können dafür temporäre Datenstrukturen auf dem Heap eingespart 
werden, in denen sonst Listen markierter Agenten abgelegt werden müssten. Dadurch 
arbeitet der Algorithmus im Endeffekt wesentlich effizienter (Auf Seite 94 wird der Einfluss 
von Heap-Operationen kurz diskutiert.).  
Abbildung 4-4:  Meta-Taxonomie für multilaterale semantische Adressierung 
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Algorithmus 4-5:   Erweiterter Algorithmus zur Zustellung von Multicast-Nachrichten 
an semantische Adressen 
 1: function FORWARDMULTICASTMESSAGE(message, properties) 
 
 2:  ⊳ Phase 1: Markieren 
 3:  for each tix in properties do 
 4:   tixNode ⇐ taxonomyTree.find(tix) 
 5:   lastTix ⇐ GETRIGHTMOSTCHILDTIX(tixNode) 
 6:   entry ⇐ properyDirectory.findFirstGreaterOrEqual(tix) 
 7:   while entry.tix ≤ lastTix do 
 8:    if entry.agent.markedForTix ≠ tix then 
 9:     entry.agent.markedForTix ⇐ tix 
 10:     entry.agent.markCount ⇐ entry.agent.markCount + 1 
 11:    end if 
 12:    entry ⇐ entry.next 
 13:   end while 
 14:  end for 
 
 15:  ⊳ Phase 2: Markierung auswerten 
 16:  for each tix in properties do 
 17:   tixNode ⇐ taxonomyTree.find(tix) 
 18:   lastTix ⇐ GETRIGHTMOSTCHILDTIX(tixNode) 
 19:   entry ⇐ properyDirectory.findFirstGreaterOrEqual(tix) 
 20:   while entry.tix ≤ lastTix do 
 21:    if entry.agent.markCount = |properties| then 
 22:     entry.agent.postMessage(msg) 
 23:    end if 
  24:    entry.agent.markedForTix ⇐ 0 
 25:    entry.agent.markCount ⇐ 0 
 26:    entry ⇐ entry.nextEntry 
 27:   end while 
 28:  end for 
 
 29: end function 
Ein Vergleich der beiden Algorithmen 4-4 und 4-5 unter komplexitätstheoretischen Ge-
sichtspunkten ergibt Folgendes: Die Aufteilung des Algorithmus in zwei Phasen mit glei-
cher Struktur hat keinen Einfluss auf die Zeitkomplexitätsklasse. Wird darüber hinaus die 
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die Breite multilateraler Adressen – also die Anzahl der Kriterien, die Bestandteil der 
Adresse sein dürfen – auf eine konstante Größe begrenzt, dann hat auch die äußere Schleife 
(Zeilen 3 bis 14 und 16 bis 28) keinen Einfluss auf die Zeitkomplexitätsklasse des Algo-
rithmus. Für die meisten praktischen Anwendungsfälle wird eine Beschränkung auf drei 
bis fünf Kriterien als ausreichend eingeschätzt. Unverändert besteht ferner der lineare 
Zusammenhang zwischen der Anzahl von Einträgen im Eigenschaftsverzeichnis und dem 
maximalen Zeitaufwand für die Abarbeitung der inneren Schleife (Zeilen 7 bis 13 und 20 
bis 27). Da bei der multilateralen Adressierung jedoch nicht jeder Agent, der im Zuge der 
Abarbeitung des Algorithmus eine Markierung erhält, am Ende auch ein Empfänger der 
Nachricht ist, muss dieser Zeitaufwand für die Verarbeitung semantisch adressierter 
Nachrichten explizit berücksichtigt werden. Allerdings lässt sich dieser Nachteil des erwei-
terten Algorithmus bei näherer Betrachtung relativieren. In der folgenden Tabelle sind die 
Ausführungszeiten der Zeilen 4 bis 13 aufgeführt, wie sie an einem Rechner mit der in 
Abschnitt 5.2 beschriebenen Konfiguration gemessen wurden: 
Tabelle 4-3:  Ausführungszeit für Markierung aller durch einen TIX charakterisierten Agenten 
Gesamtanzahl der Einträge  100 1000 10000 100000 
 Anzahl innerhalb TIX-Grenzen 
10 77 ns 108 ns 159 ns 164 ns 
100 –  250 ns 316 ns 320 ns 
1000 –  –  1717 ns 1728 ns 
 
Diese Zeiten spiegeln den Aufwand der Markierung aller Agenten mit einer per TIX 
charakterisierten Eigenschaft wieder. Im Zuge der Messungen wurden die Gesamtanzahl 
der Einträge im Eigenschaftsverzeichnis und die Anzahl der Agenten mit einer passenden 
Eigenschaft variiert. Letztere korrespondiert mit der Anzahl der Durchläufe der inneren 
While-Schleife und ist deshalb der Haupteinflussfaktor auf die Laufzeit. Die Tabelle zeigt 
– zumindest für die untersuchte Rechnerkonfiguration – eine auch für große Agentenan-
zahlen sehr geringe Laufzeit des Algorithmus-Abschnitts. Der Gesamtalgorithmus muss 
diesen Abschnitt für jeden TIX in properties zwei Mal (wegen der Zwei-Phasen-Tei-
lung) in ähnlicher Form durchlaufen. Doch auch unter diesen Voraussetzungen kann die 
Mehrheit der erwarteten Nachrichten an multilaterale semantische Adressen in weniger als 
einer Mikrosekunde lokal verteilt werden – insbesondere wenn von einem feingranular 
strukturierten CPPS ausgegangen wird, in dem pro Rechnerknoten nur wenige Agenten 
ablaufen müssen. Hinzu kommt, dass das in Abschnitt 4.7 beschriebene Gesamtmodell 
zur Ermittlung sämtlicher Antwortzeiten eines verteilten Agentensystems ohnehin von 
einer statischen Menge von Agenten mit fester Verteilung und Rollenzuordnung ausgeht. 
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Unter diesen Voraussetzungen kann für jede semantische Adresse die Anzahl von Schlei-
fendurchläufen in Algorithmus 4-5 exakt vorherbestimmt und folglich die maximale Aus-
führungszeit sehr genau abgeschätzt werden.  
Damit stellt dieser Abschnitt eine tragfähige Lösung zur Realisierung semantischer Adres-
sen dar, mit denen Schritt (II) des in Abschnitt 4.2 geschilderten Ablaufs umgesetzt werden 
kann. Die Lösung beinhaltet die Verarbeitung von semantischem Wissen in Echtzeit und 
adressiert damit Kritikpunkt (7) aus der Tabelle 4-1 auf Seite 106. In der gleichen Tabelle 
wird unter (3) auch auf den Zusatzaufwand für die Verarbeitung symbolischer Adressen 
eingegangen. Aus technischer Sicht bieten solche Adressen den Vorteil, Agenten unabhän-
gig von ihrem Aufenthaltsort adressieren zu können. Allerdings können dies auch seman-
tische Adressen leisten, etwa indem jedem mobilen Agenten eine eigene Eigenschaftsklasse 
mit eindeutigem TIX zugeordnet wird. Damit sind die in Tabelle 4-1 angeführten Kritik-
punkte vollständig ausgeräumt, und es muss für die Realisierung des in Abschnitt 4.2 ge-
schilderten Ablaufs nachfolgend nur noch geklärt werden, wie der Initiator des CNP seine 
Entscheidungsmetrik in einer Nachricht kodieren kann. 
4.4 Kodieren von Entscheidungsmetriken in Nachrichten 
Die Auswahl des für eine bestimmte Aufgabe am besten geeigneten Diensterbringers er-
folgt beim CNP zweistufig. Zunächst wird – herkömmlicherweise durch Abfragen des 
Directory Facilitators, hier durch eine entsprechende semantische Adresse – der Kreis der 
Ansprechpartner auf potentiell geeignete Agenten eingeschränkt. Diese Vorauswahl kann 
als Auswertung binärer Entscheidungsvariablen angesehen werden, die Auskunft über das 
Vorhandensein bestimmter, für die Diensterbringung notwendiger Eigenschaften geben. 
Anschließend muss für alle potentiell zur Erfüllung der zu vergebenden Aufgabe tauglichen 
Agenten i das Maß ihrer Eignung (englisch: eligibility), hier mit Ei bezeichnet, ermittelt 
und verglichen werden. Dabei fließen in der Regel kontinuierliche Entscheidungsvariablen 
ein. Wird etwa ein Lieferant für einen Sensorwert gesucht, könnte die technologisch be-
dingte Qualität des Messwertes entscheidend sein. Bei einer Maschine, die einen Ferti-
gungsschritt erbringen soll, könnten zum Beispiel der Energieaufwand sowie die durch die 
aktuelle Maschinenbelegung, eventuell notwendige Werkzeugwechsel und die eigentliche 
Bearbeitung bedinge Wartezeit bis zur Fertigstellung eine Rolle spielen. Formel (4.1) be-
rücksichtigt diese Entscheidungsvariablen xi,1 bis xi,n summarisch, jeweils versehen mit 
einem Wichtungsfaktor wk. Der Betrag dieses Faktors bestimmt den Grad der Einfluss-
nahme einer Entscheidungsvariablen auf die Eignung des Agenten; das Vorzeichen sagt 
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aus, ob eine Variable das Maß der Eignung steigert – so wie die Messwertqualität – oder 
negativ beeinflusst – so wie Energieaufwand und Wartezeit. 
Es gibt jedoch auch Anwendungsfälle, in denen kontinuierliche Entscheidungsvariablen 
die Eignung nicht proportional beeinflussen, sondern bestimmte Schwellwertbedingungen 
erfüllen müssen. Im Zusammenhang mit der Auswahl eines für einen Fertigungsschritt 
geeigneten Maschinenagenten kann zum Beispiel die Größe des benötigten Arbeitsraumes 
maßgeblich sein. In einem Szenario, das nur zwei verschiedene Größen von Werkstücken 
vorsieht, könnte das Vermögen, die größeren Werkstücke zu bearbeiten, als Eigenschaft in 
einer semantischen Adresse kodiert werden. Bei einer größeren Vielfalt von Werkstücken 
macht es jedoch mehr Sinn, die Größe des benötigten Arbeitsraumes als Menge von 
Schwellwertbedingungen zu formulieren. Maschinenagenten, die diesen Arbeitsraum in 
mindestens einer Dimension nicht zur Verfügung stellen können, disqualifizieren sich 
damit für die Übernahme des Fertigungsschrittes. Werden allerdings die Mindestanforde-
rungen bezüglich des Arbeitsraumes erfüllt, dann ist die Größe des darüber hinaus zur 
Verfügung stehenden Arbeitsraumes für die Eignung des Maschinenagenten zur Realisie-
rung des fraglichen Fertigungsschrittes unerheblich. Formel (4.1) bildet dies durch Terme 
ab, die die Entscheidungsvariablen yi,1 bis yi,m jeweils mit einem Schwellwert tk vergleichen 
und je nach Ausgang dieses Vergleichs einen summarischen Beitrag von 0 oder −∞ liefern. 
In letzterem Fall nimmt stets auch die Gesamtsumme Ei den kleinstmöglichen Wert −∞ 
an und weist damit den betreffenden Agenten als ungeeignet aus.  
𝐸𝐸𝑖𝑖 = 𝑤𝑤1 ∙ 𝑥𝑥𝑖𝑖,1 + 𝑤𝑤2 ∙ 𝑥𝑥𝑖𝑖,2 + . . . + 𝑤𝑤𝑛𝑛 ∙ 𝑥𝑥𝑖𝑖,𝑛𝑛








                         ⋮





Eine konkrete Entscheidungsmetrik für die Auswahl eines Maschinenagenten könnte also 
wie folgt aussehen: 
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𝐸𝐸𝑖𝑖 = −0,02 ∙ 𝐸𝐸𝐸𝐸𝑒𝑒𝐸𝐸𝐸𝐸𝐸𝐸𝑒𝑒𝐸𝐸𝑒𝑒𝐸𝐸𝑏𝑏𝐸𝐸𝑎𝑎𝐸𝐸𝐸𝐸ℎ_𝐸𝐸𝐸𝐸_𝑊𝑊ℎ𝑖𝑖 +
−1,5 ∙ 𝑍𝑍𝑒𝑒𝐸𝐸𝑡𝑡_𝑏𝑏𝐸𝐸𝑏𝑏_𝐹𝐹𝑒𝑒𝐸𝐸𝑡𝑡𝐸𝐸𝐸𝐸𝑏𝑏𝑡𝑡𝑒𝑒𝐹𝐹𝐹𝐹𝐸𝐸𝐸𝐸𝐸𝐸_𝐸𝐸𝐸𝐸_𝑏𝑏𝑖𝑖
+ �−∞, wenn 𝐴𝐴𝐸𝐸𝑏𝑏𝑒𝑒𝐸𝐸𝑡𝑡𝑏𝑏𝐸𝐸𝑎𝑎𝐸𝐸𝐴𝐴_𝑥𝑥_𝐸𝐸𝐸𝐸_𝐸𝐸𝐴𝐴𝑖𝑖 < 350, sonst
+ �−∞, wenn 𝐴𝐴𝐸𝐸𝑏𝑏𝑒𝑒𝐸𝐸𝑡𝑡𝑏𝑏𝐸𝐸𝑎𝑎𝐸𝐸𝐴𝐴_𝑦𝑦_𝐸𝐸𝐸𝐸_𝐸𝐸𝐴𝐴𝑖𝑖 < 250, sonst
+ �−∞, wenn 𝐴𝐴𝐸𝐸𝑏𝑏𝑒𝑒𝐸𝐸𝑡𝑡𝑏𝑏𝐸𝐸𝑎𝑎𝐸𝐸𝐴𝐴_𝑧𝑧_𝐸𝐸𝐸𝐸_𝐸𝐸𝐴𝐴𝑖𝑖 < 150, sonst
 (4.2) 
Um eine Entscheidungsmetrik der dargestellten Form in einer Nachricht zu übertragen, 
so wie es der in Abschnitt 4.2 dargestellte Kommunikationsablauf in Schritt (I) verlangt, 
müssen die Wichtungsfaktoren wk, die Schwellwerte (englisch: threshold) tk sowie die in 
den Schwellwertbedingungen zu verwendenden Vergleichsoperatoren übermittelt werden. 
Dabei kann ausgenutzt werden, dass die Wichtungsfaktoren oft auf Intuition und Erfah-
rung der Entwickler oder einfachen Modellrechnungen beruhen und daher eine speicher- 
und bandbreiteneffiziente Darstellung mit niedriger Genauigkeit ausreichend ist, etwa das 
in [IEEE754-2008] spezifizierte 16-Bit-Gleitkommaformat binary16 mit vier Dezimal-
stellen Genauigkeit. In den meisten Anwendungsfällen ist diese Genauigkeit auch für die 
Ablage der Schwellwertbedingungen ausreichend. Neben den genannten Konstanten muss 
außerdem kodiert werden, welche Entscheidungsvariablen in die Berechnung einbezogen 
werden sollen – im Beispiel sind es Energieverbrauch_in_Wh, Zeit_bis_Fertigstellung_in_s, 
Arbeitsraum_x_in_cm, Arbeitsraum_y_in_cm und Arbeitsraum_z_in_cm. Diese Angaben 
können mit geringem Bandbreitenbedarf übermittelt werden, indem beispielsweise platt-
formweit eindeutige Binärsymbole (englisch: token) für alle Variablen vereinbart werden. 
Die in Abschnitt 5.1 beschriebene Referenzimplementierung nutzt 16-Bit-Worte für eine 
entsprechende Kodierung von bis zu 65536 verschiedenen Ereignisvariablen und kann 
damit die in Formel (4.1) formulierte Metrik in einer 21 Byte großen Nachricht verschi-
cken (1 Byte, um die Anzahl der nachfolgenden Terme zu kodieren, pro Term 2 Byte für 
die Ereignisvariable und 2 Byte für die Konstante). Um die Bandbreiteneffizienz weiter zu 
steigern, könnten typische Kombinationen mehrerer Ereignisvariablen in einem einzigen 
Symbol kodiert werden. Allerdings soll an dieser Stelle die Betrachtung der konkreten 
Kodierung nicht weiter vertieft, sondern eher auf organisatorische Rahmenbedingungen 
eingegangen werden.  
Wichtig ist, dass alle Entscheidungsvariablen mit einer plattformweit eindeutigen Seman-
tik, bis hin zur verwendeten Maßeinheiten, versehen sind und dass die als potentielle 
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Diensterbringer identifizierten Agenten die entsprechenden Angaben liefern können. Eine 
weitere, ganz grundlegende organisatorische Voraussetzung für die Übermittlung von 
Entscheidungsmetriken im Rahmen des in Abschnitt 4.2 skizzierten Kommunikationsab-
laufes ist, dass alle Kommunikationsteilnehmer – trotz gegebenenfalls widersprüchlicher 
individueller Ziele, etwa der Maximierung der eigenen Auslastung bei Maschinen – stets 
objektiv informieren und entscheiden. Dies kann in der Fertigungseinrichtung eines ein-
zelnen Herstellers vorausgesetzt werden, in der alle Komponenten nicht nur individuellen 
Zielen, sondern auch einem möglichst optimalen Gesamtablauf verschrieben sind. Bei 
einer als Agentensystem realisierten Handelsplattform wäre diese Voraussetzung nicht 
erfüllt, und beim Betrieb eines firmenübergreifenden CPPS müsste sie zumindest kritisch 
geprüft werden. Einzelne Kommunikationsteilnehmer könnten hier stärker auf eigene 
Ziele und Vorteile fixiert sein und würden durch zusätzliche Kenntnis von Entscheidungs-
metriken eine größere Angriffsfläche für eventuelle Manipulationen von Entscheidungen 
erhalten. Allerdings wäre firmenübergreifende Kommunikation ohnehin nicht, oder nicht 
im hier betrachteten Maße, echtzeitkritisch und muss deshalb nicht dem in Abschnitt 4.2 
skizzierten Ablauf folgen. 
4.5 Integration der erarbeiteten Lösungen in den 
Kommunikationsablauf 
Nachdem in den beiden vorangegangenen Abschnitten Lösungen für die zuvor aufgewor-
fenen Teilprobleme präsentiert wurden, soll jetzt der in Abschnitt 4.2 nur grob skizzierte 
Ablauf rekapituliert und präzisiert werden. Damit wird die Grundlage für die im nächsten 
Abschnitt folgende Modellierung eines verteilten Gesamtsystems geschaffen. Am Ende 
dieses Abschnittes wird außerdem betrachtet, inwiefern neben dem Contract Net Protocol 
(CNP) auch andere Interaktionsprotokolle von den in den letzten Abschnitten vorgestell-
ten Mechanismen profitieren können. 
In Abbildung 4.5 ist ein beispielhafter Kommunikationsablauf für ein gemäß Abschnitt 
4.2 modifiziertes CNP als Sequenzdiagramm dargestellt. Dabei wird zunächst davon aus-
gegangen, dass die gemäß dem in Abschnitt 4.1 entworfenen Netzwerkmodell pro Knoten 
zur Verfügung stehende Bandbreite in jedem Fall ausreicht, alle anfallenden Nachrichten 
zu transportieren. Ob dies tatsächlich gegeben ist und welche Verzögerungen im Ablauf 
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sich andernfalls ergeben, kann mit dem in Abschnitt 4.7 beschriebenen Modellierungs-
ansatz ermittelt werden. In dem Beispiel sendet zunächst Agent A – der Initiator des CNP 
– einen Call for Proposals samt wie beschrieben kodierter Entscheidungsmetrik an eine 
per semantischer Adresse spezifizierte Untermenge von Agenten, die für die Diensterbrin-
gung potentiell geeignet sind. Gemäß dem zugrunde gelegten Netzwerkmodell erreicht 
dieser Call alle beteiligten Container spätestens am Ende des nächsten vollständigen Netz-
werkbuszyklus und löst dort zunächst das MessageHandlerBehaviour der Container aus 
Abbildung 4-5:  Detaillierter Kommunikationsablauf für überarbeitetes Contract Net Protocol 
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(siehe Abschnitt 3.1). In diesem Behaviour wird jeweils mithilfe von Algorithmus 4-5 (sie-
he Seite 116) der Call an die zu der angegebenen semantischen Adresse passenden lokalen 
Agenten A bis F weitergeleitet, deren MessageBehaviour-Objekte dann von dem auf 
Seite 91 spezifizierten Scheduling-Algorithmus 3-1 sequentiell abgearbeitet werden. Die 
Behaviours bereiten jeweils einen zum Call passenden Proposal vor, von denen dann der 
pro Container bezüglich der anfangs übermittelten Entscheidungsmetrik beste zurück an 
den Initiator gesendet wird. Nach spätestens einem weiteren Netzwerkbuszyklus erreichen 
die Proposals zunächst das MessageHandlerBehaviour von Container 1 und anschlie-
ßend ein MessageBehaviour des Initiators, welches die Proposals zunächst nur entgegen-
nimmt. Nach dem Verstreichen der anfangs mit dem Call übermittelten Deadline für Pro-
posals wird dann ein TimerBehaviour ausgelöst, dass den besten Proposal auswählt und 
Abbildung 4-6:  Ablauf zur Ermittlung des pro Container besten Proposals 
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dem zugehörigen Agenten, im Beispiel Agent E, die ausgelobte Aufgabe überträgt. Das 
CNP endet mit der Abarbeitung des entsprechenden MessageBehaviours bei Agent E, 
was allerdings nicht zwangsläufig der fertigen Abarbeitung der ausgelobten Aufgabe gleich-
kommt. Dafür könnten weitere Interaktionen oder das Warten auf externe Ereignisse not-
wendig sein.  
Offen ist bisher, wie genau die Auswahl des pro Container besten Proposals erfolgt. Dazu 
ist in Abbildung 4-6 der in Abbildung 4-5 grau hinterlegte Bereich genauer untersetzt. Das 
dargestellte Sequenzdiagramm zeigt, dass über den Netzwerkbus eingehende Datenpakete 
zunächst dem MessageHandlerBehaviour von Container 3 übereignet werden. Enthält 
das Datenpaket einen Call for Proposals samt Entscheidungsmetrik, dann wird daraus ein 
inhaltlich äquivalentes Task-Objekt erstellt und an die adressierten Agenten innerhalb des 
Containers weitergeleitet. Nach erfolgter Ausführung von MessageHandlerBehaviour 
erfolgt ein Kontextwechsel, also ein vom Scheduler induzierter Wechsel des aktuell ausge-
führten Behaviours hin zu den MessageBehaviour-Objekten der semantisch adressierten 
Agenten D bis F. Diese erstellen nacheinander ein Proposal-Objekt, welches sie durch 
Aufruf der Methode addProposal() an das Task-Objekt übergeben. Dort wird der Pro-
posal mit dem bisher besten verglichen und der schlechtere der beiden Proposals mithilfe 
der Methode invalidateProposal() als abgelehnt markiert. Durch dieses Vorgehen 
werden die Agenten, deren Proposal im Vergleich schlechter abgeschnitten hat, nicht aktiv 
benachrichtigt, was weitere Kontextwechsel und damit eine schlechtere Modellierbarkeit 
und schlechteres Worst-Case-Zeitverhalten zur Folge hätte. Vielmehr können Agenten 
genau dann, wenn sie ohnehin das nächste Mal aktiv werden – zum Beispiel beim Emp-
fangen eines weiteren Calls for Proposals – prüfen, ob ihr zuletzt abgegebener Proposal 
nach wie vor Gültigkeit besitzt, oder ob die für seine Erfüllung vorgesehenen Ressourcen 
anderweitig vergeben werden können.  
Damit ist der Ablauf des modifizierten CNPs in einer für die nachfolgende Modellierung 
ausreichenden Tiefe beschrieben, und es soll nun betrachtet werden, inwiefern andere For-
men der Agenteninteraktion von den zuvor vorgestellten Konzepten profitieren können. 
Dazu kann zunächst angemerkt werden, dass durch die direkte semantische Adressierbar-
keit von Agenten vermittelnde Instanzen und die damit einhergehenden Protokolle wie 
das Brokering Interaction Protocol und das Recruiting Protocol – beide wurden in Ab-
schnitt 2.2.3 vorgestellt – obsolet werden. Die übrigen von der FIPA standardisierten 
Protokolle [P2007] sehen, mit Ausnahme des CNP, eine bilaterale Kommunikation zwi-
schen einander bekannten Kommunikationspartnern vor, die in der Regel über logische 
Adressen der Form (ContainerId, AgentId) (siehe Abbildung 3-1 auf Seite 85) abgewickelt 
werden kann. Eine Ausnahme stellt die Kommunikation mit mobilen Agenten dar. Diese 
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können jedoch individuell über semantische Adressen angesprochen werden, indem für 
jeden mobilen Agenten eine ihn kennzeichnende, unikale Eigenschaft im Taxonomie-
Baum vorgesehen wird. Darüber hinaus kann mithilfe der semantischen Adressierung auch 
nach dem Publish-Subscribe-Prinzip kommuniziert werden, bei dem jeweils Nachrichten 
eines bestimmten Typs an eine Gruppe dafür registrierter Abonnenten verteilt werden. 
Dazu muss die Mitgliedschaft in der Abonnentengruppe jeweils als Eigenschaft im Taxo-
nomie-Baum abgebildet werden. Voraussetzung ist allerdings, dass die nach diesem Muster 
zu versendenden Nachrichtentypen schon während der Entwurfszeit feststehen.  
Zusammenfassend lässt sich sagen, dass die entwickelten Konzepte die Agentenkommu-
nikation insgesamt bereichern; ihr größter Nutzen ergibt sich jedoch bei der Kontaktauf-
nahme zu nicht feststehenden Kommunikationspartnern. Diese Art der Kommunikation 
stellt allerdings einen zentralen Charakterzug von Agentensystemen dar. 
4.6 Formale Beschreibung verteilter Agentensysteme 
Belastbare Aussagen bezüglich der Echtzeitfähigkeit eines verteilten Agentensystems erfor-
dern den Nachweis, dass auf alle zeitkritischen Ereignisse rechtzeitig reagiert wird – selbst 
für Ereignisse, bei denen die Reaktion von mehreren verteilten und miteinander koope-
rierenden Agenten generiert wird. Um diesen Nachweis für ein konkretes Agentensystem 
erbringen zu können, muss zunächst dessen Struktur formalisiert werden, ebenso wie die 
Gesamtheit aller auftretenden Ereignisse und die jeweiligen Anforderungen an deren Be-
handlung. Nachfolgend wird die formale Darstellung erläutert, die von dem in Abschnitt 
4.7 entworfenen Antwortzeitmodell vorausgesetzt wird. 
 
Das Agentensystem selbst ist als 8-Tupel der Form = , , , , , , ,  (4.3) 
zu beschreiben. Dabei ist = { } eine endliche Menge von Containern, = { } eine endliche Menge von Agenten, = { } eine endliche Menge von Behaviours, 
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  eine Funktion, die die statische Platzierung von Agenten in Con-
tainern beschreibt,   eine Funktion, die die statische Zuordnung von Behaviours zu 
Agenten beschreibt,   eine Funktion, die – in Anlehnung an (A2) des in Abschnitt 4.1 
beschriebenen Netzwerkmodells – jedem Container die für ausgehende Nachrich-
ten zur Verfügung stehende Bandbreite in Byte zuordnet, /s  die im Netzwerkmodell in Abschnitt 4.1 unter (A1) beschriebene 
Netzwerkbuszykluszeit, = { } die endliche Menge der von MAS zu verarbeitenden Ereignisse. 
 
Behaviours  sind als Objekte67 der Form = , ,  (4.4) 
darzustellen. Dabei ist /s  die Ausführungszeit (englisch: computation time), also die Zeit die 
die unterbrechungsfreie Ausführung des Behaviours in Anspruch nimmt, 
 die Priorität, { } das Ankunftsverhalten des Behaviours in der als Formel (3.12) auf 
Seite 101 beschriebenen Form. 
 
Die Ankunftsverhalten eines Behaviours ist genau dann durch Angabe von  als nicht 
spezifiziert zu kennzeichnen, wenn das Behaviour Teil einer in  beschriebenen Ereignis-
behandlung ist und sich das Ankunftsverhalten mithin aus dem Ankunftsverhalten des 
entsprechenden Ereignisses ableiten lässt. Für alle übrigen Behaviours, die abseits von 
formal beschriebenen Ereignisbehandlungen regelmäßig ausgeführt werden müssen – etwa 
solche zur regelmäßigen Abfrage von Sensorwerten (Polling) – ist das Ankunftsverhalten 
                                                 
67 Nach der Begriffsauslegung dieser Arbeit grenzen sich Objekte von n-Tupeln dadurch ab, dass sie neben 
den eingeschlossen Werten eine Identität besitzen. Entsprechend kann eine Menge mehrere Behaviours mit 
jeweils gleichen Parametern C, P und  enthalten. Als Notation wurden spitze Klammern und bedarfsweise 
ein Index als Hinweis auf die Identität gewählt. Ein alternatives Konzept stellen sogenannte Multimengen 
dar, die allerdings einheitliche Definitionen einiger später benötigter Mengenoperationen vermissen lassen. 
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mit (T, 0) anzugeben, wobei T die minimale Zwischenankunftszeit ausdrückt. Ferner ist 
zu beachten, dass alle Behaviours eines Agenten die gleiche Priorität besitzen müssen. Diese 
Anforderung wird von der in Abschnitt 3.1 beschriebenen Laufzeitumgebung vorgegeben.  
Die gewählte formale Darstellung von Behaviours umfasst alle Parameter, die das in Ab-
schnitt 3.3 beschriebene lokalen Antwortzeitmodell benötigt. Damit können, nach dem 
Herleiten des zunächst mit  angegebenen Ankunftsverhaltens, alle Reaktionszeiten für 
eine auf einem einzelnen Container ablaufende und in dieser Form spezifizierten Menge 
von Behaviours bestimmt werden. 
 
Ereignisse  sind als Objekte der Form = ,  (4.5) 
zu spezifizieren. Dabei ist /s  die minimale Zwischenankunftszeit, also der kleinste Zeitabstand, mit 
dem ein Ereignis dieses Typs wiederholt auftreten kann, 
 eine Beschreibung der Ereignisbehandlung. 
 
Letztere ist als Liste von Tupeln anzugeben: = , , , , … , , , ,  (4.6) 
Dabei sind 
,  abgeschlossene Sequenzen von Behaviours und gegebenenfalls Netzwerknach-
richten, die zur Behandlung eines Ereignisses abgearbeitet werden müssen, 
, /s  die maximal zulässigen Ausführungszeiten (englisch: deadlines) der 
einzelnen Sequenzen, die gleichzeitig den frühestmöglichen Beginn der jeweils 
nächsten Sequenz beziffern. Die Summe der Deadlines  einer Ereignisbehand-
lung muss kleiner als die minimale Zwischenankunftszeit des Ereignisses sein, 
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Sequenzen sind als Liste von 4-Tupeln zu spezifizieren, die jeweils einen Einzelschritt der 
Ereignisbehandlung beschreiben: 
, = , , , , , , , , , , , ,
    , , , , , , , , , , ,  (4.7) 
Dabei bezeichnet 
, ,  die Ordnungszahl eines Schrittes, 
, , ( )\{ } die alternativen Behaviours, die, etwa durch das Senden 
einer Nachricht, die in , ,  aufgezählten lokalen oder entfernten Behav-
iours aktivieren, 
, , ( )\{ } entsprechend die alternativen Mengen von Behavi-
ours, die von , ,  aktiviert werden und 
, , {0} eine dazu gegebenenfalls über den Netzwerkbus versen-
dete Nachricht, 
 
und es gelten die folgenden Randbedingungen: 
Lokale Nachrichten werden in , ,  nicht (also mit 0) ausgewiesen, spie-
geln sich jedoch in der durch die Ordnungszahlen beschriebenen kausalen Reihen-
folge der Einzelschritte wieder. Schritte, die lokal kommunizieren und solche, die 
Nachrichten über den Netzwerkbus versenden, dürfen nicht mit ein und derselben 
Ordnungszahl versehen werden. 
Die Menge , ,  des jeweils ersten Schrittes einer Sequenz ist leer, da eine 
Sequenz nicht von einem Behaviour angestoßen wird, sondern von einem externen 
Ereignis. Entsprechend muss auch , ,  gleich 0 sein. Eine Ereignisbe-
handlung wird genau dort in mehrere Sequenzen aufgeteilt, wo für den weiteren 
Verlauf auf ein zusätzliches externes Ereignis, etwa ein Timeout, gewartet werden 
muss. 
, ,  und , ,  enthalten selbst keine Behaviours, sondern Men-
gen von Behaviours, die jeweils einen möglichen Verlauf bei der Ereignisbehand-
lung ausdrücken. Bei , ,  sind diese Mengen stets einelementig, da lokale 
wie entfernte Nachrichten stets einen eindeutigen Ursprung haben. 
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Die Ordnungszahlen der einzelnen Schritte einer Ereignisbehandlung  sind von 
1 beginnend und sequenzübergreifend gemäß ihrer kausalen Ordnung zu ver-
geben. Die Tupel einer Sequenz müssen aufsteigend nach ihrer Ordnungszahl 
sortiert sein. Innerhalb einer Sequenz werden Schritte mit der Ordnungszahl + 1 von Schritten mit der Ordnungszahl  ausgelöst. Folglich muss 
jedes Behaviour aus der Menge , ,  eines Schrittes mit der Ordnungszahl + 1 in einer Menge , ,  eines Schrittes mit der Ordnungszahl  
aufgeführt sein. 
 
Nachrichten  sind als Strukturen der Form = , , ,  (4.8) 
definiert. Dabei ist { } der Container, der die Nachricht letztendlich absendet, 
 die Größe der Nachricht in Byte, { } die Priorität, { } das Ankunftsverhalten der Nachricht in der als Formel (3.12) auf 
Seite 101 beschriebenen Form. 
Bei der Spezifikation einer Ereignisbehandlung ist für  und  stets  anzugeben, 
da sich diese Werte aus dem in der Sequenz unter  aufgeführtem Behaviour erge-
ben. Auch das Ankunftsverhalten ist mit  anzugeben, da es sich im Zuge der in Abschnitt 
4.7 beschriebenen Antwortzeitanalyse aus dem Ankunftsverhalten der Ereignisbehandlung 
ergibt. Die Zieladresse einer Nachricht ist für das Antwortzeitmodell unerheblich. 
Nachfolgend sind einige Beispiele aufgeführt, die die Formalisierung gemäß der dargestell-
ten Regeln verdeutlichen. Bei den späteren Beispielen wird auf die vollständige formale 
Beschreibung des jeweiligen Agentensystems, also die Angabe der Mengen ,  und  
sowie der Funktionen fc, fa und fd verzichtet – zum einem aus Platzgründen, zum anderen, 
weil gerade die Ereignisse und ihre Behandlung die Hauptschwierigkeit der Formalisierung 
ausmachen. In jedem Fall sind alle relevanten Informationen zur Struktur des jeweiligen 
Agentensystems dem Text zu den Beispielen zu entnehmen. 
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Beispiel 1:  Ereignis, das lokal behandelt wird 
In diesem Beispiel ist ein Agent A innerhalb eines Containers c formalisiert, der höchstens 
alle 100 ms ein Ereignis elocal behandeln muss. Dazu muss er die drei Behaviours x, y und z 




ℬ = �〈2 ms, 1, □〉𝑥𝑥, 〈4 ms, 1, □〉𝑐𝑐, 〈3 ms, 1, □〉𝑧𝑧 �
𝑓𝑓𝐸𝐸 = {(𝐴𝐴, 𝐸𝐸)}
𝑓𝑓𝑎𝑎 = {(𝑥𝑥, 𝐴𝐴), (𝑦𝑦, 𝐴𝐴), (𝑧𝑧, 𝐴𝐴)}
𝑓𝑓𝑓𝑓 = ∅
ℰ = {𝑒𝑒𝑐𝑐𝑟𝑟𝑐𝑐𝑎𝑎𝑐𝑐}
𝑒𝑒𝑐𝑐𝑟𝑟𝑐𝑐𝑎𝑎𝑐𝑐 = 〈100 ms, 𝐻𝐻𝑐𝑐𝑟𝑟𝑐𝑐𝑎𝑎𝑐𝑐〉
𝐻𝐻𝑐𝑐𝑟𝑟𝑐𝑐𝑎𝑎𝑐𝑐 = [(𝑀𝑀𝑐𝑐𝑟𝑟𝑐𝑐𝑎𝑎𝑐𝑐, 10 ms)]
𝑀𝑀𝑐𝑐𝑟𝑟𝑐𝑐𝑎𝑎𝑐𝑐 = ��1, ∅, �{𝑥𝑥}�, 0�,
  �2, �{𝑥𝑥}�, �{𝑦𝑦}�, 0�,
  �3, �{𝑦𝑦}�, �{𝑧𝑧}�, 0��
 
 
Die drei Tupel in Slocal weisen steigende Ordnungszahlen auf und verdeutlichen damit, dass 
sich die enthaltenen Behaviours nacheinander gegenseitig aktivieren. In der Regel wird 
dafür eine lokale Nachricht von a an b und eine weitere von b an c genutzt. Alternativ 
könnte b auch erst von a angelegt werden, und analog c von b. Bei der Formalisierung 
stehen der in jedem Fall gegebene kausale Zusammenhang und der Umstand, dass keine 
Nachrichten über den Netzwerkbus versendet werden müssen, im Vordergrund. Letzteres 
wird durch die 0 in jedem Tupel ausgedrückt und geht auch aus fc und fa hervor: 
 
(𝑓𝑓𝐸𝐸 ∘ 𝑓𝑓𝑎𝑎)(𝑥𝑥) = (𝑓𝑓𝐸𝐸 ∘ 𝑓𝑓𝑎𝑎)(𝑦𝑦) = (𝑓𝑓𝐸𝐸 ∘ 𝑓𝑓𝑎𝑎)(𝑧𝑧) = 𝐸𝐸 
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Beispiel 2:  Ereignis, das von zwei verteilten Agenten behandelt wird 
In diesem Beispiel ist ein Ereignis beschrieben, das zunächst das Behaviour a1 eines Agen-
ten A aktiviert. Von dort wird im Verlauf der Ereignisbehandlung eine 32 Byte große 
Nachricht request an einen entfernten Agenten B geschickt, der diese in seinem Behaviour 
b behandelt und eine ebenso große Nachricht response zurück an Agent A schickt. Dort 
wird das Behaviour a2 ausgelöst und die Ereignisbehandlung möglichst innerhalb der 
geforderten 10 ms abgeschlossen.  
Bei der Formalisierung dieses Ablaufes muss berücksichtigt werden, dass alle über den 
Netzwerkbus versendeten Nachrichten zunächst das MessageHandlerBehaviour des 
Zielcontainers erreichen und dort je nach verwendeter Adressierungsart unterschiedlich 
verarbeitet werden. Bei Nachrichten an logische Adressen der Form (ContainerId, AgentId) 
wird direkt das für den jeweiligen Nachrichtentyp registrierte MessageBehaviour des 
adressierten Agenten aktiviert (siehe Abschnitte 3.1 und 4.5). Für Nachrichten an seman-
tische Adressen muss Algorithmus 4-5 (siehe Seite 116) ausgeführt werden, um Agenten 
mit den in der Adresse spezifizierten Eigenschaften zu identifizieren. Da sich die beiden 
Codepfade durch das MessageHandlerBehaviour für logische und semantische Adres-
sen signifikant unterscheiden, und mithin auch die maximalen Ausführungszeiten, werden 
sie in diesem und den folgenden Beispielen als zwei unterschiedliche Behaviours – mhl und 
mhs – modelliert.  
Nachfolgend bezeichnet mhla das MessageHandlerBehaviour des Containers, in dem 
Agent A mit seinen Behaviours a1 und a2 abläuft. mhlb ist das MessageHandlerBehav-
iour des Containers, auf dem Agent B mit dem Behaviour b ausgeführt wird. 
 
𝑒𝑒𝑟𝑟𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑟𝑟𝑟𝑟 = 〈100 ms, 𝐻𝐻𝑟𝑟𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑟𝑟𝑟𝑟〉
𝐻𝐻𝑟𝑟𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑟𝑟𝑟𝑟 = ��𝑀𝑀𝑝𝑝𝑖𝑖𝑛𝑛𝑝𝑝_𝑝𝑝𝑟𝑟𝑛𝑛𝑝𝑝, 10 ms��
𝑀𝑀𝑟𝑟𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑟𝑟𝑟𝑟 = ��1, ∅, �{𝑎𝑎1}�, 0�,
  �2, �{𝑎𝑎1}�, �{𝐴𝐴ℎ𝐹𝐹𝑏𝑏}�, 〈□, 32, □, □〉𝑟𝑟𝑐𝑐𝑟𝑟𝑟𝑟𝑐𝑐𝑟𝑟𝑟𝑟�,
  �3, �{𝐴𝐴ℎ𝐹𝐹𝑏𝑏}�, �{𝑏𝑏}�, 0�,
  �4, �{𝑏𝑏}�, �{𝐴𝐴ℎ𝐹𝐹𝑎𝑎}�, 〈□, 32, □, □〉𝑟𝑟𝑐𝑐𝑟𝑟𝑝𝑝𝑟𝑟𝑛𝑛𝑟𝑟𝑐𝑐�,
  �5, �{𝐴𝐴ℎ𝐹𝐹𝑎𝑎}�, �{𝑎𝑎2}�, 0��
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Beispiel 3:  Ereignis, das gleichzeitig an drei Agenten verteilt wird 
Dieses Beispiel beschreibt ein Ereignis, das zunächst ein Behaviour a auslöst, von dem eine 
16 Byte große Nachricht an eine semantische Adresse geschickt wird. Prinzipbedingt müs-
sen semantisch adressierte Nachrichten an alle Container des Agentensystems geschickt 
werden, da dem Absender unbekannt ist, wo Agenten mit den durch die Adresse spezifi-
zierten Eigenschaften ablaufen. Dies wird durch den Schritt mit der Ordnungszahl 2 be-
schrieben. Anschließend wird von drei zu der semantischen Adresse passenden Agenten B, 
C und D ausgegangen, deren gleichnamige Behaviours b, c und d durch die Nachricht 
ausgelöst werden. Dabei laufen B und C gemeinsam in einem Container ab. Das Ereignis 
muss innerhalb von 10 ms behandelt werden und wiederholt sich frühestens nach 100 ms. 
 
𝑒𝑒𝑟𝑟𝑛𝑛𝑐𝑐_𝑟𝑟𝑟𝑟_𝑚𝑚𝑎𝑎𝑛𝑛𝑐𝑐 = 〈100 ms, 𝐻𝐻𝑟𝑟𝑛𝑛𝑐𝑐_𝑟𝑟𝑟𝑟_𝑚𝑚𝑎𝑎𝑛𝑛𝑐𝑐〉
𝐻𝐻𝑟𝑟𝑛𝑛𝑐𝑐_𝑟𝑟𝑟𝑟_𝑚𝑚𝑎𝑎𝑛𝑛𝑐𝑐 = ��𝑀𝑀𝑟𝑟𝑛𝑛𝑐𝑐_𝑟𝑟𝑟𝑟_𝑚𝑚𝑎𝑎𝑛𝑛𝑐𝑐, 10 ms��
𝑀𝑀𝑟𝑟𝑛𝑛𝑐𝑐_𝑟𝑟𝑟𝑟_𝑚𝑚𝑎𝑎𝑛𝑛𝑐𝑐 = ��1, ∅, �{𝑎𝑎}�, 0�,
  �2, �{𝑎𝑎}�, �{… , 𝐴𝐴ℎ𝑏𝑏𝑏𝑏𝑐𝑐, 𝐴𝐴ℎ𝑏𝑏𝑑𝑑, … }�, 〈□, 16, □, □〉�,
  �3, �{𝐴𝐴ℎ𝑏𝑏𝑏𝑏𝑐𝑐}�, �{𝑏𝑏, 𝐸𝐸}�, 0�,
  �3, �{𝐴𝐴ℎ𝑏𝑏𝑑𝑑}�, �{𝑓𝑓}�, 0��
 
Beispiel 4:  Ereignis, das eine Behandlung per Contract Net Protocol erfordert 
In diesem Beispiel wird ein Ereignis beschrieben, dessen Behandlung den in Abbildung 
4-5 auf Seite 122 dargestellten Verlauf des Contract Net Protocols auslöst. Das Ereignis 
könnte beispielsweise einen Sensordefekt anzeigen, in dessen Folge möglichst schnell ein 
realer oder virtueller Ersatzsensor aufgetan oder die Anlage notfalls gestoppt werden muss. 
Da ein solcher Fehler vergleichsweise selten auftreten sollte, wurde in der formalen Spezi-
fikation eine Zwischenankunftszeit von einer Minute hinterlegt. Das Ereignis schlägt zu-
nächst im Behaviour ainit des Agenten A auf, der daraufhin durch Versenden eines Calls for 
Proposals ein CNP anstößt. Dieser Call ist 32 Byte groß und wird über die plattformin-
ternen Behaviours mhs2 und mhs3 den Agenten B bis F zugestellt, die in ihren Behaviours 
bprop bis fprop einen entsprechenden Proposal erstellen. Da die Agenten B und C auf ein und 
demselben Container ablaufen, wird nur der bessere ihrer Proposals an den Initiator A 
zurückgesendet. In der Spezifikation der Ereignisbehandlung kann indes keine Annahme 
darüber getroffen werden, welcher der beiden Agenten zur Laufzeit für ein konkretes 
Ereignis den besseren Proposal abgeben wird. Daher sind in dem entsprechenden Schritt 
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mit der Ordnungszahl 4 die Behaviours beider Agenten als alternative Absender angege-
ben. Die Agenten D, E und F laufen ebenfalls in einem gemeinsamen Container. Parallel 
– deshalb mit derselben Ordnungszahl – wird also auch der beste ihrer Proposals an den 
Initiator gesendet. Die Proposals werden über mhl1 an Agent A weitergeleitet und lösen 
dort, wie in Abbildung 4-5 gezeigt, jeweils ein Behaviour acollect aus. Allerdings wird erst 
nach dem Verstreichen der im Call angegebenen Frist für Proposals, im Beispiel nach 
50 ms, die Aufgabe tatsächlich vergeben. Das Ende der Frist ist ein externes Ereignis und 
leitet deshalb in der formalen Darstellung eine neue Sequenz ein. In dieser wird in aaward 
der beste Proposal ausgewählt und innerhalb weiterer 10 ms der zugehörige Agent B, C, 
D, E oder F benachrichtigt, der dann in btask, ctask, dtask, etask beziehungsweise ftask mit der 
Erbringung des nachgefragten Dienstes beginnt. Die genannten Behaviours sind im Schritt 
mit der Ordnungszahl 8 in alternativen Mengen aufgeführt, da die Spezifikation offen 
lassen muss, welcher Agent zur Laufzeit den Zuschlag erhält. 
 
𝑒𝑒𝐶𝐶𝐶𝐶𝐶𝐶 = 〈60 s, 𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶〉
𝐻𝐻𝐶𝐶𝐶𝐶𝐶𝐶 = ��𝑀𝑀𝐶𝐶𝐶𝐶𝐶𝐶,1, 50 ms�, �𝑀𝑀𝐶𝐶𝐶𝐶𝐶𝐶,2, 10 ms��
𝑀𝑀𝐶𝐶𝐶𝐶𝐶𝐶,1 = ��1, ∅, �{𝑎𝑎𝑖𝑖𝑛𝑛𝑖𝑖𝑟𝑟}�, 0�,
  �2, �{𝑎𝑎𝑖𝑖𝑛𝑛𝑖𝑖𝑟𝑟}�, �{𝐴𝐴ℎ𝑏𝑏1, 𝐴𝐴ℎ𝑏𝑏2, 𝐴𝐴ℎ𝑏𝑏3}�, 〈□, 32, □, □〉𝑐𝑐𝑐𝑐𝑝𝑝�,
  �3, �{𝐴𝐴ℎ𝑏𝑏2}�, ��𝑏𝑏𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝, 𝐸𝐸𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝�� , 0� ,
  �3, �{𝐴𝐴ℎ𝑏𝑏3}�, ��𝑓𝑓𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝, 𝑒𝑒𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝, 𝑓𝑓𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝�� , 0� ,
  �4, ��𝑏𝑏𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝�, �𝐸𝐸𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝�� , �{𝐴𝐴ℎ𝐹𝐹1}�, 〈□, 16, □, □〉𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝� ,
  �4, ��𝑓𝑓𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝�, �𝑒𝑒𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝�, �𝑓𝑓𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝�� , �{𝐴𝐴ℎ𝐹𝐹1}�, 〈□, 16, □, □〉𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝� ,
  �5, �{𝐴𝐴ℎ𝐹𝐹1}�, �{𝑎𝑎𝑐𝑐𝑟𝑟𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟}�, 0�,
  �5, �{𝐴𝐴ℎ𝐹𝐹1}�, �{𝑎𝑎𝑐𝑐𝑟𝑟𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟}�, 0��
𝑀𝑀𝐶𝐶𝐶𝐶𝐶𝐶,2 = ��6, ∅, �{𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑟𝑟𝑑𝑑}�, 0�,
  �7, �{𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑟𝑟𝑑𝑑}�, �{𝐴𝐴ℎ𝐹𝐹2}, {𝐴𝐴ℎ𝐹𝐹3}�, 〈□, 128, □, □〉𝑟𝑟𝑎𝑎𝑟𝑟𝑘𝑘�,
  �8, �{𝐴𝐴ℎ𝐹𝐹2}, {𝐴𝐴ℎ𝐹𝐹3}�,
        �{𝑏𝑏𝑟𝑟𝑎𝑎𝑟𝑟𝑘𝑘}, {𝐸𝐸𝑟𝑟𝑎𝑎𝑟𝑟𝑘𝑘}, {𝑓𝑓𝑟𝑟𝑎𝑎𝑟𝑟𝑘𝑘}, {𝑒𝑒𝑟𝑟𝑎𝑎𝑟𝑟𝑘𝑘}, {𝑓𝑓𝑟𝑟𝑎𝑎𝑟𝑟𝑘𝑘}�, 0��
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4.7 Antwortzeitmodell für verteilte Agentensysteme 
Ein gemäß den Ausführungen im vorhergehenden Abschnitt formalisiertes Agentensystem 
ist echtzeitfähig, wenn die Sequenzen aller Ereignisbehandlungen garantiert innerhalb der 
ihnen zugeordneten Deadline abgearbeitet werden können. In diesem Abschnitt soll ein 
Antwortzeitmodell erarbeitet werden, mit dem genau dies überprüft werden kann. 
Das Modell baut auf der Grundidee auf, dass sich die einzelnen Sequenzen formalisierter 
Ereignisbehandlungen in einander abwechselnde Phasen der Ausführung von Behaviours 
und des Versendens von Netzwerknachrichten einteilen lassen. Ein Algorithmus, der diese 
Partitionierung vornimmt, ist in Anhang G beschrieben. Hier soll das Ergebnis dieses 
Algorithmus am Beispiel des zuvor formalisierten Contract Net Protocols diskutiert und 
die darauf aufbauende Modellierung des Antwortverhaltens erläutert werden. 
PARTITIONSEQUENCE , =, { } ,, , 32, … , ,, , , , , , , , ,, , 16, … , , , 16, … , ,, { , , , }
 
 
Die Partitionierung liefert eine Liste von Tupeln, die jeweils eine Marke  (behaviour 
execution) oder  (messaging) und darüber hinaus die in dieser Phase zu bearbeitenden 
Behaviours beziehungsweise Netzwerknachrichten enthalten. In Bezug auf letztere ist an-
zumerken, dass im Zuge der Partitionierung auch der jeweils als Absender auftretende 
Container einer jeden Nachricht sowie die Priorität (diese ist der Einfachheit halber hier 
nicht angegeben) ermittelt und im jeweiligen Nachrichtenobjekt vermerkt wird. Die in 
den Tupeln angegebenen Objektmengen können sich aus mehreren Schritten einer forma-
lisierten Sequenz ergeben und entsprechend auch Duplikate enthalten. So werden beim 
CNP in den Schritten mit den Ordnungszahlen 4 und 5 die Behaviours mhl1 und acollect 
jeweils doppelt ausgeführt – einmal pro eintreffendem Proposal. Der Partitionierungsalgo-
rithmus erhält diese Information durch geeignetes Umbenennen der Duplikate während 
der Bildung der Vereinigungsmengen. Der Algorithmus berücksichtigt ferner, dass in der 
formalen Beschreibung einer Sequenz auch Alternativen für die in einem Schritt aktivier-
ten oder als Absender einer Nachricht auftretenden Behaviours angegeben sein können. In 
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einem solchen Fall werden alle gemäß der formalen Beschreibung der Sequenz möglichen 
Kombinationen als Menge in das generierte Tupel aufgenommen. So muss die formale 
Beschreibung des CNP beispielsweise offenlassen, welcher Agent am Ende den Zuschlag 
erhält, und kann deshalb in den Schritten mit den Ordnungszahlen 7 und 8 nur mögliche 
Alternativen aufzählen. Das zugehörige Ⓑ-Tupel, das diese abschließende Phase der 
Behaviour-Abarbeitung beschreibt, enthält deshalb alle Kombinationen aus den beiden 
Behaviours mhl2 und mhl3 sowie den Behaviours btask bis ftask – auch solche ohne praktische 
Relevanz, was aber für das weitere Vorgehen unerheblich ist. 
PARTITIONSEQUENCE�𝑀𝑀𝐶𝐶𝐶𝐶𝐶𝐶,2� = �
�Ⓑ, �{𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑟𝑟𝑑𝑑}��,
�Ⓜ, �{〈𝐸𝐸1, 128, … , □〉𝑟𝑟𝑎𝑎𝑟𝑟𝑘𝑘}��,
�Ⓑ, �{𝐴𝐴ℎ𝐹𝐹2, 𝑏𝑏𝑟𝑟𝑎𝑎𝑟𝑟𝑘𝑘}, {𝐴𝐴ℎ𝐹𝐹3, 𝑏𝑏𝑟𝑟𝑎𝑎𝑟𝑟𝑘𝑘}, {𝐴𝐴ℎ𝐹𝐹2, 𝐸𝐸𝑟𝑟𝑎𝑎𝑟𝑟𝑘𝑘}, {𝐴𝐴ℎ𝐹𝐹3, 𝐸𝐸𝑟𝑟𝑎𝑎𝑟𝑟𝑘𝑘},
         {𝐴𝐴ℎ𝐹𝐹2, 𝑓𝑓𝑟𝑟𝑎𝑎𝑟𝑟𝑘𝑘}, {𝐴𝐴ℎ𝐹𝐹3, 𝑓𝑓𝑟𝑟𝑎𝑎𝑟𝑟𝑘𝑘}, {𝐴𝐴ℎ𝐹𝐹2, 𝑒𝑒𝑟𝑟𝑎𝑎𝑟𝑟𝑘𝑘}, {𝐴𝐴ℎ𝐹𝐹3, 𝑒𝑒𝑟𝑟𝑎𝑎𝑟𝑟𝑘𝑘},
         {𝐴𝐴ℎ𝐹𝐹2, 𝑓𝑓𝑟𝑟𝑎𝑎𝑟𝑟𝑘𝑘}, {𝐴𝐴ℎ𝐹𝐹3, 𝑓𝑓𝑟𝑟𝑎𝑎𝑟𝑟𝑘𝑘}���
 
 
Um nun die maximale Ausführungszeit einer solchen Sequenz zu bestimmen, müssen die 
maximalen Ausführungszeiten der einzelnen Phasen ermittelt und aufaddiert werden. Sind 
in dem beschreibenden Tupel einer Phase alternative Mengen von Behaviours beziehungs-
weise Netzwerknachrichten angegeben, dann zählt die Alternative mit der größten maxi-
malen Ausführungszeit. Involviert eine Menge von Behaviours oder Netzwerknachrichten 
mehrere Container, dann sind containerbezogene Teilmengen zu bilden und einzeln zu 
betrachten, um am Ende wiederum das Maximum der sich ergebenden Ausführungszeiten 
zu bilden. Der vollständige Ablauf kann Algorithmus 4-6 entnommen werden. 
Für jedes Ⓑ-Tupel einer betrachteten Sequenz S, also Phasen der Behaviour-Abarbeitung, 
wird dort pro Container mit der Funktion WCET die Summenreaktionszeit der in subset 
übergebenen Behaviour-Menge nach dem in Abschnitt 3.3 vorgestellten Berechnungsan-
satz ermittelt. In dem Parameter ctxB wird die sogenannte Kontextmenge übergeben, also 
jene Behaviours, die verzögernd auf die Ausführung des Ⓑ-Tupels wirken können. Dazu 
zählen zum einen Behaviours für bestimmte Hintergrundaufgaben, für die bereits bei der 
Formalisierung des Agentensystems das Ankunftsverhalten spezifiziert werden muss (siehe 
Seite 126). Hinzu kommen weitere Behaviours, die die durch die parallele Behandlung 
anderer Ereignisse entstehende maximale Last modellieren. Letztere werden pro Ereignis 
von der Funktion BLOAD ermittelt, die im weiteren Verlauf noch diskutiert wird.  
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Algorithmus 4-6:  Prüft, ob WCET der Sequenz S kleiner als die Deadline D ist 
 1: function CHECKSEQUENCE(S, D, e) ⊳ S: Sequenz, D: Deadline, e: Ereignis 
 2:  sequenceWCET ⇐ 0 
 3:  ps ⇐ PARTITIONSEQUENCE(S) 
 4:  for i ⇐ 1, |ps| do 
 5:   phase ⇐ ps[i] 
 6:   phaseWCET ⇐ 0 
 7:   for each c in 𝒞𝒞 do 
 8:    for each alternative in phase[2] do 
 9:     if phase[1] = Ⓑ then 
 10:      subset ⇐ {b ∊ alternative | (fc ∘ fa)(b) = c} 
 11:      minP ⇐ MINPRIORITY(subset) 
 12:      ctxB ⇐ {b ∊ ℬ | (fc ∘ fa)(b) = c ⋁ Pb ≥ minP ⋁ Tb ≠ □} 
 13:      for each event in {ev ∊ ℰ\{e}} do 
 14:       ctxB ⇐ ctxB ⋃ BLOAD(event, c, minP) 
 15:      end for 
 16:      alternWCET ⇐WCET(subset, ctxB, D)) 
 17:      if i < |ps| then 
 18:       if i = 1 then alternWCET ⇐ alternWCET + tcycle 
 19:       else alternWCET ⇐ ⌈alternWCET / tcycle⌉ · tcycle 
 20:      end if 
 21:     else 
 22:      subset ⇐ {m ∊ alternative | m.sender = c} 
 23:      minP ⇐ MINPRIORITY(subset) 
 24:      ctxM ⇐ ∅ 
 25:      for each event in {ev ∊ ℰ\{e}} do 
 26:       ctxM ⇐ ctxM ⋃ MLOAD(event, c, minP) 
 27:      end for 
 28:      alternWCET ⇐ WCTT(subset, fd(c), ctxM, D) 
 29:     end if 
 30:     phaseWCET ⇐ max(phaseWCET, alternWCET) 
 31:    end for 
 32:   end for 
 33:   sequenceWCET ⇐ sequenceWCET + phaseWCET 
 34:  end for 
 35:  return sequenceWCET ≤ D 
 36: end function 
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Als weiterer Parameter wird der Funktion WCET die Deadline D der betrachteten Sequenz 
als Abbruchkriterium für die iterative Berechnung übergeben. Da nach Ausführung des 
ersten Ⓑ-Tupel einer Sequenz im schlimmsten Fall ein voller Buszyklus abgewartet werden 
muss, bis die generierte Nachricht versendet werden kann, muss dort zu der ermittelten 
WCET der Wert tcycle addiert werden. Alle folgenden Ⓑ-Tupel werden durch eine Nach-
richt genau am Buszyklusanfang aktiviert. Hier muss die ermittelte WCET auf das nächste 
ganzzahlige Vielfache von tcycle aufgerundet werden. Nur das letzte Ⓑ-Tupel stellte eine 
Ausnahme dar, weil aus diesem keine Nachrichten verschickt werden. 
Für Ⓜ-Tupel wird prinzipiell ähnlich vorgegangen. Mithilfe der Funktion MLOAD wird 
die während der Behandlung aller übrigen Ereignisse maximal auf dem Sendekanal des 
jeweiligen Containers auftretende Last durch gleich oder höher priorisierte Nachrichten in 
Form einer Kontextmenge ctxM formaler Nachrichtenobjekte bestimmt. Mit dieser Infor-
mation kann dann die Funktion WCTT (englisch: Worst Case Transmission Time) die 
maximale Übertragungsdauer für die in der Variable subset enthaltenen Nachrichten ermit-
teln. Der dafür anwendbare Berechnungsansatz ähnelt dem in Abschnitt 3.3 diskutierten: 
𝑄𝑄{𝑚𝑚𝑖𝑖} = ��∑ �
max�0,𝑄𝑄�𝑚𝑚𝑖𝑖�∙𝑟𝑟𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐−Δ𝑥𝑥�
𝑇𝑇𝑥𝑥
� ∙ 𝑏𝑏𝐸𝐸𝑧𝑧𝑒𝑒𝑥𝑥𝑥𝑥∈𝑐𝑐𝑟𝑟𝑥𝑥𝑐𝑐 + ∑ 𝑏𝑏𝐸𝐸𝑧𝑧𝑒𝑒𝑚𝑚𝑖𝑖𝑖𝑖 � 𝑓𝑓� �  (4.9) 
𝑄𝑄{𝑚𝑚𝑖𝑖} bezeichnet dabei die Anzahl von Netzwerkbuszyklen, die für die Übertragung sämt-
licher Nachrichten aus der Menge {𝐴𝐴𝑖𝑖} benötigt wird, eine Buszykluszeit von tcycle und eine 
übertragbare Nutzdatenlast von d Byte pro Buszyklus vorausgesetzt. Im ersten Summen-
term wird pro in der Kontextmenge enthaltener, gleich oder höher priorisierter Nachricht 
x ermittelt, wie oft sie innerhalb der durch 𝑄𝑄{𝑚𝑚𝑖𝑖} indirekt vorgegebenen Zeitspanne über-
tragen wird und – durch Multiplikation mit sizex – welche Datenmenge dadurch anfällt. 
Das Ankunftsverhalten jeder dieser Nachrichten muss dabei als Tupel (𝑇𝑇𝑥𝑥, Δ𝑥𝑥) beschrie-
ben sein (vergleiche Seite 101). Zu der ermittelten Datenmenge wird das Ergebnis des 
zweiten Summenterms addiert, der die Gesamtgröße der in {𝐴𝐴𝑖𝑖} enthaltenen Nachrichten 
beziffert. Bei Division durch d und anschließender ganzzahliger Aufrundung ergibt sich 
wiederum die dafür notwendige Anzahl von Netzwerkbuszyklen. Wie schon bei dem Ant-
wortzeitmodell in Abschnitt 3.3 muss auch hier die Berechnung iterativ erfolgen.  
Umseitig ist als Beispiel die Berechnung der maximalen Anzahl benötigter Buszyklen für 
die Übertragung einer Menge M von Nachrichten mit einer Priorität von eins und einer 
Gesamtgröße von 30 Byte aufgeführt. Als Kontext ctxM wird eine Menge von drei zur 
gleichen Zeit zu versendenden Nachrichten mit gleicher Prioritätsstufe und verschiedenen 
minimalen Zwischenankunftszeiten und Größen angesetzt. 
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𝐸𝐸𝑡𝑡𝑥𝑥𝑀𝑀 = {〈𝐸𝐸1, 30, 1, (2 ms, 0)〉, 〈𝐸𝐸1, 20, 1, (4 ms, 0)〉, 〈𝐸𝐸1, 20, 1, (1 ms, 0)〉}
𝑓𝑓𝑐𝑐1 = 60




1 ∙ 1 ms
2 ms
� ∙ 30 + �
1 ∙ 1 ms
4 ms
� ∙ 20 + �
1 ∙ 1 ms
1 ms
� ∙ 20 + 30� 60� �




2 ∙ 1 ms
2 ms
� ∙ 30 + �
2 ∙ 1 ms
4 ms
� ∙ 20 + �
2 ∙ 1 ms
1 ms
� ∙ 20 + 30� 60� �
= ⌈(30 + 20 + 40 + 30) 60⁄ ⌉ = 2 = 𝑄𝑄𝑐𝑐
 
Durch Multiplikation mit der Buszykluszeit kann in der Funktion WCTT aus Q die maxi-
male Übertragungszeit ermittelt werden. Analog zur Funktion WCET nutzt auch WCCT 
die Deadline D der betrachteten Sequenz S als Kriterium zum Abbruch der iterativen 
Berechnung. Wenn diese nicht konvergiert, dann reicht die dem Container zur Verfügung 
stehende Bandbreite im ungünstigsten Fall nicht aus, um alle Nachrichten zu transpor-
tieren. Die konkrete algorithmische Umsetzung der Funktionen WCET und WCCT kann 
in den Anhängen H und I nachvollzogen werden. 
Um die Betrachtungen rund um Algorithmus 4-6 abzuschließen, werden im Anschluss die 
Funktionen BLOAD und MLOAD erläutert, mit denen die von einer Ereignisbehandlung 
maximal erzeugte Behaviour- beziehungsweise Nachrichten-Last ermittelt werden kann.  
Bestimmung der von einer Ereignisbehandlung erzeugten Behaviour-Last 
Ausgangspunkt für die Bestimmung der maximal von einer Ereignisbehandlung erzeugten 
Behaviour-Last ist wiederum die partitionierte Darstellung der an der Ereignisbehandlung 
beteiligten Sequenzen. Da die Behaviour-Last immer containerspezifisch ermittelt wird, 
werden aus den Objektmengen der Ⓑ-Tupel zunächst alle Behaviours entfernt, die nicht 
auf dem betrachteten Container ausgeführt werden. Außerdem fragt Algorithmus 4-6 die 
Behaviour-Last immer im Hinblick auf eine Behaviour-Menge subset ab, deren maximale 
Summenreaktionszeit ermittelt werden soll. Folglich sind nur jene Behaviours für die 
Lastbestimmung relevant, deren Priorität größer oder gleich MINPRIORITY(subset) ist. Die 
übrigen Behaviours der Ereignisbehandlung haben gemäß dem in Abschnitt 3.3 disku-
tierten lokalen Antwortzeitmodell keinen verzögernden Einfluss auf die Behaviours in der 
Menge subset und werden ebenso entfernt. 
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Die Filterung nach Containern kann in Tabelle 4-4 anhand des hier beispielhaft betrach-
teten Contract Net Protocols nachvollzogen werden. Dessen ungefilterten partitionierten 
Sequenzen wurden auf den Seiten 134 und 135 dargestellt und erläutert. Auf die Filterung 
anhand eines Prioritätsschwellwertes wurde der Einfachheit halber hier im Beispiel ver-
zichtet. Der konkrete Inhalt der Ⓜ-Tupel ist für das weitere Vorgehen unerheblich. 
Der folgende Abstraktionsschritt dient hauptsächlich der Reduktion des Berechnungs-
aufwands des auf Seite 136 dargestellten Algorithmus 4-6, erhöht aber gleichzeitig die 
Übersichtlichkeit der daran anschließenden Schritte: Für jedes Ⓑ-Tupel werden die in der 
Objektmenge enthaltenen Behaviours zu einem einzigen virtuellen Behaviour zusam-
mengefast, welches dieselbe maximale Last erzeugt. Die Ausführungszeit C dieses virtuellen 
Behaviours ermittelt sich aus der Summe der Ausführungszeiten der in der Objektmenge 
enthaltenen Behaviours. Sind in der Objektmenge eines Ⓑ-Tupels Alternativen enthalten, 
dann ist die Alternative mit der größten summarischen Ausführungszeit ausschlaggebend. 
Die Priorität des virtuellen Behaviours hat auf alle nachfolgenden Berechnungen keinen 
Einfluss, darf nur nicht unter dem übergebenen Prioritätsschwellwert liegen. Sie wird des-
halb genau auf den Schwellwert festgelegt und im Beispiel weiterhin nicht angegeben.  
Da zwei Sequenzen einer Ereignisbehandlung gegebenenfalls unmittelbar hintereinander 
ausgeführt werden, sieht dieser Schritt gleichzeitig die Verkettung aller Sequenzen vor. Die 
dabei aneinander treffenden Ⓑ-Tupel werden zusammengeführt. In Tabelle 4-5 kann das 
beschriebene Vorgehen am Beispiel nachvollzogen werden. Der Einfachheit halber wurde 
angenommen, dass alle in Tabelle 4-4 aufgeführten Behaviours eine maximale Ausfüh-
rungszeit C von 5 µs aufweisen. In der Tabelle wird ersichtlich, dass bei der Abarbeitung 
einer Ereignisbehandlung eine Folge von einzelnen Behaviour-Lasten erzeugt wird, die 
Tabelle 4-4:  Nach Containern gefilterte partitionierte Sequenzen des Beispiel-CNP 







  (Ⓜ, … ),
  (Ⓑ, {{𝐴𝐴ℎ𝑏𝑏1}}),
  (Ⓜ, … ),
  (Ⓑ, {{𝑎𝑎𝑐𝑐𝑟𝑟𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟 , 𝑎𝑎𝑐𝑐𝑟𝑟𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑟𝑟′ ,





  (Ⓜ, … ),
  (Ⓑ, {{𝐴𝐴ℎ𝑏𝑏2, 𝐸𝐸𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝, 𝑓𝑓𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝}})
  (Ⓜ, … ),




  (Ⓜ, … ),
  (Ⓑ, {{𝐴𝐴ℎ𝑏𝑏3, 𝑓𝑓𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝, 𝑒𝑒𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝, 𝑓𝑓𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝}})
  (Ⓜ, … ),








  (Ⓜ, … ),




  (Ⓜ, … ),
  (Ⓑ,{{𝐴𝐴ℎ𝐹𝐹2, 𝑏𝑏𝑟𝑟𝑎𝑎𝑟𝑟𝑘𝑘}, {𝑏𝑏𝑟𝑟𝑎𝑎𝑟𝑟𝑘𝑘},




  (Ⓜ, … ),
  (Ⓑ,{{𝑓𝑓𝑟𝑟𝑎𝑎𝑟𝑟𝑘𝑘}, {𝐴𝐴ℎ𝐹𝐹3, 𝑓𝑓𝑟𝑟𝑎𝑎𝑟𝑟𝑘𝑘},
          {𝑒𝑒𝑟𝑟𝑎𝑎𝑟𝑟𝑘𝑘}, {𝐴𝐴ℎ𝐹𝐹3, 𝑒𝑒𝑟𝑟𝑎𝑎𝑟𝑟𝑘𝑘},
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jeweils durch mindestens ein -Tupel voneinander getrennt sind und mithin zeitlich ver-
setzt auftreten, so wie es das in Abschnitt 3.3 erarbeitete lokale Antwortzeitmodell zu 
berücksichtigen vermag. Das Modell erwartet dafür die Beschreibung des Ankunftsver-
haltens der einzelnen -Tupel in Form von Tupeln ( , ) (siehe Seite 101).  stellt die 
dabei minimale Zwischenankunftszeit des i-ten -Tupels bei zwei aufeinanderfolgenden 
Ereignisbehandlungen dar; mit den Werten  muss die Sequenzierung der -Tupel 
innerhalb einer Ereignisbehandlung ausgedrückt werden. Für die Bestimmung der beiden 
Werte werden nachfolgend zunächst einige Fakten über die minimalen Ausführungszeiten 
der einzelnen Tupel einer Kette von Sequenzen zusammengetragen: 
(1) Für die Abarbeitung eines -Tupels wird gemäß den Annahmen (A2) und (A4) 
des Netzwerkmodells mindestens ein Buszyklus benötigt. 
(2) Für -Tupel lassen sich nur bedingt Aussagen bezüglich ihrer schnellstmöglichen 
Ausführung treffen, da die Ausführungszeiten C der enthaltenen Behaviours nur 
den Worst Case beziffern. Sicher ist aber – wiederum auf Basis von (A2) des Netz-
werkmodells – dass, selbst bei Ausführung in nahezu Nullzeit, mindestens bis zum 
Beginn des nächsten Buszyklus gewartet werden muss, um die Nachrichten des 
folgenden -Tupels abzuschicken. Daher kann für zwischen zwei -Tupeln einge-
schlossene -Tupel eine minimale Ausführungszeit von tcycle angesetzt werden.  
(3) Offen ist, wann innerhalb dieses Zeitfensters die Behaviour-Last tatsächlich wirkt. 
(4) Bei wiederholter Ereignisbehandlung sind das letzte -Tupel der ersten Kette und 
das erste -Tupel der zweiten Kette zwischen zwei -Tupeln eingeschlossen, be-
nötigen also eine gemeinsame Ausführungszeit von mindestens tcycle. 
(5) Der Mindestabstand der von zwei aufeinanderfolgenden Ereignissen ausgelösten 
Sequenzketten ergibt sich aus der Differenz der Zwischenankunftszeit des Ereig-
nisses und der Summe der Deadlines der dieses Ereignis behandelnden Sequenzen. 
Tabelle 4-5:  Verkettete Sequenzen des Beispiel-CNP mit aufsummierten Ausführungszeiten 
 Container c1 Container c2 Container c3 
 
(( , 5 , … , ),  ( , … ),  ( , 5 , … , ),  ( , … ),  ( , 20 + 5 , … , ),  ( , … ),  ( , ))
 
 
(( , ),  ( , … ),  ( , 15 , … ,  ),  ( , … ),  ( , ),  ( , … ),  ( , 10 , … ,  ))
 
(( , ),  ( , … ),  ( , 20 , … , ),  ( , … ),  ( , ),  ( , … ),  ( , 10 , … , ))
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Abbildung 4-7:  Zeitliche Randbedingungen bei der Abarbeitung einer Sequenz  
In Abbildung 4-7 wurden die eben formulierten Zusammenhänge noch einmal grafisch 
aufbereitet. Daraus ergibt sich als minimale Zwischenankunftszeit der Behaviour-Last des 
ersten und des letzten Ⓑ-Tupels einer Sequenzkette der Länge n  
𝑇𝑇1 = 𝑇𝑇𝑛𝑛 = max(0, 𝐸𝐸 − 2) ⋅ 𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + 𝑇𝑇𝑐𝑐 − ∑ 𝐷𝐷𝑖𝑖𝑖𝑖    
und für die von alle übrigen Ⓑ-Tupeln erzeugte Last unter Berücksichtigung von (3) 
𝑇𝑇𝑖𝑖 = max(0, 𝐸𝐸 − 3) ⋅ 𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + max�𝑇𝑇𝑐𝑐 − ∑ 𝐷𝐷𝑖𝑖𝑖𝑖 , 𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐�. 
Letztere Formel stellt eine untere Schranke dar, die als minimale Zwischenankunftszeit für 
alle Ⓑ-Tupel angenommen werden kann. Aus den genannten Fakten kann ferner der mini-
male zeitliche Abstand Δ𝑚𝑚𝑖𝑖𝑛𝑛 zwischen zwei nicht leeren Ⓑ-Tupeln ermittelt werden. Dieser 
ist in Tabelle 4-4 für alle Container eingetragen. Um daraus die Werte Δ𝑖𝑖 der einzelnen 
Ⓑ-Tupel abzuleiten, muss folgendes berücksichtigt werden: Ziel ist die Bestimmung der 
maximal von der betrachteten Sequenzkette erzeugten Behaviour-Last, die verzögernd auf 
die Ausführung anderer Behaviours wirken kann. Es ist allerdings nichts über die zeitliche 
Beziehung zwischen der Sequenzkette und den von ihr eventuell verzögerten Behaviours 
bekannt. Im ungünstigsten Fall wirkt die Sequenzkette sofort mit ihrer größten Last, also 
dem Ⓑ-Tupel, dessen virtuelles Behaviour den größten Wert C aufweist. Dieses erhält 
entsprechend den Wert Δ = 0. Anschließend erzeugt die Sequenzkette frühestens nach 
einer Zeitspanne Δ𝑚𝑚𝑖𝑖𝑛𝑛 Last durch ein weiteres Ⓑ-Tupel – im gemäß dem lokalen Antwort-
zeitmodell (siehe Formel (3.13) auf Seite 101) ungünstigsten Fall das mit dem zweitgröß-
ten Wert C. Danach vergeht wieder mindestens die Zeitspanne Δ𝑚𝑚𝑖𝑖𝑛𝑛, bis im ungünstigsten 
Fall und soweit vorhanden das Ⓑ-Tupel mit der drittgrößten Ausführungszeit ausgeführt 
wird. Die virtuellen Behaviours müssen folglich in bezogen auf ihre Ausführungszeit ab-
steigender Reihenfolge ganzzahlige Vielfache von Δ𝑚𝑚𝑖𝑖𝑛𝑛 als Δ𝑖𝑖 zugeordnet bekommen und 
können anschließend als Ergebnis zurückgeliefert werden. 
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Für das hier als Beispiel betrachtete, formal auf Seite 132 beschriebene CNP gilt 
𝑇𝑇𝑐𝑐 − ∑ 𝐷𝐷𝑖𝑖 = 60 s − (50 ms + 10 ms) = 59,94 s𝑖𝑖  . 
Daraus lässt sich die Zwischenankunftszeit für alle Ⓑ-Tupel berechnen 
𝑇𝑇Ⓑ = 4 ⋅ 𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + max�59,94 s, 𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐�. 
und es ergeben sich folgende Lasten: 
BLOAD(𝑒𝑒𝐶𝐶𝐶𝐶𝐶𝐶, … , 𝐸𝐸1) = �  
〈25 µs, … , �𝑇𝑇Ⓑ, 0 ⋅ 1 ⋅ 𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐�〉,
〈5 µs, … , �𝑇𝑇Ⓑ, 1 ⋅ 1 ⋅ 𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐�〉,
〈5 µs, … , �𝑇𝑇Ⓑ, 2 ⋅ 1 ⋅ 𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐�〉�
 
BLOAD(𝑒𝑒𝐶𝐶𝐶𝐶𝐶𝐶, … , 𝐸𝐸2) = �  
〈15 µs, … , �𝑇𝑇Ⓑ, 0 ⋅ 3 ⋅ 𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐�〉,
〈10 µs, … , �𝑇𝑇Ⓑ, 1 ⋅ 3 ⋅ 𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐�〉�
 
BLOAD(𝑒𝑒𝐶𝐶𝐶𝐶𝐶𝐶, … , 𝐸𝐸3) = �  
〈20 µs, … , �𝑇𝑇Ⓑ, 0 ⋅ 3 ⋅ 𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐�〉,
〈10 µs, … , �𝑇𝑇Ⓑ, 1 ⋅ 3 ⋅ 𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐�〉�
 
Damit ist die Bestimmung der von einer Ereignisbehandlung erzeugten Behaviour-Last 
vollständig beschrieben. Die genaue algorithmische Realisierung der nach dieser Beschrei-
bung arbeitenden Funktion BLOAD ist in Anhang H als Algorithmus A-7 dargestellt. 
Bestimmung der von einer Ereignisbehandlung erzeugten Nachrichtenlast 
Die Bestimmung der Last durch die im Zuge einer Ereignisbehandlung versendeten Netz-
werknachrichten erfolgt nach demselben Prinzip und beginnt daher mit der Filterung der 
partitionierten Sequenzen nach Containern. Dabei wird auch hier eine Prioritätsschwelle 
berücksichtigt, die Algorithmus 4-6 in Zeile 23 mit MINPRIORITY(subset) errechnet. In 
Tabelle 4-6 kann dieser Schritt für das Beispiel-CNP nachvollzogen werden. Der konkrete 
Inhalt der Ⓑ-Tupel ist dabei für das weitere Vorgehen unerheblich. Auf die Filterung nach 
Prioritäten wurde der Übersichtlichkeit des Beispiels halber auch hier verzichtet. 
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Tabelle 4-6:  Nach Containern gefilterte partitionierte Sequenzen des Beispiel-CNP 







  (Ⓜ, 〈𝐸𝐸1, 32, … , □〉𝑐𝑐𝑐𝑐𝑝𝑝),
  (Ⓑ, … ),
  (Ⓜ, {∅}),





  (Ⓜ, {∅}),
  (Ⓑ, … ),
  �Ⓜ, 〈𝐸𝐸2, 16, … , □〉𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝�,




  (Ⓜ, {∅}),
  (Ⓑ, … ),
  �Ⓜ, 〈𝐸𝐸3, 16, … , □〉𝑝𝑝𝑟𝑟𝑟𝑟𝑝𝑝�,








  (Ⓜ, 〈𝐸𝐸1, 128, … , □〉𝑟𝑟𝑎𝑎𝑟𝑟𝑘𝑘),





  (Ⓜ, {∅}),




  (Ⓜ, {∅}),
  (Ⓑ, … ))
 
 
Analog zu dem Vorgehen bei der Ermittlung der Behaviour-Last werden anschließend alle 
Sequenzen der Ereignisbehandlung miteinander verkettet und die dabei aneinander tref-
fenden Ⓑ-Tupel zusammengefasst. Ferner werden pro Ⓜ-Tupel alle in der Objektmenge 
enthaltenen Nachrichten zu einer einzigen virtuellen Nachricht zusammengefasst. Da im 
Beispiel ohnehin jedes Ⓜ-Tupel nur eine Nachricht enthält, hat das Ergebnis in Tabelle 
4-7 große Ähnlichkeit zur vorangegangenen Tabelle. 
Tabelle 4-7:  Verkettete Sequenzen des Beispiel-CNP mit aufsummierten Nachrichtengrößen 




  (Ⓜ, 〈𝐸𝐸1, 32, … , □〉),
  (Ⓑ, … ),
  (Ⓜ, □),
  (Ⓑ, … ),
  (Ⓜ, 〈𝐸𝐸1, 128, … , □〉),





  (Ⓜ, □),
  (Ⓑ, … ),
  (Ⓜ, 〈𝐸𝐸2, 16, … , □〉),
  (Ⓑ, … ),
  (Ⓜ, □),




  (Ⓜ, □),
  (Ⓑ, … ),
  (Ⓜ, 〈𝐸𝐸3, 16, … , □〉),
  (Ⓑ, … ),
  (Ⓜ, □),
  (Ⓑ, … ))
 
 
Wie zuvor schon für die Behaviour-Last dargestellt, muss nun für die einzelnen, zeitlich 
versetzt auftretenden Ⓜ-Tupel das Ankunftsverhalten in der Form (𝑇𝑇𝑖𝑖, Δ𝑖𝑖) beschrieben 
werden. Dabei ist zu beachten, dass für Ⓑ-Tupel nicht klar ist, wann innerhalb des ihnen 
zugerechneten Zeitfensters die Behaviour-Last tatsächlich anfällt (Fakt (3) auf Seite 140). 
Für Ⓜ-Tupel gilt laut (A2) des Netzwerkmodells abweichend, dass sie immer am Anfang 
des jeweiligen Buszyklus Last erzeugen. Mithin ergibt sich als untere Schranke für die Zwi-
schenankunftszeiten 𝑇𝑇𝑖𝑖 der Ⓜ-Tupel ein um eine Buszyklusdauer größerer Wert (vergleiche 
Seite 141): 
𝑇𝑇Ⓜ = max(0, 𝐸𝐸 − 2) ⋅ 𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 + max�𝑇𝑇𝑐𝑐 − ∑ 𝐷𝐷𝑖𝑖𝑖𝑖 , 𝑡𝑡𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐�  
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Ähnlich verhält es sich bei der Bestimmung des minimalen Abstands  zwischen zwei 
nicht leeren -Tupeln (vergleiche Markierungen in Tabelle 4-5 und Tabelle 4-7). Das 
übrige Vorgehen ist analog: Die virtuellen Nachrichten erhalten in bezogen auf ihre Größe 
absteigender Reihenfolge ganzzahlige Vielfache von  als  zugeordnet. Für das be-
trachtete Beispiel ergeben sich damit folgende Lasten: 
MLOAD( , … , ) =  , 128, … , , 0 4 ,, 32, … , , 1 4  
MLOAD( , ) = { , 16, … , ( , 0) } 
MLOAD( , ) = { , 16, … , ( , 0) } 
Damit ist die Schrittfolge zur Bestimmung der von einer Ereignisbehandlung maximal 
erzeugten Nachrichtenlast vollständig beschrieben und mithin auch das Antwortzeitmo-
dell für verteilte Agentensysteme. Die algorithmische Umsetzung der Funktion MLOAD 
ist in Anhang K dargestellt. 
4.8 Zusammenfassung 
Aufbauend auf den zuvor erarbeiteten Grundlagen wurden in diesem Kapitel die Mittel 
zur Realisierung von echtzeitfähigen verteilten Agentensystemen (MAS) beschrieben. 
Dabei wurde in Abschnitt 4.1 ein Netzwerkmodell zu Grunde gelegt, welches sich an 
modernen, Ethernet-basierten Feldbussen orientiert. Allerdings ist ein deterministischer 
Netzwerkkanal zwar ein notwendiges, aber längst kein hinreichendes Kriterium für ein 
echtzeitfähiges MAS. Aufgrund der losen Kopplung zwischen Agenten muss gerade bei der 
Interaktion zwischen ihnen semantisches Wissen über die Systemstruktur sowie die 
Eigenschaften und Fertigkeiten beteiligter Agenten einbezogen werden. Vor diesem Hin-
tergrund beschreibt Abschnitt 4.3 einen Ansatz, mit dem Multicast-Nachrichten anhand 
semantischer Kriterien adressiert werden können. Dabei bietet die Wissensrepräsentation 
auf Grundlage von Taxonomie-Bäumen ein für viele Aufgabenstellungen ausreichendes 
Maß an Ausdrucksstärke und erlaubt zudem die Verarbeitung unter harten Echtzeit-
bedingungen. Insbesondere bei der Punkt-zu-Mehrpunkt-Kommunikation, sowohl mit 
bekannten als auch mit unbekannten Teilnehmern, bietet der Ansatz Vorteile im Hinblick 
auf Effizienz und Determinismus der Nachrichtenübertragung. Als Beispiel dafür wurde 
das Contract Net Protocol betrachtet. Speziell für dieses Protokoll, welches eine wichtige 
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Stellung bei der Kontaktaufnahme zwischen Agenten einnimmt, wurde darüber hinaus in 
Abschnitt 4.4 mit der Kodierung von Entscheidungsmetriken ein Konzept vorgeschlagen, 
mit dem der Netzwerkkanal weiter entlastet und die Rechenlast der Entscheidungsfindung 
verteilt werden kann.  
Allerdings sind auch die vorgenannten Optimierungen nur ein weiterer Baustein für die 
Realisierung echtzeitfähiger MAS. Schlussendlich ist für ein konkretes MAS immer die 
Nachweisführung anhand einer genauen Spezifikation des Systems selbst sowie der in 
Echtzeit zu verarbeitenden Ereignisse notwendig. Deshalb wird in Abschnitt 4.6 die For-
malisierung von MAS und Ereignissen beschrieben und darauf aufbauend in Abschnitt 4.7 






5 Validierung der Ergebnisse 
Dieses Kapitel beschäftigt sich mit der Validierung der Ergebnisse dieser Arbeit. Aufgrund 
der Vielschichtigkeit dieser Ergebnisse müssen auch bei der Validierung mehrere Aspekte 
betrachtet werden. In Abschnitt 5.1 wird zunächst eine Referenzimplementierung der ent-
wickelten Agentenplattform beschrieben. Durch diese Implementierung wurde zum einen 
die praktische Realisierbarkeit der erarbeiteten Konzepte nachgewiesen und zum anderen 
die Voraussetzung für praktische Antwortzeitmessungen geschaffen, die einen Vergleich 
mit den Resultaten der in den Abschnitten 3.3 und 4.7 beschriebenen Modelle erlauben. 
Ebensolche Messungen sind Gegenstand von Abschnitt 5.2, der damit zwar keinen end-
gültigen Beweis, aber ein starkes Indiz für die Korrektheit der Implementierung und der 
zugrundeliegenden Betrachtungen zur Echtzeitfähigkeit der Agentenplattform sowie des 
entwickelten Antwortzeitmodells liefert. 
5.1 Details zur Referenzimplementierung 
Die hier beschriebene Referenzimplementierung wurde parallel zu den in dieser Disserta-
tion vorgestellten Konzepten erarbeitet und diente als Experimentierplattform für deren 
Ausgestaltung und Weiterentwicklung, gleichzeitig aber auch als Nachweis für die prak-
tische Realisierbarkeit der beschriebenen Ideen. Mit harter Echtzeitfähigkeit als einem der 
Schwerpunkte der Arbeit war die lückenlose Umsetzung dieser Fähigkeit eine zwingende 
Maßgabe bei der Anfertigung der Referenzimplementierung. Weiterhin sollte in möglichst 
großem Umfang auf existierende freie Softwarelösungen zurückgegriffen werden, um 
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Entwicklungs- und Testaufwand sowie die Lizenzkosten für den Betrieb mehrerer gleich-
artiger Rechnerknoten gering zu halten. Darüber hinaus war auch die Notwendigkeit einer 
Echtzeit-Java-VM ein entscheidender Faktor bei der Ausgestaltung der Implementierung.  
Unter Berücksichtigung dieser Randbedingungen wurde die Referenzplattform auf Basis 
von Linux (Xubuntu 12.04 LTS mit Kernel Version 3.2.21) realisiert. Allerdings ist Linux 
per se kein echtzeitfähiges Betriebssystem. So ist, während ein Prozess einen Systemaufruf 
ausführt, kein Kontextwechsel zu einem zweiten Prozess möglich, sodass in letzterem die 
Ausführung zeitkritischer Ereignisbehandlungen gegebenenfalls um eine schwer kalkulier-
bare und mitunter relativ große Zeitspanne verzögert würde. Aus diesem Grund werden 
schon seit langer Zeit unter dem Namen PREMPT_RT [RH2007] eine Reihe von Kernel-
Patches gepflegt, die Unterbrechungen von Kernel-Code, und damit auch von Systemauf-
rufen, möglich machen und so eine für viele Echtzeitanwendungen ausreichend schnelle 
Bearbeitung zeitkritischer Ereignisse erlauben [MSR2007], [FKPT2013]. Dennoch sorgen 
auch hier im Kernel vorhandene kritische Abschnitte sowie zeitweise gesperrte Interrupts 
für Latenzen, die beispielsweise für den nachfolgend noch näher beschriebenen Echtzeit-
Netzwerkstack RtNet nicht akzeptabel sind. Daher wurde die Referenzimplementierung 
letztendlich auf Basis der Linux-Echtzeiterweiterung Xenomai 68 (Version 2.6.3) angefer-
tigt. Xenomai nutzt intern einen zweiten, minimalistischen Echtzeit-Kernel (Adeos69, 70) 
mit entsprechend guten Performance-Charakteristika nahe am technisch erreichbaren Op-
timum [BM2010], [GMGT2014]. Linux selbst wird von diesem sogenannten Nanokernel 
als niederpriorer Task ausgeführt und operiert auf virtualisierter Interrupthardware, kann 
also selbst keinen Einfluss auf höherpriore Echtzeit-Tasks nehmen. Im Gegenzug können 
Echtzeit-Tasks allerdings nicht direkt auf von Linux bereitgestellte Funktionalität, wie 
Grafikausgabe oder Dateisysteme, zugreifen. Außerdem müssen Tasks dem Nanokernel 
als Kernel-Modul bereitgestellt werden, was deren Handhabung verkompliziert und die 
Nutzung der nachfolgend noch genauer beschriebenen Echtzeit-Java-VM verhindert hätte. 
In beiderlei Hinsicht schafft Xenomai hier Abhilfe. Zum einen können Echtzeit-Tasks 
außerhalb des Kernels, im sogenannten User-Space, ablaufen. Zum anderen können sie 
auch Linux-Systemaufrufe tätigen, wechseln dazu allerdings temporär vom Primär- in den 
sogenannten Sekundärmodus, in dem sie vorübergehend nicht mehr echtzeitfähig sind. 
                                                 
68 Siehe http://xenomai.org 
69 Siehe http://home.gna.org/adeos 
70 Im Oktober 2015 ist mit Xenomai 3 eine neue Version der Echtzeiterweiterung erschienen, die als 
technischen Unterbau neben einem zweiten Kernel auch PREMPT_RT nutzen kann. Aus den genannten 
Gründen ist für die Referenzimplementierung nach wie vor nur der sogenannte dual kernel mode relevant.  
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Eine wichtige Teilaufgabe bei der Anfertigung der Referenzimplementierung war es nun, 
eine Echtzeit-Java-VM unter diesem mit Xenomai erweiterten Linux auflaufen zu lassen. 
Die Wahl fiel dabei aufgrund des soliden wissenschaftlichen Hintergrunds [S1999] und 
der guten Qualität von Software und Dokumentation auf die JamaicaVM71 der Firma 
aicas. Diese wird kommerziell unter anderem für Echtzeitbetriebssysteme wie VxWorks, 
QNX und Windows CE vertrieben, wird aber auch als freie (nicht quelloffene) Personal 
Edition für Linux angeboten. Letztere setzt allerdings PREEMPT_RT voraus und ist daher 
zu dem beschriebenen Softwaregerüst nicht passfähig. Stattdessen wurde für diese Arbeit 
unter der Maßgabe verschiedener Geheimhaltungsbedingungen von acias der Zugriff auf 
die intern als Jamaica Target Library Interface bezeichnete Abstraktionsschicht gewährt, 
mit der die JamaicaVM an die APIs verschiedener Echtzeitbetriebssysteme angepasst wer-
den kann. Es musste also eine Xenomai Target Library – reichlich 4000 Zeilen C-Code – 
implementiert werden, die die benötigte Funktionalität zum Zugriff auf Speicher, Geräte, 
reads und Synchronisationsmechanismen in standardisierter Form an die JamaicaVM 
weiterreicht.  
                                                 
71 Siehe https://www.aicas.com/cms/en/JamaicaVM 
Abbildung 5-1:  Struktur der Referenzimplementierung (Eigenentwicklungen in grau) 
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Im Zusammenhang mit der Target-Library wurde zudem ein Protokollmodul entwickelt, 
das zunächst zur Fehlersuche und anschließend bei der Durchführung der später beschrie-
benen Lastmessungen genutzt wurde. Mit diesem Modul können zur Laufzeit Statusmel-
dungen zeiteffizient in einen zuvor allokierten Speicherbereich geschrieben und im Nach-
gang ausgegeben werden. Um auch bei Lastmessungen im Grenzbereich, die nicht selten 
zum Einfrieren des Rechners führen, nützlich zu sein, gibt das Protokollmodul alle Mel-
dungen zusätzlich über die serielle Schnittstelle aus. Diese Ausgabe erfolgt mit höchster 
Priorität, aber vernachlässigbar geringer CPU-Belastung, langsam und kontinuierlich im 
Hintergrund. Es wird dabei kein Gerätetreiber genutzt, sondern der UART der seriellen 
Schnittstelle direkt angesteuert. 
Zur Kommunikation zwischen Containern wird der echtzeitfähige Netzwerkstack RtNet72 
[KWZYB2005] eingesetzt. Dieser ist mit herkömmlicher Ethernet-Technik und Infra-
struktur kompatibel, nutzt aber an der Schnittstelle zwischen den OSI-Schichten 2 und 3 
statt dem Address Resolution Protocol (ARP) eine fixe Zuordnung zwischen MAC- und IP-
Adressen. Der Buszugriff wird durch ein Zeitmultiplexverfahren (englisch: Time Division 
Multiple Access, TDMA) koordiniert. Aufgrund der dafür notwendigen zeitlichen Präzision 
beim Versand von Netzwerkpaketen setzt RtNet zwingend Xenomai voraus und wird über 
das dort bereitgestellte Real-Time Driver Model (RTDM) angebunden. Als Brücke zur Java-
Agentenplattform musste das per Java Native Interface (JNI) angebundene Netzwerk-
modul implementiert werden. Dieses Modul fasst die aus der Agentenplattform heraus 
abgeschickten Nachrichten zu Netzwerkpaketen zusammen und versendet diese im Zeit-
slot des jeweiligen Containers. Ankommende Pakete teilt das Modul wieder in Einzelnach-
richten und leitet diese an die Agentenplattform weiter. 
Neben RtNet wurde probeweise auch der freie, quelloffene IgH EtherCAT-Master73 in die 
Umgebung eingebunden. Dieser diente allerdings nicht der Kommunikation mit anderen 
Containern, sondern dem Zugriff auf dezentrale E/A-Klemmen zur Anbindung externer 
Hardware. Ziel war dabei aber lediglich die Überprüfung der Machbarkeit eines solchen 
Aufbaus und die Durchführung von Kontrollmessungen per Speicheroszilloskop an einem 
digitalen Ausgang; reale technische Komponenten wurden im Rahmen dieser Arbeit nicht 
angesteuert. Ohnehin kann die Anbindung von E/A-Klemmen über einen zusätzlichen 
Feldbus nur als Behelfslösung angesehen werden, da die Knoten eines realen CPPS Intelli-
genz und technische Komponente miteinander vereinen würden. 
                                                 
72 Siehe http://rtnet.org 
73 Siehe http://etherlab.org/en/ethercat 
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Die Agentenplattform selbst wurde schließlich in Java gemäß den Schilderungen in dieser 
Arbeit implementiert und mit den übrigen Komponenten zu der in Abbildung 5-1 sche-
matisch dargestellten Gesamtstruktur zusammengefügt. Mithilfe des JamaicaVM Builders, 
einem Bestandteil der JamaicaVM, kann aus den im User-Space ablaufenden Komponen-
ten, insbesondere dem in Java implementierten Agentensystem, C-Code generiert und pro 
Container zu einer einzigen ausführbaren Datei kompiliert werden. Diese muss dann auf 
dem jeweiligen Netzwerkknoten platziert und ausgeführt werden. 
Was die darunterliegende Hardware angeht, so wurde diese zu großen Teilen bereits durch 
die nachgenutzten Softwarekomponenten vorgegeben. Das Jamaica Target Library Inter-
face stand beispielsweise nur für Intel-kompatible 32-Bit-Prozessoren gebrauchsfertig zur 
Verfügung, und RtNet sowie der IgH EtherCAT Master benötigen hinsichtlich einer ge-
ringen WCET optimierte Treiber, die derzeit nur für ausgewählte Netzwerkchips verfüg-
bar sind. Unter Berücksichtigung dieser Rahmenbedingungen wurde ein Testaufbau aus 
drei modernen Desktop-PCs realisiert, die in einem dedizierten Fast-Ethernet-Segment 
miteinander vernetzt wurden. Details zur Konfiguration sind im in Tabelle 5-1 aufgeführt. 
Damit setzt der Testaufbau auf recht leistungsfähige Hardware, der jedoch in den kom-
menden Jahren entwickelte SoCs für Embedded-Geräte durchaus ebenbürtig sein werden. 
Außerdem sind diese Randbedingungen, die die Gestaltung des Testaufbaus nachhaltig 
bestimmt haben, nicht technischer Natur und könnten zumindest prinzipiell überwunden 
werden. So ist etwa Xenomai auch auf dem Raspberry Pi74 – einem weit verbreiteten 
Einplatinenrechner – lauffähig, ebenso die Personal Edition der JamaicaVM. Aus Kosten-
gründen ist allerdings beim Raspberry Pi eine Ethernet-Schnittstelle verbaut, die intern an 
den USB-Controller angeschlossen ist. Daher wird der gesamte Netzwerkverkehr auch 
durch den komplexen USB-Treiberstack des Betriebssystems geleitet, was die Realisierung 
eines echtzeitfähigen, für RtNet geeigneten Netzwerktreibers für diese Plattform praktisch 
fast unmöglich macht. Begünstigt durch den einleitend skizzierten Trend hin zu cyber-
physischen Systemen und dem Internet der Dinge gibt es jedoch mittlerweile auf dem 
Markt eine unüberschaubare Menge kostengünstiger Einplatinenrechner. Vor diesem 
Hintergrund erscheint eine weitere Recherche nach einer Embedded-Plattform, auf die 
sich die beschriebene Referenzimplementierung aufwandsarm portieren lässt, lohnend. 
Dies ist jedoch nicht mehr Bestandteil der vorliegenden Arbeit. 
                                                 
74 Siehe https://www.raspberrypi.org 
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5.2 Messungen an der Referenzimplementierung 
In diesem Abschnitt werden die Ergebnisse verschiedener, mit der Referenzimplementie-
rung durchgeführter Messungen diskutiert und mit den Prognosen der in den Abschnitten 
3.3 und 4.7 entworfenen Antwortzeitmodelle verglichen. Als Testbed diente dabei der in 
der nachfolgenden Tabelle beschriebene Aufbau aus drei PCs. 
Tabelle 5-1:  Hardwarekonfigurationen der drei verwendeten Test-PCs 
CPU Arbeitsspeicher Netzwerkcontroller 
Intel Core 2 Duo E8300 4 GB RealTek RTL8139 
Intel Core 2 Due E8400 4 GB RealTek RTL8169 
Intel Core i5 2500K 8 GB Intel PRO/1000 
 
Die Angabe zum Speicherausbau ist dabei jedoch von untergeordneter Bedeutung, da zum 
einen die JamaicaVM nur in einer 32-Bit-Version zur Verfügung stand und zum anderen 
Xenomai-Echtzeitprozesse ohnehin nur einen relativ kleinen, von der Speicherauslagerung 
ausgenommen RAM-Bereich nutzen dürfen. Im Fall der hier beschriebenen Experimente 
waren das pro Rechner 64 MB. Die Vernetzung der genannten Rechner erfolgte über einen 
eigenen Switch in einem isolierten Fast-Ethernet-Segment (100 Mbit/s, Vollduplex). Der 
RtNet-Stack wurde gemäß den folgenden Parametern konfiguriert: = 1024 Byte ;   = 400  
Jeder der drei Rechner konnte also pro Buszyklus ein Paket mit 1024 Byte Nutzdaten 
versenden, die, den Overhead der unteren Protokollschichten hinzugerechnet, das Ether-
net-Medium mit einer Bandbreite von 100-Mbit/s jeweils etwa 86 μs lang belegen. Da der 
RtNet-Master jeden Buszyklus durch Versenden eines zusätzlichen Start-of-Frame-Pakets 
(SOF) einleitet und außerdem Verzögerungen durch den Switch, PC-interne Bussysteme 
und die Verarbeitung im RtNet-Stack auftreten [BBS+2011], musste die Buszykluszeit auf 
400 μs eingestellt werden, um einen robusten Betrieb zu ermöglichen. 
Schwerpunkt dieser Arbeit ist die echtzeitfähige Realisierung von Agentensystemen, und 
so stand bei den durchgeführten Messungen die Überprüfung dieser Eigenschaft im Vor-
dergrund. Entsprechend beruhen alle Messungen auf konstruierten Benchmark-Szenarien, 
in denen große Mengen von Ereignissen mit definierter zeitlicher Verteilung eingesteuert 
und damit gezielt Worst-Case-Situationen provoziert werden konnten. Alle Benchmarks 
wurden als Agentensystem auf Basis der in dieser Arbeit entworfenen Plattform in Java 
implementiert und, samt der Plattform selbst, mit dem Jamaica Builder zunächst in C und 
anschließend in nativen Code übersetzt. 
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Analog zur Herangehensweise in den beiden vorangegangenen Kapiteln werden hier zuerst 
Messungen geschildert, die die lokale Reaktionsfähigkeit eines nach den Konzepten dieser 
Arbeit gestalteten Agentensystems untersuchen. In einem ersten Experiment wurden dazu 
auf dem ersten der genannten Testrechner zwei Agenten gestartet – ein hoch priorisierter 
Erzeuger und ein niedrig priorisierter Verbraucher. Dem Erzeuger wurden n zeitgesteuerte 
Behaviours zugeordnet, die stochastische Ankunftsprozesse mit im Intervall [1 s; 1,1 s[ 
gleichverteilten Zwischenankunftszeiten simuliert haben. Die nahezu konstante Ausfüh-
rungszeit dieser Behaviours lag bei unter 100 ns. Die generierten Ereignisse wurden an den 
Verbraucheragenten gesendet, der in seinem einzigen Behaviour deren Bearbeitung in 
einer 10 ms andauernden aktiven Warteschleife simuliert hat. Die Anzahl n der parallel 
ablaufenden Ankunftsprozesse konnte im Laufe des Experiments bis auf n = 96 erhöht 
werden, bevor der Verbraucheragent in einem voll ausgelasteten System nicht mehr alle 
erzeugten Ereignisse abarbeiten konnte. Die bei n = 96 erzeugte mittlere Auslastung lässt 
sich rechnerisch wie folgt bestimmen: 
𝐿𝐿�96 = 𝐸𝐸 ∙ �
𝐶𝐶𝐸𝐸𝑟𝑟𝑧𝑧𝑐𝑐𝑟𝑟𝑝𝑝𝑐𝑐𝑟𝑟 + 𝐶𝐶𝑉𝑉𝑐𝑐𝑟𝑟𝑏𝑏𝑟𝑟𝑎𝑎𝑟𝑟𝑐𝑐ℎ𝑐𝑐𝑟𝑟
𝑇𝑇�
� = 96 ∙
0,0100001 s
1,05 s
≈ 91,4 % 
Der verbleibende Teil der Systemleistung entfällt im Wesentlichen auf den Scheduling-
Overhead der Agentenplattform (siehe Abschnitt 3.2) und des Echtzeitkernels. Das in 
Abschnitt 3.3 formulierte Antwortzeitmodell ergibt für n = 96 und T = 1 s eine maximale 
Reaktionszeit R von 0,96 s. Abbildung 5-2 zeigt allerdings, dass diese Obergrenze praktisch 
nicht annähernd erreicht wurde. Die Abbildung fasst die Messergebnisse von etwa 14,5 h, 
 
Abbildung 5-2:  Antwortzeiten des Verbaucheragenten bei n = 98 Erzeugern 
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und damit über fünf Millionen verarbeiteten Ereignissen, zusammen und weist eine maxi-
male gemessene Reaktionszeit tR von 0,31 s aus. Für parallel zu der Messung ausgeführte, 
nicht echtzeitkritische Prozesse, etwa das Linux-Tool stress75 zur künstlichen Lasterzeu-
gung, konnte kein signifikanter Einfluss auf die Messergebnisse festgestellt werden. Ohne-
hin war der Testrechner bei n = 96 derart ausgelastet, dass die grafische Benutzeroberfläche 
des Linux-Systems selbst auf Mausbewegungen keinerlei Reaktion mehr zeigte.  
Das beschriebene Experiment liefert erste Indizien für die (lokale) Echtzeitfähigkeit der 
entworfenen Plattform und zeigt die deutliche Entkopplung des Agentensystems von der 
nicht echtzeitfähigen Linux-Umgebung. Die im Vergleich zur analytisch ermittelten maxi-
malen Reaktionszeit niedrigen Messwerte begründen sich in der zwar stochastisch, aber 
annähernd gleichmäßig verteilten Ereignislast und dem entsprechend äußert unwahr-
scheinlichen Worst-Case, nämlich dem gleichzeitigen Eintreffen aller 96 Ereignisse.  
Diese Umstände gaben Anlass für ein zweites Experiment, bei dem in einem Container 
zehn Agenten mit jeweils einem TimerBehaviour gestartet wurden. Diese zeitgesteuerten 
Behaviours mit einer Ausführungszeit C von 5 µs wurden so angelegt, dass sie mit einer 
konstanten Zwischenankunftszeit T von 1 s immer wieder synchron aktiviert wurden. 
Auch hierbei wurden über mehrere Stunden die Reaktionszeiten bei der Behandlung des 
auslösenden Zeit-Ereignisses gemessen. Abbildung 5-3 zeigt die Ergebnisse dieser Messung 
                                                 
75 Siehe http://people.seas.harvard.edu/~apw/stress 
 
Abbildung 5-3:  Antwortzeiten zehn synchron ausgelöster Behaviours 
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für einen repräsentativen Zeitausschnitt von zehn Sekunden und liefert größtenteils ein 
erwartungsgemäßes Bild: Da alle Behaviours gleichzeitig auslösen, gibt es stets eines, dass 
zuerst abgearbeitet wird und damit schon nach seiner Ausführung, also nach circa 5 µs 
reagiert, aber auch eines, das nach allen neun anderen ausgeführt wird und damit erst nach 
circa dem zehnfachen der Ausführungszeit C reagieren kann. Die tatsächlich gemessenen 
Reaktionszeiten liegen geringfügig darüber, was sich hauptsächlich durch den Scheduling-
Overhead begründen lässt. Einige Abschnitte des Diagramms lassen auf einen Scheduling-
Overhead X von 0,9 µs und damit ein ?̂?𝐶 von 5,9 µs schließen. Allerdings wird die dadurch 
erklärbare maximale Reaktionszeit R von 59 µs an anderen Stellen im Diagramm über-
schritten. Ursache hierfür ist ein hochpriorer Echtzeit-Task außerhalb der Agentenplatt-
form, der zum RtNet-Stack gehört. Eingangs wurde bereits erwähnt, dass der als Master 
festgelegte Knoten den Beginn jedes Buszyklus durch das Versenden eines Start-of-Frame-
Pakets markiert. Dies geschieht auch dann, wenn keine Nutzdaten über den Netzwerkbus 
versendet werden und erzeugt eine zyklische Last von etwa 4 µs. Die Slaves empfangen 
und verarbeiten das Paket, was eine ähnliche Last erzeugt. Schließt man diese Last mit 
einer Zwischenankunftszeit von tcycle in die analytische Betrachtung mit ein, dann ergibt 
sich eine maximale Reaktionszeit von 63 µs, die während des gesamten Experiments 
tatsächlich nicht überschritten wurde.  
In einer zweiten Variante des Experiments wurden die zehn Agenten mit unterschiedlichen 
Prioritäten ausgestattet. Die anschließende Messung hat ergeben, dass alle Behaviours stets 
in der von der Priorisierung vorgegebenen Reihenfolge ausgeführt wurden. Das Behaviour 
mit der höchsten Priorität konnte, wie vom analytischen Modell vorhergesagt, stets nach 
höchstens 10 µs reagieren. Damit wird die lokale Echtzeitfähigkeit der entwickelten Agen-
tenplattform als hinreichend durch Experimente gestützt angesehen, und die nun folgen-
den Ausführungen widmen sich der Interaktion von verteilten Agenten.  
Als erstes wurde diesbezüglich eine einfache Variante des Request Interaction Protocols 
[FIPASC00026H] untersucht. Dabei sendet der Initiator eine Anfrage (englisch: request) 
an einen entfernten Participant, der die Anfrage verarbeitet und mit einer Antwortnach-
richt (englisch: response) reagiert. Als Antwortzeit wird hier die Zeit verstanden, die ver-
geht, bis der Initiator die Rückantwort erhalten und verarbeitet hat. Im Laufe des hier 
vorgestellten Experiments wurde auf den beiden in Tabelle 5-1 erstgenannten Rechnern 
eine steigende Anzahl n solcher miteinander kommunizierenden Agentenpaare gestartet. 
Die Größe der versendeten Anfragen und Antworten betrug jeweils 16 Byte (davon 4 Byte 
Agentenadresse und Größenangabe, 12 Byte Nutzdaten). Für jedes n im Intervall [1; 150] 
wurden 1000 Wiederholungsmessungen durchgeführt, wobei vor jeder Wiederholung auf 
den Abschluss aller Protokollinstanzen gewartet wurde.  
Kapitel 5:  Validierung der Ergebnisse 
156 
 
Abbildung 5-4:  Ergebnisse der Antwortzeitmessung bei paralleler Ausführung 
von n Instanzen des Request Interaction Protocols 
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Durch den beschriebenen Ablauf wurden pro Experiment und n folglich 1000 · n Daten-
punkte generiert, von denen pro n der besseren Übersichtlichkeit halber 50 zufällig ausge-
wählt und in die Diagramme in Abbildung 5-4 im Intervall [n; n + 1[ eingetragen wurden. 
Die dargestellten Diagrammvarianten unterscheiden sich im Detailablauf des zugrunde-
liegenden Experiments:  
(a) Bei Variante (a) wurden die n Protokollinstanzen zu einem jeweils individuell und 
zufällig aus dem Intervall [0; tcycle[ ausgewählten Zeitpunkt gestartet. Die gemes-
senen Ausführungszeiten steigen langsam mit wachsendem n, sind aber deutlich 
nach oben begrenzt. Allerdings legen die Ergebnisse aus dem ersten Experiment 
nahe, dass bei stochastisch verteilten Auslösezeitpunkten der Worst-Case höchst 
unwahrscheinlich ist. 
(b) In Variante (b) wurden deshalb alle n Protokollinstanzen gleichzeitig ausgelöst. Als 
Konsequenz zeigt das entsprechende Diagramm höhere Antwortzeiten, die inner-
halb eines Bereichs von maximal drei Buszyklen stochastisch streuen. Ursache ist 
der im Verhältnis zum Buszyklus immer noch beliebige Zeitpunkt der Auslösung 
aller Interaktionen, der vor dem Senden der ersten Nachricht laut (A2) des Netz-
werkmodells eine zufällig im Intervall [0; tcycle[ verteilte Wartezeit bewirkt. 
(c) Daher wurde in Variante (c) eine bewusst große Wartezeit provoziert, indem alle 
Protokollinstanzen genau zu Beginn eines Buszyklus ausgelöst wurden. Die gemes-
senen Antwortzeiten geben den Kommunikationsablauf sehr deutlich wieder. Für 
n ≤ 64 vergeht ein Buszyklus, bis alle Request-Nachrichten in einem zweiten 
Buszyklus versendet und in einem dritten Buszyklus vom Empfänger verarbeitet 
werden. Die Rückantwort wird im vierten Buszyklus übertragen und zu Beginn 
des fünften Buszyklus vom Initiator verarbeitet, wobei die WCET für diese Verar-
beitung mit steigendem n langsam zunimmt. Bei größeren n passen nicht mehr 
alle der jeweils 16 Byte großen Request-Nachrichten in das 1024 Byte große 
Datenpaket, sodass ein Teil der Nachrichten um einen Buszyklus verzögert wird. 
Ab n = 128 müssen die Request-Nachrichten dann auf drei Datenpakete aufgeteilt 
werden. Damit ergibt sich eine Art Verarbeitungspipeline, die für n = 128 in 
Abbildung 5-5 grafisch dargestellt ist. 
In alle drei Diagramme wurde zudem die gemäß dem in Abschnitt 4.7 beschriebenen theo-
retischen Ansatz ermittelte maximale Antwortzeit eingetragen. Diese wurde auf Basis der 
auf Seite 131 beispielhaft dargestellten Formalisierung ermittelt. Als Ausführungszeit Cmhl 
für die plattforminterne Verarbeitung von Nachrichten wurde auf Basis von Messungen 
ein Wert von 100 ns angesetzt. Die Ausführungszeit der Behaviours zum Absenden von 
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Requests, zum Beantworten von Requests und zum Empfangen der Rückantwort (in der 
formalen Darstellung sind das die Behaviours a1, b und a2) wurde durch eine aktive Warte-
schleife künstlich auf 2 µs festgesetzt. Die vom RtNet-Stack erzeugte Last wurde auf 17 µs 
pro tcylce / 3 beziffert, da bei aktiver Netzwerkkommunikation nicht nur die Verarbeitung 
der SOF-Pakete sondern auch das Versenden und Empfangen der eigentlichen Datenpa-
kete Zeit kostet. Diese Last fällt einmal pro TDMA-Slot, also bei drei Knoten dreimal pro 
Buszyklus, an. Die zuvor modellierte Leerlauflast von 4 µs pro tcycle ist in den 17 µs bereits 
enthalten. 
Es ist ersichtlich, dass das Antwortzeitmodell die realen Verhältnisse für n ≤ 64 sehr gut 
abbildet. Für n ∊ [65; 128] ermittelt das Modell korrekterweise für Netzwerknachrichten 
eine WCTT (englisch: Worst Case Transmission Time) von zwei Buszyklen, setzt diese 
dann jedoch für alle Nachrichten gleichermaßen an. Das Modell ist nicht in der Lage, sich 
implizit ergebende Verarbeitungspipelines zu berücksichtigen, da es jeden Nachrichten-
transfer isoliert betrachtet. Zudem mag das Erkennen solcher Pipelines zwar für parallel 
ablaufende Instanzen eines einzelnen Protokolls einfach sein, beim Zusammenspiel ver-
schiedener Protokolle mit beliebigen Auftrittszeitpunkten und innerhalb gewisser Grenzen 
variabler Antwortzeit ergibt sich allerdings eine Variantenvielfalt, die für MAS mit praxis-
tauglichen Mengengerüsten nicht mehr vollständig berechenbar wäre. Konsequenzen für 
die praktische Anwendbarkeit des Antwortzeitmodells werden in Abschnitt 6.2 erörtert. 
An dieser Stelle soll noch angemerkt werden, dass das Modell in jedem Fall eine valide 
Obergrenze für die praktisch gemessenen Antwortzeiten geliefert hat. Bei n = 128 lag diese 
rund 25 %, bei n = 150 knapp 45 % über den gemessenen Werten. 
Mit dem Ziel einer möglichst umfassenden Validierung wurden abschließend Experimente 
mit dem Contract Net Protocol durchgeführt, welches auf alle in dieser Arbeit entwickel-
ten Konzepte, also auch die semantische Adressierung und die Übertragung von Entschei-
dungsmetriken, zurückgreift. Dazu wurde auf allen drei Rechnern des Testaufbaus ein 
 
Abbildung 5-5:  Pipelineartige Abarbeitung von 150 parallel ausgelösten Protokollinstanzen  
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Container der Agentenplattform platziert und jeweils die in Abbildung 5-6 dargestellte 
Taxonomie von an dem Experiment beteiligten Agententypen hinterlegt. Anschließend 
wurden auf den Containern die in Tabelle 5-2 aufgeführten Agenten gestartet. So liefen 
auf jedem Container zehn diensterbringende Agenten und eine im Laufe des Experiments 
variierte Anzahl n / 3 von Dienstnutzern ab. Pro Messung hat nun zunächst der Agent 
Trigger eine Multicast-Nachricht an die semantische Adresse Service Invoker abgeschickt, 
die von allen Dienstnutzern empfangen wurde. Diese haben dann zufällig einen Untertyp 
a oder b des von ihnen laut Tabelle 5-2 nachgefragten Dienstes ausgewählt und die Suche 
nach dem geeignetsten Diensterbringer per Contract Net Protocol (CNP) eingeleitet. 
Daraufhin wurden für jedes von einem Container ausgehende Dienstgesuch – also jeden 
Call for Proposals (CFP) – auf den übrigen beiden Containern je fünf zufällige Proposals 
erstellt und der jeweils beste pro Container an den Dienstnutzer – oder Initiator – zurück-
gesendet. Für Calls, die an eine semantische Adresse versendet werden, liegt in der Regel 
keine genaue Information über die Anzahl der erwartenden Rückantworten vor, und so 
 
Abbildung 5-6:  Taxonomie von Agententypen für die experimentelle Untersuchung des CNP 
 
Tabelle 5-2:  Agentenverteilung bei der experimentellen Untersuchung des CNP 
 Container c1 Container c2 Container c3 
Agententyp    
S12a 5 5  
S12b 5 5  
S13a 5  5 
S13b 5  5 
S23a  5 5 
S23b  5 5 
Service Invoker n / 3 
(rufen S23 auf) 
n / 3 
(rufen S13) 
n / 3 
(rufen S12 auf) 
Trigger 1   
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sieht der in Abschnitt 4.5 erarbeitete Ablauf eine Frist für das Warten auf eingehende 
Proposals vor. Diese Zeitspanne sollte sich an der WCET der ersten Sequenz des CNP 
orientieren, die genau die bisher geschilderten Schritte des Protokolls umfasst. Im Experi-
ment hätte aber die Ermittlung dieser WCET eine Verquickung der Implementierung und 
des Antwortzeitmodells bedeutet, die gerade gegeneinander validiert werden sollten. Daher 
erfolgte hier die weitere Abarbeitung des CNP, also die Auswahl und Benachrichtigung 
des besten Diensterbringers, genau dann, wenn beide Proposals der entfernten Container 
vorlagen. In dem in Abschnitt 4.5 geschilderten Ablauf wird das CNP nach Abschluss 
dieser Schritte als beendet angesehen, da für die Diensterbringung selbst weitere Interak-
tionen notwendig sein können. Allerdings würden damit Aktivierung und Abschluss des 
CNP auf zwei unterschiedliche Rechner entfallen, was eine exakte Antwortzeitmessung 
verkompliziert hätte. Daher wurde der Ablauf um einen weiteren Schritt, das Rücksenden 
einer Erfüllungsnachricht an den Initiator nach abgeschlossener Diensterbringung, ergänzt 
und als Antwortzeit einer CNP-Instanz der Zeitraum vom Absenden des CFP bis zum 
Empfang dieser Erfüllungsnachricht gemessen, pro n ∊ {3; 6; 9; ...; 150} jeweils 1000 Mal.  
In Abbildung 5-7 sind die gewonnenen Messwerte grafisch dargestellt, wobei der Über-
sichtlichkeit halber wie gehabt pro n nur 150 der gemessenen Werte ausgewählt und im 
Intervall [n; n + 3[ abgetragen wurden. Das Diagramm zeigt kaum Streuung, da durch den 
beschriebenen Ablauf alle Instanzen des CNP gleichzeitig und unmittelbar nach Empfang 
der Trigger-Nachricht, also genau am Buszyklusanfang, ausgelöst werden. Durch RtNet 
oder das Scheduling bedingte Schwankungen im unteren µs-Bereich können bei Mess-
werten dieser Größe nicht mehr aufgelöst werden.  
 
Abbildung 5-7:  Ergebnisse der Antwortzeitmessung bei paralleler Ausführung 
von n Instanzen des Contract Net Protocols  
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Das Diagramm zeigt außerdem die Ergebnisse des Antwortzeitmodells. Dabei wurde für 
alle im Verlauf des CNP versendeten Nachrichten eine Größe von 16 Byte berücksichtigt. 
Die Ausführungszeit Cmhl für die plattforminterne Verarbeitung logisch adressierter Nach-
richten wurde wie gehabt mit 100 ns angenommen; für die Verarbeitung semantisch adres-
sierter Nachrichten wurde in Anlehnung an die auf Seite 117 aufgeführten Messwerte eine 
maximale Ausführungszeit Cmhs von 200 ns angesetzt. Die vom RtNet-Stack erzeugte Last 
wurde wie zuvor mit 17 µs pro tcylce / 3 modelliert. Die Ausführungszeit für die eigentliche 
Diensterbringung wurde per aktiver Warteschleife auf 5 µs eingestellt, für alle übrigen am 
Protokoll beteiligten Behaviours wurde eine maximale Ausführungszeit kleiner 500 ns 
durch Messungen ermittelt. 
Anders als bei den vorangegangenen Experimenten zeigt das Antwortzeitmodell bereits für 
n < 64 ein relativ kleine, aber deutlich sichtbare Abweichung von den Messwerten, die sich 
wie folgt begründen lässt: Das Antwortzeitmodell darf keine Annahmen über die zeitliche 
Relation der einzelnen Protokollinstanzen zueinander treffen und muss daher beispiels-
weise den Fall berücksichtigen, bei dem eine Instanz auf die abschließende Erfüllungsnach-
richt wartet, während im selben Container für alle übrigen Protokollinstanzen Proposals 
generiert und verglichen werden müssen. Durch den gleichzeitigen Start aller Protokollin-
stanzen – eigentlich mit der Absicht, eine maximale Last zu provozieren – tritt dieser Fall 
im Experiment nicht auf. Wäre in einem MAS die zeitsynchrone Auslösung aller CNP-
Instanzen die Regel, dann müssten sie als eine einzige, sehr komplexe Interaktion formali-
siert werden und würden dann vom Antwortzeitmodell entsprechend berücksichtigt. Die 
deutlichen Unstetigkeitsstellen in der theoretisch ermittelten Antwortzeit ergeben sich – 
wie schon bei dem Experiment zum Request Interaction Protocol – genau dort, wo für 
den Transport der vom Antwortzeitmodell errechneten maximalen Nachrichtenmenge ein 
 
Abbildung 5-8:  Antwortzeiten von n / 2 höher priorisierten Instanzen des CNP 
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zusätzlicher Buszyklus notwendig wird und sich dadurch die WCTT für alle Kommunika-
tionsschritte des CNP sprunghaft erhöht. Damit ergibt sich für n = 128 eine deutlich 
Abweichung des Antwortzeitmodells von 52%. 
Vor diesem Hintergrund zeigt Abbildung 5-8 den Effekt, der sich durch Priorisierung 
einer Hälfte der CNP-Instanzen einstellt. Die Plattform sieht die Vergabe von Prioritäten 
an Agenten vor, und Nachrichten erben die Priorität der absendenden Agenten. Im 
Experiment mussten entsprechend für beide Prioritätsstufen getrennte diensterbringende 
Agenten angelegt werden, sodass sich deren Menge verdoppelt hat. Als Ergebnis zeigen die 
priorisierten CNP-Instanzen kleinere gemessene Ausführungszeit und, insbesondere für 
größere n, eine deutlich geringere Abweichung des Antwortzeitmodells. Die übrigen, 
niedriger priorisierten Protokollinstanzen zeigten dabei unverändert das in Abbildung 5-7 
dargestellte Antwortzeitverhalten. Resümierend lässt sich für die experimentelle Unter-
suchung des CNP sagen, dass auch hier die Echtzeitfähigkeit der entworfenen Agenten-
plattform demonstriert werden konnte und dass das Antwortzeitmodell in jedem Fall 
valide Ergebnisse lieferte.  
5.3 Zusammenfassung 
In diesem Kapitel wurde zunächst eine Referenzimplementierung der im Rahmen dieser 
Arbeit entworfenen Plattform beschrieben und damit deren praktische Realisierbarkeit 
nachgewiesen. In dem Zusammenhang wurde auf mehrere nachgenutzte Softwaremodule 
hingewiesen und diskutiert, welche Randbedingungen und praktischen Schwierigkeiten 
deren Kombination mit sich bringt. Mit der erarbeiteten Lösung dieser Probleme wurde 
auch für vergleichbare oder fortführende Arbeiten ein gangbarer Weg aufgezeigt. 
Was die angestrebte Echtzeitfähigkeit der Agentenplattform angeht, so konnte diese in 
umfangreichen Experimenten unter künstlich erzeugten Worst-Case-Bedingungen zwar 
nicht abschließend bewiesen, aber dennoch sehr anschaulich demonstriert werden. Als 
weiteres Argument für die Echtzeitfähigkeit der Plattform wurden die in ihr wirksamen 
Mechanismen in Abschnitt 4.7 in einem Antwortzeitmodell abgebildet. Die in diesem 
Kapitel angestellten Vergleiche zwischen gemessenen und von dem Modell berechneten 
Antwortzeiten zeigen für kleine und mittelgroße Agentensysteme deutliche Übereinstim-
mungen, die die Korrektheit des Antwortzeitmodells untermauern und mithin auch ein 
weiteres starkes Indiz für die Echtzeitfähigkeit der Agentenplattform liefern. Die bei gro-
ßem Nachrichtenaufkommen auftretenden Abweichungen konnten durchgängig erklärt 




6 Bewertung der Ergebnisse 
Dieses Kapitel setzt sich kritisch mit den in dieser Dissertation erarbeiteten Ergebnissen 
auseinander. Da im vorhergehenden Kapitel bereits für deren Korrektheit argumentiert 
wurde, soll hier nun vor allem die Praktikabilität der Ergebnisse im Mittelpunkt stehen. 
In Abschnitt 6.1 wird unter diesem Blickwinkel zunächst die entworfene Agentenplatt-
form betrachtet, wobei eingangs einige grundlegende Punkte erörtert und danach verschie-
dene automatisierungstechnische Aufgabenstellungen an einem einfachen Anlagenbeispiel 
diskutiert werden. Im Anschluss daran setzt sich Abschnitt 6.2 mit praktischen Aspekten 
des beschriebenen Formalisierungsansatzes und des Antwortzeitmodells für verteilte Agen-
tensysteme auseinander. In Abschnitt 6.3 wird ein Resümee aus den vorangegangenen 
Betrachtungen gezogen und abschließend bewertet, inwieweit die in Abschnitt 2.4 formu-
lierten Ziele dieser Arbeit erreicht wurden.  
6.1 Praktikabilität der Plattform 
6.1.1 Grundlegende Anmerkungen 
Im vorangegangenen Kapitel wurde anhand einer Referenzimplementierung die praktische 
Realisierbarkeit der im Rahmen dieser Arbeit entworfenen Agentenplattform nachgewie-
sen und ferner für ihre Echtzeitfähigkeit argumentiert. In diesem Abschnitt werden nun 
praktische Belange der Anwendung dieser Plattform beleuchtet. Dazu soll an dieser Stelle 
zunächst noch einmal auf die in Abschnitt 2.3.1 umfassend diskutierten Vorteile der 
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Nutzung von Java zur Programmierung aktueller und zukünftiger Automatisierungs-
anlagen hingewiesen werden. Insbesondere die Verfügbarkeit automatisch verwalteten 
dynamischen Speichers stellt in Hinblick auf die steigende algorithmische und daten-
organisatorische Komplexität der dabei umzusetzenden Funktionalität einen Gewinn dar. 
Gemessen am geringen zu erwartenden Anteil von hardwarenahem Steuerungscode an der 
gesamten Codebasis eines CPPS wiegen die genannten Vorteile umso schwerer. Gleich-
zeitig ergeben sich durch die Nutzung einer einheitlichen technologischen Basis für alle 
Teile einer Automatisierungsapplikation Vorteile bezüglich Robustheit, Entwicklungs- 
und Wartungsaufwand. 
Gleichwohl sollen an dieser Stelle auch die Probleme einer Java-basierten Lösung nicht 
unerwähnt bleiben. Etwaige Nachteile bezüglich der Ausführungsgeschwindigkeit und des 
Speicherverbrauchs sind dabei eher zweitranging, da sie sich gemäß Abschnitt 2.3 weitest-
gehend relativieren lassen und darüber hinaus in Anbetracht der rasanten Entwicklung 
immer leistungsfähigerer Rechentechnik gegenüber methodischen Unzulänglichkeiten zu-
nehmend an Bedeutung verlieren. Als eine General-Purpose-Sprache ist Java im Kontext 
dieser Arbeit insofern kritisch, als sie dem Anwender Programmkonstrukte erlaubt, die die 
Agentenplattform selbst verbietet. Ein Beispiel dafür ist die gemeinsame Nutzung von 
Datenobjekten durch mehrere Agenten. Hier haben spezialisierte Sprachen, eingefasst in 
das rigide Gerüst einer Norm wie der IEC 61499 Vorteile. Darüber hinaus erlauben Fach-
sprachen wie der Funktionsplan der IEC 61131 (siehe Abschnitt 2.1.2) jeweils in ihrem 
sehr eng gefassten Anwendungsbereich zumeist einfacher entwickel- und wartbaren Code. 
Grundsätzlich spricht vor diesem Hintergrund nichts für die Möglichkeit, die Implemen-
tierung einzelner Behaviours – als letztlich Ereignisbehandlungsroutinen – auch in einer 
solchen Sprache zu erlauben. Weitere Probleme in Bezug auf die Sprache Java können sich 
aus der großen Menge von verfügbaren Bibliotheken ergeben, da diese nach außen hin nur 
selten sichtbar werden lassen, inwieweit die intern verwendeten Algorithmen für echtzeit-
kritische Aufgabenstellungen geeignet sind. Ferner besteht durch das breite Anwendungs-
spektrum der Sprache die Gefahr des unbedachten Einsatzes von Programmiertechniken 
wie etwa rekursiven Funktionsaufrufen oder verschachtelten beziehungsweise nicht fest 
begrenzten Schleifen, die in anderen Anwendungsgebieten legitim sein mögen, aber bei 
der Echtzeitprogrammierung eher kritisch zu werten sind. Ebenso stellt der dynamisch 
verwaltete Heap zwar ein mächtiges Werkzeug dar, verlangt aber andererseits in zeitkri-
tischen Codeabschnitten trotz aller Deterministik einen gewissenhaften Einsatz. So führt 
die beschriebene Referenzimplementierung Objektallokationen nur an zeitunkritischen 
Stellen durch und auch die Behaviours der im vorangegangenen Kapitel beschriebenen 
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Benchmarks verzichten vollständig auf Heap-Operationen. Andernfalls hätten die maxi-
malen Ausführungszeiten dieser Behaviours mindestens eine Größenordnung höher ange-
setzt werden müssen (siehe Seite 93 ff. sowie [S2012]). 
Abseits von programmiersprachlichen Belangen kann über die entworfene Plattform gesagt 
werden, dass sie wesentliche Schlüsseltechnologien für verteilte, echtzeitfähige Agentensys-
teme gebrauchsfertig bereitstellt. Die in Abschnitt 3.1 herausgearbeiteten konzeptionellen 
Ähnlichkeiten mit dem verbreiteten Java-Agentenframework JADE und der Norm IEC 
61499 weisen auf eine hohe Praktikabilität im Allgemeinen sowie eine gute Eignung für 
automatisierungstechnische Aufgabenstellungen im Speziellen hin. In Abschnitt 6.1.2 
wird diese ese an einer Beispielanlage zumindest ansatzweise überprüft. Für belastbare 
Aussagen sind allerdings weitergehende Praxisstudien im Nachgang dieser Dissertation 
erforderlich. 
Technisch sind der beschriebenen Plattform besonders in zweierlei Hinsicht Grenzen 
gesetzt. Zum einen kann ein nach dem in dieser Arbeit zugrunde gelegten Modell (siehe 
Abschnitt 4.1) operierender Netzwerkbus nicht beliebig skaliert werden, da jeder Knoten 
ein dediziertes Zeitfenster zum Senden der eigenen Daten benötigt, die dann auf dem 
gesamten Bus sichtbar werden. Für mehr als zweistellige Knotenzahlen würde dies nach 
dem aktuellen Stand der Technik zu sehr hohen Buszykluszeiten führen, mit denen 
schnelle Interaktionen zwischen verteilten Agenten nicht mehr möglich wären. Da jedoch 
in der Praxis typischerweise nicht alle Knoten einer Anlage echtzeitfähig miteinander 
interagieren müssen, könnte solch ein Gesamtsystem in mehrere Echtzeitdomänen unter-
teilt werden, die dann jeweils einzeln nach den vorgestellten Prinzipien betrieben werden 
könnten. Nur für die Kommunikation zwischen diesen Domänen wären die hier erarbei-
teten Konzepte nicht direkt anwendbar. 
Eine zweite Grenze wird durch die Ausdrucksstärke der hier verwendeten Taxonomie-
Bäume vorgegeben. Diese mag für viele Aufgabenstellungen ausreichend sein, ist aber 
dennoch deutlich kleiner als die Ausdrucksstärke von Ontologien. So lässt sich etwa die 
Struktur eines Transportsystems nur schwer mit den Mitteln einer Taxonomie beschrei-
ben. Folglich müssten, um Routingentscheidungen in Echtzeit treffen zu können, zusätz-
liche Mechanismen geschaffen werden, die aber von den Möglichkeiten der semantischen 
Adressierung profitieren könnten. Auch hier sind weiterführende praxisorientierte Unter-
suchungen notwendig. 
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6.1.2 Betrachtung einer Beispielanlage 
In diesem Abschnitt werden anhand der in Abbildung 6-1 gezeigten Beispielanlage einige 
automatisierungstechnische Problemstellungen sowie die von der entwickelten Plattform 
gebotenen Lösungsmöglichkeiten skizziert. Dazu soll angemerkt werden, dass bei der Ge-
staltung agentenbasierter Automatisierungssysteme zahlreiche Freiheitsgrade bestehen, 
etwa bei der Zuordnung von Agenten zu physischen Entitäten. Letztere hat ähnlich großen 
Einfluss auf Qualität und Fähigkeiten des Entwurfs, wie die Identifikation von Klassen bei 
objektorientiertem Vorgehen. Für die oberen Ebenen der Automatisierungspyramide exis-
tiert mit PROSA eine Referenzarchitektur, die bei vielen praktischen Anwendungen direkt 
oder in abgewandelter Form genutzt wird (siehe Abschnitt 2.2.2). Für die Umsetzung 
maschineninterner Funktionalität existieren solcherlei Vorarbeiten nicht. Hinzu kommt, 
dass nicht nur softwaretechnologische, sondern auch maschinenbauliche und ökonomi-
sche Aspekte darüber Ausschlag geben, wo es sinnvoll ist, Komponenten – beispielsweise 
einzelne Sensoren oder Antriebe – zu eigenen Knoten eines CPPS auszubauen oder auf 
einem anderen Knoten durch einen Agenten vertreten zu lassen. Gegenstand dieser Arbeit 
war aber nicht die Klärung dieser Fragestellungen, sondern die Bereitstellung generischer 
und vielfältig einsetzbarer Mechanismen zur Realisierung echtzeitfähiger Agentensysteme. 
 
 
Abbildung 6-1:  Ausschnitt einer automatisierungstechnischen Anlage als Praxisbeispiel 
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Daher sollen die nachfolgend beschriebenen Szenarios hauptsächlich ein Gefühl für die 
Einsatzmöglichkeiten der erarbeiteten Konzepte vermitteln. Tatsächlich realisiert wurde 
im Rahmen dieser Dissertation aufgrund der anderen Schwerpunktsetzung keines der 
Beispiele.  
Der betrachtete Anlagenausschnitt beginnt an einem Rollenförderer, über den Werkstücke 
zugeführt werden. An diesen schließt sich eine verfahrbare Fördereinheit an, mit der die 
Werkstücke einer von drei Maschinen zur Bearbeitung zugeführt werden können. Die 
Maschinen sind abstrakt als Werkzeugspindel mit Antrieb dargestellt. Auf jedem der ver-
bauten Rollenförderer sind als gestrichelte Linie Sensoren angedeutet, die in den folgenden 
Szenarien wahlweise Lichtschranken oder Sensoren zur Identifikation von Werkstücken 
darstellen.  
Realisierung der Basisfunktionalität 
Zunächst soll erläutert werden, wie sich grundlegende Automatisierungsfunktionen mit 
der entwickelten Plattform umsetzen lassen. Dabei wird davon ausgegangen, dass Kompo-
nenten wie Antriebe oder Lichtschranken feingranular durch Agenten repräsentiert sind. 
Für die Steuerung des links im Bild sichtbaren Rollenförderers müsste sich der zuständige 
Agent einmalig aktiv mit den Agenten der am Förderer angebrachten Lichtschranken in 
Verbindung setzen und per Subscribe Interaction Protocol fortlaufende Benachrichtigungen 
über künftige Zustandsänderungen abonnieren. Eine Unterbrechung der eingangsseitigen 
Lichtschranke würde von da an ein MessageBehaviour auslösen, in dem einerseits der 
Antrieb der Förderrollen aktiviert und andererseits der Agent des verfahrbaren Mittelteils 
per Nachricht zur Ausrichtung in Längsrichtung aufgefordert werden müsste. Letzterer 
Agent müsste entweder rechtzeitig das Erreichen der Endlage per Nachricht signalisieren, 
oder das bei Unterbrechung der zweiten Lichtschranke ausgelöste MessageBehaviour 
müsste in Echtzeit den Antrieb der Förderrollen abschalten. Der verfahrbare Mittelteil 
läuft im Bild auf zwei parallelen Linearachsen, deren Antriebe stets synchron angesteuert 
werden müssen, um ein Verkanten zu vermeiden. Auch dazu ist die vorgestellte Plattform 
in der Lage, etwa, indem die Positionierbefehle semantisch adressiert und so zeitgleich von 
den für die Linearachsen zuständigen Agenten empfangen werden. 
Damit wurde umrissen, wie sich automatisierte Abläufe, die in konventionellen Anlagen 
zentral gesteuert werden, mit der entworfenen Agentenplattform auch als verteiltes System 
von Automatisierungskomponenten realisieren lassen. Im verbleibenden Teil dieses Ab-
schnittes werden nun teils aufeinander aufbauenden Szenarien diskutiert, für deren Lösung 
die Agententechnologie im Allgemeinen und die hier vorgestellte Plattform im Speziellen 
deutliche Vorteile bieten. 
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Selbstdiagnose von Antrieben 
Ziel der vorausschauenden Instandhaltung ist es, den Ausfall von Anlagenkomponenten 
anhand bestimmter Vorzeichen vorherzusagen, um rechtzeitig Ersatzteile beschaffen und 
notwendige Instandsetzungsmaßnahmen frühzeitig im Produktionsplan berücksichtigen 
zu können. Für Antriebe ist dazu eine fortlaufende Analyse des Schwingungsbildes üblich, 
welches allerdings von der Einbau- und Lastsituation abhängig ist. Daher müssen die Indi-
katoren für einen bevorstehenden Ausfall im Vorfeld identifiziert und Grenzwerte festge-
legt werden. Ein Motor-Agent als Teil einer Motorkomponente in einem CPPS könnte 
durch eine semantisch adressierte Nachricht andere Motoren in einer ähnlichen Einbau- 
und Lastsituation aufspüren und ohne Vorwissen, nur durch Vergleich der Schwingungs-
bilder, Verhaltensunterschiede erkennen, die auf einen drohenden verschleißbedingten 
Ausfall schließen lassen. Die semantische Adresse müsste dazu die Eigenschaft Motor, eine 
Eigenschaft zur Beschreibung der Einbausituation – etwa Spindel_Fräsmaschine_Typ_xy – 
und eine Eigenschaft, die das Vermögen zum Liefern von Schwingungsbildern ausdrückt, 
kodieren. 
Anzeige von kritischen Maschinenzuständen 
Wird ein bevorstehender Ausfall erkannt, dann muss dies dem Instandhaltungspersonal in 
geeigneter Form, etwa als Meldung in der Leitwarte oder Lichtsignal einer Maschinen-
zustandsleuchte, kommuniziert werden. In einem agentengesteuerten CPPS müssten die 
entsprechenden Meldungswege nicht logisch oder physisch fest verdrahtet sein, sondern es 
könnten durch eine semantisch adressierte Fehlernachricht alle zur Anzeige des Fehler-
zustandes geeigneten Empfänger angesprochen werden. Dazu müssten in der semantischen 
Adresse der räumliche oder logische Zuständigkeitsbereich kodiert werden, was wiederum 
voraussetzt, dass die fehlerhafte Komponente selbst ihre Position innerhalb der Werkshalle 
oder in der logischen Hierarchie des CPPS kennt. 
Austausch eines defekten Antriebs oder Frequenzumrichters 
Wo hohe Antriebsleistungen gefordert sind, werden meist Drehstrommotoren verbaut, die 
von einem Frequenzumrichter mit Wechselstrom der angestrebten Drehfrequenz versorgt 
werden. Motor und Umrichter müssen durch geeignete Parametrierung aufeinander abge-
stimmt werden. Erfordert ein aufgetretener oder prognostizierter Ausfall den Austausch 
einer der beiden Komponenten – unter Umständen durch eine nicht genau baugleiche 
Ersatzkomponente – dann muss die Parametrierung erneuert werden, um eine reibungs-
losen Betrieb zu gewährleisten und Beschädigungen zu vermeiden. In einen CPPS könnten 
die Agenten beider Komponenten diese Parametrierung vornehmen oder zumindest solche 
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Parameterwerte korrigieren, die potentiell zu Beschädigungen führen könnten. Zu diesem 
Zweck könnte eine semantische Adresse eigens für im Konfigurationsmodus befindliche 
Komponenten vorgesehen werden. Durch das Betätigen eines entsprechenden Schalters 
würden Komponenten für einen begrenzten Zeitraum in diesen Modus wechseln und per 
semantisch adressierter Nachricht andere, ebenfalls im Konfigurationsmodus befindliche 
Komponenten suchen, um sich dann paarweise für den gemeinsamen Betrieb abzustim-
men. 
Auswahl einer Bearbeitungsstation 
Während der Wartung einer Bearbeitungsstation steht diese für den Fertigungsbetrieb 
nicht zur Verfügung. Bei der Vergabe von Fertigungsaufträgen per Contract Net Protocol 
(CNP) kann dies, wie in Abschnitt 2.2.2 beschrieben, einfach berücksichtigt werden. Geht 
man von der in Abbildung 6-1 gezeigten Anlagenstruktur aus und nimmt ferner an, dass 
Werkstücke zunächst von dem eingangsseitig auf dem verfahrbaren Rollenförderer ange-
brachten Sensor identifiziert werden müssen, bevor das CNP angestoßen werden kann, 
dann muss das CNP anschließend zuverlässig innerhalb eines definierten Zeitraumes ab-
laufen. Nur so kann der Rollenförderer rechtzeitig zu der richtigen Bearbeitungsstation 
gefahren werden, ohne die Förderung des Werkstückes einstellen und damit den Durch-
satz der Anlage senken zu müssen. Die echtzeitfähige Realisierung des CNP wurde in dieser 
Arbeit umfangreich diskutiert. 
Erkennung und Kompensation von Sensordefekten 
Als letztes Szenario soll ein Beispiel aus [SWLVH2013] aufgegriffen werden. Auch dort 
wird eine Anlage betrachtet, deren Förderstrecken jeweils am Anfang und am Ende über 
eine Lichtschranke verfügen. Es wird beschrieben, wie sich aus dem Signal der in Trans-
portrichtung ersten Lichtschranke und der mittleren Fördergeschwindigkeit auf das Signal 
der zweiten Lichtschranke schließen und damit ein virtueller Ersatzsensor konstruieren 
lässt. In einem Agentensystem könnte die zweite Lichtschranke durch einen Agenten LS2 
und ihr virtuelles Pendant durch einen Agenten VLS2 repräsentiert werden. Daraus könnte 
ein dritter Agent HQLS2 durch Vergleich der von LS2 und VLS2 gelieferten Sensorwerte 
(und der Anwendung eines digitalen Filters zum Ausblenden geringer zeitlicher Diskre-
panzen; siehe Abbildung 6-2) Defekte einer Lichtschranke erkennen und das auf der noch 
intakten Lichtschranke basierende Signal weiterreichen. Die aufgrund dieser Fähigkeit 
höhere Qualität des von HQLS2 gelieferten Signals wird in Abbildung 6-2 durch einen 
höheren Wert q gekennzeichnet. Die in der Grafik dargestellten Pfeile stellen jeweils einen 
durch das Subscribe Interaction Protocol (siehe Seite 58) etablierten Datenfluss dar.  
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Abbildung 6-2:  Steigerung der Zuverlässigkeit einer Anlage durch virtuelle Sensorik 
In einer bestehenden Anlage ohne virtuelle Sensoren könnten, die korrekte Implementie-
rung einer entsprechenden Taxonomie vorausgesetzt, zur Laufzeit automatisch geeignete 
Förderelemente gesucht und die beschriebenen Agenten zur Erzeugung virtueller Sensor-
werte instanziiert werden. Im Anschluss könnten diejenigen Agenten, die Werte von den 
einfachen Lichtschranken-Agenten LS2 beziehen, per Nachricht aufgefordert werden, sich 
neu mit geeigneten Datenlieferanten zu verbinden. Daraufhin würden diese per CNP die 
Sensoren mit der höchsten Signalqualität auswählen und fortan die robustere Variante 
HQLS2 mit Absicherung durch einen virtuellen Ersatzsensor einsetzen – im laufenden 
Betrieb und ganz ohne Änderung des eigentlichen Steuerungscodes. Die beschriebene 
Plattform bietet dafür alle benötigten Mechanismen und skaliert außerdem sehr gut mit 
hohen Anzahlen von Agenten (siehe Seite 88), sodass eine solch feingranulare Nutzung des 
Agentenkonzeptes keine technische Hürde darstellt. 
6.2 Praktikabilität des Antwortzeitmodells 
Zur Bewertung der Praktikabilität des Antwortzeitmodells werden in diesem Abschnitt 
mehrere Aspekte betrachtet. Zunächst wird der Aufwand untersucht, der zur formalen Be-
schreibung eines Agentensystems und der von ihm zu behandelnden Ereignisse getrieben 
werden muss. Ein wesentlicher Teilaspekt ist dabei die Bestimmung von Parametern wie 
Ausführungs- und Zwischenankunftszeiten. Im Anschluss wird auf die Ausdrucksstärke 
der formalen Beschreibung eingegangen. Abschließend wird im Hinblick auf das Antwort-
zeitmodell der Berechnungsaufwand und die Güte der Ergebnisse untersucht. 
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Was die Formalisierung angeht, so ist diese dem Entwurf des Agentensystems nachgelagert 
und kann folglich sämtliche im Laufe des Entwurfsprozesses entstehenden Informationen 
einbeziehen. Beim Entwurf eines Automatisierungssystems wird – geführt durch eine ge-
eignete Methodik, beispielsweise DACS (Designing Agent-based Control Systems, siehe 
Abschnitt 2.2.1 und [BJW2004]) – unter anderem erarbeitet, welche Steuerungsentschei-
dungen automatisiert zu treffen sind. Dies schließt die Festlegung der Ereignisse ein, die 
das Treffen einer solchen Steuerungsentscheidung abverlangen. Darüber hinaus werden 
Ereignisse bestimmt, auf die ohne weiteren Entscheidungsspielraum reflexartig reagiert 
werden muss. Für beide Typen von Ereignissen können sich aus der Anlagenspezifikation 
oder der Spezifikation der verbauten technischen Komponenten maximal erlaubte Reak-
tionszeiten ergeben, die das Gesamtsystem als echtzeitkritisch charakterisieren. Aus diesem 
Entwurfswissen lässt sich ohne großen Aufwand die formale Ereignismenge ℰ samt den 
dort anzugebenden Deadlines ableiten. Einzig die Bestimmung der minimalen Zwischen-
ankunftszeiten zwischen Ereignissen ist in der genannten Entwurfsmethodik DACS nicht 
verankert, fügt sich aber gut in das Vorgehen ein – auch wenn die tatsächliche Festlegung 
der Zeiten, insbesondere bei Fehlerereignissen, nicht in jedem Fall trivial sein mag. 
Für die verteilte Behandlung von Ereignissen werden mit DACS im letzten Schritt (siehe 
Kapitel 4.4 in [BJW2004]) geeignete Interaktionsprotokolle ausgewählt. Darauf aufbau-
end ist ein entwurfsunterstützendes Werkzeug denkbar, in dem sich Kommunikationsab-
läufe analog zu Abbildung 4-5 auf Seite 122 grafisch erarbeiten lassen. Daraus könnte nicht 
nur ein Codegerüst für die an der Ereignisbehandlung beteiligten Behaviours generiert, 
sondern auch die formale Beschreibung der Ereignisbehandlung abgeleitet werden, die sich 
bewusst stark an der grafischen Darstellung orientiert. Aus der Gesamtheit aller Ereignis-
behandlungen lässt sich wiederrum die Menge ℬ aller Behaviours des Agentensystems 
bilden; die Zuordnung von Ereignisbehandlungen – und mithin Behaviours – zu Agenten 
wird von DACS ebenso geliefert (siehe Kapitel 4.3 in [BJW2004]).  
Demnach sind die Formalisierung eines Agentensystems sowie die Bestimmung der mei-
sten Parameter mit nur wenig Aufwand verbunden. Offen sind an dieser Stelle nur noch 
die Prioritäten der einzelnen Agenten sowie die maximalen Ausführungszeiten (WCET) 
aller Behaviours. Die Prioritäten könnten von einem Entwurfstool zunächst für alle Agen-
ten auf den gleichen Wert gesetzt werden und nach einer fehlgeschlagenen Prüfung mit 
dem Antwortzeitmodell für genau die Agenten iterativ erhöht werden, die an Sequenzen 
mit andernfalls nicht haltbaren Deadlines beteiligt sind. Was allerdings die WCET von 
Behaviours angeht, so wird damit ein komplexes Teilgebiet der Informatik gestreift, dessen 
Abhandlung weit über den Fokus dieser Arbeit hinausgeht. So ist für in Java – oder jeder 
anderen Turing-vollständigen Sprache – formulierte Behaviours bereits die Terminierung 
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nicht in jedem Fall entscheidbar (Halteproblem, siehe [D1958]), geschweige denn gibt es 
einen allgemeingültigen Algorithmus zur Bestimmung der maximalen Ausführungszeit. 
Andererseits sind mit AWL und Strukturiertem Text auch zwei Sprachen der IEC 61131-3 
Turing-vollständig und dennoch für die Echtzeitprogrammierung geeignet. Grund dafür 
ist, dass gerade bei der Umsetzung zeitkritischer Steuerungslogik meist nicht alle Möglich-
keiten einer Turing-vollständigen Sprache ausgenutzt werden müssen. Dies trifft umso 
mehr zu, wenn die umzusetzende Funktionalität in Programmorganisationseinheiten be-
ziehungsweise Agenten und Behaviours dekomponiert wird. Gleichwohl wurde in dieser 
Arbeit mehrfach auf die wachsende algorithmische und datenorganisatorische Komplexität 
in zukünftigen Automatisierungssystemen hingewiesen. Deshalb sei an dieser Stelle auf 
[HK2007] verwiesen, wo ein Überblick über aktuelle Ansätze zur WCET-Analyse von 
Java-Programmen gegeben wird. Diese umfassen die Analyse von – gegebenenfalls geeignet 
annotiertem – Java-Quellecode sowie Java-Byte-Code, und beschäftigen sich hauptsäch-
lich mit der Bestimmung der maximalen Durchlaufzahl von Programmschleifen, welche 
letztlich zu Rückwärtssprüngen im Programmcode führen und einen wesentlichen Grund 
für die Schwierigkeiten bei der Bestimmung der WCET darstellen.  
[HK2007] weist außerdem darauf hin, dass nicht nur die komplexen Mechanismen zur 
Steigerung der mittleren Performance moderner Prozessoren – etwas Pipelining, Sprung-
vorhersage und mehrere Cache-Ebenen – sondern auch die verschiedenen Softwareschich-
ten einer Java-basierten Lösung die Bestimmung der WCET erschweren. Dies gilt unein-
geschränkt auch für die hier angefertigte Referenzimplementierung, bei der neben dem 
Java-Code der Behaviours auch die Agentenplattform, die JamaicaVM, die mit Linux eng 
verwobene Xenomai-User-Space-Schnittstelle, der Adeos-Nanokernel und der RtNet-
Stack die WCET beeinflussen. Damit wird bereits angedeutet, dass eine industrietaugliche 
Lösung die Integration dieser Schichten anstreben und möglichst einen Prozessor mit 
nativer Java-Byte-Code-Unterstützung einsetzen sollte. Dies allerdings würde ein beträcht-
liches Maß an Zusammenarbeit und Koordination zwischen den Herstellern verschiedener 
Automatisierungskomponenten erfordern. 
Zur Ausdrucksstärke des formalen Beschreibungsansatzes lässt sich sagen, dass dieser nur 
statische Agentensysteme abbilden kann, bei denen neben der Containermenge 𝒞𝒞 auch die 
Behaviourmenge ℬ, die Zuordnung fa von Behaviours zu Agenten sowie deren Zuordnung 
fc zu Containern fix ist. Bei Systemen mit mobilen Agenten oder wechselnden Behaviours 
muss jede Konfiguration getrennt modelliert und auf ihre Echtzeitfähigkeit hin überprüft 
werden. Ferner ist anzumerken, dass die beschriebene formale Darstellung von Ereignis-
behandlungen keine Nebenläufigkeiten von Behaviours und Nachrichten auszudrücken 
vermag – also beispielsweise die Abarbeitung eines langwierigen Behaviours, während zwei 
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andere Container im Rahmen derselben Ereignisbehandlung miteinander kommunizie-
ren. Dies stellt jedoch kaum eine praktische Einschränkung dar, da keines der üblichen 
Interaktionsprotokolle für Agenten einen solchen Ablauf vorsieht. 
In Hinblick auf den Berechnungsaufwand zeigt Abbildung 6-3, dass die Prüfung auf Echt-
zeitfähigkeit auch für größere Agentensysteme mit vertretbarem Zeitaufwand möglich ist. 
Die Berechnungszeiten wurden mit einer Java-Implementierung des Antwortzeitmodells 
auf dem ersten der in Tabelle 5-1 auf Seite 152 aufgeführten Rechner gemessen und zeigen 
eine quadratische Abhängigkeit von der Zahl der zu prüfenden Ereignisbehandlungen. Die 
Abhängigkeit von der Container-Anzahl ist linear76. Bei der Implementierung wurden alle 
Algorithmen in der in dieser Arbeit abgedruckten Form umgesetzt, die Ergebnisse der 
Funktionen BLOAD und MLOAD allerdings zwischenspeichert, um Mehrfachberechnun-
gen zu vermeiden. Im Übrigen war die Implementierung vor allem auf Flexibilität und auf 
Menschenlesbarkeit von Zwischenergebnissen ausgelegt und hat überdies die nahezu ideale 
Parallelisierbarkeit der unabhängigen Prüfung einzelner Ereignisbehandlungen außer Acht 
gelassen. Durch eine auf Geschwindigkeit ausgelegte Implementierung könnte – geschätzt 
– eine Verbesserung um eine Größenordnung erzielt und auch das Ergebnis für 1000 
Ereignisbehandlungen und 50 Container in unter zehn statt rund 96 s berechnet werden. 
                                                 
76 Dies wird aus dem Diagramm nicht ersichtlich, weil der Zusammenhang einen konstanten Anteil enthält 
und ferner bei kleinen Container-Zahlen von Caching-Effekten verzerrt wird. 
 
Abbildung 6-3:  Dauer der Berechnung der maximalen Reaktionszeiten aller 
zeitkritischen Ereignisbehandlungen eines MAS mit dem Antwortzeitmodell 
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Abschließend wird nun die Güte der Ergebnisse als wichtigstes Kriterium für die Bewer-
tung des Antwortzeitmodells betrachtet. Dabei darf der Anwendungszweck des Modells, 
also die Bestimmung einer auch im ungünstigsten Fall unumstößlichen Obergrenze der 
Antwortzeiten, nicht außer Acht gelassen werden. Dass das Modell diesen Zweck erfüllt, 
wurde in Abschnitt 5.2 validiert. Gütemindernd können demnach nur Abweichungen 
nach oben auftreten. Zu solchen Abweichungen kommt es allerdings zwangsläufig, wenn 
ein Agentensystem nicht der in der Formalisierung angegebenen, maximalen Ereignislast 
ausgesetzt ist. Zur Bewertung der Güte muss daher der Vergleich mit dem realen Worst 
Case gezogen werden, so wie mit den Messungen in Abschnitt 5.2 größtenteils geschehen.  
Für niedrige bis mittlere Anzahlen von verteilten Ereignisbehandlungen konnte dabei 
gezeigt werden, dass das Modell die realen Verhältnisse sehr gut abbildet. Konkret ist mit 
mittlerer Anzahl genau die Menge von Ereignisbehandlungen gemeint, die bei zeitgleicher 
Abarbeitung auch im ungünstigsten Fall pro Container und Buszyklus nie mehr Nach-
richten erzeugen, als in einem Datenpaket der Größe d transportiert werden können. Bei 
den Messungen in Abschnitt 5.2 mit einem d von 1024 Byte und durchweg 16 Byte 
großen Nachrichten waren das 64 Ereignisbehandlungen. Bei größerer Anzahl verteilt zu 
behandelnder Ereignisse müssen die anfallenden Daten unter Umständen auf mehrere 
Datenpakete verteilt werden, und der Modellierungsansatz nimmt die entsprechend 
höhere WCTT gleichermaßen für alle im Verlauf einer Interaktion zu übertragenden 
Nachrichten an. Der in Abschnitt 5.2 unter dem Begriff Pipelining beschriebene Effekt 
konnte aufgrund der großen kombinatorischen Vielfalt von möglichen Verläufen, die sich 
bereits bei einer kleinen Anzahl verschiedener Ereignisbehandlungen mit beliebigen Auf-
trittszeitpunkten und innerhalb gewisser Grenzen variabler Antwortzeit ergibt, nicht abge-
bildet werden. Dies führte für maximal 150 betrachtete zeitgleiche Interaktionen zu einer 
Modellabweichung von bis zu 52 %, die jedoch als vertretbar eingeschätzt wird. In der 
automatisierungstechnischen Praxis wird ohnehin oft auf eine detaillierte WCET-Analyse 
verzichtet und dem Problem der Echtzeitfähigkeit durch eine großzügige Überdimensio-
nierung der Automatisierungsmittel in noch größerem Umfang begegnet. Hinzu kommt, 
dass zumindest in der Bürokommunikation Gigabit-Ethernet-Vernetzung immer mehr 
zum Standard wird. Würde man den beschriebenen Aufbau dahingehend modifizieren – 
der RtNet-Stack würde dies unterstützen – dann könnte bei gleichbleibender Buszyklus-
zeit etwa die zehnfache Datenmenge pro Container übertragen und damit das beschrie-
bene Problem deutlich entschärft werden. Darüber hinaus konnte am Ende von Abschnitt 
5.2 gezeigt werden, dass durch höherer Priorisierung ausgewählter Ereignisbehandlungen 
deren vom Modell ermittelte Reaktionszeiten auch bei einer großen Gesamtmenge von 
Interaktionen auf niedrigem Niveau gehalten werden konnten.  
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6.3 Abgleich mit der Zielstellung 
In den vorangegangenen Abschnitten wurde gezeigt, dass die in dieser Dissertation erar-
beiteten Ergebnisse nicht nur valide, sondern auch praxistauglich sind. Die entwickelte 
Plattform lässt sich ähnlich wie das verbreitete Agentenframework JADE programmieren 
und skaliert sehr gut, sodass auch Systeme mit sehr vielen Agenten realisiert werden kön-
nen. Es wurde außerdem gezeigt, dass die Plattform Agenten ermöglicht, die in deutlich 
unter einer Millisekunde nachweisbar zuverlässig auf lokale Ereignisse reagieren und im 
einstelligen Millisekundenbereich komplexe verteilte Interaktionen abarbeiten können77. 
Abschließend wird die entwickelte Lösung nun anhand der in Kapitel 2 formulierten An-
forderungen bewertet und damit das Erreichen der gesteckten Forschungsziele überprüft. 
Die nachfolgende Tabelle zeigt das Ergebnis dieser Bewertung und knüpft dabei an die auf 
Seite 79 dargestellte Tabelle 2-1 an. Es wird deutlich, dass die entwickelte Plattform alle 
Anforderungen uneingeschränkt erfüllt und damit klare Vorteile zu den in Kapitel 2 vorge-
stellten Ansätzen aufweiset. Nachfolgend wird auf die in der Tabelle aufgeführten Punkte 
kurz eingegangen. 
Als erste Anforderung wurde formuliert, dass ein zur Umsetzung von CPPS angedachter 
Ansatz eine verteilte Architektur aufweisen muss. Als Plattform für verteilte Agentensys-
teme erfüllt die entwickelte Lösung diese Anforderung klar. Anforderung 2 beschreibt im 
Hinblick auf die enge Integration physischer Objekte und Prozesse die Notwendigkeit, auf 
                                                 
77 Diese Aussage gilt für den in Abschnitt 5.2 beschriebenen Hardwareaufbau. 
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Ereignisse in Echtzeit, also zuverlässig innerhalb vorgegebener Zeitschranken, reagieren zu 
können. In Anforderung 3 wird präzisiert, dass diese Notwendigkeit nicht nur für lokal 
behandelbare Ereignisse besteht, sondern auch für solche, deren Behandlung die Interak-
tion mehrerer verteilter Agenten erfordert. Anforderung 5 gibt schließlich Aufschluss über 
die potentielle Komplexität solcher Interaktionen. Die entwickelte Plattform erlaubt so-
wohl das Behandeln lokaler Ereignisse als auch die bi- und multilaterale Kommunikation 
mit entfernten Agenten in Echtzeit. Durch das Konzept der semantischen Adressierung 
kann dabei semantisches Wissen zur Kontaktaufnahme mit zuvor nicht feststehenden 
Kommunikationspartnern genutzt werden. Damit erfüllt der erarbeitete Ansatz jede der 
Anforderungen 2, 3 und 5. Anforderung 4 drückt im Hinblick auf die Vielfältigkeit der in 
einem CPPS zu realisierende Funktionalität den Bedarf aus, bei der Ausgestaltung cyber-
physischer Komponenten Zugriff auf möglichst viele IKT-Technologien zu haben und 
komplexe dynamische Datenstrukturen speichern und verarbeiten zu können. Vor dem 
Hintergrund dieser nur sehr unspezifisch formulierbaren Anforderung ist Java – die laut 
[TSB2015] derzeit mit Abstand am weitesten verbreitete Genaral-Purpose-Sprache – als 
technische Basis die geeignetste Wahl, um auch diesen Punkt zu erfüllen. Damit setzt der 
entwickelte Ansatz die Anforderungen 1 bis 5 und folglich auch Anforderung 6 nach einer 
durchgängigen Lösung um und stellt mithin die Antwort auf die in Abschnitt 2.4 gestellte 
zentrale Forschungsfrage dieser Dissertation dar. Neben der Beantwortung dieser Frage 
wurde mit Anforderung 7 die formale Überprüfbarkeit der Echtzeitfähigkeit von gemäß 
den vorgestellten Konzepten realisierten Agentensystemen als weiteres Forschungsziel for-
muliert. Mit dem in Abschnitt 4.7 aufgestellten Antwortzeitmodell wurde auch diese zwei-







7 Zusammenfassung und Ausblick 
Aktuelle ökonomische Trends, wie die zunehmende Globalisierung und die wachsende 
Technisierung und Individualisierung vieler Konsumgüter, führen im Hinblick auf die zur 
Fertigung dieser Güter eingesetzte Automatisierungstechnik zu steigender Komplexität 
und hohen Flexibilitätsanforderungen. Ein Konzept zur Adressierung dieser Anforderun-
gen ist die Auslegung von automatisierten Anlagen als modulares System flexibel kombi-
nierbarer cyber-physischer Komponenten. Die namensgebende Einheit von mechatroni-
schem Bauteil und lokaler Rechenkapazität ermöglicht Herstellern solcher Komponenten, 
Softwarebausteine für typische Steuer-, Bedien- oder Diagnoseaufgaben gebrauchsfertig 
vorzubereiten und so den (Re-)Engineeringaufwand bei der (Um-)Gestaltung des Gesamt-
systems deutlich zu reduzieren. Allerdings stellt diese Vision hohe Ansprüche an die zu-
grundeliegende Softwarearchitektur, die von den derzeit zur Realisierung automatisierter 
Systeme eingesetzten Technologien nicht vollständig erfüllt werden. 
Das Paradigma der Agentenorientierung ist ein tragfähiger Ansatz zur Realisierung solcher 
lose gekoppelten verteilten Systeme und stellt durch leistungsfähige Interaktionsmecha-
nismen sowie die enge Integration von semantischem Wissen zusätzliche Funktionalität in 
Aussicht: Als Agenten ausgelegte Komponenten könnten auch die logische Vernetzung 
untereinander während der Inbetriebnahme, nach Umrüstungen oder in Reaktion auf 
Betriebsstörungen teilweise selbst übernehmen. Dadurch ergeben sich Fähigkeiten wie 
Selbstkonfiguration und Selbstregeneration, die in der Fachliteratur unter dem Begriff 
Self-X zusammengefasst werden. Die fehlende Echtzeitfähigkeit, insbesondere in Bezug 
auf besagte Interaktionsmechanismen, hat jedoch bisher die Einsetzbarkeit von Agenten-
systemen in der Automatisierung limitiert und die Ausschöpfung der genannten Potentiale 
behindert.  
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Deshalb wurde in dieser Dissertation eine echtzeitfähige Laufzeitumgebung für Software-
agenten entworfen und anschließend die Überarbeitung bestehenden Kommunikations-
mechanismen im Hinblick auf ihre Echtzeitfähigkeit vorgenommen. In diesem Kontext 
wurde mit dem Konzept der semantischen Adressierung die vielfältig einsetzbare Mög-
lichkeit geschaffen, Nachrichten an ausgewählte Gruppen von Agenten mit bestimmten, 
semantisch beschriebenen Eigenschaften zur verschicken. Die dabei zur Wissensrepräsen-
tation genutzten Taxonomie-Bäume bieten ein für viele Aufgabenstellungen ausreichendes 
Maß an Ausdrucksstärke und erlauben zudem die Verarbeitung unter harten Echtzeitbe-
dingungen. Darüber hinaus wurden die geschaffenen Mechanismen in einem Antwortzeit-
modell abgebildet, mit dem das rechtzeitige Reagieren eines Agentensystems auf lokal oder 
verteilt zu behandelnde Ereignisse überprüft und nachgewiesen werden kann. Damit wird 
ein Hauptkritikpunkt von Agentensystemen adressiert, was zu einer nachhaltigen Steige-
rung der Akzeptanz des Agentenparadigmas führen könnte. Während große Teile der 
erarbeiten Lösung als allgemeingültige Grundlagenforschung verstanden werden können, 
wurde bei der Formulierung von Anforderungen, der Darstellung von Beispielen und der 
Erläuterung von Entwurfsentscheidungen immer wieder auf automatisierungstechnische 
Belange Bezug genommen. Außerdem wurde am Ende der Arbeit eine kritische Bewertung 
der Ergebnisse vor dem Hintergrund eines möglichen Einsatzes in zukünftigen Automati-
sierungssystemen durchgeführt und so ein stimmiges Gesamtbild präsentiert. 
Dennoch legt diese Arbeit nur einen Grundstein für die agentenorientierte Realisierung 
cyber-physischer Produktionssysteme und soll weitere, stärker anwendungsorientierte For-
schungsbeiträge anregen. So muss beispielsweise genauer untersucht werden, wo dem Kon-
zept der semantischen Adressierung durch die begrenzte Ausdrucksfähigkeit von Taxono-
mien Grenzen gesetzt sind und wie diese durch Kombination mit anderen Technologien 
überwunden werden können. Außerdem sollte eine auf den Anwendungsfall CPPS zuge-
schnittene eingebettete Hardwareplattform geschaffen und für die Automatisierung realer 
Versuchsanlagen genutzt werden. Als Ausgangspunkt könnte die Gnublin-Plattform78 
dienen, die mit halbleitergetriebenen 24V-Ein- und Ausgängen sowie einem dedizierten 
Netzwerkcontroller ausgestattet werden kann und damit geringere technischen Hürden als 
andere kostengünstige Embedded-Plattformen (siehe Abschnitt 5.1) aufweist. Perspek-
tivisch wäre auch eine Hardwareplattform mit nativer Java-Unterstützung interessant. 
Darüber hinaus erscheint die Schaffung einer Werkzeug-Infrastruktur zweckmäßig. So ist 
etwa ein grafischer Editor für Interaktionsprotokolle denkbar, der automatisch das Code-
gerüst für die zur Umsetzung der Protokolle notwendigen Behaviours und außerdem die 
                                                 
78 Siehe http://gnublin.embedded-projects.net 
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formalen Beschreibungen zur Antwortzeitanalyse erzeugt. Überdies wurden im Rahmen 
dieser Arbeit mehrfach die Vorteile der Java-Plattform bei der Realisierung möglichst 
universeller CPPS-Knoten dargestellt, im Zuge der abschließenden kritischen Diskussion 
aber auch bestehende Nachteile beleuchtet (siehe Abschnitt 6.1.1). Zukünftige Arbeiten 
könnten an diese Betrachtung anknüpfen und überprüfen, inwieweit eine für Automati-
sierungsanwendungen spezialisierte Variante von Java die beschriebenen Nachteile aus-
räumen könnte. Alternativ sollte eine weitere Überarbeitung der IEC 61131-3 in Betracht 
gezogen werden, mit der die Norm noch besser für den Einsatz in zukünftigen Automati-
sierungssystemen gerüstet werden und als technische Basis für die hier beschriebene oder 
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A. Entwicklungswerkzeuge und Laufzeitumgebungen nach 
IEC 61499 
Tabelle A-1:  Entwicklungswerkzeuge und Laufzeitumgebungen nach IEC 61499 
Name Beschreibung und Kommentare Sprachen für  
Algorithmen 
ISaGRAF 79, 80 kommerzielles Produkt von ICS Triplex ISaGRAF, 
einer Marke von Rockwell Automation, Inc. 
besteht aus Entwicklungsumgebung aufbauend 
auf Microsoft Visual Studio (Workbench) und 
Laufzeitumgebung (Runtime) für gängige 
(Echtzeit-)Betriebssysteme (z. B. VxWorks, Win32) 
eigentlich IEC-61131-Umgebung mit IEC-61499-
Unterstützung, zyklische Ereignisprüfung 
Normabweichungen: IEC 61131-3 SFCs statt 
ECCs, keine Zuordnung zw. Daten und Events 
enthält auch HMI/SCADA-Komponente 
IEC 61131-3 
 
nxtONE 81 kommerzielles Produkt der nxtControl GmbH 
besteht u. a. aus Entwicklung- (nxtSTUDIO) und 
Laufzeitumgebung (nxtRT61499F) für gängige 
(Echtzeit-)Betriebssysteme (z. B. VxWorks, Win32) 
hybride Laufzeitumgebung unterstützt auch 
IEC 61131 
enthält auch HMI/SCADA-Komponente, 
umfangreiche Komponentenbibliothek,  
OPC-UA-Server, Web-Server, Umgebung für 







Referenzimplementierung für Normungsarbeit 
ursprünglich von Rockwell Automation, jetzt 
gepflegt von Holobloc, Inc. 
Java-Laufzeitumgebung FBRT, nicht 
echtzeitfähig! 
derzeit ungeeignet für industriellen Einsatz 
für verteilte Anwendungen müssen manuell 
Kommunikations-SFIBs eingefügt werden 
Einsatz in vielen Forschungsprojekten mit Bezug 
zur IEC 61499 
IEC 61131-3: 




                                                 
79 Siehe http://www.isagraf.com 
80 Siehe [VC2008] 
81 Siehe http://www.nxtcontrol.com 
82 Siehe http://www.holobloc.com 
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Name Beschreibung und Kommentare Sprachen für  
Algorithmen 
FBench 83 Entwicklungsumgebung, die zu FBRT 
kompatible Java-Klassen erzeugt 
Open-Source-Projekt, bis 2007 entwickelt an der 
Universität Auckland, Neuseeland, mittlerweile 
ruht das Projekt offenbar weitestgehend 
hervorgegangen aus OOONEIDA Workbench84 
IEC 61131-3: 
ST, FBS, KOP 
Java 
4DIAC 85, 86 Entwicklungsumgebung (4DIAC-IDE), die auf 
Eclipse basiert und in C++ geschriebene 
Laufzeitumgebung (4DIAC-RTE / FORTE) für 
Linux (i386, PPC, ARM7), Windows, eCos 
Open-Source-Projekt der TU Wien 
hervorgegangen aus dem εCEDAC Engineering 
Environment87 und dem Open Distributed 






Archimedes 89, 90, 91 
Framework bestehend aus Entwicklungs-
umgebung (CORFU Engineering Support 
System, ESS), Architektur und Entwurfsmethodik 
zwischen 2001 und 2004 von der Universität 
Patras, Griechenland im Rahmen eines 
Forschungsprojektes entwickelt 
später umbenannt in Archimedes 
es wurden zwei Laufzeitumgebungen 
(Archimedes Execution Environment, AXE) 
entwickelt, RTSJ-AXE92 für Java auf Basis der RTSJ 
(vgl. Abschnitt 2.3.2) und RTAI-AXE93 auf Basis 
der Linux-Echtzeiterweiterung RTAI (vgl. 
Abschnitt 0) 
mittlerweile ruhen die Arbeiten offenbar 
(unbekannt) 
  
                                                 
83 Siehe http://oooneida-fbench.sourceforge.net 
84 Siehe http://oooneida-wb.sourceforge.net 
85 Siehe http://www.fordiac.org 
86 Siehe [ZSE2013] 
87 Siehe [RSS+2007] 
88 Siehe http://www.oooneida.org/RD_projects_ODC_Environment.html 
89 Siehe http://seg.ece.upatras.gr/Corfu/dev/index.htm 
90 Siehe [T2002] 
91 Siehe [TPK2006] 
92 Siehe [TZ2005] 
93 Siehe [DT2005] 
A  Entwicklungswerkzeuge und Laufzeitumgebungen nach IEC 61499 
185 
Name Beschreibung und Kommentare Sprachen für  
Algorithmen 
Fuber 94, 95 Open-Source-Projekt der Universität Chalmers, 
Schweden 
gedacht als Experimentalplattform für 
verschiedene Ausführungsmodelle (vgl. 
Abschnitt 2.1.4) 
in Java implementiert, nicht echtzeitfähig! 
Funktionsbausteine werden in BeanShell, einer 
nahezu Java-gleichen Skriptsprache 
implementiert und zur Laufzeit interpretiert 
mittlerweile ruhen die Arbeiten offenbar 
BeanShell 96 
(Java) 
TORERO 97, 98 Framework bestehend aus Entwicklungs-
umgebung auf Basis von Eclipse (TORERO IDE), 
Feldgeräteprototyp (TORERO Device), 
Laufzeitumgebung und Entwurfsmethodik 
entwickelt in gleichnamigem EU-Projekt 
Laufzeitumgebung in Java auf Basis der RTSJ 
(vgl. Abschnitt 2.3.2) 
mittlerweile ruhen die Arbeiten offenbar 
Java 
JAKOBI 99 Architektur / Laufzeitumgebung auf Basis der 
RTSJ (vgl. Abschnitt 2.3.2), vermutlich aufbauend 
auf TORERO 
Nicht-Echtzeit-Komponenten als OSGi-Bundles 
entwickelt in gleichnamigem Forschungsprojekt 
mittlerweile ruhen die Arbeiten offenbar 
Java 
61499.NET 100 entwickelt in Forschungsprojekt mit Fokus auf 
Usability 
Laufzeitumgebung in .NET implementiert,  
nicht echtzeitfähig! 
Algorithmen werden kompiliert, 
Schnittstellenbeschreibung und ECC von FBs 
werden als XML-Datei abgelegt und zur Laufzeit 
interpretiert 
bei verteilten Anwendungen werden 
automatisch Kommunikations-SFIBs eingefügt 
mittlerweile ruhen die Arbeiten offenbar 
alle .NET-
Sprachen,  
z. B. C# 
                                                 
94 Siehe [ČLÅ2006] 
95 Siehe http://sourceforge.net/projects/fuber 
96 Siehe http://www.beanshell.org 
97 Siehe [STL2005] 
98 Siehe [TSL+2004] 
99 Siehe [HP2007] 
100 Siehe [WBF2008] 
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System (DCOS) 101 
prototypisches Echtzeitbetriebssystem 
entstanden im Rahmen einer Dissertation 
Anwendungsarchitektur wird in IEC 61499 
beschrieben, Algorithmen in C++, daraus wird 
Anwendung für das Betriebssystem kompiliert 




reines Entwurfswerkzeug auf Basis von Microsoft 
Visio 
(nicht zutreffend) 
IEC-to-HB-XM 102 CNet ist eine Modellierungssprache auf Basis 
von gefärbten, zeitbehafteten Petri-Netzen, 
dafür existiert Handler-basierte 
Ausführungsumgebung HB-XM in Java 
Ansatz übersetz IEC-61499-Entwürfe aus FBDK 
für die Ausführungsumgebung HB-XM 
Java 
(unbekannt) 103 prototypische Implementierung von Softing im 
Rahmen des HMS-Projektes 
(unbekannt) 




                                                 
101 Siehe [BBN2001] 
102 Siehe [HW2006] 
103 Siehe [B2000] (Quelle nicht verfügbar, zitiert nach: [ZSH+2007]) 
104 Siehe [MLLGN2004] (Quelle nicht verfügbar, zitiert nach: [ZSH+2007]) 
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B. Fertigungsverfahren nach DIN 8580 mit Schwerpunkt 
Bohren 
 
Abbildung A-1:  Einordnung von Bohren als Fertigungsverfahren, nach [DIN8589-2] 
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C. Umsetzung eines Zustandsautomaten als Behaviour 
In Abschnitt 3.1 wurde die Architektur der im Rahmen dieser Arbeit entwickelten Agen-
tenplattform beschrieben. Dabei wurde der Behaviour-Mechanismus erläutert und auf die 
vier vorbereiteten Varianten OneShotBehaviour, TimerBehaviour, EventBehaviour 
und MessageBehaviour eingegangen. Durch Ableiten von der Basisklasse Behaviour 
können allerdings auch andere Verhaltensweisen erzielt oder die Charakteristika der vier 
genannten Behaviour-Grundtypen frei kombiniert werden.  
 
Abbildung A-2:  Beispielhaftes UML-Zustandsdiagramm 
Abbildung A-2 zeigt beispielhaft ein UML-Zustandsdiagramm, bei dem eingangs ein Ini-
tialisierungszustand durchlaufen wird und anschließend ausgehend vom Zustand READY 
in Abhängigkeit vom Inhalt einer ankommenden Nachricht in einen von zwei Zuständen 
MESSAGE_1 und MESSAGE_2 verzweigt wird. Nach entsprechender Verarbeitung wird in 
den Zustand READY zurückgewechselt. Wie sich dieser Zustandsautomat als Behaviour 
implementieren lässt, wird nachfolgend dargestellt. 
Codeauszug A-1:  Umsetzung des Zustandsautomaten als Behaviour 
public class StateMachineBehaviour extends Behaviour 
{ 
    protected enum State  
    { 
        INIT, 
        READY, 
        MESSAGE_1, 
        MESSAGE_2 
    } 
 
    protected State state; 
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    public void execute(Event e) 
    { 
        switch( state ) 
        { 
            case INIT: 
 
                ... 
 
                state = State.READY; 
                break; 
                 
            case READY: 
                assert(e.type == Event.Type.MESSAGE); 
                assert(e.message.subject == SOME_MESSAGE_TYPE); 
                 
                if( e.message.bytes[0] == 1 ) 
                { 
 
                    ... 
 
                    state = State.MESSAGE_1; 
                } 
                else 
                { 
 
                    ... 
 
                    state = State.MESSAGE_2; 
                } 
                break; 
             
            case MESSAGE_1: 
 
                ... 
 
                state = State.READY; 
                break; 
                 
            case MESSAGE_2: 
 
                ... 
 
                state = State.READY; 
                break; 
        } 





    public void schedule(ISchedulingContext cx, boolean initial) 
    { 
        if( initial ) 
        { 
            cx.registerMessageBehaviour(SOME_MESSAGE_TYPE, this); 
            state = State.INIT; 
        } 
        if( state != State.READY ) 
        { 
            cx.triggerBehaviour(this); 
        } 
    } 
 
}  
D. Beispiel für nicht synchronisierten Zugriff auf interne 
Datenstrukturen 
In Abschnitt 3.2 wurde im Zusammenhang mit dem Scheduling-Algorithmus für Behavi-
ours auf die Bedeutung der Synchronisation von Threads hingewiesen, die auf gemeinsame 
Datenstrukturen zugreifen. Als Beispiel dafür wurde die Liste triggeredBehaviours 
genannt, die in der ersten Phase von Algorithmus 3-1 verarbeitet wird. In diese Liste 
werden beispielsweise MessageBehaviour-Objekte eingereiht, die durch eine ankom-
mende Nachricht ausgelöst wurden. In Abbildung A-3 ist die interne Struktur einer sol-
chen verketteten Liste dargestellt, die aus einer Referenz auf das erste (head) und das letzte 
(tail) Element sowie aus einer Menge paarweise untereinander verketteter Elemente 
besteht. In der Abbildung grau dargestellt sind die Veränderungen an der Datenstruktur, 
die beim Hinzufügen eines neuen Elements vorgenommen werden. In Codeauszug A-2 ist 
die Hinzufügen-Operation als Quellcode aufgeschlüsselt, wobei die in Abbildung 3-5 auf 
Seite 95 einführten Variablenbezeichnungen genutzt werden. 
 
 
Abbildung A-3:  Objektdiagramm einer verketteten Liste mit neu hinzugefügtem Element 
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Codeauszug A-2:  Einfügen-Operation für verkettete Listen 
public void add(Behaviour b) 
{ 
    // altes Listenende wird Vorgänger 
    b.leftChildOrPreviousEntry = tail; 
    // neues (letztes) Element hat keinen Nachfolger 
    b.rightChildOrNextEntry = null; 
     
    if( head == null ) 
    { 
        // als erstes Element einfügen 
        head = b; 
    } 
    else 
    { 
 
 
        // als weiters Element hinten anketten 
        tail.rightChildOrNextEntry = b; 
    } 
     
    // Referenz auf Listenende aktualisieren 
    tail = b; 
} 
 
Würde nun die Atomizität der Listenzugriffe nicht durch eine Semaphore (oder einen 
äquivalenten Mechanismus) garantiert, könnte ein Fehlerszenario wie folgt ablaufen: 
1. Agent A schickt an den höher priorisierten Agenten B innerhalb eines Containers 
eine Nachricht. 
2. Das an diese Nachricht gekoppelte MessageBehaviour wird ausgelöst, indem es 
der Liste triggeredBehaviours des Empfängers hinzugefügt wird. 
3. Die Hinzufügen-Operation wird an der in Codeauszug A-2 markierten Stelle 
unterbrochen, weil der Thread des höher priorisierten Empfängers B aufgrund 
eines anderen Umstandes (etwa durch ein TimerBehaviours) aktiviert wurde. 
4. Der Thread des Empfänger-Agenten B führt Algorithmus 3-1 aus, der in der ersten 
Phase die Liste triggeredBehaviours vollständig leert; head und tail werden 
dadurch mit null belegt. 
5. A erlangt später wieder die Kontrolle, führt Codeauszug A-2 weiter aus und löst 
beim anstehenden Zugriff auf tail eine NullPointerException aus. 
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E. Berechnungsbeispiel für lokale Antwortzeiten 
Nachfolgend werden mithilfe des in Abschnitt 3.3 erarbeiteten iterativen Berechnungs-
vorschrift 
= + + hep( )  
die Antwortzeiten für ein System aus drei Behaviours – a, b und c – mit den in der 
folgenden Tabelle aufgeführten Parametern berechnet. 
Tabelle A-2:  Prioritäten, Zwischenankunfts- und Verarbeitungszeiten dreier Behaviours 
Behaviour Priorität  in μs  in μs 
a 1 200 40 
b 1 120 30 
c 2 60 30 
 
Der maximale Blockierungsdauer Bi durch Thread-Synchronisation ist für die Behaviours 
a und b gleich 0, da kein Behaviour mit noch niedrigerer Priorität existiert, dass sich gege-
benenfalls in einem kritischen Abschnitt aufhalten und damit für zusätzliche Verzögerung 
sorgen könnte. Ausgehend von = 0  
ergibt sich Folgendes: = + 0 + 0 = = 40  
= + 40 + 40 = + + = 100  
= + 100 + 100 = + + 2 = 130  
= + 130 + 130 = + 2 + 3 = 190  
= + 190 + 190 = + 2 + 4 = 220  
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𝑅𝑅𝑎𝑎6 = ?̂?𝐶𝑎𝑎 + �
220 µs
𝑇𝑇𝑏𝑏
� ?̂?𝐶𝑏𝑏 + �
220 µs
𝑇𝑇𝑐𝑐
� ?̂?𝐶𝑐𝑐 = ?̂?𝐶𝑎𝑎 + 2 ∙ ?̂?𝐶𝑏𝑏 + 4 ∙ ?̂?𝐶𝐶𝐶
= 220 µs = 𝑅𝑅𝑎𝑎
 
 
Die Berechnung konvergiert nach sechs Iterationen und ergibt für das Behaviour a eine 
maximale Antwortzeit von 220 µs. Der erste Iterationsschritt zeigt anschaulich, dass sich 
0 und ?̂?𝐶𝑖𝑖 gleichermaßen als Startwert eignen. Für das Behaviour b ergibt sich analog eine 
maximale Antwortzeit von 160 µs: 
𝑅𝑅𝑏𝑏1 = ?̂?𝐶𝑏𝑏 = 30 µs 
𝑅𝑅𝑏𝑏2 = ?̂?𝐶𝑏𝑏 + �
30 µs
𝑇𝑇𝑎𝑎
� ?̂?𝐶𝑎𝑎 + �
30 µ𝑏𝑏
𝑇𝑇𝑐𝑐
� ?̂?𝐶𝑐𝑐 = ?̂?𝐶𝑏𝑏 + ?̂?𝐶𝑎𝑎 + ?̂?𝐶𝑐𝑐 = 100 µs 
𝑅𝑅𝑏𝑏3 = ?̂?𝐶𝑏𝑏 + �
100 µs
𝑇𝑇𝑎𝑎
� ?̂?𝐶𝑎𝑎 + �
100 µs
𝑇𝑇𝑐𝑐
� ?̂?𝐶𝑐𝑐 = ?̂?𝐶𝑏𝑏 + ?̂?𝐶𝑎𝑎 + 2 ∙ ?̂?𝐶𝑐𝑐 = 130 µs 
𝑅𝑅𝑏𝑏4 = ?̂?𝐶𝑏𝑏 + �
130 µs
𝑇𝑇𝑎𝑎
� ?̂?𝐶𝑎𝑎 + �
130 µs
𝑇𝑇𝑐𝑐
� ?̂?𝐶𝑐𝑐 = ?̂?𝐶𝑏𝑏 + ?̂?𝐶𝑎𝑎 + 3 ∙ ?̂?𝐶𝑐𝑐 = 160 µs 
𝑅𝑅𝑏𝑏5 = ?̂?𝐶𝑏𝑏 + �
160 µs
𝑇𝑇𝑎𝑎
� ?̂?𝐶𝑎𝑎 + �
160 µs
𝑇𝑇𝑐𝑐
� ?̂?𝐶𝑐𝑐 = ?̂?𝐶𝑏𝑏 + ?̂?𝐶𝑎𝑎 + 3 ∙ ?̂?𝐶𝑐𝑐 = 160 µs = 𝑅𝑅𝑏𝑏 
 
Bei der Berechnung der maximalen Antwortzeit von c muss nun eine potentielle Blockie-
rung durch kritische Abschnitte in mit niedrigerer Priorität ausgeführtem Plattformcode 
eingeplant werden. Andererseits existieren im Beispiel keine Behaviours mit noch höherer 
Priorität, die eine einmal begonnene Abarbeitung von c unterbrechen könnten. Unter der 
Annahme 
𝐵𝐵𝑐𝑐 = 5 µs  
ergibt sich also: 




F. Transformation der Beispiel-Taxonomie 
In Abbildung A-4 ist noch einmal die Beispiel-Taxonomie aus Abschnitt 4.3 aufgeführt, 
die nachfolgend gemäß Algorithmus 4-2 in einen Binärbaum transformiert wird. 
 
Abbildung A-4:   Beispiel-Taxonomie vor Transformation 
In Zeile 2 schreibt der Algorithmus vor, den am tiefsten liegenden Knoten mit mehr als 
zwei Kindknoten zu bestimmen. Das ist in Abbildung A-4 der Knoten Schiene. Da allen 
drei Kindknoten ein Teilbaum gleicher Tiefe anhängt, erfolgt keinerlei Umsortierung und 
es wird direkt das erste Paar (Gerade, Kurve) durch einen neuen Knoten ersetzt und daran 
angehängt. 
 
Abbildung A-5:   Beispiel-Taxonomie nach erstem Transformationsschritt 
Der nächste Knoten mit mehr als zwei Kindknoten ist Fertigung. Dort wird zunächst der 
tiefste Teilbaum mit der Wurzel Bohren nach rechts umsortiert. Anschließend wird das 
Kindknotenpaar (Fräsen, Verschrauben) ersetzt und an den neuen Knoten angehängt. 
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Abbildung A-6:  Beispiel-Taxonomie nach zweitem Transformationsschritt 
Schließlich bleibt noch der Wurzelknoten der Taxonomie mit vier Kindknoten. Davon 
werden Fertigung und Transport wegen der Tiefe der angehängten Teilbäume nach rechts 
sortiert und anschließend die Paare (Kontrolle, Verpackung) und (Fertigung, Transport) 
jeweils ersetzt und an die neuen Knoten angehängt. 
 




G. Algorithmus zur Partitionierung von Sequenzen 
Nachfolgend ist der in Abschnitt 4.7 verwendete Algorithmus zur Partitionierung von 
Sequenzen dargestellt. Abschnitt 4.6 definiert Sequenzen als Teile der formalen Beschrei-
bung einer Ereignisbehandlung. Die von dem Algorithmus verwendeten Hilfsfunktionen 
und Operatoren werden im Anschluss erläutert. 
Algorithmus A-1:  Partitionierung von Ereignisbehandlungs-Sequenzen 
 1: function PARTITIONSEQUENCE(S) 
 2:  result  [] 
 3:  behaviours  { } 
 4:  messages  { } 
 5:  lastMessage  0 
 6:  lastRank  0 
 
 7:  for i  1, |S| do 
 8:   step  S[i] 
 9:   if step.message ≠ 0 and lastMessage = 0 then 
 10:    result  result + [( , behaviours)] 
 11:    behaviours  { } 
 12:   end if 
 13:   if step.rank > lastRank and messages ≠ { } then 
 14:    result  result + [( , messages)] 
 15:    messages  { } 
 16:   end if 
 17:   behaviours  behaviours  step.acceptors 
 18:   messages  messages  GETMESSAGEALTERNATIVES(step) 
 19:   lastMessage  step.message 
 20:   lastRank  step.rank 
 21:  end for 
 
 22:  if messages ≠ { } then 
 23:   result  result + [( , messages)] 
 24:  end if 
 25:  result  result + [( , behaviours)] 
 
 26:  return result 
 27: end function 
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Die Funktion GETMESSAGEALTERNATIVES vervollständigt die im übergebenen Schritt 
einer Sequenz aufgeführte Nachricht um die Angabe des Absender-Containers. Dieser lässt 
sich durch verkettete Anwendung der Funktionen fc und fa auf die in der Menge triggers 
des Schrittes enthaltenen Behaviours ermitteln. Da triggers alternative Behaviours enthal-
ten kann, kann es auch alternative Varianten der Nachricht, geben, die sich im Absender 
unterscheiden. Die Funktion liefert eine Menge einelementiger Mengen zurück, die jeweils 
eine dieser Alternativen enthalten. 
Algorithmus A-2:   Ermittlung der alternativ in einem Schritt einer Sequenz versendeten 
Netzwerknachrichten 
 1: function GETMESSAGEALTERNATIVES(step) 
 2:  result ⇐ {∅} 
 3:  if step.message ≠ 0 then 
 4:   for each alternative in step.trigger do 
 5:    for each behaviour in alternative do ⊳ per Definition nur eins 
  6:     message ⇐ step.message 
  7:     message.sender ⇐ (fc ∘ fa)(behaviour) 
 8:     message.P ⇐ behaviour.P 
 9:     result ⇐ result ⋃ {{message}} 
 10:    end for 
 11:   end for 
 12:  end if 
 13:  return result 
 14: end function 
Der Operator ⊕ dient der Vereinigung zweier Mengen, die jeweils zu verarbeitende Ob-
jekte – beispielsweise Behaviours – enthalten (siehe Fußnote zu Objekten auf Seite 126). 
Ist ein Objekt in jeder der beiden Eingangsmengen enthalten, dann muss es doppelt verar-
beitet werden und daher auch doppelt in der Ergebnismenge enthalten sein. Die Funktion 
erreicht dies durch Umbenennen eines Duplikats: 
{𝑎𝑎, 𝑏𝑏} ⊕ {𝑎𝑎, 𝐸𝐸} = {𝑎𝑎, 𝑎𝑎′, 𝑏𝑏, 𝐸𝐸} 
Das Umbenennen wird über die Hilfsfunktion UNIQUEIDENTITY realisiert, die an das 





Algorithmus A-3:  Objekt-erhaltende Vereinigung der Mengen A und B  
 1: operator ⊕(A, B) 
 2:  result = ∅ 
 3:  for each element in A do 
 4:   result ⇐ result ⋃ {element} 
 5:  end for 
 6:  for each element in B do 
 7:   result ⇐ result ⋃ {UNIQUEIDENTITY(result, element)} 
 8:  end for 
 9:  return result 
 10: end operator 
Der Operator ⊗ kombiniert zwei Eingangsmengen, die jeweils alternativ zu verarbeitende 
Mengen von Objekten enthalten, mithilfe des Operators ⊕: 
�{𝑎𝑎, 𝑏𝑏}, {𝐸𝐸, 𝑓𝑓}� ⊗ �{𝑎𝑎, e}, {𝑓𝑓}� = �{𝑎𝑎, 𝑎𝑎′, 𝑏𝑏, 𝑒𝑒}, {𝑎𝑎, 𝑏𝑏, 𝑓𝑓}, {𝑎𝑎, 𝐸𝐸, 𝑓𝑓, 𝑒𝑒}, {𝐸𝐸, 𝑓𝑓, 𝑓𝑓}� 
Der Operator wird von Algorithmus A-1 genutzt, um alle Varianten der Aktivierung von 
Behaviours zu ermitteln, die aus der formalen Beschreibung zweier aufeinanderfolgender 
Schritte einer Sequenz hervorgehen. Ebenso kann er auch die alternativen Mengen von 
Nachrichten ermitteln, die während der Abarbeitung einer Sequenz über den Netzwerkbus 
versendet werden müssen. 
Algorithmus A-4:   Objekt-erhaltende Vereinigung aller Mengen aus A mit allen 
Mengen aus B 
 1: operator ⊗(A, B) 
 2:  result ⇐ ∅ 
 3:  for each alternativeSetA in A do 
 4:   for each alternativeSetB in B do 
 5:    result ⇐ result ⋃ {alternativeSetA ⊕ alternativeSetB} 
 6:   end for 
 7:  end for 
 8:  return result 
 9: end operator 
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H. Algorithmische Umsetzung der Funktionen WCET  
Nachfolgend ist der Algorithmus zur Berechnung der Summenreaktionszeit der in der 
Menge behaviours enthaltenen Behaviours dargestellt. Es wird die Ausführung dieser Be-
haviours zusammen mit den in der Menge context enthaltenen Behaviours angenommen. 
Die Berechnung erfolgt gemäß dem in Abschnitt 3.3 erläuterten Ansatz. 
Algorithmus A-5:  Algorithmische Umsetzung der Funktion WCET 
 1: function WCET(behaviours, context, D)  
 2:  minP  ∞ 
 3:  for each b in behaviours do 
 4:   minP  min(minP, Pb) 
 5:  end for 
 6:  oldR  0 
 7:  while true do 
 8:   newR  0 
 9:   for each b in behaviours do 
 10:    newR  newR + Cb  
 11:   end for 
 12:   for each b in context do 
 13:    if Pb ≥ minP then 
 14:     newR  newR + max(0, oldR − b) / Tb  · Cb 
 15:    end if 
 16:   end for 
 17:   if newR = oldR then 
 18:    return newR 
 19:   end if 
 20:   if newR > D then 
 21:    return ∞ 
 22:   end if 
 23:  end while 




I. Algorithmische Umsetzung der Funktionen WCTT 
Nachfolgend ist der Algorithmus zur Ermittlung der maximalen Übertragungszeit der in 
der Menge messages enthaltenen Nachrichten dargestellt. Es wird angenommen, dass diese 
zusammen mit den in der Menge context enthaltenen Nachrichten versendet werden müs-
sen. Die Berechnung erfolgt iterativ auf Grundlage der in Abschnitt 4.7 hergeleiteten For-
mel (4.9) zur Berechnung der für das Versenden benötigten Netzwerkbuszyklen Q.  
Algorithmus A-6:  Algorithmische Umsetzung der Funktion WCTT 
 1: function WCTT(messages, d, context, D)  
 2:  minP  ∞ 
 3:  for each m in messages do 
 4:   minP  min(minP, Pm) 
 5:  end for 
 6:  oldQ  0 
 7:  while true do 
 8:   sumSize  0 
 9:   for each m in messages do 
 10:    sumSize  sumSize + sizem 
 11:   end for 
 12:   for each m in context do 
 13:    if Pm ≥ minP then 
 14:     sumSize  sumSize + max(0, oldQ · tcycle – m) / Tm  · sizem 
 15:    end if 
 16:   end for 
 17:   newQ  sumSize / d  
 18:   if newQ = oldQ then 
 19:    return newQ · tcycle 
 20:   end if 
 21:   if newQ · tcycle > D then 
 22:    return ∞ 
 23:   end if 
 24:  end while 
 25: end function 
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J. Algorithmische Bestimmung der Behaviour-Last einer 
Ereignisbehandlung 
Nachfolgend ist die Funktion BLOAD zur Bestimmung der von einer Ereignisbehandlung 
erzeugten Behaviour-Last beschrieben. Die Funktion wird von Algorithmus 4-6 genutzt, 
der die der maximalen Ausführungszeit einer Sequenz überprüft. Erklärungen zur Arbeits-
weise der Funktion sind in Abschnitt 4.7 ab Seite 138 zu finden. 
Algorithmus A-7:  Bestimmung der Behaviour-Last einer Ereignisbehandlung 
 1: function BLOAD(e, c, minP) 
 
 2:   Verketten der Sequenzen 
 3:  sumD  0 
 4:  chain  []  
 5:  for each (S, D) in He do  
  6:   ps  PARTITIONSEQUENCE(S) 
 7:   if |chain| > 0 then 
 8:    chain[|chain|]  chain[|chain|]  ps.pollFirst() 
 9:   end if 
 10:   chain  chain + ps 
 11:   sumD  sumD + D 
 12:  end for 
 
 13:   Erstellen der virtuellen Behaviours 
 14:   T  max(0, |chain| − 3) · tcycle + max(Te – sumD, tcycle) 
 15:  list  [] 
 16:  min  ∞ 
 17:  nonEmptyCount  0 
 18:  diff  0 
 19:  for i  1, |chain| do 
 20:   phase  chain[i] 
 21:   if phase[1] =  then 
 22:    phaseSumC  0 
 23:    for each alternative in phase[2] do 
 24:     alternativeSumC  0 
 25:     for each b in alternative do 
 26:      if (fc  fa)(b) = c and Pb ≥ minP then 
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 27:       alternativeSumC ⇐ alternativeSumC + Cb 
 28:      end if 
 29:     end for 
 30:     phaseSumC ⇐ max(phaseSumC, alternativeSumC) 
 31:    end for 
 32:    if phaseSumC > 0 then 
 33:     nonEmptyCount ⇐ nonEmptyCount + 1 
 34:     if nonEmptyCount ≥ 2 then 
 35:      Δmin ⇐ min(Δmin, diff · tcycle) 
 36:     end if 
 37:     diff ⇐ 0 
 38:     list ⇐ list + [<phaseSumC, minP, (T, 0)>e] 
 39:    else 
 40:     diff ⇐ diff + 1 
 41:    end if 
 42:   else 
 43:    diff ⇐ diff + 1 
 44:   end if 
 45:  end for 
 
 46:  ⊳ Festlegen der 𝛥𝛥i 
 47:  SortDescendingByC(list) 
 48:  load ⇐ ∅  
 49:  for i ⇐ 1, |list| do 
 50:   b ⇐ list[i] 
 51:   Δb ⇐ (i – 1) · Δmin 
 52:   load ⇐ load ⋃ {UNIQUEIDENTITY(load, b)} 
 53:  end for 
  
 54:  return load 
 55: end function 
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K. Algorithmische Bestimmung der Nachrichtenlast einer 
Ereignisbehandlung 
Nachfolgend ist die Funktion MLOAD zur Bestimmung der von einer Ereignisbehandlung 
erzeugten Nachrichtenlast beschrieben. Die Funktion wird von Algorithmus 4-6 genutzt, 
der die der maximalen Ausführungszeit einer Sequenz überprüft. Erklärungen zur Arbeits-
weise der Funktion sind in Abschnitt 4.7 ab Seite 142 zu finden. 
Algorithmus A-8:  Bestimmung der Behaviour-Last einer Ereignisbehandlung 
 1: function MLOAD(e, c, minP) 
 
 2:   Verketten der Sequenzen 
 3:  sumD  0 
 4:  chain  []  
 5:  for each (S, D) in He do  
  6:   ps  PARTITIONSEQUENCE(S) 
 7:   if |chain| > 0 then 
 8:    chain[|chain|]  chain[|chain|]  ps.pollFirst() 
 9:   end if 
 10:   chain  chain + ps 
 11:   sumD  sumD + D 
 12:  end for 
 
 13:   Erstellen der virtuellen Behaviours 
 14:   T  max(0, |chain| − 2) · tcycle + max(Te – sumD, tcycle) 
 15:  list  [] 
 16:  min  ∞ 
 17:  nonEmptyCount  0 
 18:  diff  0 
 19:  for i  1, |chain| do 
 20:   phase  chain[i] 
 21:   if phase[1] =  then 
 22:    phaseSumSize  0 
 23:    for each alternative in phase[2] do 
 24:     alternativeSumSize  0 
 25:     for each m in alternative do 
 26:      if senderm = c and Pm ≥ minP then 
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 27:  alternativeSumSize ⇐ alternativeSumSize + sizem 
 28: end if 
 29: end for 
 30:  phaseSumSize ⇐ max(phaseSumSize, alternativeSumSize) 
 31: end for 
 32: if phaseSumSize > 0 then 
 33: nonEmptyCount ⇐ nonEmptyCount + 1 
 34: if nonEmptyCount ≥ 2 then
 35:  Δmin ⇐ min(Δmin, (diff + 1) · tcycle) 
 36: end if 
 37: diff ⇐ 0 
 38: list ⇐ list + [<phaseSumSize, minP, (T, 0)>e] 
 39: else 
 40:  diff ⇐ diff + 1 
 41: end if 
 42: else 
 43: diff ⇐ diff + 1 
 44: end if 
 45: end for 
 46: ⊳ Festlegen der 𝛥𝛥i 
 47: SortDescendingBySize(list) 
 48: load ⇐ ∅  
 49: for i ⇐ 1, |list| do 
 50: m ⇐ list[i] 
 51: Δm ⇐ (i – 1) · Δmin 
 52: load ⇐ load ⋃ {UNIQUEIDENTITY(load, m)} 
 53: end for 
 54: return load 
 55: end function 
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Verzeichnis von Thesen und 
Anforderungen 
These 1: Aktuelle ökonomische Trends, wie die zunehmende Globalisierung und die 
wachsende Technisierung und Individualisierung vieler Konsumgüter, führen zu einer 
steigenden Komplexität moderner Automatisierungsanlagen und stellen an selbige hohe 
Flexibilitätsanforderungen. (Seite 12) 
These 2: Die Auslegung von automatisierten Anlagen als verteiltes System mechatronischer 
Komponenten – oder CPPS – reduziert den (Re-)Engineeringaufwand und hilft damit, 
der zunehmenden Komplexität solcher Anlagen und den hohen Flexibilitätsanforderungen 
zu begegnen. (Seite 39) 
These 3: Wesentliche Aspekte der Umsetzung verteilter Systeme, etwa die Architektur des 
Gesamtsystems sowie geeignete Mechanismen zur Vernetzung und Interaktion von Sys-
temkomponenten, werden von der IEC 61131 nicht tangiert. (Seite 41) 
These 4: Die Norm IEC 61499 ist aufgrund bisher ungelöster Unzulänglichkeiten nur 
begrenzt für die Realisierung von CPPS geeignet. (Seite 42) 
These 5: Der Agentenansatz zeichnet sich durch eine sehr gute strukturelle Passfähigkeit 
zu CPPS aus. Gemessen an der in dieser Arbeit zugrunde gelegten Definition stellen Sys-
teme aus untereinander vernetzten cyber-physischen Entitäten per se ein Agentensystem 
dar. (Seite 70) 
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These 6: Komponentenorientierung, also die Auslegung einer Fertigungsanlage als CPPS, 
und damit laut These 5 als Agentensystem, ist auf allen Automatisierungsebenen nutz-
bringend. (Seite 71) 
These 7: Existierende Ansätze zur Realisierung von Agentensystemen erlauben aufgrund 
komplexer Mechanismen bei der Kommunikation und Wissensverarbeitung die Berück-
sichtigung von harten Echtzeitbedingungen nicht, oder nur durch funktionale Abstriche 
bei der Kommunikation. (Seite 71) 
Anforderung 1: Der zur Realisierung eines CPPS gewählte Ansatz muss für die Gestaltung 
verteilter Systeme ausgelegt sein. (Seite 39) 
Anforderung 2: Der zur Realisierung eines CPPS gewählte Ansatz muss die echtzeitfähige 
Behandlung von Ereignisse erlauben. (Seite 39) 
Anforderung 3: Die echtzeitfähige Interaktion zwischen einzelnen Komponenten ist für 
die feingranulare Umsetzung des CPPS-Konzepts und die Ausschöpfung der mit diesem 
Konzept verbundenen Optimierungspotentiale unabdingbar, muss also unterstützt wer-
den. (Seite 40) 
Anforderung 4: Auf den Rechnerknoten eines CPPS sollten Mittel zur Ablage und 
Verarbeitung dynamischer, stark strukturierter, teilweise textbasierter Daten zur Verfü-
gung stehen. Ebenso sollte ein möglichst breites Spektrum etablierter IKT-Technologien 
einfach nutzbar sein. (Seite 43) 
Anforderung 5: Robustheit und Flexibilität agentenbasierter Lösungen beruhen  zu großen 
Teilen auf komplexen Interaktionsprotokollen und der engen Integration semantischen 
Wissens. Ein Ansatz zur Realisierung von CPPS muss also beides vorsehen. (Seite 71) 
Anforderung 6: Der zur Realisierung eines CPPS gewählte technische Ansatz sollte mög-
lichst durchgängig für alle in dem System bestehenden Automatisierungsaufgaben ein-
setzbar sein und dabei die Anforderungen 1 bis 5 erfüllen. (Seite 72) 
Anforderung 7: Die Echtzeitfähigkeit eines konkreten verteilten Agentensystems sollte 
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