Abstract. We compute the convex hull Π of an arbitrary finite subgroup Γ of C * 2 -or equivalently, of a generic orbit of the action of Γ on C 2 . The basic case is Γ = {(e 2ikπ/q , e 2ikpπ/q ) | 0 ≤ k < q} where p ∈ 2, q − 2 is coprime to q: then, Π projects to a canonical or "Delaunay" triangulation D of the lens space L p/q = S 3 /Γ (endowed with its spherical metric), and the combinatorics of D are dictated by the continued fraction expansion of p/q.
Introduction
Given a compact pointed Riemannian 3-manifold (M, x 0 ), a natural object to construct is the Voronoi domain of x 0 , i.e. the set X of all points x such that the shortest path from x to x 0 is unique. This domain X can be embedded as a contractible subset of the universal cover M of M ; if M is homogeneous, then X is typically (though not always) the interior of a polyhedron whose faces are glued in pairs to yield M . If so, dual to X (and this gluing data) is the so-called Delaunay decomposition D of M , which comprises one cell per vertex of X, and has only one vertex, namely x 0 . If M is S 3 or R 3 or H 3 , it is a classical result that D is itself realized by geodesic polyhedra which tile M .
A strong motivation for studying the Delaunay decomposition is that it is a combinatorial invariant of (M, x 0 ) that encodes all the topology of M ; this also suggests that computing D is hard in general. Jeff Weeks' program SnapPea [We] achieves this numerically in the cusped hyperbolic case (taking x 0 in the cusp); for explicit theoretical predictions of D in special cases, see for example [G1, ASWY, La, G2, GS] . This paper is primarily concerned (Sections 2 through 5) with the case M = S 3 /ϕ, where ϕ(z, z ′ ) = e 2iπ q z, e 2ipπ q z ′ and S 3 is seen as the unit sphere of C 2 . Here, p q is a rational of (0, 1) in reduced form, and M is called the lens space L p/q . We will show that the combinatorics of D (and X) are dictated by the continued fraction expansion of p q (and are independent of the choice of basepoint x 0 ).
The lift of D to S 3 is the Delaunay decomposition of S 3 with respect to a finite set ϕ x 0 of vertices. Finally, in Section 6, we extend our results to the case where ϕ is replaced by an arbitrary finite subgroup of S 1 ×S 1 (possibly non-cyclic, acting possibly with fixed points on S 3 ).
History. After the first version of this paper was posted, Günter M. Ziegler made me aware of Smilansky's paper [S2] where essentially the same results were proven. The approaches are similar, except for the key result: we prove the convexity of a certain plane curve γ by a big computation (Claim 12); Smilansky in [S2] seems unaware that γ is always convex, but has a clever lemma (proved in [S1] ) to show that γ behaves "as though it were convex" with respect to certain intersecting lines. Note that Sergei Anisov has also announced similar results in [A1, A2] .
Acknowledgements. The main result (without its proof!) occurred to me during the workshop on Heegaard splittings at AIM, Palo Alto, in December 2007. It is a pleasure to thank the organizers of this beautiful meeting, as well as Omprakash Gnawali for early computer experiments and Saul Schleimer for subsequent discussions on the topic.
Preliminaries
Let x 0 be a point of S 3 and O ⊂ S 3 its ϕ -orbit. Suppose that the convex hull Π of O has non-empty interior. It is well-known that the boundary of Π then decomposes into affine cells, whose projections to S 3 (from the origin) are precisely the cells of the Delaunay decomposition D. Therefore, all we have to do is to determine the faces of the convex hull Π of O: these are Theorems 1 and 3 below.
2.1.
What is the generic case? However, if p ≡ ±1 [mod q], then any orbit O of ϕ is a regular polygon contained in a plane of R 4 ≃ C 2 , which easily implies that the Voronoi domain X of L p/q (for any basepoint) is bounded by only two spherical caps (this is a special case where X is not a proper spherical polyhedron). It is also easy to see that the isometry group of L p/q acts transitively on L p/q in that case.
Therefore, we will assume p / ∈ {1, q − 1}. Then, the identity component of the isometry group of L p/q lifts to the group
+ , and the circles C = {0} × S 1 and C ′ = S 1 × {0}. If x 0 ∈ C ∪ C ′ , then the orbit O = ϕ x 0 is a plane regular polygon, so the Voronoi domain X is again bounded by two spherical caps.
Therefore, we will be concerned with the generic case x 0 ∈ S 3 (C ∪ C ′ ). Since changing x 0 only modifies its orbit O (and therefore the polyhedron Π) by a diagonal automorphism of C 2 , all basepoints x 0 / ∈ C ∪ C ′ are equivalent as regards the combinatorics of Π and of the Delaunay decomposition. In fact x 0 does not even need to belong to the unit sphere: for convenience, we will take x 0 = (1, 0, 1, 0) ∈ √ 2S 3 in Theorem 1.
2.
2. An intuitive description of the triangulation. Clearly, L p/q is obtained by gluing two solid tori
, attached to two thickened disks (one for each boundary component, along possibly very different slopes s, s ′ ) and capped off with two balls. We now sketch a way of triangulating L p/q that emulates this construction: although it will not be needed in the sequel, it might provide some geometric intuition (the triangulation described here will turn out to be combinatorially equivalent to the Delaunay decomposition of L p/q ).
Consider the standard unit torus T := R 2 /Z 2 decomposed into two simplicial triangles, (0, 0)(0, 1)(1, 1) and (0, 0)(1, 0)(1, 1). We can simplicially attach two faces of a tetrahedron ∆ to T , so that ∆ materializes an exchange of diagonals in the unit square. The union T ∪ ∆ is now a (partially) thickened torus, whose top and bottom boundaries are triangulated in two different ways. We can attach a new tetrahedron ∆ ′ , e.g. to the top boundary, so as to perform a new exchange of diagonals. Iterating the process many times, we can obtain a triangulation of (possibly a retract of) T × [0, 1] with top and bottom triangulated (into two triangles each) in two essentially arbitrary ways. Finally, there exists a standard way of folding up the top boundary T × {1} on itself, identifying its two triangles across an edge: this was perhaps first formulated that way in [JR] . The result after folding-up is a solid torus, also described with many pictures in [GS] . (In that paper, we show that such triangulated solid tori also arise naturally in the Delaunay decompositions of many hyperbolic manifolds, namely, large "generic" Dehn fillings.) If we fold up the bottom T × {0} in a similar way, it turns out we can get any L p/q with p ≡ / ± 1 [mod q].
The main theorems below (1 and 3) describe this same triangulation in a way that is self-contained and completely explicit, although perhaps less synthetic or helpful than the process described above. The interested reader may infer the equivalence of the two descriptions from the proof of Theorem 3; see also [GS] .
Strategy. Let T := (R/2πZ)
2 be the standard torus and ι :
denote the standard injection, satisfying ι(u, v) = (cos u, sin u, cos v, sin v).
q )} k∈Z of T is such that ι(Γ) = O, the orbit of (1, 0, 1, 0) ∈ R 4 under ϕ. Therefore, each top-dimensional cell (tetrahedron, as it turns out) in ∂Π is spanned by the images under ι of four points τ, τ ′ , τ ′′ , τ ′′′ of Γ. Our main result, Theorem 1, claims that τ, . . . , τ ′′′ are the vertices of certain parallelograms of T with the minimal possible area, namely
q . To prove this, the strategy is to consider a linear form ρ : R 4 → R that takes the same value, say Z > 0, on ι(τ ), . . . , ι(τ ′′′ ); then look (e.g. in the chart [−π, π] 2 ) at the level curve γ = (ρ • ι) −1 (Z). Lemma 9 says that if Z and the coefficients of ρ satisfy certain inequalities, then γ is a convex Jordan curve passing through τ, . . . , τ ′′′ . Intuitively, if the hyperplane ρ −1 (Z) passes far enough from the origin of R 4 (in a sense depending on the direction of ker ρ), it will only skim a small cap off ι(T) that looks convex in the chart. Convexity is key: it will imply that no other point of Γ than τ, . . . , τ
is a supporting plane of the convex hull of ι(Γ) = O.
Proving that Z and the coefficients of ρ satisfy the inequalities of Lemma 9 will be the trickier part of the work, done in Section 5 using only basic trigonometry.
2.4. Notation. Until the end of Section 5, we fix q ≥ 5 and p ∈ 2, q − 2 coprime to q, so that Q := p q is a rational of (0, 1) in reduced form. We denote by x 0 the point (1, 1) of C 2 , and by x k the k-th iterate of x 0 under the map ϕ : (z, z ′ ) → [Vi] for the classical casting of continued fractions in terms of the Farey graph. Theorem 1 will be proved in Section 5. Meanwhile, we check (Theorem 3) that there are no other top-dimensional faces in ∂Π. Note that we make no assumption on whether A < B or B < A, or on whether a < b or b < a (all four possibilities can arise), so we will always be able to switch A and B for convenience.
Remark 2. It is well-known that the number of unordered pairs of rationals { Proof. Assuming Theorem 1, it is enough to find a tetrahedron of the given form, adjacent to every face of the tetrahedron T a,b := x 0 x a x b x a+b (but possibly with a different pair {a, b}).
First, the faces of T a,b obtained by dropping x 0 or x a+b indeed have neighbors: If T a,b is the first tetrahedron for the ordering, Remark 2 implies
, and similarly the face x 1 x 2 x 3 obtained by dropping
If T a,b is not the first tetrahedron, then we can assume a < b and by Remark 2 there is a previous tetrahedron T b−a,a . The face
Lastly, the faces of T a,b obtained by dropping x a or x b also have neighbors: If T a,b is the last tetrahedron, then Remark 2 implies a + 2b = q (up to switching a, b), hence
If T a,b is not the last tetrahedron, then up to switching a, b there is, by Remark 2, a next tetrahedron T a,a+b . Therefore the face x 0 x a x a+b of T a,b is adjacent to T a,a+b = x 0 x a x a+b x 2a+b , and the face
Main tools
Under the assumptions of Theorem 1, and before we start its proof proper, let us introduce some tools. These are of two types: arithmetic properties of the integers appearing in the Farey diagram (Section 4.1), and geometric properties of the standard embedding ι of We thus have
Proposition 4. One has a + b = x |a − b| = y , and
Proof. The first two identities are obvious from the definitions of X, Y . For the next two identities, notice that αq − ap and βq − bp have opposite signs, because Q lies between A and B : therefore
For the last identity, compute
An easy consequence is that all of a, a ′ , b, b ′ , x, x ′ , y, y ′ are integers of 1, q − 1 . Note that the properties of Proposition 4 are invariant under the exchange of (a, a ′ ) with (b, b ′ ) and under the exchange of (a, b, x, y) with (a ′ , b ′ , y ′ , x ′ ) (which actually amounts to swapping Q and ∞).
, but a is also coprime to b = q 2 (because A ∧ B = 1). Therefore a = 1 (which by the way means A ∈ {0, 1}). But since a ′ = 1, this implies that A is a Farey neighbor both of Q and ∞, i.e. Q has the form 1 q or q−1 q , which we ruled out in the first place.
If instead of b another term of a, a ′ , b, b ′ is equal to q 2 , then we can apply the same argument, up to permuting a, a
Notice, however, that one of a, a ′ , b, b ′ could be larger than q 2 . 4.2. Level curves on the torus. Let T := (R/2πZ) 2 be the standard torus and ι : T → C 2 ≃ R 4 denote the standard injection, satisfying 
) is a basis of the lattice Λ, and D is contained in the square
Proof. Clearly, Λ ⊂ R 2 has covolume (2π) 2 /q. On the other hand, the determinant of (u, v) is 2π
The abscissae of u, v are clearly positive, and their sum is 
by Proposition 4. This proves the claim on D.
Proposition 8. Let Λ ⊂ R 2 be a lattice and P be a strictly convex, compact region of R 2 such that Λ ∩ ∂P consists of the four vertices of a fundamental parallelogram of Λ. Then Λ ∩ P = Λ ∩ ∂P (i.e. P contains no other lattice points).
Proof. Without loss of generality, Λ = Z 2 and {0, 1} 2 ⊂ ∂P . Since P is strictly convex, the horizontal axis R × {0} intersects P precisely along [0, 1] × {0}. A similar statement holds for each side of the unit square. Therefore P {0, 1} 2 ⊂ (0, 1) × R ∪ R × (0, 1), which contains no other vertices of Z 2 .
The idea of the proof of Theorem 1 is to consider a linear form ρ : R 4 → R that takes the same value Z > 0 on x 0 , x a , x b , x a+b and check that ρ < Z on all other x i . This will be achieved by looking at the level curve γ of ρ • ι in T, of level Z, and checking that the lift of γ to R 2 bounds a convex body that satisfies the hypotheses of Proposition 8. For this, we will need the following property and its corollary.
consists of a convex curve γ (i.e. a closed curve bounding a strictly convex domain), together with all the translates of γ under 2πZ 2 , which are pairwise disjoint.
Proof. Up to shifting x and y by constants, we can assume U ′ = V ′ = 0 and U, V > 0. Up to exchanging x and y, we can furthermore assume V ≥ U , so that 0 ≤ V − U < Z < V + U and ψ(x, y) = U cos x + V cos y. Notice that U, V, Z now satisfy all three strong triangular inequalities.
Let C be the square [−π, π] 2 . Let us first determine that γ :
, computation yields
so to show f ′′ < 0 it is enough to check that the discriminant of the polynomial in cos x (in the right factor) is negative. This amounts to
< 2, which in turn follows from the triangular inequalities (Z + U ) 2 > V 2 and (Z − U ) 2 < V 2 . We have proved that γ is a convex curve (the union of the graphs of f and −f ) contained in the interior of C: the rest of the lemma follows easily. Proof. Again restricting to U ′ = V ′ = 0 < U ≤ V , we see that H ∩ C contains the origin (encircled by γ, and where ψ achieves its maximum U + V ) and does not contain (π, π) (where ψ achieves its minimum −U − V ). The theorem of intermediate values allows us to conclude.
Proof of Theorem 1
Identifying C 2 with R 4 in the standard way, the matrix with column vectors
We refer to {x 0 , x a , x b , x a+b } as our candidate face. (provided all these tangents are finite). Since ap − αq = a ′ · σ(Q − A) (where σ is the sign function) and tan is π-periodic,
and similarly tan
Since Q lies between A and B, the signs of Q − A and Q − B are opposite, so we only need to prove
(All these tangents are finite, by Proposition 5.) If a, a
, then all the values of "tan" in (2) are positive, which yields the result.
If one of a, a
, which entails a ≥ 2 (because A is not a Farey neighbor of both Q and ∞), and b ′ ≥ 2 (because A and B are not both Farey neighbors of Q). We have ab
Therefore the first inequality of (2) can be written
which is clearly true (both members are positive, but the right one is larger, factorwise, because a ≥ 2).
Similarly, the second inequality of (2) becomes tan Notice that without the "tan's", this would be an identity. To see that the right member is larger, it is therefore enough to make sure that the function g : u → tan u tan(u/a) is increasing on (0, 
5.2.
Candidate faces are faces of the convex hull. We must now show that if ρ : R 4 → R is some linear form that takes the same value Z > 0 on each column q pπ will do (Z will turn out to be positive by Claim 12 below; so far we only know Z = 0 by Proposition 11). The notation U, U ′ , V, V ′ is made to fit Lemma 9. Define
The point c of Definition 7 is the absolute maximum of ρ • ι on the torus T. Moreover,
Z is positive, and one has:
This claim proves Theorem 1. Indeed, assume the claim, and let H denote [Z, +∞). Let π denote the natural projection R 2 → T. By Corollary 10, the level curve (ρ•ι•π) −1 (Z) ⊂ R 2 contains a striclty convex closed curve γ centered around c, contained in the square C := c + (−π, π) 2 and passing through the representatives of τ 0 , τ a , τ b , τ a+b contained in C. By Proposition 6, these representatives are the vertices 0, u, v, u + v of the fundamental parallelogram D. Corollary 10 and Proposition 8 then yield the result: (ρ • ι) −1 (H) contains no other points τ k than τ 0 , τ a , τ b , τ a+b .
Proof. (Claim 12). The maximum of
we can compute
because ap − αq and bp − βq have opposite signs (Q lies between A and B). Both terms in the last expression are positive since a, a ′ , b, b ′ ∈ 1, q − 1 . In fact, since
we have shown that ρ • ι(c) = U ′′ + V ′′ , the absolute maximum of ρ • ι. The computation of Z follows similar lines: in the second expression for Z in (3), notice that the first and last cosines can be written The upper bound on Z is obvious from the first expression of Z in (3). We now focus on the lower bound (which will also imply Z > 0), i.e. we aim to show
By Proposition 4, the right member of (4) can be written
therefore we are down to proving the two identities
Using cos t + 1 = 2 cos 2 t 2 and cos t − 1 = −2 sin 2 t 2 , this in turn amounts to
To prove (5)-(i) and (5)-(ii), we will use Proposition 13. If 0 < s < t < π 2 and 0 < s
Proof. Up to decreasing t, it is clearly enough to treat the case
(where 0 < λ < 1). The result then follows from the fact that f (u) = sin(1−λ)u sin(1+λ)u is increasing on (0, π 2(1+λ) ], which can be seen by computing
here the numerator is positive by strong concavity of sin on [0,
We now prove (5)-(i): by Proposition 13, it is enough to check 0 < x ′ < y ′ < q and 0 < y < x < q (which are obvious from Proposition 4), plus
The first inequality of (6) amounts, by Proposition 4, to
which can be written
If a ′ and b ′ are > 1, then at least one of the products in the left member is positive, and we are done. If a ′ = 1, then b ′ > 1 (because A, B are not both Farey neighbors of Q in the assumptions of Theorem 1) and a > 1 (because Q, ∞ have no common Farey neighbors, i.e. p / ∈ {1, q − 1}) and we are also done. If b ′ = 1, the argument is the same, exchanging (A, a, a ′ ) and (B, b, b ′ ). The second inequality of (6) amounts to
which by Proposition 4 can also be written
Here the left member is at least 2 : indeed, by Proposition 4 it can be written
The right member H, however, is at most 2 : indeed,
the numerator has the form u + |u| ≥ 0. This finishes the proof of (5)
-(i).
The proof of (5)-(ii) is identical with that of (5)-(i), exchanging (a, b, x, y) with (a ′ , b ′ , y ′ , x ′ ). Claim 12, and therefore Theorem 1, are proved.
General finite subgroups of ι(T) ⊂ C * 2
In this last section, let Γ be any finite subgroup of T = (S 1 ) 2 = (R/2πZ) 2 . There exists a unique rational Q = p q ∈ [0, 1) (here in reduced form) and a unique pair (µ, ν) ∈ Z 2 >0 such that Γ is the preimage of {τ k = (
Indeed, µ (resp. ν) is just the cardinality of Γ ∩ (S 1 × {0}) (resp. Γ ∩ ({0} × S 1 )); the order of Γ is qµν. The case p q = 0 can be put aside: it corresponds to ι(Γ) ⊂ R 4 being (the vertices of) the Cartesian product of a regular µ-gon with a regular ν-gon (the 3-dimensional faces are then regular prisms; degeneracies occur if µ ≤ 2 or ν ≤ 2). The case µ = ν = 1 was treated in the previous sections, including the discussion of degeneracies when p ≡ 0 or ± 1 [mod q].
It is easy to see that if µ = 1 < ν (resp. ν = 1 < µ) and
is the vertex set of an antiprism with ν-gonal (resp. µ-gonal) basis, which in turn degenerates to a tetrahedron when ν = 2 (resp. µ = 2). Therefore, we can make Assumption 14. Until the end of this section,
• at least one of the positive integers µ, ν is larger than one;
• the rational 
If ν > 2, this cell is an antiprism with regular ν-gonal basis; it degenerates to a tetrahedron when ν = 2. Similarly, if µ > 1, add an extra cell spanned by the 2µ vertices images under ι of
Actually, cells of type (3) (1)- (2)- (3), pushed forward by Γ, are combinatorially glued face-to-face (i.e. an analogue of Theorem 3 holds). The proof exactly shadows that of Theorem 3 (lifting to the cover ψ µν ), except that when µ > 1 (resp. ν > 1), we must check that faces of type (2)-(3) also fit together correctly.
Assume ν > 1: the "first" tetrahedron (of type (2) 
The subfaces obtained by dropping the second or third of these four vertices also belong to faces of type (1) (with {A, B} = { A similar argument holds when µ > 1 near the "end" of the sequence of tetrahedra: again, this just amounts to swapping Q and ∞.
Next, we proceed to show that the candidate faces of types (1)- (2)- (3) We now transpose the argument of Section 5. Generally speaking, the presence of µ, ν ≥ 1 makes even more true any given inequality that we have to check, but we must check it also for the extra tetrahedra of type (2): hence some additional care.
Candidate faces are non-degenerate. Rotating the first two coordinates by in the first inequality, even if b = 1, the right member is larger because ν > 1. In the second inequality, even if b = 1, the method of Section 5.1 shows that the left member is larger because ν > 1 and a ′ > 1. If b > q 2 , the argument is the same, exchanging (a, a ′ ) with (b, b ′ ). Finally, if ν = 1 < µ, the argument is again the same, switching (a, b, µ) with (a ′ , b ′ , ν). Therefore, the matrix M is invertible and the candidate face is non-degenerate. The upper bound U ′′ + V ′′ for Z is clear from its first expression; the lower bound follows lines similar to the proof of Claim 12: we just need to check 2Z = cos (ii) .
Let us focus on (8)-(i). By Proposition 13, it is enough to check 0 < x ′ < y ′ < νq and 0 < y < x < µq (which are clear from Proposition 4: indeed, by Observation 15, we may have y ′ = q but then ν > 1; we may have x = q but then µ > 1), plus µq−y . The first inequality of (9) can be written
If µ, ν > 1 this is obvious. If µ = 1 < ν, then at least one of a ′ , b ′ is larger than 1 (Observation 15), and the product where it appears is positive: done. If ν = 1 < µ, then at least one of a, b is larger than one and we are also done.
The second inequality of (9) can be written µ(y
As in the proof of Claim 12, the left member is 2µ inf{a ′ , b ′ } ≥ 2 while the right member is at most 2. The proof of (8)-(ii) is identical to that of (8)-(i), swapping (a, b, x, y) with (a ′ , b ′ , y ′ , x ′ ).
