Abstract
This is in a certain contrast to earlier results on entropy numbers in the context of Besov spaces B
Introduction
The aim of the paper is to investigate the quality of compact embeddings between the radial subspaces of Besov and Triebel-Lizorkin spaces on the Euclidean n-space R n : We do not have in mind specific applications but rather want to direct the attention to a new phenomenon. Let cf. [7] (here aBb indicates a two-sided estimate). The parameters p 0 and p 1 disappear on the right-hand side, only the difference s 0 À s 1 matters. Here the influence of s 0 and s 1 disappears and only the difference in 1=p 0 and 1=p 1 counts. Symmetry as well as weights can be used to generate compactness of embeddings on R n : That has been known since the seventies, cf. e.g. [6, 18] in case of first-order Sobolev spaces. In the general framework of Besov and Triebel-Lizorkin spaces a detailed account has been made in our previous paper [26] .
The asymptotic behavior of entropy numbers of Sobolev embeddings is known in some situations, in particular for As we shall see later entropy numbers of Sobolev embeddings of weighted spaces on R n are closely related to our problem here. Roughly speaking, we split the radial subspace of the Besov space into two parts. One part, denoted by RB s p;q ðR n ; ½1; NÞÞ;
contains radial distributions which have support in the set fx: jxjX1g and the other part, denoted by RB s p;q ðR n ; ½0; 2Þ consists of radial distributions having support in To prove the upper estimates, we will use a further tool-the radial j-transform of Epperson and Frazier. This transform will allow us to reduce the upper estimate for the entropy numbers to upper estimates of entropy numbers of certain sequence spaces in a very convenient way. Estimates of entropy numbers of the associated sequence spaces will be the main subject in Section 3. In the final section we prove our main result announced above and formulate also a parallel result for the Lizorkin-Triebel scale. The described situation with p 0 op 1 and s 0 À s 1 Xnð1=p 0 À 1=p 1 Þ is very similar to that in the weighted case on the interval ½1; NÞ: Assuming the dominance of the behavior near infinity over the behavior around the origin, our result could have been deduced from the two-sided estimate 
Relations between sequence and function spaces
Our main aim consists in a characterization of the asymptotic behavior of the entropy numbers of the Sobolev embeddings. For the corresponding estimates the following tools are essential:
(a) the entropy numbers of embeddings of certain weighted sequence spaces; (b) some identifications between function spaces and sequence spaces.
The described method is standard in that field and employed in many places, cf. e.g. the monographs [7, 29] or most recently the papers [5, 17] . Here we will work with the following weighted sequence spaces:
where a40 is a real number, dX0 and 1pp; qpN (with the usual modification if p ¼ N or q ¼ N). If d ¼ 0 we will write c q ðc p;w a Þ: We postpone the estimates of the entropy numbers for the weighted sequence spaces to Section 3 and start with a description of some mappings which connect the function spaces and the sequence spaces.
The radial j-transform
We recall the Epperson-Frazier construction of the radial j-transform, cf. [8] . We will do this in some detail because we are going to use it with a different normalization.
Let j; cASðR n Þ be radial functions such that supp # j; # cCfx: : We may assume that the above functions satisfy the following identity:
cf. [8] . We put j j ðxÞ ¼ 2 jn jð2 j xÞ and c j ðxÞ ¼ 2 jn cð2 j xÞ; j ¼ 1; 2; y: Let ds t denote the usual surface measure on the sphere of radius t (not normalized) and let o nÀ1 denote the measure of the unit sphere. Then we have R ds t ¼ o nÀ1 t nÀ1 : Let J n denote the Bessel function of order n: As the definition we take
Let m n;1 om n;2 o? be the positive zeros of J n : For k ¼ 1; 2; y we put j ðs;pÞ 
are bounded. Moreover, the operator T is a retraction, i.e. T 3 S ¼ id:
Proof. In [8] Epperson and Frazier worked with a different normalization. Put
Let A j;k denote the annulus (a ball if k ¼ 0),
The characteristic functions of these sets are denoted by X A j;k : Following [8] we introduce the following sequence spaces h s p;q by means of the norm
Then the operators In consequence
The assertion of Theorem 1 follows from these equivalences. & 
and the following diagram is commutative:
Proof. The identities in (4) 
and c 
is a bounded retraction. So we get the above commutative diagram. & Remark 1. Corollary 1 will be used to derive estimates of the entropy numbers from above. Observe that the functions c ðs;pÞ j;k are not linearly independent. So different sequences may lead to the same distribution in (2) . That makes clear that Theorem 1 cannot be used for the estimates from below.
Atomic decomposition of weighted spaces
This subsection has a preparatory character. Consider the L p -case, then it becomes obvious that spaces of radial functions are related to weighted spaces defined on the positive half-line. To prepare a similar statement for Besov spaces we investigate first atomic decompositions for weighted Besov spaces.
We recall the definition of an atom, cf. [11, 27] or [29] . For an open set Q and r40 we put rQ ¼ fxAR n : distðx; QÞorg: Observe that Q is always a subset of rQ whatever r is. Among others in [26] the authors constructed a regular sequence of coverings with certain special properties which we now recall. Consider the shells (balls if k ¼ 0)
Then there is a sequence fO Here j Á j denotes the Lebesgue measure in R:
This abbreviation has been used in [26] but we do not use it here. Property (g) is not stated explicitly in [26] but it follows immediately from the construction described there.
We collect some properties of these decompositions in connection with Besov spaces. To do so we introduce a further sequence space: we put (iv) In [26] we gave an explicit construction of an atomic decomposition satisfying The atoms defined above depend on the scale and on the place. These new features are, of course, undesirable. However, the above definition is justified by the following proposition. There the atoms are defined as in the unweighted case and the sequence spaces are modified. Of course, one can switch from his decomposition to our one and vice versa (simply by a renormalization of the atoms).
Traces of spaces of radial functions
To attack the estimate from below we follow a simple philosophy: all information about a radial function is contained in its trace onto the positive half line (at least if the function is sufficiently regular). The rest of this subsection will be used to make this observation rigorous. We define tr : f ðx 1 ; x 2 ; y; x n Þ-f ðx 1 ; 0; y; 0Þ and tr n : f ðx 1 ; x 2 ; y; x n Þ-f ðt; 0; y; 0Þ; jx 1 j ¼ t:
Here we restrict ourselves to a study of tr and tr n in the framework of S 0 ðRÞ: To begin we recall the classical statement about traces of Besov spaces, cf. e.g. [ All types of spaces will be equipped with the natural norm.
Some technicalities. As usual, tr and tr n are well defined for continuous functions. The extension to general functions is then done by a continuity argument along an estimate like jjtr f jBjjpcjjf jAjj valid for all sufficiently smooth functions f AA and for some constant c independent of f : This works well as long as smooth functions are dense. In our case this is true for qoN: If q ¼ N we make use of the so-called Fatou property. Let f j ; j ¼ 1; 2; y be a sequence of functions, which has a limit f in S 0 and satisfies jjf j jB First we investigate the situation out of the origin which is in fact also the more interesting one. For this we shall need the following lemma. (ii) The mapping f /f ðlÁÞ yields an isomorphism of B s p;q ðR þ ; w a ; ½t; NÞÞ onto B s p;q ðR þ ; w a ; ½t=l; NÞÞ:
Proof. The claim follows from well-known estimates of the dilation operator in the unweighted situation, cf. e.g. [28, 3.4 (iii) The operator tr n is an isomorphism.
Proof. We shall proof part (i) of the theorem for t ¼ 1 only. The assertion for general 0otoN follows from Lemma 1.
Step 1: Preparations. Let f ARB 
cf. Section 2.2/(iv),(v), and [26] where we have taken s j;k ¼ s j;k;1 : In addition we assume supp f CfxAR n : jxjX1g: Because of s40 the distribution f is regular and the atoms in the above expansion do not need to satisfy a moment condition. Of course, we want to use the additional restriction with respect to the support to derive further information on the coefficients. But we do not have such a localization from the very beginning. So we proceed as follows. Let cAC 
Step 2: Now, we investigate the trace, assuming that our starting point (12) was an optimal atomic decomposition. To have a well-defined expression for the trace we switch to a partial sum S K f of the atomic decomposition and ask for the existence of the limit trðS K f Þ in S 0 ðRÞ: For KAN we put This is a continuous function. For fixed j and k the number of atomsã j;k;c which are not identically zero on the x 1 -axis is limited by, say M: This number is independent of j and k: Counting these atoms in an appropriate way we arrive at 
where c does not depend on K and the sequence fs j;k g j;k : Since we started with an optimal decomposition of f ; the right-hand side is dominated by cjjf jB Step 3: The extension operator. Let us turn back to the adapted atomic decomposition mentioned in the previous subsection. There is an associated sequence of decompositions of unity. An explicit construction has been given in [26] , Step 3 of the proof of Theorems 1 and 2. We shall denote these decompositions of unity as there by c j;k;c ; which means The second tool we need is the wavelet decomposition with respect to the Daubechies wavelets of sufficiently high order, cf. [2] or [19] . We suppose that the ''father'' wavelet f belongs to C r ðRÞ and is compactly supported, cf. [19, Section 3.8] . The associated wavelet c shares these properties. The orthonormal basis consists of the functions fðÁ À kÞ; 2 j=2 cð2 j ðÁÞ À kÞ; kAZ and j ¼ 0; 1; y: Let C r be the smallest positive integer such that the supports of the ''mother'' and ''father'' wavelets are contained in ½ÀC r ; C r : We suppose r4s: Theorem 4 in [2] , more precisely its version for inhomogeneous spaces, implies that any function g from B Step 4: Suppose t4C r : The identity tr n 3 ext ¼ id holds for all C N -functions f having compact support. Here we assume supp f C½t; NÞ: This can be derived from the observation that for functions f AB Remark 5. The above approach for investigating the trace extends to spaces with p and q less than 1. In the unweighted situation this has been done in e.g. [11] , [15] , and [28, 2.7] . For a complete treatment of all borderline cases see also [9] . In particular, Proposition 1, Lemma 1 and Theorem 2 remain true under the natural restriction s4n maxð0; 1 p À 1Þ:
Entropy numbers of embeddings of weighted sequence spaces
In the previous section we reduced the function space problem to a sequence space problem, and in this section we estimate the entropy numbers of the relevant sequence space embeddings. The kth (dyadic) entropy number of a bounded linear operator T : X -Y between two Banach spaces is defined as e k ðTÞ ¼ inf e40: (y 1 ; y; y 2 kÀ1 AY ; TðB X ÞD [
where B X and B Y stand for the closed unit balls in X and Y ; respectively. For basic properties of entropy numbers and more background we refer to the literature, see e.g. [4, 16, 21] or [7] . In particular these properties imply that for every pair of Banach spaces X and Y the classes In the sequel, we shall exploit the well-known fact that every quasi-norm is equivalent to an r-norm for some r; 0orp1: For our purposes it is enough to consider complex spaces with 1pp; qpN; a40 and dX0; like which proves the upper estimate.
Step 2: Lower estimate: For any given kAN we consider the following commutative diagram:
Here the operators S and T are defined by This finishes the proof in case s 1 positive.
Step 2: To avoid the restriction on s 1 we shall employ the properties of the operator ðid À DÞ r : Let rAR: Let F and F À1 denote the Fourier transform and its inverse, respectively, both defined on S 0 ðR n Þ: As it is well-known the mapping 
