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ABSTRAK 
Dalam anahsis time series, model ARIMA yang diperkenalkan oleh Box dan 
Jenkins ( 1976) untul.. mcnganalisis data deret waktu, yaitu sekumpulan observasi yang 
disusun menurut urutan \\aktu. Adapun pennasalahan utama yang dibahas adalah 
bagatmana membangun model yang dapat menggambarkan struktur korelasi yang 
seringl..ah ditemUJ dalam data dcret wal..1u, kemudian melakukan peramalan ke dcpan 
secara probab1hstik 
Model ARIMA d1asumsikan adanya homogenitas dalam varian, Lidak ada 
korelas1 antar res1dual, dan asums1 error berdistribusi oonnal. Namun sering kali 
ditemui babwa variabel di b1dang ekonomi, model menunjukkan adanya Autokorelasi, 
heterokedastiSilas, dan multikolineritas 
Engle dan Bollerslev mengenalkan pemodelan kasus dengan adanya 
heterokedastisitas dan Autokorclasi pada kuadrat residual, yang disebut model 
Auroregrem•e Condmonal Hereroscedasrtctty(ARCH) dan Genera!t::ed ARCH. 
Dalam pcnelitian 101, digunakan data berupa Indeks Harga Saham 
PT.llM.Sampocrna scbagai output dan variabel inputnya berupa inflasi, suku bunga 
(SBI) sena nilai kurs rupiah terhadap dollar Amerika. Adapun hasil dari penelitian ini 
didapatkan model f'ungsi transfer dari tiga variabel input adalah sebagai berikut: 
Y, = .Y, _, - 8.18468X1, _R + 8.18468X11_9 +a,. ( 4.1) 
Y, = Y,_, +3,26989X2,_9 -3,26989X2, . 10 +a,. (4.2) 
Y, "'Y, 1 +0,01 198X1, -O,O i l98X3,_1 +a,. (4.3) 
Dari model transfer diatas kcmudian, dilakukan penguj ian dari kuadrat residual 
untul.. mengetahui ada atau tidaknya proses ARCH/GARCH. Temyata dari kuadrat 
residualnya, hanya variabel kurs yang terjadi proses ARCH. Adapun model ARCH yang 
diperoleh dapat dituliskan dengan model berikut 
It, = 2582,1 + 0.2l6769&2r-9 (4.4) 
Model tersebut dapat dian1kan bahwa rata-rata perubahan variansi residual 
lndeks harga saham individu pada suatu bulan tenentu berhubungan dengan variansi 
residual sembtlan bulan sebelumnya. 
Sedangl..an modcltranster multi input yang dtdapat adalah 
Y, = t... -7,686\'11 1 7,686\'11-9 + 3,329\':>-9-3,329\'b-10 - 0,0 14Y, -0,0 1~11-1 +a,.( 4.5) 
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BAB I 
PENDAHULUAN 
1.1. Latar Belakanl( 
BAB I 
P£NDAHULUAN 
Pasar Modal merupakan suatu wahana yang dapat dipakat mvestor dan 
perusahaan dalam melakukan se!,,'ala akuvnas perekonomian. Bagi perusahaan. pasar 
modal dapat memperbanyak pihhan sumber dana (khususnya jangka panjang). Sehmgga 
keputusan pembelanjaan dapat menjadi semakin bervariasi dan berdampak positif pada 
peningkatan kemampuan perusahaan untuk menentukan struktur modal yang optimal, 
dcngan biaya rendah dan efisicn. Harapannya tujuan perusahaan untuk mcningkatkan 
laba optimal akan tercapai. Semcntara itu, bagi investor, pasar modal merupakan 
wahana yang dapat digunakan untuk mcnginvestasikan dananya. 
Perkembangan pasar modal, dipengaruhi dua faktor utama yaitu faktor mll<ro, 
scpertt volume transakst, dan faktor makro, seperti tingkat bunga, inflasi, kurs valuta 
asmg dan kcbtjaJ..sanaan pemcrintah. Demikian pula deogan harga saham. 
Perubahannya JUga dtpengaruht oleh dua faktor di atas baik secara langsung maupun 
udak langsung. Faktor non-ekonomt (polilll., sosial, dan keamanan) juga menjadi 
pen)ebab keudakpasuan harga saham dan menyebabkan variabilitas resiko investast 
Situasi perekonomtan dt lndoncsta. faktor makro berpengaruh besar tcrhadap 
pasar modal. lm tcrlihat dan fluktuasinya indeks harga saham di pasar modal dan 
ungkat J..epercayaan para pelaku pasar terhadap stabilitas ekonomi. Hal tnl 
mcmpengaruht pcngambilan keputusan dalam menginvestasikan dana yang dimiliki. 
Bebcrapa pcnelitinn tentang pemodelan Jndeks Harga Saham Gabungan tclah 
ban yak dilakukan, diantaranya Noviraoi ( 1996) yang memodelkan lndeks llarga Saham 
berdasarkan fal-.tor mat..ro. Anahsis fungsi Transfer Multi input pemah digunakan oleh 
Virtaneo dan Yliolli pada 1987 dalam Ostermark (2000) dengan menggunakan tujuh 
'anabel ekonomt mal..ro untuk mcnjelaskan tluktuast lndeks Harga Saham UNITAS dt 
Amenka secara bulanan 
Dalam ttme senes salah satu asurnst yang digunakan pada model ARMA adalah 
adanya hmentas. Model ARMA bisa udak berhasil baik jika diaplikasikan pada data 
keuangan, karena data ini terbentuk dari proses non-tinier, dimana variabilitas deret 
waktunya mempunyai ketcrgantungan yang tinggi terhadap deret waktu sebelumnya dan 
memiliki vanan yang hctt:rogcn (tidak homogen). Oleh karena itu model yang sesuai 
untuk menganalisis pennasalahan tersebut adalah dcngan ARCH (Autoregressive 
Conditional lletcrosccdasticity) yang dianggap sebagai model derct wal"tu yang non-
linier(Gourieroux, 1997). Pada tahun 1986, Bollerslev mempublikasikan bentuk umum 
dari ARCH yaitu GARC!I 
Berdasarkan bcbempa penchtian tersebut, maka peneliti tertarik untuk 
mendapatkam mean model dan varian model pada data lndeks Harga Saham PT. HM 
Sampoema Tbk Pemiktran rut yang digunakan adalah karena perusahaan tersebut 
merupal..an salah satu pcrusahaan rokok besar yang sahamnya merupakan kelompok 
saham blue dup.1 yang mempunya1 andil besar dalam perekonomian Indonesia. 
Untuk mendapatkan mean model dJgunakan model fungsi transfer multi input 
dengan rnchbatkan vanabcl ekonomi makro. Dalam hal ini ada bebcrapa fak"tor sebagai 
vanabel mput yang diduga berpcngaruh terhadap lndeks Harga Saham PT. HM. 
Sampoema antara lain: ungkat suku bunga, Kurs Rp IUS$, dan inflasi, sedangkan w1tuk 
vunan model digunakan model ARCH-GARCH. 
1.2. Perumusan Masalah 
Berdasarkan latar belakang permasalahan di atas, maka dapat dirumuskan 
permasalahan sebaga1 benkur 
Bagatmanakah bentuk mean model yang dapat menjelaskan hubungan antara mput 
dan output pada IHS PI. Sampoema ? 
2. Bagaimanakah bentuk vartan model yang dapat menjelaskan fluktuasi harga saham 
dcngan mcnggunakan model ARCH-GARCH? 
1.3. Tujuan Peoclitian 
Dcngan mcmperhaukan pokok permasalahan di atas, maka tujuan pcnelitian ini 
adalah: 
I. Mcmperolch bentuk mean model yang digunakan untuk menjelaskan hubungan 
antara mput dan output pada IHS PT. Sampoema. 
2. Memperolch bentuk varum model yang dapat digunakan untuk menjelaskan 
fluktuasi harga ~aham dengan menggunakan model ARCH-GARCH. 
1.4. )lanfaat Penelitian 
Manfaat yang diharapkan dalam penehtian im adalab 
I. Memberikan mformasi bagi pelaku bisnis {PT.HM Sampoerna ) d.i pasar modal 
dalam mempredikstl-.an harga saham. 
2. Memberikan gambaran tentang sumbangs1h pemodelan statistika pada permasalahan 
ekonomi khususnya pada kasus lndeks Harga Sabam. 
1.5. Batasan Permasalahan 
Dalam penehtian tru di lakukan pembatasan permasalaban yaitu data dcret waktu 
yang digunakan adalah Data IllS PT HM. Sampocma secara bulanan dan penode 
Januan 1994 sampat Dcscmber 2003, dengan menggunakan variabel input tmgkat suku 
bunga, Kurs Rp USS. dan inflast. 
BAB II 
TINJAUAN PUSTAKA 
• 
2.1. Model ARThlA 
BABD 
TINJAUAN PUSTAKA 
Model ARIMA d1perkcnall.an oleh Box dan Jenkins (1976) untuk menganalls•s 
data deret \\al..tu, yallu sekumpulan observasi yang disusun menurut urutan waJ,:tu. 
Permasalahan utama yang dibahas adalah bagaimaoa membangun model yang dapat 
menggambarkan strul1ur korelas1 serial yang seringkali ditemui dalam data de ret waktu, 
kemud1ao melakukan peramalan ke depan secara probabilistik. 
Syarat yang harus dipcnuhi dalam mcnggunakan metode ARTMA Box-Jenkins, 
adalah bahwa suatu dcrct waktu harus memenuhi syarat stasioneritas baik stasioner 
dalam mean maupun varian. Suatu derct waktu dikatakan stasioner dalam mean apabila 
data derct waktu tcrsebut bcrlluktuasi dalam mean yang konstan, dan dikataJ..an 
stas•oner dalam vanan apab1la data deret waktunya berfluktuasi dalam varian yang 
konstan Untuk memenuh1 asumsi stasioneritas, maka pada suatu deret waktu yang 
nonstas10ner perlu dilaJ..ukan difference, atau transformasi terlebih dahulu (Wei,l990). 
Secara umum proses difference pada suatu deret waktu dengan orde difforence d 
adalah : 
W, =(I- B)" l , d = 1,2, ... ,n ( 2 I ) 
Model A rima Box-.lcnkms tcrdiri dan dua jenis model, yaitu model deret waktu 
yang datanya stasioncr, dan model derct waktu yang datanya nonstasioner. Model yang 
datanya stas10ner adalah model autoregresstve orde p atau AR(p), model movmg 
average orde q atau MA(q), dan kombinasi antara autoregressive dengan movmg 
w·erage yang c.hsebut ANA1Aip,q). Sedangkan model bila data deret waktunya 
nonstasioner adalah model autoregresstve mlegrated movmg average atau 
s AHIJ!Afp.d,q) untul. nonmus1man, dan ARIMA(P,D,Q) untuk musiman. 
2. 1.1 . .\1odel untuk data stasioncr 
Proses allloregre.lltve d1gunakan untuk mendeskripsikan suatu kt:adaan dimana 
nilai sekarang dari suatu derct waktu bergantung pada nilai-nilai sebelumnya (Z,.t, .. l,..t), 
ditambah dengan suatu random shocks a, (Wei, 1990). Bentuk umum dari AR(p) adalah: 
(2 .2} 
Proses movmg averaf{e digunakan un tuk. menjelaskan suatu fenomena dimana 
suatu observas• pada wal..tu 1 dinyatakan sebagai kombinasi linier dari sejumlah random 
shocks u, (Wei. 1990). Bentuk umum dan model MA(qj adalah: 
(2 .3) 
Model ARMA(p.q) adalah suatu model campuran antara autoregres.\tve orde p dengan 
modelnw,•mg average orde q (Wei.l990). Dimana model ARMA merupakan model 
untuk data yang stas1oncr. Adapaun bentuk umum dari model ini adalah : 
¢,(H)L, = fJ•(H)u, 
dunana ¢.(1J)=(I-¢1R- ... -¢.R•) dan B.(R) = (l-B1H- ... - B.B") (2.4) 
2.1.2 Model untuk data nonstasioner 
Model ARJMA(p.d.q) mi merupakan model deret waktu yang datanya 
nonstasioner. 13cntul.. umum dari model ini adalah: 
(2 5) 
2.1.J. Fungsi Autokorehtsi (ACF) dan Fungsi Autokorelasi Parsiai(PACF) 
ldcnufikasi model ARIMA Box-Jenkins dilakukan dengan mengamati pola dan 
ACF dan PACF dari suatu derct waktu. ACF menggambarkan kovarian dan korelasi 
antara Z, dan z,.1, yang dipisahkan olch k lag (Wei, 1990), sehingfla persamaan ACF 
dapat dirwnuskan sebagai berikut: 
Cov(Z,, Z,.,) y, 
J var(l,),}Vur( Z,.k) =Yo (2.6) 
Scdangkan PACF bcrguna untuk menguk"Ur tingkat keeratan hubungan antara 
pasangan data Z, dan Z, " setelah dcpendensi linier dalam variabel Z, ,,z, ;, ... ,Z, '·' 
tclah dihilangkan PACF pada lag k adalah sebagai berikut: 
¢u = Curr(l,.L,_, I z, • .... ,Z,,,_1 ) (2. 7) 
2.1.4. Identifik.asi )fodel ARI.\IA Box-Jenkins 
ldenufikasi terhadap data derct waktu dilakukan dengan membuat plot serial 
data deret waktunya. Dengan melihat plot serial data tersebut, maka dapat diketahui 
perilaku datanya. Sehingga dari sini akan dapat diketahui perlu atau tidak.nya untuk 
dilakukan transformasi atau d(/jerence terhadap suatu data. Melalui plot ACF dan PACF 
dari data yang stasioncr dapat diduga model yang scsuai untuk data tersebut. Untuk 
menduga model /\RIMA dari suatu deret waktu, ada beberapa pedoman yang dibenkan 
oleh Wei(l990). Berkattan dengan pola ACF dan pola PACF, Secara lebihjelas dapat 
dilihat pada Tabel 2 I 
Tabcl2.1 Pendugaan model bcrdasarkan plot ACF dan PACF 
I Model ACF PACF 
ARfp) T urun eksponcnsial atau Cur ojj sctelah lag p 
mcmbentuk gelombang 
~mus 
MAfq) < 'ur of(setelah lag q Turun eksponensial atau 
membentuk gelombang 
smus 
ARMA(p,q) Turun eksponensial Turun eksponensial 
2.1.5. Estimasi Parameter Model ARIMA 
Esumast parameter dliakukan pada pendugaan nilai dari parameter ARIMA. 
dalam hal 101 adalah mlaa ¢ sebagaa penduga parameter model auroregress1ve, 
sedangkan mlai 8 digunakan sebagaa penduga parameter model movinJ;! average (Wei, 
1990). Adapun cstimasi parameter dilakukan dengan mengguoakan mctode lealf 
square, dan Maxmmmlikelllumd (MLE). 
·-------- ~ 
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2. 1.6. Diagnostic Checking 
DwgnoMic cltedmJ{ dilakul..an untuk melihat kelayakan suatu model. Tahap ini 
dilakukan dengan pcngujtan signilikansi parameter, dan kesesuaian asumsi. Dimana 
asums1 dasar yang harus dtpcnuht adalah residual bersifat white notse. dan berdistribust 
normal (Wei,l990). PenguJian Stgmfikansi parameter digunakan untuk menguJi apakah 
suatu parameter model ARIMA layak masuk dalam model atau tidak. Apabila temyata 
suatu estimator udak signifikan. maka parameter tersebut dikeluarkan dari model. 
Jika fJ merupakan estimator parameter suatu model ARlMA, maka UJI 
hipotesisnya adalah: 
H,: fJ = 0 
f/1 : fJ"' 0 
Sedangkan statistik uji yang digunakan adalah 
I =_!!__ 
.... , sc/({J) 
Daerah Pcnolakan (Tolak H., ) yang dtgunakan adalah jika it,..,.l > t u.'2.clf= n _"" Dimana 
np adalah banyaknya parameter statisrik uj1 di atas berdistribusi t, dengan derajat bebas 
banyakn}a observast yang dtgunakan dtkurangi dengan banyaknya parameter yang 
dtduga dalam model Sedangkan knteria pcnguJtannya adalah Ho ditolak btla trus,.l lebth 
besar dari mlat kritis d1stribusi t pada taraf signifikan a, sehingga parameter fJ 
sigmlikan dalam model atau p-value < a maka tolak Ho 
2. 1.7. Pengujian Kesesuain Model 
Ada dua asumsi yang harus dipenuhi yaitu residual bersifat wh1te no1~e. dan 
berd1stnbus1 nonnal Suatu res1dual berstfat white noise, jika dalam residual tersebut 
udak terdapat korelast antar data residualnya (Wei, 1990). Plot residual dapat digunakan 
untuk mehhat apakah vanan residual konstan, sedangkan untuk melibat apakah residual 
sudah bersifat whuc notse dapat d1lakukan dengan melihat plot ACF dan PACF dan 
residual. Pcngujtan untuk melihat residual sudah white noise adalah dengan 
mcnggunakan uji h1potes1s sebagai berikut: 
Hipotesis 
If u : p, = p2 = ... = P! = 0 
H,: paling scdikn ada satu Pt ~ 0 
dengan stallstik uji yang digunakan adalah 
A. 
Q m(m+2)L(m - k) 1p 1• 
.. ,
D1mana: p21 Kuadrat ACF dari residual 
m banyaknya data residual 
Kntena penguJIBn yang d•gunakan adalah Ho ditolak apabila Q > ;<11"-"-·M' atau 
p-,·aluc <. u , amnya model udak sesuai karena residual tidak memenulu asumst whtte 
llOJSe. 
Pengujlan asumst kenonnalan dilak-ukan dengan menggunakan uji Kofmogorov-
smmwv. Adapun hipotcsis yang digunakan adalah 
~ •. F(X) - h~x), untul-. semua x 
H i' F(x) * F,~x), untuk bcbcrapa x 
dan dengan menggunal-an statist! I-. UJI 
D =sup I S(x)-/·;,(x) 
Dunana : F(x ) - fungsi distnbusi yang belum diketahui 
Fn(x) fungs1 distribusi yang dihipotesiskan berdistribusi nonnal 
S(x) fungsi dJstribusi kumulatif dari data asal 
dengan kntcna PenguJian yang digunakan adalah Ho ditolak D.,a:c?. Dr, ,J.aJ. Atau apabila 
p-value < a, dapat diartikan residual tidak bersifat while noise. 
2.2 Model Fungsi Transfer 
Model fungsi transfer adalah suatu model yang menggambarkan nilai prediksi 
masa de pan dari suatu time senes ( discbut output senes. y,), yang didasarkan pada nilai-
nilai masa lal u dan suatu de ret waktu, dan didasarkan pula pada satu atau lebih de ret 
\\aktu yang berhubungan (disebut mp111 ~enes. x,) dengan output series y,. Tujuan dan 
pemodelan fungsi transfer adalah untuk mengideotifikasi dan mengestimasi fungsi 
transfer v{H) dan model no1sc untuk n, yang didasarkan pada informasi input series x. 
dan output series l 'r (Wei, l990) 
Bcntuk umum dari model fungsi transfer dengan single mput (x,) dan smgle 
output (vJ adalah sebaga1 berikut: 
Y, = v(H)x, + n,. (2 .8) 
dimana: 
y, : representas1 dari derct output yang stasioner 
x, representas1 dan deret input yang stasioner 
n,: representas• dan komponen error (deret n01se) yang independen terhadap 
deret mput x,, dan 
v(B) = v,. v18 - v, B1 - . .. , merupakan fungsi transfer ( 2 9 ) 
Persamaan 2.9 dapat dituliskan dalam bcntuk sebagai berikut: 
I ' ( /J ) = aJ ' ( R ) B A 
0 r ( R) 
m (B)B• 
seh ingga v - ' x, + n, 
• I /5,(fJ) ( 2 . I 0) 
Pada fungs• transfer multi input ada beberapa variabel input yang dimasukkan pada 
suatu pemodclan, sehingga bentuk fungs• transfer multi input adalah: 
), = i:(o1(8)r m1(H)x1,_., +t>(B)r' O(B)a, (2. 11 ) 
J• 
dimana, 
y, - vanabel depcnden 
x, - van abel bebas kc-;, d1mana; /, ... ,m 
oJ,(flJ - operator moving average order r1 untuk variabel ke:1 
I)/B) operator autoregressive order k1 untuk variabel ke-j 
b1 parameter kc -j yang merepresentasikan jum1ah interval waktu lengkap 
9'8) operator movmg average order q 
</JfHJ ; operator autoregrcsstve order p 
a, vanabel white no1sc 
2.2.1 Tahap Pembentukan \1odel Fuogsi Transfer 
Bowerman dan O'connell (1993) memperkeoalkan tiga tahapan untuk 
membentuk model fungsi transfer, yang meliputi: 
I. Mengidentifikasi model yang menggambarkan suatu input series 
2. Mengidcntitikast model fungsi transfer awal yang meoggambarkan output series 
3. Menggunakan residual pada model awal untuk mengidentifikasi suatu model yang 
menggambarkan struktur error pada model awal dan untuk membentuk model 
fungsi transfer akhir 
2.2.2 Tahap I : ldentifikasi Model Fuogsi Transfer 
Langkah awal untuk mcmbeotuk model fungsi transfer diperlukan tahap 
tdentifikasi pada data yang ada. baik untuk variabcl input maupuo variabel output. 
Tahap identifikast 101 bcrguna untuk melihat perilaku dan karakteristik dari data yang 
ada Ada bebcrapa tahap tdenufikasi model transfer yaitu: 
I. Memperstapkan deret mput dan output 
Apabila rdcnufikast awal terhadap data dari deret input maupun output data 
mentah tidak stasioner, maka perlu dilakukan proses difference untuk 
menghilangkan kctidakstasioncran (Makridarkis, Wheelwright, dan McGee, 1993 ). 
Dengan kala lain, transformasi pun harus dilakukan pada deret input dan output 
apabila hal ini dipcrlukan. 
2. Prewhitemng deret mput. 
Tahap prewhttemng dtlakukan untuk mendapatkan model AR!MA yang sesuat 
untuk de ret mput (x,) sehingga dtperoleh deret input yang sudah white notse (a,). 
Hal 101 disebut scbagat "prewhitening of x," 
Dengan menggunakan model fungsi transfer umum : y, v(8)x, n,. dan 
apabila dtasumsikan bahwa input series x, mengikuti proses ARMA, maka akan 
dtperoleh model sebagai bcrilrut 
¢>, ( 8) x, = B. (ll)a,. (2. I 2) 
dimana a:, adalah white noise. Scdangkan deret a, atau prewhitened inputnya 
(2 . I 3) 
dtmana a, merupakan white notse series dengan mean no I dan varians sebesar cr2 • • 
3. Pre\\ httening de ret output 
Apabtla transfonnast pada prewlutening diterapkan pada deret input (.r,) 
sebagatmana persamaan dt atas, maka transfonnasi yang sama Juga harus dilakukan 
untuk deret outpurnya tv). Hal mi dtlakukan untuk menjaga intergritas hubungan 
fungstonal y, dan .r,. Apabi la pada prewhitening deret input dihasilkan suatu deret 
yang white notse, tidak akan selalu demikian pada prewhitening deret output (Wei, 
1990). Hal tnt disebabkan deret output dimodelkan secara paksa dengan 
mcnggunakan model derct inputnya. Prewhitcning pada deret output ini dilakukan 
dengan cara yang sa rna sebagaimana prewhitening deret inputnya, 
p, ¢, ( 8 l () ( 8) y, 
• 
( 2 I 4 ) 
Kemud1an dengan mcnggunakan model prewhitening di atas. selanjutnya 
dilakukan perhuungan output series yang tersaring dengan mentransfonnasikan 
output sencs y, 
2.2.3 ~1enghitung Fun~tsi Korclasi Silang (Cross Correlation Function) 
Pada tahap ini dilakukan pemeriksaan nilai sample CCF antara a, dan P, 
(dmotasikan dengan CCF Pafi(k)l 
Kemudian dari nila1 CCF dapat digunakan untuk mcnaksir impuls respon (vk) dari 
fungsi transfer. 
(2. I 5) 
2.2.4 Mengideotifikasi (r,.,,b) un tuk model fongsi transfer 
Setelah mempcrolch has1l dan mla1 cro.u-corre/auon maka dapat ditentu~an 
mla1 r, s. b scbaga1 dugaan awal. Bcrikut iru adalah beberapa aturan yang dapat 
di!,•tmakan untuk mcnduga nila1 r, s, dan b dan suatu fungsi transfer (Wei,l990): 
a Nila1 b menyatakan bahwa y1 tidak dipcngaruhi oleh x, sampai penode 1 h, 
besarnya b sama dengan jumlah bobot respon impulse vi yang tidak signifikan 
berbeda dan nol . Dengan dcm1k1an yang terlihat adalah deretan awal vk yang 
nllainya mendekati not (va. v ,, vh.f) 
b. Nilai s menyatakan seberapa lama den: I y 1 terus dipengaruhi oleh x,-~o.J, x,.b-2···. ,x,.J>., 
sehingga dapat d1katakan bah\\ a mlai s adalah jumlah dari bobot respon impulse vA 
sebelum te!]adinya pola menurun 
c. Nilai r menyatakan bah"a y, dipengaruhi oleh nilai masa lalunya. y, dipengaruhi 
oleh y,.1, • y,., 
r 0. b1la Jumlah bobot respon 1mpuls hanya terdiri dari beberapa lag yang 
kemud1an terpotong 
r - I. bila bobot respon impuls menunjukkan suatu pola eksponensial menurun 
r - 2, bila bobot respon impuls menunjukkan suatu pola eksponensial menurun 
dan pol a sinusoidal 
Setclah diperolch f'ungsi transfer awal, cstimasi deret noise dapat dihitung 
n, = V - W,( /J} 8• 
· ' o,(B) ( 2 . I 6) 
Dcret norse adalah suatu dcret gangguan (residual) dari suatu model ARlMA(transfer). 
Model sementara dan not.ll! ~emudian dapat di identifikasi dengan menyelidiki sampel 
ACF dan PACF yang menghasilkan model ARIMA berikut: 
¢ ( 8 ) n , = B .( B ) a , ( 2 . I 7 ) 
Dengan d1perolehnya model ARIMA untuk deret noise, diperoleh model fungsi transfer 
sebagai benkut: 
v = 
. ' 
( 2 . I 8) 
2.2.5 Tahap JJ Estimasi Parameter Model Fungsi Transfer 
Setelah dilakul.an idcntifikasi. maka didapat model fungsi transfer seperti pada 
persamaan 2. 19 
l' = (J) ( 8 ) X + 0. ( B ) u 
• I 0,(/1) I 6 ¢ ,(8 ) I (2 . 19 ) 
Kemudian d1lakukan estimas1 parameter li, (J), 0 dan ¢ dengan menggunakan 
maksimum likelihood. 
2.2.6. Tahap lll Uji Oiagnostik Model Fungsi Transfer 
Setclah dilakukan identifikasi model dan estimasi parameter, uji kelayakan 
model harus di lakukan scbelum model tersebut digunakan untuk peramalan maupun 
pengendalian. Asumsi yang digunakan dalam fungsi transfer bahwa a, adalah white 
noise. tldak tergantung pada input series x, dan juga tidak tergantung pada prewhitened 
input series a,. Dengan dcmikian, untuk melakukan uji diagnostik model fungsi transfer, 
harus dllakukan pemenksaan res•dual a, dari model noise dan residual a, dan 
prewhitcned mput model (Wei,l990). 
Cross Correlation Check. unruk menguji apakah deret noise a,, dan deret mput x, 
bersifat mdependen. Pemeriksaan im dapat pula dilakukan melalui suatu uji dengan 
formulas• sebaga1 bcril.ut 
A 
Q0 = 111(111 + 2)L (m- ; r ' p~u;(j) 
J•ll 
Statistik Qn mengikuti distribusi x! dengan derajat bebas (K+I )·m, dimana jumlah 
derajat bcbas iru udak terganrung pada banyaknya parameter yang di estimasi dalam 
model no1se, sedangkan m menunJukl..an banyaknya residual. 
2. Autocorrelation Check, untuk mcmenksa kecul-upan model noise. Untuk menguJI 
d1gunakan statistik Q sebaga1 bcrikut: 
• Q, m(m+ 2>2)m-;) 1 p 2;(;) 
J I 
Statistik Q1 mengikuti distnbusi x2 dengan derajat bebas K-p -q. dimana nilai ini 
hanya tergantung pada banyaknya parameter model noise. 
2.3. Model ARCH dan GAI~Cil 
2.3.1. Model ARC II 
Dalam model-model ekonometrik konvensional, varian dari residual 
diasumsikan konstan di scpanjang waktu. Akan tetapi pada banyak kasus terutama 
untuk data keuangan terdapat Ouktuasi yang tidak wajar pada suatu periode yang diikuu 
oleh penode bcnkutnya yang mungkin lebib stabil. Dalam kondisi asumsi vanan 
konstan (homoskedastisnas) udak terpcnuhi, banyak pendckatan yang di!,'llllakan untuk 
mengatasmya 1111salnya dengan mentransforrnasi datanya supaya variansnya menJadJ 
lebih stabil. 
Engle (I 982) mcnggunakan metode yang berbeda untuk mengatas1 hal tersebut. 
yaitu dengan memodclkan secara simultan mean dan variance sebagai sebuah data deret 
waktu. dimana varian tcrsebut mcrupakan model bersyarat berdasarkan inforrnasi 
pergerakan varian residual dari waktu kc waktu. 
Modtll ARCH mcrupa"an suatu kasus residual model ARlMA Box-Jenkins yang 
sudah memenuh1 asums1 dasar wh1te noise, tetapi dalam plot kuadrat residual 
mcnunjukkan ada perubahan 'arian Engle menyarankan untuk melakukan pemodelan 
tambahan pada kuadrat residual model, sehingga menggambarkan perubahan yang 
sesua1 dengan pcrgerakan waktu. Adapun model ARCH adalah sebagai berikut: 
A~ -2 -2 /:', ( c ,. .) = a, + a 1 c ,_, + . + a • c ,_ • + v, (2.20) 
2.3.2 Model GARCH 
Olch karena lag yang panjang pada hampir semua kasus sangat sulit untuk 
mencapai nilai non negatif dan kondisi stasioner, maka kemudian Bollersle"'s (1986) 
mengembangkan proses ARCH menjadi GARCH. 
Dalam suatu variabel random, proses residual memiliki bentuk &1 - v, viz, , 
dimana v, merupakan suatu proses wlute noise dan saling bebas terhadap residual 
sebelumnya &,.J. sehingga model GARCH(p.q) adalah : 
(2 .21) 
2.3.3 ldentifi kssi dan Pengujian Model ARCH-GARCH 
Konsep dasar suatu proses ARCH mirip dengan proses ARlMA Box-Jenkins, 
yaitu mengasumsikan stasioncritas dan linicntas. Untuk mengjdentifikasi apakah suatu 
model tersebut adalah ARCH-GARCll atau bukan, maka dapat dilakukan dengan cara 
menghitung mla1 ACF dan nilai PACF dari kuadrat residual yang dihasilkan dari mean 
model (ARI MA, lntervcnsi, Fungsi Transfer), atau dapat juga memakai tes Lagrange 
A!ulllpltcr Jlka terdapat conditiOnal hereroscedasflcity, disarankan untuk 
mcnggambarkan correlogram J...uadan residual dengan langkah-langkah sebagai bcrikut: 
I. Melakukan pemllihan model terbaik dengan menggunakan model ARlMA sehingga 
diperoleh mlai restdualnya dan setelah itu masing-masing residual dikuadratkan. 
Nilai tersebut dtgunakan untuk menghnung varian sarnpel residual sebagai berikut: 
Dtmana 7' adalah banyaknya residual 
2 Menghitung dan mcmbuat plot autokorelasi sampel dari kuadrat residual dengan 
rwnus: 
2)f.,z - a~ )(i:,_lz - 82) 
p(k) =--.. --- -
2::<£,2 - &2) 
1•1 
3. Umuk sampel yang cukup besar, maka untuk menguji proses white no1se standar 
deviasi Pro dapat didekati dengan rumus I d r. Nilai pr,. yang secara individu 
mempun)at mlat lcbth besar dan standar dcYiast. mengindikasikan adanya proses 
ARCH Selam ttu stausnk uji I,Jung Box-Q dapat digunak.an unruk mengUJI 
sigru tikan~• koetisten residual sccara kelompok, kemudian dibandingkan dengan 
d1stnbUSI X" dcngan derajat bebas (K-p-q). Adapun pengujian hipotestsnya adalah 
Hipotes1s yang dtgunakan adalah 
Ho: p, = P2 = ... - p, = 0 
H,:paling scdikit ada satu pl * 0 
dengan statisu" UJI yang digunakan 
F) = T(T .. 2) ~ .t\ ••• , ~t f7 (7' K) 
Daerah Penolakan (Tolak 11 1 ), yang digunakan jika Q* > y} ... ~At= 1.. _ P _ 9 , dimana 
nilaa p dan q adalah orde dari ARMA(p,q) yang artinya bahwa kuadrat residual 
terdapat proses ARCH;GARCJ I 
Uji IAJr,fWI?,e Mulltplter dJUsulkan oleh Engle untuk menguji adanya proses 
ARCH. Mctode mi mcmpunyai dua tahap yaitu: 
I. Menggunakan metode kuadrat terkecil untuk mendapatkan model AR (p): 
2. Menghitung besarnya kuadrat residual yang teajadi, kemudian meregresikan nilai 
tersebut schingga diperolch hasil taksiran sebagai berikut: 
Jika tadak ada pengaruh ARCH - GARCH, maka estimasi a, sampat a, harus sama 
dengan 0, anmya rcgresi tersebut mempunyai koefisien determinasi yang kecil. 
Tahapan penguJtan dari UJI l.a[!.range Muluplter adalah sebagai bcrikut: 
Pcnama ditentukan hipotcsis yang akan dagunakan, yaitu 
Hipotesis 
H, :a1 =a2 = .. =a,=O 
ll,:palingsedikit adasatu a; '1:0, t= 1,2, ... ,: 
dengan stati~tik uj1 yang dtgunakan adalah LM = TRz, dimana T banyaknya sampel 
residual , dan R2 adalah koefisien determinasi 
dan dengan mendefinisikan daerah penolakannya adalah sebagai berikut: 
Maka, apabila TRl > -i. H, harus dttolak. Hal m1 dalam l.:uadrat residual dapat 
dilakukan proses ARCH. 
2.3.4 t:stimasi Parameter ARC EJ-GARCR 
Estimasi parameter dtlakukan dengan meng&runakan metode Maximum 
Likelihood F.stimation (MLE) 
&, = y, - /}.x, 
c, - N(O,I) 
J.n L ={~) In (2n") -(!)In a2 - [ -' 2-]i: (y, - ,u)2 
- - (2a ) t=t 
I 
LYt 
,u:.!.:.L.... 
I 
T 
I t).,- .u>~ 
a~ =~'·:.:.1-~-
/ 
2.3.5. Penguj ian Parameter Model ARCH-GARCH 
Setelah dtlakukan estimasi parameter ARCH-GARCH, dilakukan pengujian 
utnuk mengetahui apakah parameter tersebut signifikan atau tidak. Misal fJ adalah 
estimasi parameter dari model ARCH-GARCH, maka uji hipotesisnya: 
H0 : /J = O 
H,: fJ 'P 0 
Sedangkan stat1stik uji yang d1gunakan adalah 
I =_/!_ 
,_ sd(p) 
Maka dengan mendefims1kan daerah penolakan adalah Tolak Hu jika t,..., > t W2.df• n -nr 
D1mana np adalah jumlah parameter staristik uji diatas berdistribusi t, dengan 
deraJat bebas banyaknya obscrvasi yang digunakan dikurangt dengan banyaknya 
parameter yang diduga dalam model. Sedangkan kriteria pengujiannya adalah Ho 
ditolak bila lt,..,tol lcbih bcsar dari nilai kritis distribusi t pada taraf si!,'llifikan a, 
sehingga parameter .Osignifikan dalam model. 
2.3.6. Kriteria Pemilihan Model Terbaik 
Pemilihan model yang tepat didasarkan pada suatu kriteria dari perhitungan 
residual model yang sesuai a tau berdasarkan kesalahan peramalan (Wei, 1990). Kriteria 
yang biasanya digunakan untuk memilih model berdasarkan residual adalah: 
I. Akwke ·.1 m/ormatum crtterton (AJC) 
AIC=N In (~)+2/+N+t\' ln(2n) 
2 Schwart 's baye.wan cruerwn (SB( ') 
Dimana 
SBC=.V In (S)+/ ln(N)+N+N ln(2n") 
.~r 
S sum square error 
N = banyaknya obscrvasi 
(2.22) 
(2.23) 
M U t tl(. PF_ t'! ~t)~1 ,:t. .... a .. ~ 
tNS i'l'fU T Tf:KNOUiW 
SEI'ULUH - NOPt:MBEI! 
/ - banyaknya parameter yang ditaksir 
n =3, l4 
Sedangkan kntena yang d1gunakan dalam pemilihan model berdasarkan kesalahan 
peramalan adalah 
3 . .lfeun Squure /;'rror f.\f.'ii:J 
I s , 
MSE = - " c • \ ,£.... I I 1 1•l 
d1mana 
c/ = 7. •. 1 - Z.(l) 
N = banyaknya data 
4.Mean Ahsolulr: l'ercenluf!l! Hrror (MAPE) 
M.APE z(-1 I ~)x! OO% N ,_, z-::1 
2.4. Pasar Modal dan Sa ham 
2.4.1. Pasar Modal Sebagai Alternatif Sumber pendanaan 
~ung~1 pasar modal adalah sebaga1 peleogkap lembaga keuaogan dengan cara 
menghubungkan antara pemilik dana (investor) deogao peminjam dana (emiten). 
Dengan demiloan pasar modal sebagai sarana untuk meningkatkan dan menghubungkan 
ali ran dana Jangka panjang yang dapat menunjang penurnbuhan ekonomi. 
lndeks harga saham mcrupakan suatu indikator yang menggambarkan 
pergerakan harga saham yang diperdagangkan 
Metode perhitungan indcks-indeks tersebut adalah dengan menggunakan rata-rata 
tertimbang dari nilai pasar. Rumus perhitungannya adalah sebagai berikut: 
indeks N•lai Pasar xI 00 
Nilai Dasar 
Nila1 pasar adalah kumulanf JUmlah saham periode t dikali~1ln dengan harga 
pasar penode t. Scdangkan Nila• dasar adalah kumulatif jumlah saham pada penode 
dasar dikalikan dengan harga dasar pcnode dasar. 
2.4.2 lnvestasi pada saham 
lnvestasi pada saham mempunyai res1ko yang lebih besar dibandingkan dengan 
obligasi, deposito, dan tabungan, tetapi sepadan dengan pendapatan yang diperoleh. Hal 
ini discbabkan pendapatan yang diharapkan dari investasi saham bersifat tidak pasti. 
Pendapatan saharn berasal dari dividcn ditentukan oleh kernarnpuan perusahaan 
rnenghasilkan laba, scdangkan capital gain ditentukan oleh naik turunnya harga saham. 
Pengetahuan rcs1l.o investas• merupakan suatu hal yang paling penting dimiliki 
oleh para investor maupun para calon investor. Seorang investor yang rasional harus 
memperllmbangkan pendapatan dan res•ko yang dikandung dalam alternatif invcstas• 
yang d1rencanal.an Sedangkan besar-kecilnya iuvestas1 terganrung pada Jems 
investasmya 
Res1ko mvestas1 saham tercermin pada variabilitas pendapatan saham. Bcsar 
kecilnya res1ko tergantung dan vanans pendapatan saham dinamakan resiko total yang 
mas1h terbagi lat.ri mcnjad• 
I. Resiko SIStemaus, yal!u resiko yang berpengaruh pada semua alternatif dan tidak 
dapat dikurangi dengan jalan melakukan diversi fikasi. 
2. Resiko udak sistcmalls. yaitu resiko yang melekat pada altematif investasi tertentu 
karena kondisi perusahaan atau mdustri tenentu, dan dapat dikurangi dengan jalan 
melakukan dtversifikasl.. 
2.4.3. luflasi 
Othhat dari penyebab te~adinya, mflasi dibedakan menjadi dua, yanu demand 
pull mjlauon dan co.\'1 push mj/a11on. Dari sisi permintaan, inflasi disebabkan oleh 
memngkatnya pcrmintaan agregat yang tidak dapat diimbangi oleh penawaran agregat 
pada suatu wal,."tu tertentu. Akibat dari inflasi ini adalah tingkat output lebih bcsar 
daripadajitlf employment, dan tenaga ke~ja banyak terserap ke dalarn kegiatan ekonomi. 
Sementara itu, tipe intlasi yaitu cost push mjlation yang disebabkan oleh 
ketidak:mampuan se!,.tor produksi. karena meningkatnya biaya input. Selanjutnya, 
menurut Waluyo dan Siswanto (1998), jika melihat impact yang muncul, maka inflasi 
di Indonesia mengarah pada tipe co.v/ ptLth inflation. 
Reilly ( 1992) menyatakan dua pendapat mengenai hubungan antara inflasi 
dengan barga saham. Pendapat penama menyatakan bahwa ada korelasi positif antara 
inflast dan harga saham. dengan asumst mflasi yang te~adi adalah demand pull 
mj/auon, yattu mflast yang tel)adt karena adanya kelebihan permintaan dan penawaran. 
Pada keadaan ini perusahaan dapat membebankan peningkatan biaya kepada konsumen 
dengan proporst yang lebih besar, sehingga keuntungan perusahaan meningkat. Dengan 
dcmikian diharapkan hal mi mcningkatkan kcmampuan perusahaan untuk membayar 
dividen dan akan memberi penilaian positifpada harga saham. 
Pendapat kedua menyatakan bahwa ada korclasi negatif antara intlasi dan harga 
sabam. Pendapat ini didasarkan pada asumsi inflasi yang terjadi cos! push injlatwn, 
yaitu inflasi yang terjadi karena kenatkan biaya produksi. Dengan adanya kenaikan 
harga bahan baku dan tenaga kelJa, sementara dalam kondisi inflasi, produsen tidak 
berant menaikkan harga produknya. Akibamya keuntungan perusahaan menurun dan 
kemampuan perusahaan untuk membayar dividen menurun. Hal ini akan memberikan 
penilatan negattf pada harga saham. 
2.4.4. Tingkat Suku Bunga 
Perilaku investor dalam melakukan investasi di pasar modal sangat dipengaruhi 
oleh tingkat suku bunga. Suku bunga berpengaruh terhadap harga saham karena 
penganrhnya pada keuntungan perusahaan, tetapi yang Jebih penting suku bunga 
mempunyai penganth pada pcrsaingan dalam pasar saham dengan obligasi. 
Jika suku bunga meningkat, investor memperoleh pendapatan yang lebih tinggi 
dt pasar oblrgasi atau deposito sehingga para investor rnenjual harga saham dan 
menyalurkan dana dan pasar saham ke pasar obligasi atau deposito. Pengalihan dana ini 
akan menurunkan harga saham, dan sebaliknya jika suku bunga turun maka harga 
saham akan mcmngkat 
2.4.5. Kebijaksanaan 'ilai Tukar 
Ntlai \'&luta asing (valas) adalah perbaodingan antara harga mata uang suatu 
negara dengan mata uang negara lain. Valas merupakan salah satu altematif invcstasi 
bagi masyamkat yang memiliki kelebihan dana. Apabila nilai mata uang Rupiah 
mengalami depresiasr, maka investor cenderung akan mengalihkan investasinya kc 
valas. Apabila investor saham banyak yang mengalihkan investasinya ke pasar valuta 
asmg, maka mengaktbatkan turunnya harga saham yang sekaligus akan menurunkan 
pendapatan saham. 
Sccara gans besar, Indonesia telah menerapkan tiga sistem nilai tukar yaitu: 
I. Sistem Ntlat Tukartetap ( 1970 - 1978) 
Dalam periode 1970-1978, lndonesta menganut sistem kontrol devisa yang relatif 
ketal Dimana mlru tukar tetap dengan kurs resmi RP. 250 per USD, sementara kurs 
mata uang lain dihitung berdasarkan nilai tukar Rupiah terhadap USD. 
2. Sitem Nilat tukar mengambang terkendali ( 1978 -Juli 1997). 
Pada sistem mlai tukar mengambang terkendali, nilai tukar rupiah diambangkan 
terhadap sekeranjang mala uang negara-negara mitra dagang utama Indonesia. 
Untuk menjaga kestabilan nilai tukar rupiah pemerintah melakukan intervensi bila 
kurs bcrgejolak melebihi batas atas atau batas bawah. 
3. Sistem Ntlai tukar mengambang bebas (Sejak Agustus 1997). 
Sistem nilat tukar mengambang bebas adalah apabila harga dari suatu mata uang 
ditentukan oleh kekuatan permintaan dan penawaran di pasar dengan tanpa campur 
tangan pemerintah 
BAB III 
METODOLOGI PENELITIAN 
• 
3.1. Sumber Data 
BABffi 
METOOOWGI PENEUTIAN 
Penehtian ini meng&'Unakan data selrunder yang bersumber dari publikasi 
Jakarta Stock Exchange Monthly Statistics (JSX Monthly Statistics), yang 
diterbitkan oleh BEJ. Data yang digunakan adalah data Lndeks Harga Saham 
PT.HM Sampocrna secara bulanan. Selain itu juga, penelitian ini menggunakan 
data tingkat suku bunga, tingkat inflasi, dan kurs nilai Rp/US$ secara bulanan 
yang diterbitkan oleh Bank Indonesia, dimana data yang digunakan adalah data 
selama periode Januari 1994 sampai Dcsember 2003. 
3.2. Variabel Penelitian 
Dalam pcnelillan ini digunakan 3 variabel input dan satu variabel output, 
yaitu Lndeks Harga Saham PT.IIM Sampoerna. Sedangkan sebagai variabel 
mputnya adalah· 
I. Tmgkat lnflas1 
2. Tmgkat suku bunga 
3 Kurs Rp/USS 
3.3. Metode Analisis 
Metode analis1s yang digunakan dalam penelitian ini adalah dcngan 
menggunakan metodc kuantitatif, baik secara deskriptif maupun secara infrensia. 
Adapun tahapan anal isis yang digunakan adalah sebagai berikut: 
Mengaphkas1kan pemodclan fungs1 transfer multiinput untuk mendapatkan 
mean model data lndeks Harga Saham 
Tahap I : ldentifikasi bentuk model 
I. Mempcrs1apkan deret input dan output. 
2. Pemutihan deret input. 
3 Pemutihan dcrct output. 
4, Perhitungan korclasi si lang (cross correlorion) dan autokorelasi 
untuk deret input dan output yang telah diputihkan. 
5. Penaksiran langsung bobot respon impuls. 
6. Penetapan nilai r (ni lai pada cross-corre/o(Jon yang menyatakan 
bahwa y, d1pcngaruh1 olch masa lalunya), nilai s adalah nilai pada 
cross-correlation yang mcnunjukkan seberapa lama deret y, terus 
dipengaruhi oleh Xt-1>-J, ... ,t,.~>-s, dan oilai b yaitu nilai yang 
menyatakan bahwa y,dipengaruhi oleh x, sampai peri ode t b. 
7. PenakSJran awal dcret noise (n,) dan perhitungao autokorelasi dan 
pars1al autokorelas• garis deret mi. 
8. Penetapan (p,,q.) untuk model ARIMA(p,,O,q.) dari deret no1se 
(n,). 
Taha11 2 : Penaksiran Parameter Model Fungsi Transfer. 
I. Menctapkan taksiran awal nilai parameter 
2. Mcnetapkan taksiran akhir ni lai parameter 
Tahap 3 : Uji Diugnosis Model Fungsi Transfer. 
Perhitungan autokorelasi untuk nilai residual(at) 
2. Menghuung CCF antara a, dan a,. Bila autokorelasi untuk a, dan 
CCF telah nol maka model yang diperoleh merupakan model 
transfer yang sesuai .. 
Tabap 4 : Penggunaan .Model Fungsi Transfer Untuk Peramalao 
11 Pemodelan ARCH-GARCH untuk mendapatkan vanance model. 
I. Menghitung bcsamya residual yang teljadi dari model fungsi transfer 
multiinput 
2. Menguji apakah terdapat proses ARCH-GARCH pada kuadrat residual 
dcngan menggunakan l,jun?. Box dan /,M 1es1 
3. 13ila ada indikasi proses heterokedastisitas, maka dilakukan pembuatan 
plot dari J...uadrat res1dual. 
4. Pendugaan model ARCH-GARCH yang mungkin dengan melihat plot 
ACF dan PACF dari kuadrat residual. 
5. Mengesumas1 parameter model dan kemudian menguji signiflkansioya. 
Jika parameter model telah s1gnfikan, maka variance error model yang 
telah layak dipcroleh. 
6 Melakukan peramalan dengan mcnggunakan model ARCH-GARCH yang 
diperoleh 
Skema Pengolahan Data 
Data 
TS Plot, ACF, dan P ACF 
Pendugaan Parameter dan Pengujian Model 
Transfer 
Pcndugaan Parameter dan Pengujian Model 
ARCH,GARCH 
Uji kelayakan model 
D1peroleh \.1odel dan 
dilakukan Perarnalan 
Diffrencing 
atau 
transfonnasi 
tidak heterokedastis 
Pendugaan 
parameter 
dengan model 
transfer 
BAB IV 
ANALISIS DATA 
DAN PEMBAHASAN 
BABIV 
A~ALIS IS DATA DAN PB1BAHASAN 
4.1 Oeskripsi Variabellnput dan Output 
Pada bag1an 101 akan dijclaskan deskripsi variabel yang dipakai sebagai variabel 
mput dan output Vanabel output ya•tu Indeks Harga Saham PT. H.M Sampoema 
sedangkan vanabel inputnya terdiri dari intlasi, tiogkat suk:u bungs, kurs Rp/USS. 
Untuk lcbih jelasnya dapat dilihat pada Lampi ran E. 
Tabcl 4.1 Deskripsi Variabcl Input dan Output 
Variabel Minimum Maximum Mean 
IHSI 80,4 705,4 432,73 
lnflasl 
· 1.050 12,670 1,090 
Suku bunga 8,21 70,81 18,301 
Kurs S 2122 14900 6328,63 
Dari Tabel 4. I dan Gambar 4.1 terlihat bahwa nilai tertinggi lHS PT.H.M 
Sampoema adalah ~ebesar 705,4 dan nllai terendah sebesar 80,4, dimana ni lai lndel..s 
Harga Saham mcngalami tluktuas1 
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Gambar 4. 1 Plot Data IHSI 
Pada Gam bar 4.2 terhhat bahwa pada sebelum teljadi krisis rnoneter nilai inflasi 
cenderung stab1l dibawah I persen perbulan, kemudian mencapai puncak sebcsar 12,4 
persen, tetapi setelah itu mcngalami pcnurunan yang cukup drastis dan kemudian 
nilamya cendcrung Mabil lag• sel.itar satu hingga dua persen perbulan. 
Garnbar 4.2 Time series plot inflasi 
Pada Gambar 4.3 ditunjukkan bahwa tingkat suku bunga pada awal pengamatan 
cenderung ~'tabil pada kisaran 15%. Akan tetapi sejak bulan Agustus mengalami 
peningkatan, dan mencapa1 puncak pada bulan September 1998 sebesar 63,21 % yang 
mana ini discbabkan pcmerintah menerapkan kebijaksanaan uang ketat dengan cara 
menaikkan tmgkat suku bunga 
"' 
.. 
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Gam bar 4.3 Time series plot suku bunga 
Dengan adanya ~ebijakan Bank Indonesia yaitu manag~:cl floating rate menjadi 
free jlootmg rate, mlai tukar Rupiah cenderung mengalami penurunan terbadap US$. 
Sebagai puncak melemahnya nilai tukar 101 adalah sebesar Rp.I4.9001USS. Untuk lebih 
jelasnya dapat dihhat pada Gambar 4.4 dibawah ini. 
Gam bar 4.4 Time series plot Kurs US$ 
4.2. Pemodelan Fungsi Tran~fer Ocngan Variabel output lndeks Harga 
Sabam PT. ll.M Sampocrna 
Dalam bagian ini akan dijelaskan beberapa tahapan dalam pemodelan fungs• 
transfer yauu identifikas1 model, pembentukan model aw11l, estimasi model dan uji 
diagnostik model 
4.2.1. Tahap ldcntifikas i Model Fungsi Transfer 
ldentilikasi model awal dilakukan dengan pemeriksaan plot time series, ACF, 
PACF untuk masmg mas1ng variabel input dan variabel output, yang dilakukan dalam 
tahap ini adalah 
I. ldentifikasa untuk derct input (inflasi, suku bunga, dan kurs$) 
Tahap adentifikasi model selain dilihat pacta time series plot juga dapat 
dilihat pacta plot ACF dan PACF. Berdasarkan Gambar 4.2 terlihat bahwa data 
mflasa belum stasaoner terutama dalam mean., maka dilakukan diffrence untuk 
memenuhi data yang memaliki stasionentas dalam mean. Untuk lebih jelasnya 
dapat dahhat pada plot ACF dan PACF yang menunjukkan ketidakstasioneran. 
INFLASI 
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Gambar 4.5 Plot ACF dan PACF inflasi 
Pacta Gambar 4.6 terlihat bahwa dengan melakukan difference, data 
terlihat sudah stasaoner. Dengan melihat ACF dan PACF yang telah d1 difference 
pada Gambar 4 7 maka dcret input inflasi mengil-uti model AR!MA([2,4,8), I ,0) 
... , n•t ... ., 
Gam bar 4.6 plot time series inflasi diff l 
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Gam bar 4. 7 Plot ACF dan PACF inflasi setelah proses diff I 
Pada Gambar 4.3 untuk data suku bunga terlihat bahwa data belum 
stasioner dalam mean, juga dilakukan diffrence sehingga data stasioner dalam 
mean. Dari plot ACF terlihat data suku bunga tidak stasioner 
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Gam bar 4.8 Plot ACF dan PACF suku bunga 
Pada Gambar 4.9 sudah terlihat bahwa data suku bunga sudah stasioner 
dalam mean, dimana nilai sudah terletak disekitar nilai no!. dan Selanjutnya 
dapat dilakukan dugaan model sementara berdasarkan plot ACF dan PACF yang 
sudah di dtjjre1noe. Lebih jclasnya dapat dilihat pada Gambar 4.1 0. Dari plot 
ACF dan PACF dugaan sementara modelnya adalah ARlMA ( 1,1 ,0) . 
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Gambar 4.9 Plot time series suku bunga diff I 
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Gambar 4. 10 Plot ACF dan PACF suku bunga diff I 
Pada Gambar 4.4 untuk data ni1ai tukar rupiah terhadap dollar terlihat 
tidak stasioner dalam mean. Untuk menstasionerkan data ini maka diperlukan 
dif.frence schingga diperoleh data yang stasioner dalam mean. Pada Gambar 4.1 J 
terlihat plot ACF dan PACF juga tidak stasioner. 
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Gambar 4.11 Plot ACF dan PACF kurs RP!US$ 
Hasil Gltjfrence 1 dari data nilai tukar rupiah terhadap dollar sudah 
terlihat stasioner. Hal ini dapat dilihat pada Gambar 4.1 2. Selanjutnya dapat 
dilakukan pendugaan sementara model ARIMA berdasarkan pada plot ACF dan 
PACFnya. Pada Gambar 4.13 terl ihat bahwa dugaan sementara ARIMAnya 
adalah (0, I ,[5 j) 
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Gam bar 4.12 Plot time series kurs Rp!US$ diff I 
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Gambar 4.13 Plot ACF dan PACF nilai tukar rupiah/$ diff I 
2. ldentilikasi Output 
Meskipun dari plot ACF dan PACF pada Gambar 4.15, terlihat bahwa ACF 
turun secara lambat. dan plot PACF cut off di lag I, akan tetapi bila dilihat pada 
gambar 4 16 time series plot untuk dcret ouput terlihat belum stasioner, sehingga 
diperlukan cliffrence. 
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Gambar 4.14 Plot ACF dan PACF IHSI 
• 
.. 
... 
• 
• .. 
"' .,
•• 
• 
·-
~ .. • • ., 
Gam bar 4.15 Time series plot IHSJ 
Sctelah dilakukan difference l , terlihat bahwa data sudah stasioner dalam mean 
seperti tampak pada Gambar 4.16. Begitu pula dengan plot ACF dan PACFnya yang 
sudah tampak dapat mcnunjukkan kcstasionerannya . 
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Gambar 4.16 Plot time series lliSI diff-1 
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Gam bar 4.17 Plot ACF dan PACF diff-1 
Namun d~m1klan, apapun model dari dcret output, pada akhimya deret output akan 
dimodelkan sepeni derct inputnya 
3. Prewlutenmg Deret Input 
Setelah dtlakukan tahap tdentifikasi, maka diperoleh model }'CIIIg sesuai untuk 
deret input vanabcl Innasi adalah ARIMA((2,4,8],1,0), karena telah memenuht 
signifikansi parameter dan syarat cukup model , yaitu residual sudah memenuhi asumsi 
whtte noise. Sccara matcmaus, model terscbut dapat ditulis dengan: 
a,, = (1 + 0,2823882 + 0,22 I 198' + 0,259798")x11 • ( 4.1) 
Dengan cara yang sama, maka dapat diperoleh persamaan untuk variable 
input suku bunga, dan kurs!USS. Adapun model untuk deret input variabel suku bunga 
adalah ARIMA( 1, 1,0). Secara matcmatis model tersebut dapat ditulis dengan: 
(4.2) 
Model untuk deret tnput kurs/US$ adalah ARIMA(0,1,[5]) sehingga secara matematts 
model terscbut dapat diiUhs dengan: 
(4.3) 
4. Prewhitcning untuk deret output 
Untuk mcnjaga integritas model fungst transfer, maka transformasi prewhitening 
yang dilakukan untuk dcret input juga harus dilakukan pada deret output, sehingga 
dengan mengtkuti model ARlMA deret input variabel lnflasi adalah ARJMA 
([2,4,8],1 ,0), maka prewhitening deret ourput mengha~ilkan persamaan sebagai berikut: 
p, -(I + 0.2823882 +0.22 1198' + 0,2597988 )y1, . (4 4) 
Dengan cara yang sama seperti yang dilakukan pada deret input inflast, maka 
untuk deret input suku bunga dtdapat model pcrsamaan: 
P2, ==(I- 0,561628)y2,. (4.5) 
Sedangkan untuk variabcl mput kursS didapat model prewhitening untuk ourput adalah 
1 
j},, = (1 + 0,02400681/''' (4.6) 
4.2.2 Tahap Pembentukan Model Awal 
Tahap ini baru dilakukan setclah tahap identifikasi, sehingga dari model awal ini 
akan diuji apakah layak untuk model akhir. Pada tahap pembentukan model awal ini ada 
beberapa langkah yang harus dilalui yaitu: 
Pembcntukan nilai ( r,s,b) pada model fungsi transfer dan CCF. 
Penentuan mlat r,s,b dalam menduga model transfer dapat dilihat dari plot cro.1~-
correlatwn untuk masmg-masmg variabel input Untuk variabel input inflasi sepertt 
terlihat pada Lampiran A. Dari plot cro.\s-correlatwn yang menunjukkan hubungan 
antara derct mput inflasi dengan deret output Indeks Harga Saham PT. Sampocma 
memberikan lag yang signifikan pada lag ke-8. Dari plot CCF tcrsebut dapat diartikan 
bahwa inflasi akan bcrpcngaruh pada IHSI pada 8 bulan berikutnya. Schingga nilai b- 8, 
olch karena plot CCF tidal- mt:nunjukkan pola yangjelas maka nilai s= 0, dan r-0 
Untuk variabel input suku bunga pada Lampiran B. Dilihat dari plot eros!>-
correlatwfl antara lndcks Harga saham PT. Sampoerna dan suku bunga terlihat 
membenkan niJar yang signrfikan pada lag ke 9 yang berani bahwa suku bunga 
berpengaruh terhadap IllS! pada 9 bulan bcrikutnya. Sehingga nilai b- 9 . oleh karena 
plot CCF ttdak menunJukkan pola yangjelas maka nilai s= 0, dan r=O. 
Sedangkan untuk variabcl mput kurs/USS yaitu pada plot cross-correlatton 
antara lndeks llarga Saham PT. Sampoema dengan kurs!USS menunjukkan nilai yang 
sil,''llifikan pada lag kc 0, yang bcrarti bahwa kurs berpengaruh pada IHSI pada bulan 
yang sama. Seningga nilai b-0 , oleh karena plot CCF tidak menunjukkan pola yang 
jelas maka nilai s- 0, dan r=O, jelasnya dapat dilibat pada Lampi ran C. 
4.2.3 Tabap Estimasi Parameter Fungsi Transfer 
Pada tahap ini dicari taksiran parameter-parameter pada model fungsi transfer 
umuk vanabel input. Secara lcngkap hasil dari estimasi parameter untuk masing-masing 
variabel input disajikan pada 1abcl 4.2 
Tabel4.2 llasil cstimasi parameter model fungsi transfer 
I Parameter Input p- lag shift I Standar AlC 
value error 
lnflasr a>, = -8, 18468 0,0246 0 8 3,5883 1114,55 
SBI ro,1 = 3,26989 0,0330 0 9 1,51310 1135,028 
I K"' I·· ·-0,01198 1 0,0288 0 0 0,00541 1223,727 
Dengan demikian dapat dltuliskan model fungsi transfer single input untuk 
variabcl inOast dan IHSI 
{1-B)}, =-8,18468(1 -H)X1,_,•u,. 
t; = };_, - 8,18468X,-A + 8,18468X,_. +a,. 
(4.7) 
(4.8) 
Model persamaan 4.8 dapat dtartikan bahwa nilai lliSJ pada wak1u ke-t dipengarulu 
oleh tingkat IHSl pada bulan sebclumnya{wal.."tu ke t-1) dil..-urangi dengan 8,18468 
tingkat inOasi 8 bulan sebelumnya, ditambah 8,18468 tingkat inflasi 9 bulan 
sebelumnya. 
Dengan cara yang sama diperoleh persamaan model fungsi transfer single input 
untuk variabel suku bunga adalah : 
Y, = };_, +3,26989X2, _9 - 3,26989X2, _10 + u, . (4.9) 
Model diatas dapat diartikan bahwa JJ lSI dipengaruhi oleh tingkat lHSI pada bulan 
sebelumnya (waktu t- 1) ditambah 3,26989 kali tingkat suku bunga sembilan bulan 
sebelumnya atau pada waktu t-9, ditambah dengan -3,26989 kali tingkat suku bunga 
pada 10 bulan sebelurnnya 
Sedangkan untuk \anabel input kurs:USS didapat fungsi transfer single input 
sebagat benkut 
}; = },_1 +0,0!198X 11 -0,01!98X1H + u,. (4.10) 
Dari persamaan 4.10 dapat diarttkan bahwa nilai IHSI pada waktu ke-1 dipengaruhi oleh 
IH.Sl pada bulan sebelumnya, ditambah 0,01198 kali nilai kurs bulan itujuga, ditambah 
-0,01198 kalt nilai kurs/US$ pada I bulan sebelurnnya. 
4.2.4. Tabap Pemeriksaan Oiagnostik Model Single Input 
Untuk mengetahUI kelayakan suatu model, maka perlu dilakukan pengUJian 
terhadap kesesuaian deret noise dari suatu model , dan tidak adanya korelasi antara 
residual dengan vanabel mputnya. Ada beberapa langkah yang dilakukan dalam 
pemenksaan diagnosul.. model yauu: 
Pemeriksaan Autokore/a.\'1 untuk residual model 
Pemenksaan awokorela.w dari residual dapat dilihat dari nilai-nilai autokorelas1 
dari model untuk semua variabel input (inflasi, suku bunga, dan kurs). Adapun hipotcsis 
yang digunakan adalah 
Ho : residual dari model noise independent 
H1 : residual dari model noise dependent 
Dengan kriteria pengujian yang digunakan keputusan menolak H0 bila nilai p-value < Ct. 
Untuk variabclmput inflasi pemeriksaan aulokorelasi residual dapat dilihat pada 
Tabel 4.3. Dan tabel tersebut tcrlihat nilai-nilai awokorelas1 dari residual sampai pada 
lag 24, nilainya kecil atau dari nilai p-value pada semua Jag lebih besar dari a - 5%. 
sehingga dapat d•s•mpulkan bahwa residual mdependen secara statistik. 
Tabel 4.3 Nila1 pemeriksaan autokorelasi residual untuk variabel input inflasi 
Lag 1 Chi-square OF 1 p-value 
I I"' --+6-::-------'-::-:0,4=867---l I~ ·B 12 0 JT9 
' 
.- .) 
,58 18 0,4 I 95 18 18 
24 21 ,60 24 0,6029 
Untuk variabcl input suku bunga pemeriksaan autokorelasi juga dilakukan, 
untul.. melihat apakah residual independen atau tidak. 
Tabel 4.4 Nilai pemenksaan autokorelasi residual untuk variabel input suku bunga 
I ~g +-1 Chi-square ' DF p-vaJue 6.86 6 0,3341 
ta_ 13,15 12 0,3580 18.78 18 0,4058 20,99 24 0,6395 
Dari label 4.4 terlihat bahwa nilai dari p-value lebih besar a =5% untuk semua 
lag Sehingga dapat dikatakan bahwa res1dual telah memenuhi asumsi independen. 
Sedangkan untuk variabcl kurs/US$ pemeriksaan aU1okorela1·i dapat dilihat pada 
Tabel 4.5. Pada label tersebut asumsi residual independen terpenuhi, ini dapat dilihat 
dari nilai p-valuc pada sernua lag lebih besar dari a =5%. 
Tabel4.5 Ni laJ perncriksaan autokorelasi residual untuk variabel input kurs/US$ 
I Lag Chi~quare OF p-value 
6 5,46 6 0,4867 
12 14,43 l2 0,2739 
18 18.58 18 i 0,4195 I ,1 21.~ _..,L.__24 _ __J__o_,6_02:_j 
2 Perncriksaan cros~-corrclauon untuJ.. deret input dengan nilai residual 
Pcmeriksaan cro.u-correla11on berguna untuk mengetahui apakah antara deret 
input dcngan nilai residual mdependen secara statistik atau tidak. Pemeriksaan ini 
dilakukan untuk masmg masmg variabel input. Adapun hipotesis yang digunakan 
adalah 
li<J : re~idual dari model noise dan deret input independent 
H1 : residual dari model noise dan deret input dependent 
Dengan kritena pengujian yang digunakan keputusan menolak Ho bila nilai p-value < a 
Pemenksaan Cm.H·correlallon untuk variabel input inflasi dapat dilihat pada 
rabel 4 6. Dari tabel u:rsebut tcrhhat bahwa nilai-nilai cross-correlation antara a, dan a. 
sangat kcc1l llal 101 JUga d1dukung oleh nilai p-value pada semua Jag nilainya lebih 
besar daTI a~5°o Schmgga dapat disimpulkan bahwa antara deret input dengan residual 
independen secara stausuk. 
Tabel 4.6 Nila1 pemeriksaan cross-corre/otwn residual untuk variabel input mflasi 
Lag Chi-square DF p-value 
~- 3,32 5 0,6506 
I I 14,15 I I 0,2247 
t±t 26,41 17 0,0673 -30,92 23 0,1248 
Untuk variabel input suku bunga pemeriksaan outokorelasi dapat dilihat pada 
Tabel 4 7. Pada label terscbut asumsi residual independen terpenuhi, ini dapat dilihat 
dari nilai p-value pada semua lag lebih besar dari a =5%. 
Tabel4 7 Nilai pemeriksaan cross-correlation residual untuk variabel input suku bunga 
Lag Chi-square DF p-value 
5 4,71 I 5 0,4519 
I I l 14,89 II 0,1878 
~ 18.26 17 0,3725 ~2 23 0,3092 
Dari Tabel 4.8 tcrlihat bahwa nilai dari p-value lebih besar a. =5% untuk scmua 
lag. Sehingga dapa1 dikatakan bahwa residual dari variabel input kurslUS$ telah 
memenuhi asumsi indepcnden 
Tabel 4.8 Nilai pemeriksaan cross-correla/lon residual untuk variabel input kurs!USS 
Lag Chi-square OF p-value 
5 5,26 5 
I 
0,3846 
I 
II 13,14 
I 
I I 0,2845 
f-
17 25,29 17 0,0884 
23 ___ 3_7 .9-=-1 +- 2:-::J ---+- o=-,o=-=5:-::6-:-1 --1 
4.2.5 Uji kenormalan 
Untuk melihat pola kenonnalan residual mean model pada pemodelan fungsi 
transfer single input dilakukan dengan melihat plot sebaran residualnya yang 
dibandingkan dengan kurva nonnal. Adapun hipotesis yang digunakan untuk pengujian 
adalah H0 : residual bcrdistribusi normal 
H1 : residual tidak berdisrribusi nonnal 
Dcngan kriteria pen1,rujian yang digunakan adalah Ho ditolak pada p-value < 0,05 
Unruk fungsi transfer dengan variabel input inflasi. diketahui bahwa residual 
model transfer IHS PT. HM. Sampoema berdistribusi nonnal. Ini dapat dilihat pada 
nilai p-valuc sebesar > 0, 116, dcngan demik:ian model fungsi transfer sudah memenuh1 
asums1 kenonnalan Untuk lebih jelasnya dapat dilihat pada Gam bar 4. 18. 
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Gam bar 4. 18 Plot kenonnalan IHSJ dan inflasi 
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Gam bar 4.19 Plot kenormalan JHSJ dengan suku bunga 
Asumsi kenormalan juga dilakukan pada model fungsi transfer dengan variabel 
input suku bunga. Dari Gambar 4. 19 diketahui residual dari model transfer dengan 
variabel suku bunga memcnuhi asumsi kenormalan dengan nilai p-value > 0, 15. 
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Gambar 4.21 Plot kenormalan IHSI dengan kurs 
Scdangkan untuk model fungsi transfer dengan variabel input kurs, didapat nilai p-value 
sebesar 0,15 yang berarti asumsi residual berdistribusi normal terpenulti, untukjelasnya 
dapat dilihat pada Gambar 4.21 
4.2.6 Pc rama1an dari hasil fungsi Transfer 
Tahap selanJutnya mclakukan validasi model fungsi transfer untuk tiga variabel 
mput yaitu mllast , suku bunga, dan kurs/USS. 
UmuJ.. variabel input mnasi, model fungsi transfer pada persamaan 4.8 dengan 
meramalkan mlat lndeks harga saham PT. HM. Sampoema bulan Agustus sampa1 
Dcsember 2003 dengan mcmbandingkan dengan data aktualnya. 
Tabe1 4 9 Perhitungan MAPE model fungsi transfer dengan input inllasi. 
Bulan 
A gust us 
' Septem bcr 
ktober 
opember 
Descmber 
I 
Ramala 
893,2 17 
896,49 
901 ,402 
901 ,3 18 
902,302 
n Batas bawah 
788,828 
748,862 
720,594 
696,143 
668,390 
Batas atas Simpangan 
997,610 0,100 
1044.12 0,103 
I 082,21 0,042 
1113,70 0,008 
1135,23 0,016 
Dari hasil perhitungan tersebut didapat ni1ai MAPE sebesar 26,9%. Nilai 1111 
menunjukkan bahwa model fungsi transfer yang terbentuk apabila digunakan untuk 
meramalkan nilai lndeks harga saham PT. HM Sampoerna bulan Agustus sampai 
Desember 2003, maka membcnkan kesalahan sebesar 26.9 % .. 
Tabel4 10 hast! ramalan dengan input inflasi 
Bulan Remalen Std error Batasbawah Batas atas 
Januari 901,32 1.30462 645,62 1157,02 
Februari 902,302 1,40915 626.114 1178,49 
Maret 902 793 1,50644 607,536 1198,05 
April 901 ,822 1,60124 587,985 1215,66 
Mel 900,941 1,69073 569,565 1232,32 
Juni 899,722 1,77422 551 ,982 1247,46 
Jull 898,948 1,85395 535,58 1262,32 
Kemudian untuk meramalkan nilai beberapa bulan kedepan menggunakan model 
transfer pada persaman 4.8. Adapun hasil ramalan dapat dilihat pada Tabel4. 10 
Untuk Fungs1 Transfer dengan variabel input suku bunga, pcrhitungan MAP£ 
untuk validas1 model transfer pada persamaan 4.9, dilihat pada Tabel4.11 
fabel4 I I Perhuungan MAP I:: model fungsi transfer dengan input sulru bunga. 
r 
Bulan 
Agustus 
Septembe 
Oktober 
Nopem ber 
Ocsember 
Ramalan 
887,766 
887,341 
886,556 
885,085 
882,226 
Bata! bawah 
782,747 
738,822 
704,658 
675,047 
647,508 
Batasatas Simpangan 
992,79 0,094 
-I 035,86 0,094 
1068,45 0,026 
1095,12 0,047 
1117,17 0,005 
Dari hasil perhitungan tcrsebut didapat nilai MAP£ sebesar 26,6%. Ni lai ini 
menunjukkan bahwa model fungsi transfer pada persamaan 4.9, dengan variabel input 
suku bunga yang terbentuk apabila digunakan untuk meramalkan nilai lndeks harga 
saham PT HM. Sampocma bulan Agustus sampai Desember 2003, maka memberikan 
kesalahan sebesar 26,6 ~o Adapun hasil ramalan dapat dilihat pada tabel4. 11 . 
Tabel 4 I I Hasll ramalan untuk variabel suku bunga 
Bulan Ramalan Std error Batas batas atas 
bawah 
Januari 881 ,226 1,31249 623,983 1138.47 
Februari 879,199 1,41765 601,344 1157,05 
Maret 876,223 1,51553 579,184 1173,26 
April 874,818 1,60747 559,76 1189,88 
Mei 874,028 1.69682 541 ,457 1206.6 
Juni 873,584 1,78498 523.735 1223,43 
Jull 873,335 1,87135 506,558 1240,11 
Validast model transfer juga dilakukan pada variabel input kurs/US$. Adapun 
hasil dari perh11ungan MAPE dari model transfer pada persamaan 4.12 dapat dilihat 
pada Tabel4.12 benkut 
Tabel 4 12 Perhttungan .\./APT: model fungsi transfer dengan input kurs/USS 
Bulan Ram alan Batas bawab Batas atas Simpaogao 
Agustus 888.1 so 784,900 991,400 0,095 
I-::-· 
September 888,415 742,396 1034,43 0,095 
1-::-O ktober 888.3 11 709,476 1067,15 0,028 
~opem ber 888,394 681 ,892 1094,90 0,051 
Desember 888,223 657,347 11 19,10 0,0003 
Dari persamaan 4. 10, bila dilakukan validasi, didapat nilai MAP£ sebesar 
26,9%. Ni lai ini menunjukkan bahwa model fungsi transfer dengan variabel input 
kurs/US$ yang terbentuk apabi la digunakan untuk meramalkan nilai lndcks harga 
saham PT. HM. Sampoema bulan Agustus sampai Desember 2003, maka memberikan 
kesalahan sebesar 26.9 % Kemudian dilakukan peramalan didapat basil pada tabel4.13. 
rabel 4 13 Hast I ramalan variabel input t..'11ISIUSS 
Bulan Ramal an Std error Batasbawah Batasatas 
Januari 888223 1 29269 634,861 1141,59 
Februari 888223 1.39804 614,213 1162,23 
Maret 888,223 1,49598 595.016 1181,43 
April 888.223 1,5879 577 1199.45 
Mel 888,223 1,67478 559,972 1216,47 
Junl 888 223 1,75737 543,785 1232,66 
Jull 888,223 1 83625 528,325 1248,12 
4.3 Pemodelan ARCH/GARCH untuk Jndeks Harga Saham PT. Sampoerna 
Model ARCIUG/\RCH diperoleh dengan melihat pola residual model, apab1la 
residual sudah dalam keadaan white noise. maka perlu dilakukan identifikasi dan 
pengujian terhadap kuadrat residual yang diperoleh dari model terscbut Langkah 
selanjutnya adalah melakukan uj1 Ljung Box dan LM test untuk mengetahui orde dari 
model dugaan. Adapun hasil UJI LJung-Box dan uji LM untuk masing-masing masmg 
variabel input. Untuk variabcl input intlasi dapat dilihat pada Tabel 4.14. Adapun 
hipotesis yang digunakan adalah : 
Ho: Tidak tel)adi proses ARCH/GARCH 
H1 : Terjadi prosesARCH/ GARCII 
Dengan kriteria pengujian tolak H1, ditolak pada nilai p-value < 0,05. 
Tabel Uji 4. 14 Ljung Box dan Labrrange Multiplier 
10rder Q Pr>Q LM Pr>LM 
I 0,0 192 0,8899 0,0356 0,8503 
-2 0,2057 0,9023 0,1735 0,9169 
~ 1,41 31 0,7025 1,1123 0,7741 
4 1.6055 0,8078 1.1943 0,8790 
5 2,8464 0,7237 2,1996 0,8209 
2,5400 0,8640 i 
~ 
12 
L_ I 
3,7132 
4,1280 
6.8833 
9,6928 
10,3526 
10,3795 
0.8122 3,3102 0,8549 
-0,8454 3,6527 0,8870 
0,6493 7,8222 0,5522 
0,4678 II ,4472 0,3238 
0,4990 II ,621 1 0,3928 
0,5827 12,3410 0,4 187 
Dan Tabel 4.14 d1dapat bahwa dari uji Ljung-Box dan uji LM nilai p-value leb1h 
besar dari a 5%, maka tidak ada proses ARCH. Selain itu juga untuk melihat ada atau 
tidaknya ARCH dapat melalm plot ACF kuadrat residual dan plot PACF kuadrat 
res1dual. Pada Lamp1ran A. dan plot ACF dan PACF dari kuadrat residual dari fungsi 
transfer antara lndeks Harga Saham PT. HM. Sampoema dengan inflasi menunjukkan 
tidak ada yang cut-~f/. maka di1dentifikasikan tidak ada proses ARCH. 
Adapun hasil uji Ljung-Box dan uji LM untuk variabel input suku bunga dapat 
dihhat pada Tabel 4.15 
Tabel 4. 15 Uji L-jung Box dan Lagrange Multiplier 
r=-Order Q Pr >Q LM Pr>LM 
I 0,3551 0,5512 0,4000 0,5271 
2 0,3630 0,8340 0,4023 0,8178 
3 1,2 189 0,7485 -1,0116 0,7984 
4 I ,4437 0,8366 1,0575 0,9010 
-5 3,7536 0,5854 2,7067 0,7451 
6 3,7777 0,7068 2,9897 0,8101 
7 4,4155 0,7309 3,9087 0,7902 
8 4,4156 0,8178 3,9119 0,8650 
~ 
9 8.4959 0,4885 9,2409 0,4153 
10 9.4959 0,4858 10,2063 0,4226 
f-11 11 ,0237 0,4413 II ,0445 0,4395 
12 10.0803 0,5220 II ,8306 0,4594 
Dan Tabel4. 15 didapat bahwa dari uji Ljung-Box dan uji LM nilai p-value leb1h 
besar dari a 5%, maka tidak ada proses ARCH. Hal ini diperkuat dengan plot ACF 
dan plot PACF kuadrat res1dual. Pada Lampiran 8, dari plot ACF dan PACF dari 
kuadrat residual dari fungsi transfer antara Indeks Harga Saham PT. HM. Sampoerna 
dengan suku bunga menunjukkan tidak ada yang cut-off. maka diidentifikasikan tidak 
ada proses ARCH 
Untul.. 'anabel kurs!USS didapat hasil uji Ljung-Box dan uji LM untuk varia bel 
input suku bunga dapat di h hat pada Tabel 4.16 
Tabel 4.16 UJt L-jung Box dan Lagrange Multiplier 
lonter Q Pr >Q LM Pr>L!tl 
'-----
I 0,0514 0,8207 0,0753 0,7838 
0,2222 0,8949 0,2060 0,9021 
3 0,9518 0,78129 0,7500 0,86 14 
4 1,0114 0,91 19 0,7523 0,9447 
5 1,0114 0,9616 0,7567 0,9797 
6 1.3697 0,9842 0,8264 0,9913 
7 1,3697 0,9865 1,3555 0,9869 
-8 I ,4137 0,9940 1,5026 0,9927 
-9 6,5438 0,6845 7,7483 0,5597 
10 8,9822 0,5338 11,080 0,3513 
11 10,7979 0,4603 1 11 ,771 0,3811 
12 11 ,2544 0,5073 13,989 0,3014 
Dari fabel 4.16 didapat bahwa dari uji Ljung-Box dan uji LM nilai ~value lebih 
besar dari Cl- 5°o, maka lldak ada proses ARCH. Melalui plot ACF kuadrat residual dan 
plot PACF kuadrat rcstdual pada Lampiran C, dilihat bahwa plot ACF dan PACF dari 
kuadrat residual menunJukkan cut- off di lag 9, hal ini mengindikasikan adanya proses 
ARCH untuk orde 9. Dengan demikian setelah dilakukan estimasi parameter didapat 
model ARCH(9). 
Tabcl 4. 17 Estimasi parameter ARCH 
Parameter Estimasi Std. Error P-value AlC 
ao 2582,1 548,317 <0,0001 2253.23 
I 
a, 0,21676 0,09599 0,0259 12253.23 
Dan hastl estimast parameter yang tercantum pada Tabel 4.17 diatas terlihat 
bahwa semua parameter signifikan. Dengan demikian model ARCH yang diperoleh 
dapat dituliskan dengan 
h, = 2582,1 + 0.216769&2, .9 , (4.12) 
Model tersebut dapat diartikan bahwa rata-rata perubahan variansi residual IHS 
PT. HM Sampoerna pada suatu bulan tertcntu berhubungan dengan variansi residual 9 
bulan sebelumnya. 
4.4 Model Multi input secara serentak 
Dalam pemodelan untuk multi input terlebih dahulu dilakukan identiflkasi untuk 
masing-masing vanabel input dan kemudian memasukkan secara serentak dari semua 
variabel input yang ada yattu innasi, suku bunga, dan kurs ke dalam sistem fungsi 
transfer 
I.Pembentukan model serentak 
Langkah selanjutnya adalah memasukkan secara bersama untuk semua variabel 
input yang ada. PadaTabel 4.18 didapat hasil estimasi model multi input fungsi transfer 
sebagai beri k ut 
Tabel 4. 18 cstimasi model transfer multi input 
Input 
f-lnllasi 
S BI 
Pa 111meter 
0 = -7,68676 
(J) 0 =3,32931 
..., - --t-
Kurs w 0 =-0,0 1400 
p-vaJue lag shift Stan dar 
error 
0,0299 0 8 3,49023 
O,Q258 0 9 1,47116 
0,0013 0 0 0,00543 
I 
' 
Dari has1l pada Tabel 4.18 terlihat bahwa semua parameter signifikan pada 
a = 5%. Maka dari hasil tersebut dapat dibuat model fungsi transfer multi input 
sebagai berikut: 
Y, = Y, 1 - 7,686X,, ~ - 7,686\'1, •1 +3,329X 21_., +3,329X2, _10 -0,0 14X;, - 0,0 l4X11_1 +a,. (4. 13) 
Dari persamaan 4. 13 diatas dapat diartikan bahwa indeks harga saham PT. HM. 
Sampoerna dipengaruhi oleh indeks harga saham bulan sebelumnya, dikurangi 7,686 
kali tingkat mJlasi 8 bulan sebelumnya, dikurangi 7,686 pada 9 bulan sebelumnya, 
ditambah 3,3293 delapan bulan sebelumnya, ditambah 3,3293 sembilan bulan 
sebelumnya. d1kurangi 0,014 pada waktu tersebut dan dikurangi 0,014 sebulan 
sebelumnya. 
2. Pemodelan bentuk noise 
Dari has1l esumasi model multi mput dengan variabel input inflasi,suku bunga 
dan kurs, pada Lamp1ran tcrllhat bahwa semua terlihat tidak ada yang signifikan 
sehingga tidak ada model dari noisenya. 
3. Pemeriksaan Diagnostik .\1odel transfer multi input 
Untuk mengetahui kelayakan suatu model, maka perlu dilakukan pengujian 
ierhadap kescsuaian dcret noise dari suatu model , dan tidak adanya korelasi antara 
res1dual dengan variabel mputnya. Ada beberapa langkah yang dilakukan dalam 
pemeriksaan d1agnostik model yaitu pcmeriksaan Autokorelasi untuk residual model. 
Dari has1l Tabel 4 19, tampak bahwa nilai oilai autokorelas1 dari model untuk 
semua variabel mput (inflas1, suku bunga, dan kurs) sampai dengan lag 24 nilainya 
kecil , dan P"' alue leblh besar dan (l = 5°o, sehingga dapat disimpulkan bahwa residual 
independen secara stausuk Adapun h1potesis yang digunakan adalah: 
~ : residual model noise mdcpenden 
H1 : residual model noise tidak independen 
Tabel 4. 19 Nilai pemeriksaan autokorelasi residual 
Lag Chi-square DF p-value 
6 4,29 6 0,6379 
l2 13,72 12 0,31 87 
- 18 18,02 18 0,4542 
~ 20,78 24 0,6517 
'----
4. liji Normalitas 
Untuk melihat pola kenonnalan res1dual mean model pada pemodelan fungsi 
transfer mult1 mput dtlakukan dengan melihat plot sebaran residualnya yang 
dibandingkan dengan k1Jrva nonnal. 
Untuk fungst transfer dengan variabel input inflasi. suku bungs dan kurs, 
diketahut bahwa residual model IHS PT. HM. Sampoerna berdistribusi nonnal. lni 
dapat di lihat pada nilai P-value sebesar > 0, 15, dengan demikian model fungsi transfer 
sudah memenuhi asumsi kenormalan. Untuk lebih jelasnya dapat dilihat pada Gambar 
4.22 dibawah ini: 
.. 
.. 
.. 
:- . 
i : 
~ 
• 
Nonnal Probability Plot 
Gam bar 4.22 Plot kenonnalan fungsi transfer multi input 
Tabel 4.20 Uji Ljung Box dan Lagrange Multiplier 
Order Q Pr > Q LM Pr > LM 
I 0,0057 0,9398 0,0188 0,8909 
2 0,2390 0,8878 0,1826 0,9127 
3 0,8406 0,8397 0,6073 0,8948 
4 0,8923 0,9257 0,6191 0,9609 
5 1,2705 0,9379 0,8553 0,9734 
6 1,2722 0,9732 0,9005 0,9891 
7 2,9397 0,8905 3,0282 0,8824 
ts 3,3425 0,9111 I 3,2103 0,9205 
-
lli= 
7,3598 0,5997 8,9360 0,4432 
7,7825 0,650 1 9,0105 0,5311 
I 8,3380 0,6827 9,0669 0.6157 
12 8,3397 0,7581 I 9,6310 0,6483 
Dari Tabel4.20 didapat bahwa dari uji Ljung-Box dan uji LM nilai p-value lebth 
kecil dari cx- 5°'o, maka tidak ada proses ARCH. melalui plot ACF kuadrat residual dan 
plot PACF kuadrat residual. Pada lampiran D, fungsi transfer antara lndeks Harga 
Saham PT. HM. Sampoema dengan variabel input inflasi, suku bunga dan kurs!UUS, 
menunjukkan tidak ada yang cut-off. maka diidentifikasikan tidak ada proses ARCH 
BAB V 
KESIMPULAN DAN SARAN 
• 
5.1 Kesimpulao 
BAB V 
KESIMPULAN DAN SARAN 
Berdasarl.an pada 1denufikasi perrnasalahan, hasil analisis dari pembahasan 
yang sudah dilakukan, maka dapat ditank kesimpulan sebagai berilmt: 
I. Pada data lndcks Harga Saham PT. HM. Sampoerna, unruk masing masmg 
van abel mflas1 didapat mean model sebagai berikut: 
Y, = >:.1 - 8,18468X1, • • + 8.18468Xh.9 +a,. 
2. Untuk bentuk hubungan dengan variabel input suku bunga didapat model 
f'ungsi transfer sebagai mean model adalah: 
Y, = Y, 1 +3,26989X2, . 9 -3,26989X2, . 10 +a,. 
3. Sedangkan model fungsi transfer dengan variabel input kurs, didapat mean 
model sebagai bcrikut: 
Y, = Y,_1 + 0,0 1198X 1, - 0,0 1198X3,.1 +a,. 
4. Untuk \arians model dcngan menggunakan model ARCH-GARCH hanya 
terJad• pada model fungs• transfer dengan ~anabel input kurs adapun model 
ARCH yang didapat adalah. 
h, = 2582,1 + 0.216769&2 t·9. 
5. Model fungsi transfer multi input dengan melibatkan semua variabel yaitu 
inflasi , suku bunga dan kurs nilai dari scmua parameter signifikan, sehingga 
model fungsi transfer multi input sebagai berikut: 
Y, = Y, 1 - 7,686¥11 ~ 7,686-¥,-'1 +3)22¥21-9 + 3,322¥21•10 -0,0 14X3, -0,0 14\'31 ~ +a,. 
5.2 Saran 
I. Pada kasus in1 d1gunakan data berupa bulanan, perlu dicoba dengan data deret 
waktu harian untuk data indeks saham dan nilai tukar rupiah. 
2. Perlu menggunakan vanabel makro yang lain. 
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LAMP IRAN 
• 
Lampi ran A 
Model ARIMA unt uk inflasi 
PII"IUttr 
AA1,1 
AAI ,2 
AA1,3 
To Cll1 
Conditione! ~eaat Square& Eatiaat Lon 
Standard 
EttlUU Error 
·0.28238 0.09175 
·0.22110 0.08956 
·0.26070 0.08881 
varla~• Eat~ate 
Std Error Eatt .. te 
•IC 
SBC 
t Value 
·3.08 
·2,47 
·2.93 
1.63038-3 
1.276865 
382.2027 
390. ·U13 
'4u•oer or Rttiduall 1 1 ~ 
Approx 
Pr > tl 
0.0026 
0.01$0 
0.0042 
AlC ano S8C do not 1nclude log deterainant . 
Autooorrelttlon Chtc~ of Res iduals 
Pr > 
l ag 
2 
4 
8 
Lllg Squar-e OF Ch1Sq 
· · · · · · -· - · · · -Autocorrehtlons · · · ................ 
5 5 . 23 3 0 .1650 -0. 142 ·0.018 · 0 . 091 0.049 0 . 097 0 . 056 
12 10.44 0 0.3150 0. 047 ·0 . 047 ·0. 133 -0.127 0 .034 0.042 
18 13.P9 IS 0.6260 •0.115 · 0.0 51 0.001 · 0 .078 -0.054 •0.042 
24 18.81 21 0.7228 0 . 078 · 0.084 · 0 .009 0 . 003 ·0.023 0.078 
Autocorre lat ion Plot of Residual$ 
log covariance Correlation 1 98'1&$4321 0 1 2 3 4 5 6 7 89 1 Std error 
0 1.630383 1.00000 ~ ···················· 0 
1 •0.232247 • ' 1424!5 
. ·~ • I 0.093859 
2 0.0251 11 2 .01785 I 0.095840 
3 ·0 147022 .09073 • " I 0.095560 
4 0.080878 0.0404ll I " 0.096322 
5 o. 158840 0.09742 I". 0.09e54$ 
5 0.091754 0.05828 I " 0.097403 
7 0.077032 0.04726 I " 0.097888 
8 •0.077107 •. 04735 
"I 0.097888 
9 ·0.217618 1:1341 
· ··I 0.098089 
10 ·0.208800 •. 12e72 .... , 0.099668 
11 0.084875 0.03388 I " 0.101072 
12 0.088$1U 0.04213 I • o. 101170 
13 •0.187283 •,11487 0.10132" 
14 •0. 083755 •• 05137 
"I 0.102-
·5 0.0020240 0.00124 I 0.102&8$ 
18 ·0.127481 •• 07810 •• J 0.1026& 
17 ·0.088827 . . 05448 ., 0.103208 
18 ·0.0688~2 .• 04223 
"I 0.103458 
10 0.126480 0.07758 I'. 0.10~09 
20 •0.137600 •• 08430 
. "I 0.1041 18 
21 0.014820 •. 00807 I 0.104718 
22 0.0048708 0.00287 I 0.104123 
23 ·0.037074 .02311 I 0.104724 
24 0.128400 0.07763 I"" 0. 104788 
Par-t1al Autocorrel~tlons 
~·g corrtlat ion 1 D 8 766 4 321 0 2 3 4 5 6 7 8 9 
1 ·0.14245 .• ··I 
2 ·0 . 03894 
"I 
3 ·0. 10 1 12 .. , 
4 0.0?100 I 
s o.104ee 1 .. 
s 0.083~7 I " 
7 o.ou~s , .. 
a ·0.00518 I 
8 ·0.142$1 •••• t 
10 ·0.111682 . ... 1 
II -o.oe1" •J 
12 ·0.0110, I 
13 ·0.12581 . •• •J 
,. ·0.042~1 ' I 
IS o.052oe I ' 
•a •0.05421 
' I 
17 ·0.07- .. I 
·e ·0.08370 .. I 
19 0.01215 I 
20 ·0. '018.2 .. I 
21 ·0.03628 •J 
22 ·0.-0< I 
23 ·0,07Ht2 ., 
2• O.OSSii! I • 
Model for variabl e x1 
Ptriod(t) of 01 fferenc1ng 
No mean ter• i n this model. 
Autoregreeeive Fac tors 
Fac tor 1: • 0 .28238 e • •t2 l + 0 .221 1& 8'"(4) + 0 .2S979 e · • (&) 
Cross-correlat ion antara IHSI dan i nflasi 
To 
LOll 
5 
Lag 
·10 
·9 
·8 
·7 
·8 
·5 
·• 
·3 
·2 
·1 
0 
I 
2 
3 
4 
5 
8 
7 
8 
9 
10 
COrrelation of y and x1 
Pt~10d(l, or D1ffere~1ng 
Nv.o.r or ~ervtttons 
ObatrvatlOn(t) e11•lnateo by dlfftr.ncing 
var1anct or tranaforeeG strtes r 
114 
1 
-7.86' 
1.587359 va~ta~t of tranaton.eG atr~es xl 
croas.correlattoos 
Covarunct correlation . 1 917654 3 2 1 0 1 2 3. 
·0.822811 .01120 I 
·4.248270 .05828 ., 
·3.312438 .04$<4 ., 
·1.748362 .02398 I 
1 .23$247 .oteve I 
0.218$41 0.00300 I 
5 .834778 0.08004 1 .. 
·6.880158 •. 011410 .. , 
· 12.073867 •• 1858' ... . 1 
·8 .815088 .07977 .. , 
•9.317838 •.12782 .••• 1 
4.098488 0.05819 I " 
10 .675304 ' 141$44 , • •~> J 
·5.085871 .08977 ., 
·1 4.875412 • . 20408 ...... , 
·4.378139 •• 08003 
" I 
14.351881 •. 19887 ... ... , 
·3.077209 • .04221 ., 
• 18.338458 .25153 ..... , 
8.834$<8 0.121111 I"" 
·2.374432 •• 03257 
"I 
1111rkt two atendara errors 
The SAS sya te• 11 :38 saturo.ay , 
Tnt ARIMA Procecvre 
Croaacorrtlation C".c~ Bttw.en Sertea 
5678Sl1 
February 3, 1990 
Ct>l · 
SQuare Of 
Pr > 
CtuSQ • • • • · · ·.- · · · •. • • . · -Crosscorrelations- · · · · · · · ·- · ·---- · · · 
10.38 8 0.1004 · 0.128 0.056 -0.146 ·0.070 ·0.20• ·0.060 
8oth var1aDltl havt oetn pre.niteneo Dy t~ follow1ng tLltt~: 
PreWhlttning Filter 
Autortgrtsaive Factors 
Factor 1: 1 + 0.28238 e •• (2) + 0.22\19 B••(.C) '* 0.25979 8,....(8) 
9 
Model Transfer dengan input inflasi r; 
hUM1 
To 
Lag 
6 
12 
18 
24 
Lag 
0 
I 
2 
3 
4 
6 
8 
7 
8 
9 
:o 
Chi· 
&quare 
1.18 
18.74 
23.80 
28.8U 
Covar11noe 
283e.7tO 
<481. 770 
35.028409 
· 101.553 
·34.308783 
96.485280 
55t .327 
tOS.St? 
150.828 
·287.989 
63?.570 
Lag 
' 2 
3 
• 
5 
e 
7 
8 
9 
10 
Eatiaate 
• • tt408 
rne AAJW~ Proc~ure 
COndtttonal Ltaat Squares Estiaatton 
Approx SUnOII"G 
Error t Value Pr > ltl 
3.118831 ·2 .28 0.0246 
varjance Eatt .. te 
Std Error Ettlaatt 
AIC 
$8C 
Hu•oer of Reaiduala 
2838.71 
53.28078 
1144.55.3 
1147.216 
106 
Lag 
0 
• AJC end S8C oo not 1nolude log dtte~inant. 
Autocorrelation Check of Residuals 
Pr > 
Varia.ble Shtft 
XI 8 
<( , 
" 
Jc ~ l~ 
OF Ch!Sq 
. · .. - ·. · · · .. ---.- -Autocorreltlt ions····-····· ·· · ···· ·-· 
e 0.2550 0 .170 0.012 ·0. 036 ·0 . 012 0.034 0.194 
12 0.1597 0.037 0.053 0.102 -0.190 ·0.125 O.OSI4 
18 0. HS67 0.039 0.063 -0 . 137 ·0 .134 ·0.099 -0.048 
24 0.3189 •0 .077 0.013 · 0.027 0 . 077 · 0.053 •0.084 
Autooorrelttion Plot of Residuals 
Correlation 198 766 432 1 0 1 2 3 .q $67891 Std error 
1.00000 r ··~·~·••k••atttaa• ~ ·r 0 
0. 18983 , .... 0 . 097129 
0.01235 I 0.09989 ! 
.03580 ., 0.099905 
•• 01209 I o. 1000'28 
0.03401 ,. 0. JClOCWO 
0. H~435 0.10014$ 
0.03720 I• 0.103&4& 
0.053!0 0.103772 
• • 10152 • •I 0.104028 
18950 .... , 0.1049~ 
.. rka two atandard ert"'ra 
Plrtlll Autocorrelations 
Correlat lon • 1 o a 1 e 5 .c 3 2 1 0 I 234567891 
0. '8983 , .. .., . 
•0.01899 I 
·0.03810 
" I 
0.00034 I 
0.03723 ,. 
0.18879 I"'"""' 
0.02880 
' I 
0.05585 I" 
o. !1398 
.. I 
•0.18328 ....... , 
-
i 
• IU Q. 
0 
z 
OF 
5 3.32 6 
1t 14,15 
" t7 2$,41 17 
23 30.~2 23 
Forecast model 
,, > 
cruso .•.••.••.•. ---- .• ·. ·Crosscor,..lation&-·-- ·--- ·- · · · · · ·- · · 
o.8soe 0.010 0.110 ·0.005 0.124 0.057 ·0.050 
0.2247 0.081 0.221 0.067 0.14& 0.120 ·0.118 
0.0873 ·0.061 0.008 0.025 0.212 -0.237 -o. 138 
O.J248 ·0.082 ·0.071 ·0.017 0.166 0.001 ·0.079 
Moatl for vtrlaole y 
Ptrlodtl) Of Olfhrenct~ 
No .. an ttr. ln thia MOdel. 
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Input Variablt 
Shl'ft 
Ptr1od(l) of Differencing 
Ovtrell Regrtaaion Factor 
fungsi t ransfer 
XI 
8 
·8 . 18468 
'"• 
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The ARIMA Procedure 
Forecaats for ver1ablt y 
·~ 
Oil a For+eatt Std Error ~' COnfldtnce Li•its ActtJal RtUduU 
10 17~.3578 53.2008 74.H84 283.7470 208.3340 28.9762 
II 217.~ 53.2808 112.820& 321.3990 205.~580 •11.15518 
'2 2~ 1230 53.2808 104.7337 313.5122 214.2860 s. J630 
13 211.643 53.2008 107.0051 316.3835 211.3100 •0.8803 
110 593.87~3 53.2808 480.4901 598.21585 585.3170 ·8.5e23 
Ill 581.5520 53.2e08 477 .1828 085.8413 585.3170 3.7450 
112 58t.0541t 53.2808 4&5.2657 694.0441 709.3250 119.8701 
113 707.3807 $3.2808 &02.g71' 811.7499 763.8890 58.5263 
... 783.6072 53.2008 850.4179 868.19$. 823.4130 51t.805e 
115 812.$~11 53.2808 708.3019 ~17.0803 887.8970 75.2051> 
ACF dan PACF dari kuadrat residual 
log covaru.nct 
0 22061788 
1 586077 
2 •1182821 
3 · 2313328 
4 •1285121 
5 281$893 
6 983502 
7 1878994 
6 ·1 581212 
9 3529263 
10 3097911 
11 ·1323337 
12 ·380428 
13 4136947 
14 99373.395 
IS 1670345 
16 ·929683 
17 · 16554415 
18 1eseoeo 
19 451887 
20 1962884 
21 80988.333 
22 540598 
23 2405860 
24 ·33$8288 
W.an of WOrklnQ Serua 
Standard DtYlltlon 
~~r of OOttrvattona 
2809.~9 
<696.998 
106 
,...,tocorrelat iont 
Correlation • 1 987155-432 1 0 1 234567891 
1.00000 .................... 
0.02702 I ' 
·.0$271 'I 
·.10088 .. , 
• .0&73C 'I 
1185'7 
··I 
0.04387 I• 
0.07810 , .. 
.07107 •I 
0. 1$997 I" • •. 
0.14042 , ..... 
. 05998 
'I 
. . 01724 I 
0.18752 J• ••• 
0.00450 
•. 07118 •I 
. . 04213 
"I 
•. 07504 
. "I 
.07508 
" I 
0.02048 I 
0.0885~ 1 .. 
O.OO:lll7 I 
0.024&1 I 
0.1090$ , .. 
• ' 16403 . .... '"I 
Partial Autocorrelet1on1 
laQ Corrtllttorc •1 9 a 1 a 5 • 3 2 1 0 1 2 3 4 5 6 7 8 9 1 
I 0.02702 I ' 
2 ·0.05341 ., 
3 0.10228 .. , 
• ·0.05$8, ., 
5 •0. 121120 .... , 
e 0.03148 I ' 
7 0.06050 I ' 
8 ·0.10154 .. , 
9 0.17277 , .... 
10 0.13.t18 I" • •. 
11 ·0.05620 
' I 
12 0.04874 I ' 
13 0.22354 I''" 
14 0.04208 I ' 
15 0.02884 ., 
16 ·0.04062 
'I 
17 ·0.04407 ., 
18 ·0.054&2 
" I 
19 ·0.08892 
. 'I 
20 0.01895 I 
21 0.01225 I 
22 ·0.08889 
'I 
Std Error 
0 
0.087129 
0 .097199 
0.097469 
0.098527 
0.098842 
0.100174 
0.100354 
0.1008117 
0.101370 
0.103730 
0 . 105508 
0 .106829 
0.105868 
0.108945 
0.10$946 
0.109384 
0 . 109537 
0.110021 
0.110503 
0.110839 
0.11 120& 
0.111207 
0.111258 
o.1122e2 
int &AS Syattm 
The AR1WA Procedure 
Ptrtlal ~utocorrelatlont 
COrrtlatlol" · 108705432 01234567891 
23 0.05844 
·0.12881 .... , 
A~tocorrtlatlon Ch9ck for Wtu 1* hOlU 
To Clll· Pr > 
-•o Squal"e OF CIIISq -.......... .... ... ·AUtocorre lat 100$ • • • • • • • • • • • • • • • • • • • • 
• 3.79 • 0.7053 0.021 ·0.053 ·0.105 ·0.057 ·0.11~ 0.044 12 10 , 1iK) 12 0 .$375 0.070 ·0.072 0.160 0.140 ·0.~0 ·0.017 
18 17.55 18 0.4850 0.188 0.005 ·0.071 ·0.0<2 ·0.07$ -0.075 
2• 23.09 24 0 •• 107 0 .020 0.089 0.004 0 .025 0.109 ·0.154 
Uji LM (Langrange Multiplier) 
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Tht AUTOREG Proceoure 
Dependent Varlablt at 
Ord inary Ltaa t Squares Ettimate& 
sse 297854 .591 o•e IDe 
MSE 2810 Root MSE 53.00895 
sac 1142.56288 A!C 11 42.55266 
Rtgrtll R·Squirt 0.0000 rotal R-Square o.oooo 
Normal Tut 2.818G Pr > ChiSq 0.2443 
Ourblti•Wauon 1.8385 
0 ano LU ftat• for ARCH Olaturbances 
Or-der a Pr > 0 LU ?r > ur 
I 0.01112 0.881111 0.0358 0.8503 
2 0,2057 0.9023 0.1735 0.91~ 
3 1.4131 0.7025 1. 112'3 o. 7741 
4 1.005.5 0.11078 1.1943 0.8790 
5 2 . &484 0.7237 2.1~ 0.8209 
e 3.oeo7 0.8004 2.5400 0.8640 
7 3.7,32 0.8122 3.310:2 0.8549 
• 4.1280 0,8454 3.6527 0.$870 
9 8.8833 0.8493 7.8222 0 .5522 
10 9.eo2e 0.4678 11. 4472 0.3238 
II 10.3e2e o,4ggo 11.6211 0.3928 
•2 10.3705 0.$827 tZ.$410 0.4187 
NOTE: ~o parameter eot1matea ••tot. 
Program untuk variabel input inflasi 
data dewi; 
1nput y x1 ; 
l abel y= ' IHSI ' 
cards; 
138.889 1.25 
133.333 1.76 
125.992 0 .7 
130 .952 0.24 
139.087 0.52 
130.952 0.12 
138.492 1.37 
887.897 0.03 
x1= ' lntlasi • ; 
proc arima data=dewi; 
identify var=x1(1) noconstant plot; 
est1mate p=(2 4 8)q=(O); 
run; 
/* ···Crosscorrelation of prewhitened series · ···*/ 
identify var=y(1) crosscorr=(x1(1)) nlags=10; 
estimate input=(8$ x1) noconstant plot; 
run; 
forecast out=a lead=12 id=date interval=month printall; 
run; 
data error; 
set a; 
at= residual; 
at2=resldual•residual; 
run; 
proc ar1ma data=error; 
1dent1fy var=at2; 
run; 
proc autoreg data=error; 
model at= / archtest dwprob normal noint; 
run; 
Lampiran 8 
Model ARIMA untuk suku bunga 
M1.1 
ro Chi· 
LAO $QUI('I 
e 5.78 
12 11.24 
16 20.38 
24 2 1.50 
Lao Covarlanct 
0 7.812-
I ·0.197030 
2 0.544108 
3 0. 339538 
4 ·0.433223 
5 ·1.378928 
6 ·0. 470$<3 
7 0.1166393 
8 ·0. 227802 
9 ·0.470697 
10 0.972959 
" 
0,091440 
12 ·0.800697 
13 
·0.894033 
14 ·0 .697234 
15 1 582347 
16 0.072309 
17 0.201701 
18 0.381108 
19 ·0.093242 
20 ·0.368342 
21 · 0. 191373 
22 ·0. 4:18483 
23 0.00005376 
24 0.280833 
OF 
5 
11 
17 
23 
CO"d1t1onal ltltt &quarea Eattaation 
Sta.naard 
Error 
o.ona.o 
Vll"11nct Eltl.att 
Std Error Eetiaatt 
A!C 
sec 
Numbtr of Residual• 
t Value 
7.21 
7.61~ 
2.75915 
555.il 59 
$$8.6521 
114 
"PProx 
Pr > ltl 
<.0001 
Ate end SOC do not include loo deter•tnant. 
Lag 
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Tho AR IWA Procedure 
Autocorre lation Check o1 AtsidualG 
Pr > 
ChiSq .. .. -... . 
... · · · · -Autocorre lations · · · · · ·- · · · · · · · · · · · · • 
0.3307 ·0.026 0.071 0.045 · 0 .057 •0.18 1 ·0.052 
0.4231 0.127 ·0.030 ·0. 062 0 . 128 0.012 · 0.079 
0.2551 0.117 0.092 ·0 .208 0 .009 0 .026 0. 050 
0.5507 ·0.012 · 0.0~8 ·0.025 ·0.058 O.O<lO 0.037 
Autocor('•lation Plot of Rlai duala 
23 
COrrtlatlon t9e76S432t 0 1 2 3 4 567891 Std Error 
I 00000 l ············~~ ~··• t• 0 
•• 02538 ., o.~~ 
0.07147 I " 0.093721 
o.oueo I ' 0.094198 
•• 05691 ., 0.094383 
• • 18113 ... •I 0.094811<0 
•. 06182 ., 0.097578 
0.128~4 0.098019 
·.02992 
"I 0.099-050 
•• 06163 
' I 0.099$29 
o.121eo , .... 0 . 099868 
0,01201 I 0.1012~ 
• . 07891 
"" I 0.101303 
. , , .... 
"" I 0.101840 
•• 09159 • ' I 0.103021 
. . 20785 
· ···I 0.103733 
0.00950 I 0. 107324 
0.02549 I • 0 . 107332 
o.osooe I " 0.107389 
.01225 I 0. 107S93 
.04638 
"I o. 10760e 
•. 02514 ., o. 10 7798 
.05759 • I 0 .1 07848 
0.00001 I 0.10811 7 
0.03585 ,. o. 1Qa117 
Part11! Autocorrtlltlont 
llg CorrelatJO" 
I ·0.02588 
2 0.01085 
3 0.04843 
• o.oeooe 
5 0.10307 
• 0.07002 7 0.18588 
8 0.01050 
0 ·0,1 1!03 
10 0.08S811 
II 0.03860 
12 ·0.0•207 
13 ·0. 15523 
.. ·0. US15 
15 0.18052 
IS 0. 071H19 
~·Q OorrtJiltion 
11 0 .01721 
18 0.02880 
10 •0.06148 
20 ·0.11080 
21 ·0.0234! 
22 0.00882 
23 0.00407 
2• 0.00025 
• 1 087&5432 I 01234 587891 
., 
I ' ,. 
., 
. ... , 
· I , .... 
I 
• " I ,. 
,. 
., 
... ' I 
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The ARIMA Procedure 
Partlal Autocorrelation& 
· I 987654 32 0 2 3 4 567691 
., 
.. I 
.. , 
I 
I 
I 
I 
Model for vartable X2 
~o Man tere ln thta ~1. 
Aotoregresst~• Factort 
Ftc tor 1: 0.58182 8 .. (1) 
Cross-correlation antara IHSI dan suku bunga 
To 
Lag 
5 
Log 
10 
.g 
-8 
·7 
·6 
·5 
4 
-3 
·2 
•I 
0 
1 
2 
3 
4 
5 
8 
7 
8 
9 
10 
Correlation of y and x2 
,.~lOdCat ot 01tferenct~ 
HUIIbtr of Obt:ervauona 11" 
oc .. rwauon(t) elielnateo by Oltter.ncano 1 
Tnt AA I WA Proce<fv,.. 
Correlation of y and ~ 
var1ance Of tra~•for .. d strle& J 
Veriance of tranafor.ed •erie& •2 
CroaacorrelatiOn$ 
00VII"llnCt Correlation ·1 987654 3 2 I 0 1 2 3 4 5 6 7 8 9 , 
13.77528& 0.09080 1 .. 
·22.762037 •. 14~4 . " ... , 
-0.58 1772 •. 00383 I 
8 .983542 •. 04514 •I 
14.23~ 194 0.09385 I "" 
·28.213370 .17240 .... 1 
35,173524 0 .23133 I ~· ..... 
·30.577409 • • 20 111 •. ""I 
17.359482 0.11417 1 .. 
·22.985385 . 15052 ....... , 
·3.788152 .02491 I 
·21.917805 .1441$ .•• •I 
2.831977 0.01731 I 
10.660721 0.07011 I" 
·8.147o.58 .. 05359 ., 
o1 6,8~204 •• 11072 
" I 
1.318et4 0.00888 I 
4.500171 0.02!leo I " 
•9.035088 •• 05942 ., 
24.311438 0.15989 1•"-•. 
8.147480 0.04549 I • 
. 
... ,. ... two atanoJN:J tri"'r"$ 
Crottcorrelatlon Ohtck Be~en sertes 
CM· 
Square OF ............. ....... oross.correlat ions-. • ..... ..... ..... . 
4. 76 0.5751 ·0 .026 0.1U 0.017 0.070 ·0.111 
Both var1ablt1 nave betn preWhitenea by the following filter: 
Prtwnlttning Filter 
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t he ARIMA Procedurt 
Autoregrtaaive Factor 
Factor 1: 1 • 0.56162 9'"'" (1) 
Model Transfer dengan input suku bunga 
Para.ettr 
._..I 
lQ 
Lag 
6 
12 
18 
24 
Lag 
0 
1 
2 
3 
• 
5 
s 
7 
8 
9 
10 
Chi· 
Squaru 
8.88 
13.15 
18.78 
20. 9il 
COvarilnct 
2871.053 
445.2il 
22.3814&1 
·271.SC)t 
28.390~7 
122.180 
470.992 
•1 $.28$188 
241.288 
·259.063 
- ~.315 
Llg 
2 
3 
4 
5 
$ 
7 
8 
9 
10 
The SAS Sytth 11:59 Saturday. Febru~u·y 3 1 1~ 2Q 
UUaate 
3.2U8i 
fnt AAIWA Procedure 
CO~it1onal leatt Squares Estt.ation 
sunoard 
Error 
1.&1310 
t Value 
2.16 
vartance Ettta.te 
Std Error Estiaate 
AIC 
sec 
Hu•btr of Restdutla 
iii>I'<'O• 
Pr > ltl 
0.0330 
2871.053 
53.58221 
1135.02:8 
1137.6a2 
lOS 
Lag 
0 
• AIC tnG SBC do not lnOlude log deterMinant. 
Autocorrelation Cheek of Residuals 
Pr > 
varl.able Shift 
OF ChleQ 
· ··-···· ·Autocorrelation&·····---- -- ...•...• • 
a 0.3341 0. 165 0.008 ·0.095 -0 . 0 10 0 . 043 0.1641 
12 0.3880 ·0.005 0 .084 · 0.090 -0. 137 -o.oes 0.109 
18 0.4068 0.050 0.087 ·0 .177 -0. 050 ·0.038 ·0.003 
24 0.83i6 -0.082 0.038 -0.0~5 0.036 0.007 •0.029 
Autocorrtlation Plot of Residuals 
COrrtlation ·1 51875541321 0 1 2 3 4 567891 Std Error 
1.00000 , .•.......•.•...•• ~~ ~ , 0 
0.15510 I···. 0 . 097590 
0.00780 I 0.099910 
-.0$457 • "I 0.09991& 
~ I o. 1007&5 
0.04258 I " o.1oon• 
o. 18405 0. 1()09.4$ 
-.00533 I o. 1034.53 
0.06404 I •. 0. IOJ.a$$ 
-.09023 
·· I 0.104101 
•• 13734 0 •• "I 0.10484$ 
Mrkt twO atandaro error-s 
Partial AUtocorrtlationa 
Cort"'tlttlon 
·• ' 8 7 6 5 41 3 2 1 0 1 234567891 
0.155t0 I"•, 
-0.01688 I 
O.Oil5~4 
" I 
0.02038 I 
0.04303 I• 
o. 14847 , ..... 
•0.05551l •I 
0.10350 1 .. 
·0.09782 
··I 
· 0.1240<1 • •I 
To 
LOg 
5 
11 
17 
23 
Chi· 
Square 
4 , 71 
'4.89 
18.2e 
20.82 
OF 
5 
II 
17 
23 
Cros•correlation Check of ~ealdual$ w1th Inpu t X2 
Pr > 
Chl64 ··········Cro$$COrre lat1onS······ ···------- · . 
0,451$ 0.044 0.030 ·0.020 0.~3 0.032 0.210 
0.1171 0.205 0.097 0.036 ·0.037 -0.14 2 0.178 
0.3723 0.037 ·0.030 ·O. OOG -0.109 -0.1 45 ·0.011 
0.30Q2 0.107 0.157 0.132 ·0.079 0.095 -0.100 
PtrlOd(l) of Oifft~~lng 
ho .,,n t tr• in th1a ~el . 
11 :59 saturday, f ebr uar y 3 , ~~ 31 
The AAJWA Procedure 
l nPut Number 1 
Input Va r iable 
$h1ft 
Ptrlod(a) ot 01fferenc 1ng 
Overall Atgroaa1on f actor 
x2 
• 
1 
3.269886 
Forecast model fungsi t ransfer 
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The AR UIA Procedure 
Forecasts tor var1able y 
Cbs Forecaat Std E,.t'Or 95\. conf ldence Lla.l ts 
""'ual RUl<'ua.l 
11 200.30e7 53.5822 101.2875 311.3259 205.3580 ·0.9437 
12 2oe. u2e 53.5822 101.1238 311.1620 214.2860 8.1<432 13 2115.1889 53.5822 110.1497 320.1881 211.3100 •3.8589 14 214.38-37 53 5822 109 . 3645 319 . 4029 24~1.0300 31.6463 
15 2•8.9458 53.5822 141.9'215-4 351.964$ 235.1200 , .8256 
16 237.5724 53.5822 132.5532 342.5916 259.9200 22.3476 
17 280.5098 53 . 5822 155.489• 365.5278 316 . .t700 SS.9et• 18 318.8935 63.5822 213.6743 423.7127 356.6500 37.9585 
109 594.9855 53.6822 489.9463 699.9847 590.2780 ·4.6675 110 588.8811 53.5822 481.6619 6SI1. 7003 585.3170 ·1.3641 111 68-4,0090 53.5822 478.9898 689.0283 S8S.J170 1.3080 112 584.7284 53.5822 479.7092 689.7476 709.3250 124.5988 113 707.4285 53.5822 602.4093 812.4477 763. 8890 56.4605 
114 7eQ,1940 53.5822 655. 1748 865.2132 823.4130 63.2190 
115 823.0208 53.6822 718 . 0014 928 .0398 887.8970 64.8764 
ACF dan PACF dar i kuadrat residual 
~ Cowerianct 
0 '8681908 
1 141$.435 
2 ·347233 
3 ·1&31831 
4 1074740 
s ·25844&• 
6 178710 
7 1103005 
8 ·3;475.927 
9 3337305 
10 1239230 
11 ·1196464 
12 
·335881 
13 4088201 
14 261012 
15 960821 
16 ·1 4$3408 
17 ·1282818 
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The ARlWA Proctdu~e 
h•~• of vertaole • at2 
Utan ot Working S.rtta 
Stlnd8rd OtV18t1on 
Hu.Ctr of Obaervattona 
2843.71 
4322.26A 
105 
Autooorr•latlons 
Correlluon . 1 887&54321 0123•567881 
1.00000 J•·········· ·········t 
0.07578 I". 
• ,01859 I 
.08735 
"" I 
.05753 
" I 
•.1383• . •• • J 
o.oo;s1 I 
0.0~904 I" 
.00211 I 
0.17864 , .... 
0.08833 ,. 
·.09818 • •J 
• . 017;7 I 
0.21883 , .... 
0.01397 I 
0.06143 I" 
•. 07780 .. , 
•• 08867 • J 
Std Error 
0 
0.097690 
0.098U9 
0.098182 
0.0989,9 
0.099238 
0.101058 
0.101066 
0. 10139• 
0.10139$ 
<>. 104349 
0.104750 
0.105587 
0.105010 
0. 109850 
0.109866 
0.110095 
o. 11oe1s 
18 1$8i<18 0.08508 0 01 0.111023 
1i 
·2-S .011500 I 0.111642 
20 471401 0.02&23 10 O.lt1$e4 
21 8710Qg 0.0.882 I' 0.111718 
22 1201510 0.01431 10 o. 111903 
23 222&23i 0.11011 I'. 0.112255 
24 ·2•ea:ue . . 13212 • •. I 0.1134$2 
urks two &tandilrG IN''CU"$ 
Part11l Autocorrelat1ona 
ug COrrdation 118765432 1 0 1 23~567891 
1 0.07&78 I" 
2 o0.02447 I 
3 0.0845i 
""I 
• ·0.0.548 'I 
5 0.13802 
.'"I 
8 0.01Qi2 I 
7 0.04402 I' 
8 ·0.034i8 
"I 
9 0.18003 , ..... 
10 0.03371 I ' 
11 ·0.09853 
"I 
12 0.04477 I' 
13 0.244&0 I"'"" ' 
14 0.01338 I 
15 0.08725 I ' 
18 .o.o9nr 
" I 
17 ·0.03733 
'I 
18 0.03087 01 
19 0.05457 
'I 
20 0.03478 I' 
21 0.02873 I' 
22 0.07305 ., 
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The AAJMA Proc•dure 
Pertla l AutocorreJations 
LIIQ Correlatlon 0 1 987654321 0 1 23"567891 
23 0. lOUSe I" 
24 ·0.14340 
Autocorrtlatton cnec~ tor Mlite Hohe 
To Clll Pr > 
Lag Square o• Co1Sq ........ 0 
- · · -AUt ocorreJaUons- · · · · · - · · · · · · · · -
8 4.03 8 0.8730 0.076 ·0.019 -0.087 ·0.058 ·0.138 0.010 
12 9.83 12 0.6312 0.059 ·0.002 0.119 0.066 -0.096 0.018 18 18.33 18 0 , 4342: 0.210 0.014 0.051 ·0.078 -0 . 060 •0.085 
24 23.88 24 0.4810 •0.018 0.025 0.047 0.064 0.119 ·0.132 
Uji LM (Langrange Multiplier) 
11 :59 Satur<llly. February 3, t996 J8 
T~e AUTOREO Procedure 
~d1nary Least Squares Est~tes 
SSE 29858i.555 DFE 
IISf 284-4 Root USE 
C8C 1133.0279 AIC 
-•or.at R-SQuart 0.0000 Total R·Square 
Nor.al Ttat 0.7131 Pr ,. auSq 
Durbin·wauon 1.67$7 
105 
53.32&45 
1133.0279 
0.0000 
0.7001 
NOTE: No inttrctpt term is used. R·$qusres are redef1ned. 
0 end LM letts for ARCH OisturDances 
Order 0 Pr > o lJj Pr > l M 
1 0.3551 0.5512 0 . 4000 0 . 527 1 
2 0.3530 0.8340 0.4023 0 . 8178 
3 1.2 1$~ 0.7485 1. 0 116 0 . 7984 
4 1.4437 0.8366 1.0575 0 .0010 
6 3.7636 0.5854 2 .7067 0. 7451 
5 3.7772 0.706$ 2 .9897 O.SlOI 
7 4 ,41$~ 0.7309 3.9087 0. 7902 
8 4.415! 0.8178 3.91l9 0 .8660 
D 8.45DD 0.4385 9.2.-oo 0.4153 
10 D.4959 0.48$8 10.2063 0.422~ 
11 11 .0237 0.4413 11 . 0445 0 .4395 
12 11.0803 0.6220 
" . 8306 0.4594 
NOTE : No parameter tttimattl txiat. 
program untuk varia bel 
data dew1; 
1nput Y X2 j 
label y= ' IHSI 
x2= suku 
cards; 
138.889 8.83 
133.333 8.21 
125.992 8.45 
130.952 8. 72 
139.087 9.66 
887.897 9.10 
proc arima data=dew1; 
identify var=x2(1); 
suku bunga 
bung a 
estimate p=(1) noconstant plot; 
/*·--Crosscorrelation of prewhitened series - --·*/ 
identify var=y(1) crosscorr=(x2(1)J nlags=10; 
run; 
estimate input=(9$ x2)noconstant plot; 
run; 
forecast out=a lead=12 id=date interval=month printall; 
run; 
data error; 
set a; 
at=residual; 
at2=resldual•residual; 
run; 
proc ar1ma data=error; 
i dent1fy var=at2; 
run; 
proc autoreg data=error; 
model at=/archtest dwprob normal no1nt; 
run ; 
Lampiran C 
Model ARIMA untuk kurs 
Conditional Least Squaret fstialtlon 
Standard Approx 
Par• .. ter uu .. te [f'"f"Ot" t value Pr > It lag 
"''I · 0.240<le 0.09139 ·2.63 0.00001 5 
Var1ance £sti.ate 770009.9 
Std Error £1tUiatt 877.5021 
AIC 1869.688 
sac 1872. 424 
~u.,Mr of RtllOUill 114 
• AlC tnG SOC do not 1nclUdt log deter•inant. 
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Autooorrelatlon Check of Reudua ls 
To Chl· Pr > 
Log Square OF Ch!Sq .......... . . • · Autoeorrelat ions·· · ······ · · · · · · · · · · · 
6 7.88 5 o. 1 ?4~ 0. U$ •0.136 ·0.157 ·0.068 ·0.024 0.045 
12 15.87 II o. 1450 · 0.001 0.182 ·0 . 157 ·0.085 ·0 .003 ·0 .004 
18 21.42 17 0.2081 ·0.121 0.087 0.067 ·0.044 ·0.106 · 0.040 
24 22.21 23 0.5077 0.028 0.012 •0 .060 0.023 •0.016 ·0.020 
Autocorrelttlon Plot of Residuals 
tag covar1ance Corrtlltlon 
., e 8 1 e! • 3 2 1 o ' 2 3 4 s s 1 a i 1 Std Error 
0 770010 I . 00000 1 ····~··· ··~· ··· ····· 1 0 
I 8'753.070 0.11017 I'. 0.093859 
2 • 105008 • • 13837 
.... 1 0.094979 
3 • 121135 ·. 15732 0 •• • , O.OSN3882 
4 ·62018.247 
· .08e3< •I 0.098902 
5 ·18731.519 -.~433 I 0.09931$ 8 34439.577 0.04073 
•• 0.0993&7 7 515.288 . 00087 I 0 .099544 
8 140359 0.18228 I *'••· 0.099544 g 121094 • • 15725 •"• I 0.102430 
10 ·85&29.- .08523 .. I 0.10452& 
II 2182.243 •. 00281 I o. 105134 12 2883.108 •• 00374 I 0.105135 
13 ·93283. 272 . 12'116 
.. I 0.105138 
14 87138.290 0.08718 1 .. 0.106354 
15 51732.087 0 .087 18 I • o. 108979 16 34060.848 • • 0-4423 
'I 0.107348 17 ·81516.085 •• 10&85 • •I 0.107508 
18 ·311311'.842 .~044 ., 0.108418 
19 18887.882 0.02598 I• 0. 108551 
20 11300.315 0.01208 I 0.108605 2 1 ·45889.719 
.. oaeoo 
'I 0.108617 
22 17073.478 0.02295 I o. 108904 
23 . 12438.453 •.01615 I o. 108846 24 •l5096.48~ .01Q01 I 0.108987 
Lag 
2 
3 
• 
5 
e 
1 
e 
9 
10 
11 
12 
13 
14 
15 
10 
lag 
17 
18 
IU 
20 
21 
22 
23 
2• 
Cof"t'tl8tlon 
0. 118~ 1 
·0.16274 
0.12503 
·0.0$62e 
·0.05154 
0.01765. 
-o.ooeee 
0.19189 
·0.22051 
0.01688 
0.001 4~ 
0.06.328 
·0.1 4S58 
0.10581 
0.02315 
•0.1. 022 
Cor,.. !at ion 
0.01344 
·0.06240 
•0.00851 
·0.06070 
·0.01088 
0.00505 
·0.04828 
0.03771 
., 9 e 1 e s .. 3 2 1 o 1 2 3 • 56 1 s 9 , 
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····I 
"I 
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I "" 
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Tnt AAIYA Procedure 
Part lal Autooorrelat ions 
9 8 7 8 5 4 3 210123456789 1 
Wadel tor Vaf"'lable x3 
'I 
I 
" I 
I 
' I 
" I 
I " 
Ptriod(a) of Olfferenctng 
Ho .. ,n ur. tn thn 800d. 
Yovlng Average Factors 
Cross-correlation antara IHSI dengan kurs 
ro 
Lag 
5 
Log 
·10 
8 
·8 
· 1 
·• 
·S 
·• 
·3 
· 2 
· 1 
0 
1 
2 
3 
• 
5 
~ 
1 
8 
9 
10 
Oor~tlltlOn of y and x3 
PtrlOd(l) ot Olfrtrencing 
HUeber of Obtervatio~s 
Ob .. ~vatlonca, tl1a1~attd by dlfferencinQ 
114 
11:59 saturday, February 3, 1890 8 
lhe AAia.tA. ~dure 
Correlatlon of y and )C3 
Var1ance of transto~d strltt y 
varjanet of trantfor.ed aer1e1 x3 
2725.473 
761127.1 
8otn $trias ~ave ~ten preWhltened. 
croaacorrelations 
covarhnQe COI"rth tlon •1 ~ a 1 6 s • a 2 , 0 1 2 34567&91 
5~~-238 0.01243 I 
·8041, 411 .13284 . ... 1 
6401.499 •• 11859 • "I 
· 10840.743 
.2380'.! ....... , 
1$6.894 • • 00344 I 
•1 481 .$28 .032$3 
"I 
7620.428 0.18512 I" ... 
6325.~47 o. 11693 I"" 
4 .6285-'l~ 0.00010 I 
• 10081.786 .2213$ 
··••J 
·8493.806 • 18649 .... 1 
·2105. 713 .04623 •I 
lla75.315 0.1~ 1 5 J•••. 
· 4682 .001 .100t8 
""I 
85$.878 0.01879 I 
·2588.781 .05640 
"I 
•3500.843 .0768<! .. I 
· •083.422 •.011- .. , 
3103.- •. 05815 "I 
4$0$.224 •• 0881.4 
. "I 
7577.827 0.16838 I""". 
• • M r ka twO standaNI erroN 
Cl11• 
Square Of 
., > 
CI11Sq 
· • •. • • • ·- · · · • • • ·- -- -Croaacorrelations--- · · · · · · · ·- · · · • • • • 
8 . 43 0.2083 ·0.188 ·0.046 0.153 0.019 ·0.0$6 
Both verlabltt have been prewhitened by the following filter: 
Prtwhttening Fllttr 
The SAS System 11:59 Saturday, February 3, 199$ 9 
l ht AAJUA Procedure 
Moving Average Factors 
FDotor 1: 1 + 0.24006 a••(S) 
Model Transfer dengan input kurs 
"fUII1 
To 
Lag 
6 
12 
18 
24 
lag 
0 
1 
2 
3 
4 
5 
8 
7 
8 
i 
10 
CIH 
SQuere 
7 .92 
17.30 
23.45 
27.33 
Cov•rtanct 
288•.864 
36!.940 
115.022 
· 100o224 
55.&W381 
187.776 
498.881 
·147.234 
, .. . 835504 
· •71.001 
·3i3.727 
Lao 
1 
2 
3 
• 
5 
e 
7 
8 
i 
10 
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Eltiaatt 
·0.01118 
Thot AAUlA Procedure 
Cond1t1ona1 Leaat Squares Estt.at1on 
SUI'KUII"CC 
Error 
0.00541t0 
t Value 
·2.21 
Vtrunce Est lUte 
St4 Error E&timate 
AIC 
sac 
NuMber of Att1duels 
A;>prox 
Pr )o Jtl 
0.0288 
2664 . 684 
51.62038 
1223.727 
1226 .4&3 
114 
Lag 
0 
AIC and sec do not includt log determinant . 
Autocorrelat1on cneck of Residual$ 
Pr > 
vaneb1e Shift 
x3 0 
OF Ch iOq • • • • • • • 0 
· · · · ·-- · · ·Autooorrelattona· · · · · · · · · · ••• o o ..... 
8 0.24141 0.137 0 .043 ·0.075 0 .021 0 .063 
12 0.1387 ·0.055 0.006 · 0.177 ·0.148 ·0 .022 
18 0.1738 0 .038 0.040 ·O.l95 ·0.041 0.025 
24 0.28PS ·0.051 ·0. 033 · 0 . 131 0 .04$ • 0.044 
Autocorrtlatlon Plot ot Residual& 
CorNlttlon 1987654321 01234567891 
1.00000 l ····~······~*·~·~~·· t 
0. 13733 , .... 
O.G4317 I • 
· .07477 
" I 
0.02008 I 
0.082Q8 I' 
o. 11722 , .... 
•• 05525 
"I 
Oo00$01 I 
.177t3 ..... , 
•.1 4778 .... , 
Partial AUtocorralat1ona 
CorrtlatlOtt ·1 187155432 0 1 2 3 4 5 6 7 8 i 
0.13733 , .... 
0.02477 I 
·0.06581 
··I 
0.042C7 I• 
0.08251 ,. 
0.18808 , ...... . 
•0.108•0 .. , 
0.02257 I 
0 18004 
. ··· t 
·0 13580 .... , 
0.187 
0 . 131 
0 .052 
0.049 
Std Errol" 
0 
0.09-'tl$9 
0.0954()9 
0.095580 
O.Qi6091 
0.096132 
0.0964i3 
0.-8 
0.099897 
o.-
0.102817 
To Ch1· 
lag s.q .... ,.. 
& 5.28 
1i 13.U 
17 2&.2$ 
23 37 .Ill 
Croaacorrelatton Chec" ot Residuals with Input x3 
Pr ) 
01' COISq • • • • • •• • • • • • · · · · · ·- -croascor~lat1ona- ·-- · · · · · · · 
& 0.3846 0.012 0.021 O.JSS · 0.133 •0.036 ·0.0&0 
II 0.2845 ·0.085 ·0.052 ·0.055 ·0.122 0.146 0.151 
17 0.~ 0.021 ·0.07& ·0.076 0.162 0.228 0.1211 
23 0.0281 0.229 0.063 ·0.220 ·0.03~ 0.065 0.018 
MoGel for vartable y 
Ptrlodfs) of OtffertneLng 
No .. an ttr. ln thi$ ~~11. 
ihe SA$ Synea 11:59 Saturday, February 3, t99G 12 
Tht ARJMA Procedure 
Input Number 1 
Input variable 
Period(t) ot 01fferenc1na 
Overall Rtgreeeion Factor 
X3 
I 
·0.011 98 
Forecast model fungsi transfer 
TtM SAS Systt• 11: sa a.turoay, ftbruary S, 199CI 13 
The AAIWA ProctCJu,.. 
Foreeuts for variable y 
Ol>a For.e.at 8tCI Error 9S' COnfLCI•nce Lta1ts 
2 138.7213 51 ,8204 37.5472 239.8954 
3 133.2372 51 .8204 32.0631 234.~113 
4 125.8321 51.0204 24.7580 227.1062 
5 130. N01 51 . &204 29.7000 232.0!42 
6 139.0271 51.5204 37.8530 2<0.2012 
7 130. 8442 $1 . &204 29.6701 232.0183 
8 138 ... 201 31.520-t 37.2460 239.5942 
9 171.9521 51.5204 70.7780 273.1262 
108 595.6893 51 .6204 494.49$2 696 . 84~ 
109 598.2946 &1.6204 45t5.1205 697.4687 
110 590 .3020 51.8204 489. 1279 691 .4761 
111 585.3050 51.5204 484.1309 &86. 4791 
112 587. 1020 5 1.5204 485.9279 688.2761 
113 709.3010 51 .6204 608. 1269 810 . 475 l 
114 784.3922 51.8204 663.218 1 865. 5682 
115 822 .8819 5 1 .8204 121.8878 924 .0360 
ACF dan PACF dari kuadrat resi dual 
11:$0 Saturday, February 3, 1996 16 
Tne ARIWA Proce~ure 
Utan Of ~orklng S.rltl 
Standard DIVlation 
hu•btr of ooa.rvationa 
Autocorrelettons 
Act val 
133.3330 
125.9920 
130.9520 
13~.0870 
130.9520 
13&.4~20 
172.0040 
183.5320 
59 5.4560 
590 .2780 
585.3170 
585 . 31 70 
709 .3250 
763.8890 
823 . 41 30 
887.8970 
Log COwarJanc.e cor,..latton · I e a 7 e s • 3 2 1 01234S678gt 
0 220707'2 1.00000 I ·· ········~R········ I 
I 950022 0 .04181 I" I 2 • 779042 .03436 
"I I 3 · 17,4103 .07805 
··I I 
• · 82924& • .03058 " I I 5 333120 .o,.cee I I 
6 · 88385.81 1 .00390 I I 7 927827 0.040Q3 I " I 
8 231092 0.01019 I 
' 9 454188-3 0.20034 I"""' '"" I 10 2975054 0.13123 , .... I 
11 ·2815824 . 11538 • "I I 12 1255&74 0.05538 I" 
' 
13 3889171 0. 171&5 I · ••. 
' 
14 592073 0.02514 I• I
Aeudud 
-5.38&3 
· 1 .2452 
5.01118 
8.2009 
·8.0761 
7 .t5·178 
33.6039 
11.67~ 
-0.2133 
•6.0115-8 
·4.9850 
0.0120 
122.2230 
54 .5880 
59.0208 
65.0351 
Std error 
0 
o.09385e 
0 .093823 
0.093933 
0.094472 
0.09-459e 
0.094018 
0 .094017 
0.094773 
0.094782 
O.Oe8427 
0.099950 
0.101111 
0 . 101377 
0.103892 
IS 
18 
17 
18 ,. 
20 
21 
n 
23 
24 
1826719 
·2231818 
• 1992987 
• 17!-41. 730 
350739 
· 721077 
216&01 
JQ83.120 
145i855 
leee328 
Llg 
I 
2 
3 
4 
5 
5 
7 
8 
9 
tO 
" 12
13 
14 
IS 
15 
11 
18 
19 
20 
21 
22 
Ltg 
23 
24 
To Chl • 
lag Square 
a •. 22 
12 10.79 
18 17.fit7 
24 20.07 
0.0805.'! 
,()g844 
. 08791 
.ooon 
O.O,S-47 
• . 03181 
0.001152 
0.046$1 
0.0&<39 
•• 08232 
Corrtllt ion 
O.O.ctet 
•0.03818 
·0.07327 
0.03181 
0.01718 
•0.01080 
0.03589 
0.00333 
0.20265 
0.12813 
•0. 11089 
o. 10932 
0.20988 
0.01584 
0.11243 
0.09752 
•0.0832 1 
·0.00574 
0.07227 
0.05700 
•0.00797 
•0. 10803 
Correletlon 
0.02348 
·0.10317 
I " 
"'I 
••• 
I 
I 
'I 
I 
I " 
I ' 
. "I 
.. "". two standard errors 
Parttal Autocorre11t1ons 
-1 v a 1 as .c 3 2 1 o 1 2 3 4 sa 1 a 9 1 
I ' 
' I 
'I 
'I 
I 
I 
I" 
I 
I· ·~· 
I ' .•. 
" I 
I' • 
" I 
" I 
I 
'I 
'I 
I 
" I 
I 0.103950 
I 0. la.A98 
I 0.105305 
I 0.105~8 
I 0.105H8 
I 0.105988 
I 0. !08052 
I 0.106059 
I 0.1~41 
I 0.106583 
Tr•• SAS syst .. 11:59 5aturday 1 February 3, I~ 18 
Partial AUtocorrelat1ona 
., 9 e 1 e s • 3 2 1 o 1 2 3 .. s s 1 a 9 1 
I 
"I 
~tocorrelation Check for White HOi$1 
Pr > 
DF ChiSq ........ 
·-- -Alrtocor-relat tons-·-····-········· • 
5 0.9757 0.042 -0.034 •0.076 -0.037 · 0.015 -0.004 
12 0.5488 0.041 0.010 0 . 200 0. 131 -0 . 11$ 0.055 
19 0.4579 0.172 0 .026 0.081 · 0.09& ·0.088 ·0.001 
24 0.8929 0.015 ·0.032 0.010 0.047 0.064 ·0.082 
Uji LM (Langrange Multiplier) 
NOTE : 
Tnt s.a.s Syate• 
TM AUTOREG Proc:e<t\1~ 
O.penctent Var t.able at 
Of'dtnary Lent Squares Eatuaates 
sst; 301107.03 OFf 
usc 2041 Root USE 
sac 1221.72656 AIC 
Atgrttl A·SqUIN 0.0000 Total R-Square 
Nor•al Teat 8.~37 Pr > CI'\1Sq 
Ourb1n·Wttaon 1. 7112 
114 
51.39348 
1221.72656 
0.0000 
0.01 7$ 
~Ole: No intercept tt~ 1a uted. R·squares are redefined. 
0 and LY Ttsta for ARCH Oisturban~ea 
Order 0 Pr > 0 LM Pr > LM 
I 0.0514 0.8207 0.0753 0.7838 
2 0.2222 0.8949 0.2060 0.9021 
3 O.QSI8 0.8129 0.7500 0.8614 
4 O.Q86 1 0.9119 0.7523 0.944? 
! 1 .0114 0.9616 0. 7567 0.9797 
8 1.0352 0.9842 0 .8264 0 .9913 
7 1.3697 0.9865 1.3555 0.9869 
8 I .4137 0.9940 1.5026 0.9927 
Q 8.5438 0.8845 7.7483 0 . 5597 
10 8.9822 0.6338 11.0804 0.35J3 
II 10.7979 0.4603 11.7710 0.3811 
12 11.2544 0.6073 13.98-90 0.3014 
Ho para-.ttr tttlmatta txiet. 
Model ARCH dari kurs 
Lag Covarbnct 
0 22670722 
1 050022 
2 • 779042 
3 · 1724103 
4 ·829245 
5 ·333126 
6 . 86365.8 11 
7 927827 
8 231092 
9 4541883 
10 2075054 
11 ·2815824 
12 1255574 
13 3889171 
.. 592873 
15 1825719 
16 · 2231818 
17 • 1992987 
18 
-17541.730 
19 350739 
20 721077 
21 215801 
22 1083420 
23 1459855 
24 • 110$328 
Log 
2 
3 
4 
5 
8 
7 
6 
9 
10 
11 
12 
08:23 Monday, May 19, 1997 20 
Ha. of V•riable = at.2 
.,.an of WDI'iC1f'Q Sel"iea 
Stanoard Oevtation 
~tr of Obaervetiona 
2641.2$ 
4781.378 
114 
Autocorre lattons 
COrrthtlon 1 9 8 7 0 5 4 3 2 1 0'23 456789 1 
1.00000 t ·~y·· ···· ··········· r 
0.041 91 I" 
.03436 
"I 
• . 07605 
""I 
.03658 
"I 
•• 01 469 I 
. 00390 I 
0 .04093 I" 
0.01019 I 
0 .20034 I ..... 
0. 13123 I "'" jO . 
• 11 538 
"" I 
0.05538 I" 
0. 17155 , ..... 
0.02814 I" 
0.08053 I". 
.00844 • "I 
.08701 
· · I 
.00377 I 
0.01547 I 
• .03111 
' I 
0.00052 I 
o .o•e$1 I " 
0 .08-43e I ' 
• • 08232 • "I 
Nl"k l two atendard errors 
Partial Autocorrelat10na 
Cor,....lat1on 
· 1 9 8 7 6 5 • 3 2 1 0 1 234567 8 91 
0.041181 I " 
•0.03818 
" I 
•0.07327 
" I 
· 0.03181 
"I 
0.01118 I 
0.01080 I 
0.03589 I " 
0.00333 I 
0.20255 I"'"' "' 0. 12813 I " •• . 
·0. 11 089 • "I 
o. 10932 I •. . 
sto Error 
0 
0. 093859 
0.0103623 
0 .003033 
0 .094472 
0.094598 
0.0946 16 
0.094617 
0 .09 4773 
0 .094782 
0 .096427 
0. 099950 
0 . 1011 11 
0.101377 
0.103892 
0.1 03950 
0.10449e 
0. 105306 
0.105948 
0.10594a 
0.105988 
0.105052 
0.106059 
0. 1()8241 
0.1085&3 
To 
Lao 
6 
12 
18 
24 
To 
lag 
6 
12 
18 
24 
13 0.200118 J• • •• 
14 0.016&0 I 
15 0.11243 , .. 
18 ·0.08752 
··I 
17 ·0.08321 .. , 
18 ·0.00574 I 
.. ·0.07227 •I 
20 ·0.05700 
"I 
2! · 0.00787 I 
22 ·0.10803 .. , 
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The AA l MA Proc.ed!Jre 
Partial Autocorrel&tiOn$ 
log COrf'tlltion · 1 88765432 0 1 2 3 4 5 6 7 8 i 
23 
24 
Chi• 
$quart OF 
1.22 a 
10.79 12 
17.87 18 
20.07 2• 
Para .. ttf' 
uu 
AA1 1 1 
Chi· 
Square 
1.85 
7.27 
17.39 
19.44 
OF 
5 
11 
17 
23 
0.02340 I 
•0.10317 
.. I 
Autocorrelation Check for wni te Noise 
Pr > 
ChlSq 
· · · · · • • • · • - - -Autocorrel a.t ions · · · - · · · · · • • • • • • • • • • • 
0.8767 0.042 ·0.034 
-0.076 · 0 .037 
0.5488 0.041 0.010 0 .200 o. 131 
0.4579 0.172 0.026 0.08 1 •0.098 
0.8828 0.015 ·0.032 0.010 0 .047 
ConcH tiona! least Squares Est iMa t ion 
StanCiara 
UtiaAU Error 
2682.1 5-48.31714 
0.21878 0.09599 
COnstant Est~te 
Varianc. Eatta.tt 
$td Error Estt.ate 
AIC 
S8C 
Nuaoer of Aeaiduals 
t Value 
4.71 
2.28 
2022.388 
22074048 
4698.303 
2253.23 
2258.703 
114 
Approx 
Pr > Jtl 
< .00()1 
0.025i 
AIC and S8C do not include log Oeter.1nant . 
Autocorrelation cneok of Res i<tuals 
Pr > 
-0.01 5 ·0.004 
-0 . 115 0.055 
·0.068 ·0.001 
0.064 ·0.082 
lag 
0 
9 
ChiSq 
--- ·-- · •. · ·- -Aut oGor rtlations- · · · · · · • • •. • •.• · · · · · 
0.8554 0.019 ·0.022 ·0 .096 
-0. 079 ·0 .01 6 ·0 .005 
0.7764 0.075 0.022 0 .010 0 . 132 · 0. 110 0.078 
0. 4281 0.185 0. 0 1(:~ 0 . 108 · 0.122 · 0 .104 •0.082 
0.6751 0.009 0.005 •0 .007 0. 016 0 .078 •0.087 
22 
Program untuk variabel kurs 
data dew1; 
input y x3 ; 
label y=' IHSI ' 
x3= kursS ' ; 
cards; 
138.889 2122 
133.333 2136 
125.992 2144 
130.952 2149 
139.087 2155 
130.952 2160 
138.492 2169 
172.024 2175 
887.897 8726 
proc arima data=dewi; 
tdentify var=x3(1); 
estimate q= ( 5) ; 
run; 
/' · ·-Crosscorrelation of prewhitened series-- - -•; 
identify var=y(1) crosscorr=(x3(1)) nlags=10 ; 
estimate input=(O$ x3); 
run; 
forecast out=a lead=12 ld=date interval=month printall; 
run; 
data error; 
set a; 
at=resldual; 
at2=res1dual•res1dua1; 
run; 
proc ar1ma data=error; 
1dentify var=at2; 
run; 
proc autoreg data=error; 
model at=/archtest dwprob normal noint; 
run; 
proc arima data=error; 
identify var=at2; 
estimate p=(9); 
run; 
Lampiran D 
Fungsi t ransfer multi i nput secara serentak 
Par-.ter 
NU• 1 
NUIQ 
"Ul/.3 
'• Lag 
8 
12 
18 
2• 
Cl11 · 
SQvtU'I 
4 .29 
13. 72 
18.02 
20.18 
Lag COvar ianct 
0 2838.473 
1 238 .838 
2 52 .7528G8 
3 · 158.200 
• 28.358671 
5 ·49.280110 
6 422.818 
The SAS Syst• • 08:43 Friday. June 2, 2000 6 
ftw NUWA Procedure 
COnchtlOnal Uaat Squa,-.s Eatiaation 
uu .. t• 
7.08875 
3.32G31 
•0.01400 
Stai'M:farO 
Error t Value 
3.48023 
·2.20 
1 , 47110 2.26 
0.005425D ·2.58 
Variance Eati•ate 
S10 Error Est iMat e 
~JC 
sec 
_.,. 
Pr > It I 
0.0299 
0.0258 
0.0113 
2638. 473 
5 1. $6606 
1128 . 119 
1136 .0&1 
Number of Resid ual s 105 
lag 
0 
0 
0 
AIC and SBC do not inc lude l og determinant. 
Corrt l ationa of Parameter Eeti• atts 
ver 1abl1 XI x2 X3 
PariMttr NUM1 NUIQ NUM3 
XI NUI.I I 1.000 0. 117 0.031 
x2 NUII2 0.117 1.000 ·0. 115 
•• NUM3 0 .031 ·0.115 1.000 
Autocorrelation cntck of Residuals 
Pr > 
Y8t"l&bl• Shift 
., 8 
X2 g 
<3 0 
OF Ch!Sq • • • • • •• •...... · · ••• -Autocorrel"t lOfl$• • . • • • · · · · · · • 
8 0 . 8370 0 . 090 0.020 ·0.060 0 .011 ·0.019 0.100 
12 0.3117 ·0.053 O.OSG ·0. 091 •0.133 ·0.100 0.192 
.. 0.4542 0.014 o. t12 ·0.130 ·0.047 ·0.023 0.048 
24 0.6.$17 •0.080 0.046 ·0.042 0.067 ·0.085 0.040 
Autocorrtlat1on Plot of Aesiduals 
COrrelation • I 987654:)21 0 1 2 3 4 567891 StCI Err-or 
1.00000 , ••••••• • ••• t t t • • •• •• ) 0 
o.OV04s , .. O.Oi7590 
0.02000 I O.Oi838S 
.osm 
"I O.OG8424 
0.01075 , 0 . 098771 
.01887 I 0 . 098182 
0.18017 I • • •. 0. 09881$ 
lag 
1 
8 
II 
10 
covartlf'K:t 
· 140.327 
168.114 
·238.888 
350.1172 
llg 
1 
2 
3 
4 
5 
8 
1 
8 
II 
10 
08:43 Friday, June 2, 2000 f5 
Th4 ARIYA Proceoure 
Autocorrelatton Plot of Residuals 
correlation •I 88765432 1 0 1 234567881 Std Error 
. 06318 0.1012$8 
0.0$817 ,. 0.101$24 
.OliOS< .. , 0.101852 
. 13302 .... , 0.102818 
.. rka two stancard error 
Plrttal AUtocorrelation$ 
corrtlttion 
· 1 g 8 7 5 5 • 3 2 1 0 1 2 3 4 5 6 7 8 9 1 
0.0110•5 , .. 
0.011$1 
' •0.08335 
. ' 0.02180 I 
0.01954 I 
0. t6124 I" • •. 
0.08348 .. , 
0.0875• I • 
·0.08725 
"I 
0.13•!5G .... ' 
uooel tor variaDle v 
Ptrlod(a) of Olfftrencing 
No .. an ttl"8 ~n thlS MOdel. 
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Input Vartable 
Shlft 
Ptrlod(t) of Dlfferenclftg 
~trall Regresa1on Factor 
Input Hueoer 2 
lfiPIIt VlrliOlt 
Shlft 
Ptrlod{l) of 01fftrenc1~ 
Ovtrlll Rtgreaeion Factor 
Input Number 3 
Input vsrtable 
Pertod(t) ot Differencing 
Overlll Regresston F&otor 
XI 
8 
1 
·1 .1581575 
<2 
9 
3.32931l 
x3 
·0.014 
The SAS Syate11 08:43 Friday, June 2, 2000 11 
rne ARIMA Procedure 
Na~e of Var1•ble • at2 
w.an ot WOrking Serin 2583.088 
Stano.ro Oevtat ion 4007.251 
H..-bar of oos•rvat 1-ons 105 
Autocorrelattona 
La~ COvaria~• Correlat ton 1987854321 01234567891 St<l E,...ror 
0 1110580e1 1.00000 I ..................... 0 1 2331<8 0.014~2 I I 0.0117580 2 ·747180 .04053 I 'I O.CW7611 3 12508o41 •. 07788 I • "I 0.097822 
• 811808 .0$0i4 I •I 0.098411 5 ·870830 
·.00040 I "I 0.098661 0 ·184318 
.01023 I I 0.099014 
1 18188$8 0.11313 I I" 0.~024 8 . 1223020 •. 07010 I ""I 0.100247 9 2797150 0.17419 I I "'"'*. 0.100797 10 •13245•$ .08248 I • •I o. 103624 
" 
·704917 .04380 I "I o. 104247 12
·19377' 434 . . 0012 1 I I 0.104423 13 2581003 0.10138 I I" •• ' 0.104423 14 3157.600 0.00020 I I 0.100773 
IS ·538972 .033~6 I •I o. 106773 16 ·551912 .03437 I "I 0.106873 17 
·2082260 • '12843 I , .... , o. 108978 18 187870 O.Ott7 1 I 0.108437 19 ·931788 
.05802 I •I 0.108449 20 ·293018 
.01825 I I 0. 108744 21 ·30C116 
.01906 I I o. toan3 22 915063 0.05702 I" o. 108605 23 16tsm 0. 1043/ I'' 0.109068 24 ·2704518 .18842 
.···1 0. J 1003«5 
aarka two standard error 
Ptrttal Autocorrelatlons 
Lag Correlauon 
·1 98785432 1 0 I 2345&7891 
0.01452 
2 ·0.04875 
"I 3 0.07888 • "I 
• ·0.05147 "I 5 0.06733 
"I 0 ·0.02057 I 1 0.100o47 I ". . 
8 ·0.011387 
"'I 
8 0.18400 , .... 
10 •0.011384 
.. I 
" 
•0.02338 I 12 0 .02478 I 13 0.10233 I • • •. 
14 ·0.01701 I 15 0.00024 I 16 
·0.07184 
"I 17 0.00817 
"I 18 
· 0.01380 I 18 ·0.05500 
" I 20 ·0.07058 
"I 21 •0.02083 I 
22 ·0.024i2 
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fhe ARIWA Procedure 
Part1al AUtocorrelat~ons 
correllt 1.on ., e e 16 54 s 2 1 o 1 2 3 4 s s 1 s 9, 
23 
?4 
o. 13807 
· 0 , 18115 
, • • • 0 
.... , 
Autocorrelation tneck for Whlte Nol$1 
To 
La.g 
Chl· 
Squa,.,a 
8 1.84 
12 6 .3e 
18 13.88 
24 20.38 
S$E 
•st 
S6C 
Pr > 
DF Chl3q 
8 0.841)8 
12 o. 7581 
18 0.7318 
24 0.8783 
Aeor••• R·8Quare 
Normal Tnt 
Durbin ¥~atton 
0.015 ·0.047 •0.078 
0.11) •0.076 0 . 174 
0.161 0.000 ·0.004 
·0 .056 ·0.018 · 0 . 019 
The SAS System 
The AUTOREG p,.,oeedure 
Oependent Variabl e at 
2«19124.208 OFE 
2583 Root USE 
l122. 11872 A!C 
0.0000 Total A· Squal"e 
1.0030 Pr , CtuSq 
1.7i76 
·0.051 ·0.060 
·0.062 · 0.044 
·0 .034 · 0.128 
0 .057 0.104 
08: 43 Friday, June 2, 
105 
50.62695 
n22 . t1872 
0.0000 
0.5056 
NOT! : No intercept ter• ia used. A-squares are redefintd. 
0 and Ul t11ta for AllOt outurbaneea 
orcer 0 Pr , 0 Ul Pr > Ut 
I 0.0057 0.93V8 0.0188 O.SG09 
2 0.23VO 0.8874 0.1826 0.9127 
3 0. 8408 0.83G7 0.6073 0.8948 
4 0.8823 0.8257 0.6191 0.9609 
5 1.2705 0.937V 0.8553 0.9734 
8 '.2122 0.9732 0.9005 0.9891 
7 2.8387 o.seo5 3.0262 0.8824 
I 3.3425 O.i111 3.2103 0.9205 
9 7.3598 0.5987 8.9360 0 .4432 
10 7.7825 0 . &501 9 . 0105 O.S3 ll 
II 8.3380 0.6a27 e.0669 0.&157 
12 8.3387 0.7561 9 . 6310 0.6483 
NOTE: No parameter ttti~attt exitt. 
• 0 .010 
·0 .001 
0.012 
·0.168 
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Program untuk fungsi transfer multi input secara serentak 
data dewi; 
1nput y l\1 x2 x3 ; 
cards; 
138.889 1.25 8.83 2122 
133.333 1.76 8.21 2136 
125.992 0.70 8.45 2144 
130.952 0.24 8.72 2149 
139.087 0.52 9.66 2155 
887.897 0.03 9.10 8726 
' proc arima data=dewi; 
/*·--Crosscorrelation of prewhitened series----*/ 
identify var=y(l) crosscorr=(x1(1) x2 (1) x3(1 )) nlags=10; 
run; 
estimate inputc(8$ x1) input=(9$ x2) i nput=(O$ x3)noconst plot; 
run; 
forecast out~a lead=12 id=date interval=month printall; 
run; 
data error; 
set a; 
at=residual; 
at2=residual•residual; 
run; 
proc ar1ma data=error; 
1dentify var=at2; 
run; 
proc autoreg datacerror; 
model at=/archtest dwprob normal noint; 
run; 
La mpi ran [ 192.46 3648 20 o 79 I 
1 1H$1 kurs SBI onflaso I 
164,68 5300 20 1 72 
186,51 10175 20 717 
138 889 2122 883 1,25 20238 8750 22 12 67 
133333 2136 8 21 1,76 
1 125 992 2144 8,45 07 
2 2149 8,72 t 0.24 ·--139 087 2155 9.66 052 
130,952 2160 9.94 0 12 
138,492 2169 10.69 1 37 
172,024 ~5 __!Q,87 0,89 
183 532 2181 11 ,55 0.53 
311 51 8325 27 75 527 
'20734 7970 4643 47 
150,79 10525 58 524 
8036 14900 58 ~ r---;-~.92 13000 70,81 56 83,33 11075 70,73 3 90,28 10700 68,76 5 
119,05 7550 59.72 
-0 27 
206.33< , .. , ," 0,89 
_205,358 f "" ,, 045 214 286 2200 12 44 
211 ,31 __2f07 13 05 
246 03 2212 13,66 
194,44 7300 51 25 008 
209,33 6068 38,44 1.42 
226,19 8950 36.43 2 97 
25893 8730 37,5 1 26 
281,75 8842 37 84 -0 18 
235 12 2219 14, 1~ 44444 8414 35,19 
-0 68 
- 259,92 2227 14,34 547 62 81 75 2873 
-0 28 
316.47 2236 14 74 626,98 6649 22,05 -0 34 
356,65 2246 14 74 662,7 6848 15,01 ·1 OS 
378 47 2256 14 67 
426 59 2266 14,08 
632,94 7645 13,2 -0~ 
586,31 8348 12 98 0 
2276 14 02 63095 6900 13,06 006 
~'7"'7 -+-2::::.:285 13,9_9 _ _ 
;:,.;...=-'--'- 2296 ~9 ..---"" 
472 22 2307 13,99 
662,7 7425 13 07 025 
705,36 7100 11,94 1 73 
663,69 7425 11 41 1 32 
559,52 2311 13.99 216 
501,49 2322 13 92- ___!,71_, 
62 2337 13,99 -0,~ 
91 _1_342 13,~ 078 
4,9 23~13~ 0 06 ~5,7~2342 13~ -007 
432~..j.._l353 1392 068 
["447:42 2363 . 13,96 o:21 l c:::±l~1 2340 13,96~ -0,04 
4~29,56 2352 13,93 ~ 
474,21 2368 13 4 0 57 k-,..~2383 128 05r 
~ 5 
~ 
I 
2396 1216 1.0 
2406 11 ,75 1,0 
2418 11 .07 
-01 
2433 10J2 0 
I- 4871 7505 11,02 
..Q.QL 
500 7590 10 98 -0 45 
455,36 7945 10.93 056 
436,51 8620 10,91 0,84 
503.97 8735 11,09 0,5 
529,76 9003 13,04 1 28 
490,08 8290 13,29 0.51 
44663 8780 1332 -0~ 
436,51 9395 13 56 1 16 
557.54 9530 13,83 1,32 
591 27 9595 14,31 194 
581.349 9450 14 74 033 
565,476 9835 14,79 0,87 
470 238 10400 15,58 0,~ 
494,048 11675 16,09 046 1-5~5.397 11058 16.33 1 13 
636 905 11440 16,65 ~~ 632,937 9525 17 17 2,12 
,_668,651 8865 17,67 
-0.21 
62996 9675 17 57 064 
595,238 10435 17 58 o'68 
~74603 10430 17 6 1 71 
1 
634.972:.:-1-
590,2 
10400 
10320 
10189 
9655 
1:# - 1,62 
16,93 199 
16.86 1 5 
16~ -0,02 
