Abstract. In this paper we investigate non-convex optimal control problems. We are concerned with a-posteriori verification of sufficient optimality conditions. If the proposed verification method confirms the fulfillment of the sufficient condition then a-posteriori error estimates can be computed. A special ingredient of our method is an error analysis for the Hessian of the underlying optimization problem. We derive conditions under which positive definiteness of the Hessian of the discrete problem implies positive definiteness of the Hessian of the continuous problem. The article is complemented with numerical experiments.
1. Introduction. We study optimal control problems of the following type: Minimize the functional J given by J(y, u) = g(y) + j(u)
over all (y, u) ∈ Y × U that satisfy the non-linear elliptic partial differential equation E(y, u) = 0 and the control constraints
Here, Y is a Banach space, U = R n . The set U ad ⊂ U is a non-empty, convex and closed set given by
where the inequalities are to be understood component-wise. Examples that are covered by this framework include parameter identification and optimization problems with finitely many parameters, as for instance least-square problems as given by e.g. Here, d(u; y) denotes a non-linear function of y parametrized by parameters u ∈ R n . The parameters have to be recovered by fitting the state y to the measured state y d .
Another application is the optimization of material parameters by minimizing (1.1) subject to −div(a∇y) = g in Ω,
where the coefficient function a is given by a = n i=1 χ i u i with χ i = χ Ωi being characteristic functions of subsets Ω i ∈ Ω. Both problems are complemented by the constraint u ∈ U ad .
We are interested in the numerical solution and the solution accuracy for such type of problems. Given a numerical solution u h of a discretization of (P), we are asking, under which conditions u h is near a local solutionū of (P). This is a non-trivial question, since the optimization problem (P) is non-convex due to the nonlinearity of the elliptic equation. Hence, all results on discretization errors are subject to a second-order sufficient optimality condition (SSC). This statement applies to both a-priori error estimates 2 U (1. 4) holds for all v = u −ū, u ∈ U ad , and z solves the linearized equation E y (ū,ȳ)z + E u (ū,ȳ)v = 0. Later we will work with a weaker sufficient condition, where the subspace on which L ′′ is required to be positive is shrunk taking strongly active inequality constraints into account.
Let us explain, why this condition is difficult to check numerically even in the case when (ū,ȳ,p) are given. The main difficulty here is that the function z appearing in (1.4) is given as solution of a partial differential equation, which cannot be solved explicitely. Any discretization of this equation introduces another error that has to be analyzed. Remark 1.2. We can relax the differentiability requirements of Assumption 1 as follows: let Y ∞ be a Banach space with a continuous embedding in Y . Then it is sufficient to require Fréchet-differentiability of E and g with respect to y in the stronger topology of Y ∞ as long as the derivatives of E and g with respect to y satisfy the Lipschitz estimates in Assumption 4 below with respect to the weaker topology Y . This would allow for instance to choose Y = H 
Discretization.
In order to solve (P) the problem has to be discretized. Let Y h be a finitedimensional subspace of Y . Then a discretization of the state equation can be obtained in the following way: A function y h ∈ Y h is a solution of the discretized equation for given u ∈ U ad if and only if
The discrete optimization problem is then given by: Minimize the functional J(y h , u h ) over all (y h , u h ) ∈ Y h × U ad , where y h solves the discrete equation. Let (ȳ h ,ū h ) be a local solution of the discrete problem. Then it fulfills the discrete first-order necessary optimality condition, which is given as: there exists a uniquely determined discrete adjoint statep h ∈ Y h such that it holds
h , u −ū h U * ,U ≥ 0 ∀u ∈ U ad .
(1.5)
Throughout this work, we will assume that errors in discretizing the optimality system are controllable in the following sense. Assumption 2. Let (u h , y h , p h ) be approximations of the discrete optimal control and the corresponding state and adjoint. There are positive constants r y , r p , r u such that the following holds
If (ȳ h ,ū h ,p h ) fulfills the first-order necessary optimality system (1.5) of the discrete problem then r u = 0. The residuals r y and r p cannot be expected to vanish as they reflect the discretization error of the partial differential equation. We report on the computation of these residuals in Section 4.1.
As already mentioned, without any further assumption, smallness of the residuals in (1.6)-(1.8) does not imply smallness of the error u − u h U in the control. In order to establish such a bound, it is essential to check that a second-order sufficient optimality condition is satisfied.
Here it is important to recognize that sufficient optimality conditions for the discrete problem alone are still not enough. The sufficient optimality condition for the discrete problem is given by: There exists α h > 0 such that
holds for all v = u −ū, u ∈ U ad , and z h solves the linearized discrete equation
This condition is equivalent to positive definiteness of a certain computable matrix, see Section 3.5. Hence, this condition can be checked computationally, see e.g. [10, 11] . Under conditions to be worked out in the sequel, the fulfillment of this discrete SSC implies the fulfillment of the continuous SSC. These conditions are fulfilled if α h is relatively large compared to the residuals r y , r p , r u , see Section 3.5 below.
If we can verify that the SSC (1.4) holds then we have a reliable error bound for the error in the optimal controls and states ȳ − y h Y + ū − u h U ≤ C (r y + r p + r u ) .
This allows to devise an adaptive refinement scheme, which refines elements with relatively large local error components in r y , r p .
We will first derive such an error representation for the reduced problem in Section 2, where the unknown y is eliminated in terms of y = S(u). These results are then applied to the problem (P), the required error and Lipschitz estimates are carried out in Section 3. The main result on relation between discrete and continuous second-order conditions can be found in Section 3.5, Theorem 3.21. Finally, we state the a-posteriori error estimate and verification of optimality in Section 3.6, Theorem 3.22.
Notational convention. Throughout the paper we will use the following convention when naming constants: M f and c f will denote global bounds and Lipschitz constants for a function f ; ǫ x and r x will denote errors estimates and residuals of a quantity x. Moreover, x h will denote auxiliary quantities that have certain similarities to a discrete quantity x h but do not need to be explicitely known.
2. Verification of optimality for reduced functional. Let us introduce the reduced objective functional f : U → R by
Since J and S are twice Fréchet-differentiable, the reduced functional f inherits this property as well. This allows us to write the original abstract minimization problem in the control-reduced form:
For the control-reduced problem (2.2), the first order optimality condition to be fulfilled by every optimal solution candidateū states
The corresponding second order sufficient optimality condition to be fulfilled by a locally optimal solution u is given by the existence of α > 0 such that
Let us define the active set A as
and the corresponding inactive set as I = {1, ..., n} \ A. Here the notion of active set comes from the fact that for the solutionū it holdsū i ∈ {u a,i , u b,i } for i ∈ A(ū). That is, the inequality constraints are active for these components. Then the second order condition (2.3) can be written equivalently as: there exists α, σ > 0 such that
Here, the notion "v = 0 on A" means v i = 0 for all i ∈ A. One of the tasks in this paper is to verify conditions (2.4) and (2.5) numerically for the reduced problem (2.1). Of course, since the control space is finite-dimensional, the requirement (2.3) is equivalent to assuming f ′′ (ū) [v, v] > 0 for the mentioned test functions v = 0. Similarly, the requirement |f ′ (ū)| ≥ σ can be replaced by |f ′ (ū)| > 0. However, we will need later a quantification of these bounds. So we opted to present the sufficient optimality condition in this way.
Let us define the following notation that will be useful in this section. Let A ⊂ {1 . . . n}, I = {1 . . . n} \ A be given. Then the restriction of a vector v to A is given by
Additionally, we can split the norm on U as
Now let us suppose we computed an approximate solution u h of the reduced problem (2.2). We want to verify that this approximation is close to a local solution of the reduced problem. In order to prove this we assume that u h fulfills the following: Assumption 3. There is a subset A ⊂ {1 . . . n} with I = {1 . . . n} \ A, and positive constants ǫ, α, σ such that the following hold
Additionally there are positive constants c f ′ , c f ′′ , and R such that it holds
for all u ∈ U ad with u − u h ≤ R. Some comments are in order. Inequality (2.6) means that the derivative f ′ (u h ) has the right sign on the active set A, while f ′ (u h ) is bounded by ǫ on the inactive set. We expect for computations that ǫ tends to zero with decreasing mesh size of the discretization, while σ should be bounded away from zero. Assumption (2.7) is exactly the second-order requirement (2.5) of the sufficient optimality condition for the reduced problem. The second part of Assumption 3 simply names the Lipschitz constants of f . An assumption similar to Assumption (3) was used in [15] without the notion of a set A, i.e. there A = ∅, σ = 0 was used.
Let us remark that Assumption 3 is fulfilled for the solutionū, ifū satisfies the sufficient condition (2.4)-(2.5). Here it has to be noted that (2.4) implies f ′ (ū)(u −ū) ≥ σ u −ū l 1 (A) . Due to the finitedimensional setting, the l 1 -norm dominates the l 2 -norm, which gives (2.6) with ǫ = 0. In order to transfer the results to the infinite-dimensional case, in particular to U = L 2 (Ω), one would have to work with two different norms of L 1 (Ω) and L 2 (Ω) type.
Let u ∈ U ad be an arbitrary feasible point. In the following, we want to analyze f (u) − f (u h ) in terms of u − u h A and u − u h I . To this end, let us introduce an auxiliary admissible controlũ defined byũ = u h on the active set A u on the inactive set I, Furthermore, we define the abbreviations
Then we have u −ũ U = u − u h A and ũ − u h U = u − u h I . With the aid of Assumption 3 we will estimate the difference f (u) − f (u h ). First we make use of the new control variableũ to split the difference
Applying Taylor's expansion up to the second order on the first addend of (2.11), we have
which, due to (2.6), (2.8) and (2.10), implies
Employing (2.6) and (2.7), the second addend of (2.11) is estimated as
Altogether, we arrived at
We can now prove a first result for the reduced problem: Under assumptions on the constants in Assumption 3 we obtain the existence of a local solutionū near u h . Theorem 2.1. Let Assumption 3 be satisfied. If there exist r I , r A > 0 with r
then there exists a local solutionū to the control-reduced problem (2.2) satisfying
If moreover with r + := r 2 I + r 2
holds, thenū = u h on A and the second-order sufficient optimality conditions (2.4)-(2.5) are fulfilled at u. Proof. Let us define 
At first, we assume that ū − u h A = r A holds. Then according to (2.12) and (2.13) we have
which yields a contradiction, since by optimality ofū we have
Second, suppose that it holds ū − u h I = r I . Similarly as above, we get
which gives a contradiction as well. This proves thatū lies in the interior of B, making it a local solution of the original problem. It remains to show thatū satisfies SSC. Let us take u ∈ U ad and defineũ
Then we can estimate due to (2.8) and (2.14)
Hence, |f ′ (ū)| > 0 on A. Moreover, by optimality ofū
which provesū = u h on the active set A. Hence ρ A = 0 and ρ I = r + holds. Similarly by (2.9) and (2.14), we obtain
implying the fulfillment of the positivity condition (2.4) and the coercivity condition (2.5) at the unknown solutionū. Under a condition slightly different from Theorem 2.1, a similar result can be obtained. Moreover, the conditions are more accessible than the ones from Theorem 2.1.
Theorem 2.2. Let Assumption 3 be satisfied. Let us suppose that there exist r I , r A > 0 such that with r + := r 2 I + r 2 A < R it holds
Then there exists a local optimal controlū to the original problem (2.2) with ū − u h U < r + .
Moreoverū = u h on A and the second order sufficient optimality condition (2.4)-(2.5) holds atū. Proof. Let us define B := {u ∈ U : u − u h I ≤ r I , u − u h A ≤ r A }. As argued in the proof of Theorem 2.1, we have that the minimization problem min u∈U ad ∩B f (u) admits a solutionū. Again, it remains to prove thatū is a local solution of the original problem. To this end, we will show thatū lies not on the boundary of the ball B. We write
and we will estimate the derivative of f on the active and inactive set separately. Let us define
which implies ρ + ≤ r + , ρ I ≤ r I , and ρ A ≤ r A . For the active set, we obtain
The contribution on the inactive set can be estimated as
Furthermore, by the necessary optimality conditions, we have
First, let us assume that the constraint u − u h A ≤ r A is active atū, i.e. ū − u h A = r A > 0. Then we obtain
by assumption (2.16), which is a contradiction. Moreover, this estimate implies ρ A = 0, which means thatū = u h on the active set. Hence ρ + = ρ I . Second, let us assume that the the constraint u − u h I ≤ r I is active atū, i.e. ū − u h I = r I > 0.
by (2.15), which proves ū − u h I < ρ I by a similar reasoning as on the active set. This implies thatū is an interior point of B, and hence a local solution of the original problem. The inequality (2.15) implies the convexity condition (2.4), which can be proven as in [15, Theorem 2.5] .
Let us now prove a much more explicit error bound. Corollary 2.3. Let the assumptions of Theorem 2.2 be satisfied. Then it holds
Here, one can see clearly that our results imply ū − u h U → 0 provided ǫ → 0 and SSC holds atū. Surprisingly, this estimate does not involve any other of the constants present in Assumption 3 as e.g. c f ′′ .
Proof. By assumption, the polynomial −ǫ + αr I − c f ′′ 2 r 2 I in (2.15) has a positive root. Since the polynomial is negative at r I = 0, this implies that all roots are positive. The smallest root can be computed asr
which implies α 2 − 2ǫc f ′′ > 0. If α 2 − 2ǫc f ′′ < 0 then the polynomial would be strictly negative, which is a contradiction to the assumption (2.15) . By elementary calculations, we find
The claim on the second derivative follows immediately.
Let us close this section with the following observation, which gives a sufficient condition for the assumptions of Theorem 2.2. Moreover, these conditions are easier to check and independent of M f ′′ . In addition, they highlight the fact that if α, σ, c f ′ , c f ′′ stay bounded, the assumption of Theorem 2.2 is satisfied if the discretization error ǫ goes to zero, which is guaranteed at least for uniform mesh refinement.
Corollary 2.4. Let Assumption 3 be satisfied. If
holds then the assumptions of Theorem 2.2 are satisfied. Proof. As argued in the proof of the previous Corollary 2.3, condition (2.17) is sufficient for (2.15). Moreover, there the bound r I ≤ 2ǫ/α was proven. Then we obtain
which shows that due to (2.18) we can choose r A > 0 to satisfy (2.16).
3. Application to the abstract problem. Here, we will transform Assumption 3 in the previous section to assumptions on the solution (y h , u h , p h ) of the abstract problem (P). First we derive the Fréchet derivatives of the reduced functional f involving the abstract PDE operator E(y, u).
Let us recall the definition of the reduced functional (2.1):
Then the first derivative of the reduced functional is obtained as
where
Similarly for v 1 , v 2 ∈ U , taking the derivative of (3.2) yields
Again it can be shown that
. By Assumption 1, the functions E, j, g are twice Fréchet-differentiable with Lipschitz continuous second derivatives. In the sequel, we will need the associated Lipschitz constants. In order to get a compact as possible notation, we will introduce a short-hand notation of bounds of bilinear forms. If G : X × X → Z is a bounded bilinear form, then
is the associated bound of the bilinear form. Let us fix the Lipschitz constants and bounds of derivatives with the following assumption.
Assumption 4. Let R be a positive constant. We assume there are positive constants c E , c Ey , c Eu ,
, and y h = S(u h ) or y h = y h . As already indicated in Section 1.1, we can relax the differentiability requirements for E and g, i.e. it is sufficient to have E and g to be Fréchet-differentiable with respect to a stronger space Y ∞ ֒→ Y . Here, we have in mind to take
. However, we still need the Lipschitz continuity w.r.t. y in the (weaker) space Y . Otherwise it would be necessary to have computable errors of y and p in Y ∞ , which seems to be impossible for e.g.
. Let us recall the statement of Assumption 2:
In the remainder of this section, we will express the constants in Assumption 3 by means of the residuals of Assumption 2 and the constants of Assumption 4.
Error estimates for state and adjoint equation, estimates for auxiliary functions.
Let y h and p h be auxiliary variables that solve
respectively. The following estimates hold for the introduced state and adjoint variables. Lemma 3.1. Let y h , p h be given by (3.6) and (3.7) respectively. Then it holds
with ǫ y = δ −1 r y and
Testing this equation with y
h − y h and using the strong monotonicity of E we obtain
The result then follows by using the residual estimate (1.6). For estimating the adjoint state, observe that p h − p h fulfills
Hence by Lipschitz properties (3.5e) and (3.5b) of g ′ and E y , respectively, and the residual estimates (1.7) and (3.8), we obtain
As one can see in the estimates above, it holds y h − y h Y → 0 and p h − p h Y → 0 if r y , r p → 0. In addition to these results above, we derive bounds for the norms of y h and p h , which will turn out useful in the sequel.
Corollary 3.2. Let y h , p h be as defined in (3.6) (3.7) respectively. Then it holds
Proof. The claim is an easy consequence of Lemma 3.1 and the triangle inequality.
3.2. Lipschitz estimate of f ′ , computation of c f ′ . Let u ∈ U ad be given with u − u h U ≤ R. We define the associated state y and adjoint state p through
In order to obtain the Lipschitz estimates for f ′ and f ′′ we have to estimate the differences y − y h and p − p h . Lemma 3.3. Let u ∈ U ad be given and y, p be the associated state and adjoint state solving (3.12) and (3.13) respectively. Then it holds
14)
Proof. The functions y and y h are the solutions of E(y, u) = 0 and E(y h , u h ) = 0 respectively. Therefore we can write
By the monotonicity assumption on E we obtain using (3.5a)
which gives the first estimate. For the second estimate, recall that p and p h are the solutions to the equations E y (y, u)
Using the Lipschitz estimates (3.5e),(3.5b) together with (3.11) and (3.14) we obtain the a-priori estimate
Lemma 3.4. Let u ∈ U ad be given such that u − u h U ≤ R and set v = u − u h . Then the first derivative f ′ of the reduced functional satisfies the Lipschitz estimate
By adopting the splitting
Thanks to property (3.5c) of E u , (3.14) and the residual estimate (3.8), it holds
and
Hence by (3.15) and (3.11)
Finally substituting (3.19) in (3.16) yields the desired estimate.
3.3.
Estimates for f ′ (u h ), computation of ǫ and σ. After having computed the Lipschitz constant of f ′ , we will now derive bounds for the constants ǫ and σ appearing in the first-order part (2.6) of Assumption 3.
At first, we will estimate the difference between f ′ (u h ) and the gradient of the discrete problem defined by
Here, we have the following.
Proof. Let v ∈ U . We estimate the difference
Using (3.18) , and the bounds of p h and p h − p h in (3.11) and (3.9), respectively, we have the estimate
which proves (3.21).
The estimate for the positivity constant σ can now be computed easily thanks to the result of the previous Lemma 3.5.
Lemma 3.6. For all admissible control u ∈ U ad with u − u h U < R the following inequality holds on the active set of u h
Proof. We write
, which yields the result upon applying the estimate (3.21) provided by Lemma 3.5.
Furthermore, we have the following estimate for the first derivative of f on the inactive set. Lemma 3.7. For all admissible control u ∈ U ad with u − u h U < R the following inequality holds on the inactive set of u h
Proof. Applying the residual estimate (1.8) it holds
The estimate for the leading term is given by (3.22), which gives
3.4. Estimates of f ′′ , computation of c f ′′ and M f ′′ . Let us now turn to the relevant estimate for the second derivative f ′′ , which was derived above as
with p solving (3.13). Obviously, any change in u will not only change the argument of g ′′ , j ′′ , and E ′′ , but also it will change the point, where the linearization of the solution operator S is made. This necessitates analysis of
In the sequel, unless otherwise stated, z i , z h i are defined as the solutions of
respectively. That is, we have
To be able to find the Lipschitz estimate for the second derivative f ′′ , we derive the following useful estimates. Lemma 3.8. Let v i ∈ U be given. Let z i , z h i be defined by (3.23) and (3.24) respectively. Then for u ∈ U ad , u − u h U ≤ R it holds
26)
The bounds are derived in the course of the proof. Proof. First, testing (3.24) by z h i one finds the a priori estimate
Due to (3.18), we obtain
Similarly by using the already obtained estimates (3.17) and (3.18), we obtain from (3.23)
This implies the a priori estimate
Employing (3.5c) and (3.5b) in estimating the first and second addends respectively, and using the estimates (3.14), (3.26) gives
which yields the last estimate (3.27) with c z = δ −1 (c y + 1)(c Eu + c Ey M z h ). Now we are ready to do the first step in estimating f ′′ (u) − f ′′ (u h ). Lemma 3.9. Let u ∈ U ad and v i ∈ U , i = 1, 2, be given. Let z i , z h i , i = 1, 2 be defined as in the previous lemma. Then it holds
Proof. We split
so that we can estimate
Now upon applying the estimates (3.25)-(3.27) in Lemma 3.8, and the Lipschitz estimate (3.5f) of g ′′ , we obtain
Employing the estimates (3.14) and (3.
which is the desired result. In order to simplify the exposition of the Lipschitz estimates of the part of f ′′ that involves E ′′ , we present the next lemma, where we have in mind to choose G = E ′′ (y, u). Lemma 3.10. Let G be a bounded bilinear form on the space U × Y, i.e., G :
Proof. It holds
For the second estimate, we have due to the bilinearity of G
Hence, we can estimate
where we used the estimates (3.25)-(3.27) provided by Lemma 3.8.
Lemma 3.11. Let v i ∈ U , i = 1, 2, be given. Let z i , z h i , i = 1, 2 be defined as in Lemma 3.8, i.e. z i and z h i solve (3.23) and (3.24), respectively. For i = 1, 2 let z i , z h i be defined by (3.23) and (3.24) respectively. Let u ∈ U ad , u − u h U ≤ R with associated adjoint state p that solves (3.13) be given. Then it holds
We write
The first term on the right-hand side of (3.30) is estimated using the estimate (3.28) and (3.15) as
Applying the Lipschitz property (3.5d) of E ′′ we obtain
where we used the error estimates (3.14) and (3.8). Hence, we get
(3.33) To estimate the first addend on the right-hand side of (3.31), we employ Lemma 3.10
Applying again the Lipschitz property (3.5d) of E ′′ and the residual estimate (3.8) we have the estimate
Now substituting the estimate (3.35) in (3.34) we obtain
36) The second addend in (3.31) is estimated as in (3.32) and applying (3.28) We have now obtained all the necessary ingredients to compute the Lipschitz constant of f ′′ . The estimate is given in the following lemma.
Lemma 3.12. Let u ∈ U ad with u − u h U ≤ R and v i ∈ U , i = 1, 2, be given. Then the estimate
Proof. The second derivative f ′′ is given by
Then we obtain
With the help of Lipschitz estimate (3.5h) for j ′′ , Lemma 3.9 and Lemma 3.11 one finds
which completes the proof. Using similar arguments and estimates, we derive now a uniform bound of f ′′ . Lemma 3.13. Let u ∈ U ad with u − u h U ≤ R be given. Then there is a positive constant M f ′′ such that
Proof. Let us take v i ∈ U with v i U = 1, i = 1, 2. Using (3.28) we have
We estimate each of the norms separately as follows. First, making use of the Lipschitz property (3.5h) it holds
where we have estimated the norm u − u h U by its upper bound R. Secondly, applying property (3.5f) of g ′′ , estimate (3.14) and the residual estimate (3.8) we obtain
With the aid of estimates (3.15) and (3.11), the norm of the adjoint state p is estimated as
Finally putting the already obtained estimate (3.32) of E ′′ (y, u) B(U×Y,Y * ) , (3.39) and (3.40) in (3.38) we obtain
3.5. Computation of coercivity constant α. Let us now describe how to determine the lower bound α in (2.5). The particular challenge is to find a computable estimate. Due to the finite-dimensional control space, the inequality
is equivalent to the inequality λ i ≥ α for all eigenvalues λ i of all possible matrix realizations of f ′′ . Let us choose {v 1 . . . v n } to be the canonical basis of U = R n .
This choice also fits to the inequality constraints in U ad : as they are posed component-wise, they are equivalent to inequality bounds on the coordinates of control vectors with respect to the chosen basis. With the basis {v 1 . . . v n } fixed, the inequality (3.41) is equivalent to the statement that all eigenvalues of the symmetric matrix F ,
. . n, are greater than α. Let us recall the structure of f ′′ . Let u ∈ U ad be given with the associated state y and adjoint p. Then we have
where the functions z i are the solutions of the linearized problem
As a consequence of representation (3.42), we have that the constant α in the inequality (2.7), which reads
is equal to the smallest eigenvalue of the matrix L h given by
where the functions z
However, since y h as well as p h and z h i are solutions of the partial differential equations, the entries of L h are not computable. We will overcome this difficulty by making use of the computable matrix
where the functions z i,h ∈ Y h are solutions of discrete linearized equations
Let us emphasize that all the involved functions are discrete quantities and as such can be computed, which makes L h computable as well. By construction, L h and L h are the matrix representation of f ′′ (u h ) and f ′′ h (u h ), where f h denotes the cost functional of the discrete problem. We define α h to be the minimum eigenvalue of matrix L h . We will later on assume that α h > 0. This is a verifiable assumption since the entries and the eigenvalues of matrix L h are computable. Moreover, if u h is a solution of the discrete problem then α h ≥ 0 holds by second-order necessary optimality conditions.
To be able to estimate the error between L h and L h , we make the following assumption on the discrete functions z i,h and the residuals of (3.46).
Assumption 5. Let (y h , u h , p h ) be as in Assumption 2. Let {v 1 . . . v n } be the canonical basis of R n . Let z i,h be approximations of solutions of (3.46). We suppose that the upper bounds on the associated residuals are available as
Analogously to Lemma 3.1, we have the following result on the error between z i,h and z h i . Lemma 3.14. Let Assumption 5 be satisfied. Let z h i be given as solution of (3.44). Then it holds
Using the Lipschitz estimates of E u and E y and the result of Lemma 3.1, we obtain 46) . Then the following inequality holds
for i, j = 1 . . . n, where
Proof. We can write
(3.49)
We estimate the first addend of (3.49) using the Lipschitz estimate (3.5f) of g ′′ , (3.48) and (3.8) to obtain
The second addend is likewise estimated using (3.47) and (3.48) as
Now putting (3.50) and (3.51) in (3.49) yields the claim. Lemma 3.17. Let G be a bounded bilinear form on the space
for all i, j = 1 . . . n, where the constants are given by
Proof. For the first two estimates, we follow the steps of the proof of (3.28) in Lemma 3.10. Since v i U = 1, we have
Similarly using (3.48) we obtain (3.53). For the last estimate, the proof is analogous to that of (3.29) . Applying the estimates (3.47) and (3.48) we obtain
Please note that the estimates ǫ g ′′ i,j and ǫ di,j are symmetric, e.g. it holds ǫ g ′′
, which follows from the structure of the bound M z h i given by (3.48) . This is a nice coincidence as these error estimates are error bounds for symmetric perturbations of symmetric matrices. 
We employ a similar splitting as in (3.31) to obtain
Hence, by applying the estimates (3.53), (3.54), (3.5d) and (3.8) we obtain
Due to (3.52), it holds
Altogether, substituting (3.56) and (3.57) in (3.55) we arrive at
where we applied (3.11) and (3.9) to estimate the norms p h Y and p h − p h Y , respectively. Now we are in the position to prove the following bounds for the entries of the error matrix L h − L h . Lemma 3.19. Let the matrices L h and L h be given by (3.43) and (3.45), respectively. Then it holds
Proof. By the definitions (3.43) and (3.45), the elements of the error matrix e ij fulfill
Applying the results of Lemma 3.16 and Lemma 3.18 completes the proof. We finalize the computation of the coercivity constant by recalling the following result from matrix perturbation theory.
Theorem 3.20. Let the matrix A be perturbed by a symmetric matrix E, and denote by λ k (A) the k-th eigenvalue of A. If A and A + E are n × n symmetric matrices, then
Proof. The simple proof can be found in [7] . Theorem 3.21. Let α, α h be the minimum eigenvalues of matrices L h and L h respectively. Then it holds
where the error matrix E = (E i,j ) is given in Lemma 3.19.
Proof. The claim follows from the previous Theorem 3. 20 , as L h , L h , as well as E are symmetric matrices. Moreover, E i,j is an upper bound of
Ifū is a solution of the optimization problem satisfying the SSC, then the bound α h will eventually become positive. If mesh refinement is done is such a way that the residuals r y , r p , r u vanish and u h → u, then the error E 2 will tend to zero as well.
3.6. Main result. Let us summarize the results obtained in this section so far. The goal of all these work was to derive bounds to apply the results of Section 2. Let us recall that these results were given in terms of quantities ǫ, α, σ, and c f ′ , c f ′′ , M f ′′ , cf. Assumption 3. All these constants were derived in the previous subsections. It remains to collect them and to present the main result, which is an error estimate for the error in the solution. Moreover, it allows to verify the fulfillment of the second-order sufficient condition a-priori.
Theorem 3.22. Let ǫ, α, σ, and c f ′ , c f ′′ , M f ′′ be computed according to the results in this section. Let us suppose that these constants satisfy the assumptions of Corollary 2.4. Then there exists a local solutionū of (P) that satisfies the error bound
The solutionsū fulfills the second-order sufficient condition given by (2.4)-(2.5). Moreover, we have the a-posteriori error representation in terms of the residuals in Assumption 2
with weights given by
Proof. The claim follows from Corollaries 2.3 and 2.4 as well as from the representation of ǫ in terms of r u , r y , r p derived in Lemma 3.7.
4. Application to parameter optimization problems. In this section, we apply the developed abstract framework to the parameter optimization problems (1.2) and (1.3), which were introduced in the first section. First, we fix the following settings, which are common to both problems.
Throughout this section, Ω is a two or three dimensional bounded Lipschitz domain with boundary ∂Ω. The state space is Y = H 1 0 (Ω), its dual Y * = H −1 (Ω) and the control space is U = R n . The functions y d , u a , u b , the regularization parameter κ > 0 and the source term g are all given in appropriate spaces. Furthermore, the functionals g, j in (1.1) are given by
At first, let us argue that the cost functional, in particular the functions g and j met the requirements of Assumption 4. Indeed, we find that (3.5e)-(3.5h) are satisfied with
Here, we denoted by I 2 the norm of the embedding
and j ′′ (u) (U×U) * = κ for all u ∈ U , y ∈ Y , uniformly. We will argue in the sequel that the resulting optimization problems subject to the nonlinear elliptic equations (1.2) or (1.3) fulfill Assumption 1. Let us first describe the employed discretization procedure. Afterwards, we will report on how the remaining estimates in Assumption 4 are computed for each problem.
4.1. Discretization and computation of residuals. We used standard finite element techniques to discretize the problem. The domain is divided into triangles. The finite element space Y h is the classical spaces of piecewise quadratic and continuous elements (P2).
The critical part is the computation of the residuals. Here, 'computation' refers to the fact that we need constant-free error estimates, i.e. we have to determine r y satisfying E(y h , u h Y * ≤ r y , no extra constants involved. That means, we cannot use standard residual-type a-posteriori error estimates. Nevertheless, there are quite a few options available, as for instance the so-called hypercircle method, see e.g. [5] , estimates based on local H(div)-error representations [17] , equilibrated residuals [1] , or functional error estimates [13] .
We used a related technique, as described in [12] .
(Ω). Then we can estimate the residual in the equation −∆y + d(y) = f at a discrete function y h as
In our computations, we used the Raviart-Thomas elements RT 1 to discretize the space H(div). In a post-processing step, we computed σ h as minimizer of
Then the residual was computed as
We applied this technique to compute bounds of the residuals for the state and adjoint equations as well as for the linearized equations appearing in the eigenvalue problem associated to f ′′ .
Identification of coefficient in the main part of elliptic equation.
Let us verify the assumptions for the optimization problems involving parameters in the differential operator. To this end, let disjoint, measurable sets Ω i ⊂ Ω be given, i = 1 . . . n, with Ω = n i=1 Ω i . In order to make the resulting differential operator coercive the lower bound on the coefficients is a positive number, u a,i = τ > 0. Upper bounds are taken into account as well.
We set Y = H 1 0 (Ω) with norm y
The mapping E is now defined as
Here, g ∈ L 2 (Ω) is a given data function. With this definition, we have that the differentiability requirements of Assumption 1 are met. The following lemma states that also the strong monotonicity as well as Lipschitz continuity conditions of Assumptions 1 and 4 are fulfilled.
Lemma 4.1. Let u ∈ U ad and y ∈ Y be given. Then it holds E y (y, u) ≤ δ −1 with δ = τ , which is the lower bound on the parameters. Moreover, we have that the inequalities (3.5a)-(3.5d) of Assumption 1 hold with
In addition, the inequalities
Proof. Let u, u h ∈ U ad , y h ∈ Y be given with u − u h ≤ R. Let y = S(u) be the solution of E(y, u) = 0. At first, let us determine the Lipschitz constant of E:
so that (3.5a) holds with c E :
which implies c Ey = 1. A similar computation gives with
implying c Eu = 1. With a similar estimate we immediately obtain
Since E is bilinear with respect to (u, y), the second derivative E ′′ (y, u) is independent of (y, u),
Noting that the second derivatives E yy , E uu vanish, we obtain E ′′ (y h , u h ) B(U×Y,Y * ) ≤ 1.
Parameter identification problem.
Let us consider the elliptic problem (1.2). We will make the special choice
where d i : R → R are assumed to be twice continuously differentiable, i = 1 . . . n, with the second derivatives being Lipschitz continuous on intervals [−M, M ] for all M ≥ 0. Furthermore, we assume d i to be monotonically increasing. Here we have in mind to work with d i (y) = y|y| i−2 . As a result, we define the nonlinear operator E as
where g ∈ L 2 (Ω) is a given function. In order to make the resulting operator monotonic with respect to y we impose positivity requirements on u, i.e. we set
Due to the choice of functions d i , the operator E is Fréchet-differentiable from
. That is we have to work with the framework
We will use the following norm in Y : y 
Here we used the functions
Proof. Due to the assumptions on the functions d i the Nemyzki operators d i are twice continuously Fréchet differentiable. By the mean value theorem, we have |d i (
. With analogous arguments we obtain the estimates for the derivatives of d i .
In order to prove Lipschitz estimates of E, we need Lipschitz estimates and global bounds for solutions of the equation E(y, u) = 0. Let us denote norm of the embedding
Proof. This follows from the fact that d y (u; y) ∈ L ∞ (Ω) as well as u is non-negative and from the simple inequality ∇y
n → Y * be given as in (4.1). Let u ∈ U ad be given. Then it holds for y = S(u) being the solution of E(y, u) = 0
Proof. Due to Stampacchia [16] , we have the estimate
with M L ∞ = 4
1−I 2 2 |Ω| 1/6 computed in [14] .
where we used the abbreviations
This implies inequality (3.5a).
Proof. The claim follows from the splitting
and applying Lemma 4.2. E.g. we have using the embedding Y ֒→ L 2 (Ω)
Applying the L ∞ -bound given by Lemma 4.4 finishes the proof. Lemma 4.6. Let u, u h ∈ U ad , u − u h U ≤ R, y = S(u) ∈ Y ∞ and y h ∈ Y ∞ be given. Then the inequality (3.5b), i.e.
is fulfilled with
Proof. The proof is analogous to the proof of the previous Lemma 4.5.
are fulfilled with
where we used the notation of Lemmata 4.5 and 4.6. This gives (3.5b). Proof. Let w ∈ U be given. By construction, we have
The claim follows with the same argumentation as in the proof of Lemma 4.5. By analogous considerations we obtain the Lipschitz estimate for E yu .
Proof. The proof is analogous to the proof of Lemma 4.5. Corollary 4.9. Let u, u h ∈ U ad , u − u h U ≤ R, y = S(u) ∈ Y ∞ and y h ∈ Y ∞ be given. Then the inequality (3.5d), i.e.
is satisfied with Table 4 .1, the discrete sufficient optimality condition is satisfied on all grids, as α h is uniformly positive. However, f ′′ (u h ) is only positive definite for the grids with h ≤ 0.0177 as the error E 2 is larger than α h on the coarser grids. But since E 2 decays like h 2 the condition α = α h − E 2 eventually is satisfied. In this example, we see that as soon as the bound α is positive, the conditions of Theorem 3.22 are satisfied, and hence an error estimate ū − u h U ≤ r + is available. This includes the statement that we are able to verify the existence of a local solution of (P) in the neighborhood of u h . Moreover, the error bound r + decays with h 2 , which is expected, since r + ≤ 2α/ǫ holds and ǫ tends to zero with the rate h 2 , as can be seen For convenience, we also report about the other quantities involved in the verification process, namely the Lipschitz constants of the reduced functional f . As can be seen in Table 4 .2, the Lipschitz constants c f ′ and c f ′′ as well as the bound M f ′′ are bounded uniformly for all discretizations. They are monotonically decreasing due to their computation, which is the expected behavior in the light of the derivation in Section 3. Of course, all these constants are expected to be bounded away from zero. As one can see, the inequality constraint u a,1 ≤ u 1 is active, giving rise to the choice A = {1} of the active set. Table 4 .3 depicts the computed error bounds for different mesh sizes h. Similar to example 1, the discrete sufficient optimality condition α h > 0 is satisfied for all meshes, while the positive definiteness of f ′′ (u h ) can be proven only for fine meshes. As in example 1, we get the convergence of ǫ and r + like h 2 . Now, let us have a closer inspection of the results with respect to the strongly active inequality constraints, the associated numbers can be found in Table 4 .4. As can be seen, the active constraints are strongly active for the discrete problem, i.e. σ h > 0. Moreover, they become strongly active for the continuous problem too, as σ is positive for the fine meshes. However, we were not to be able to verify that the constraints are active at the solution of the continuous problem, too. This would require to find σ − c f ′ r + > 0, which was not the case in our computations. We expect, that this condition will become true for even finer discretizations, since σ and c f ′ converge to some fixed positive value, while r + decays for uniform refinement. For the Lipschitz constants of f we observe a similar behavior like in Example 1, see Table 4 .5. The computed bounds and constants can be found in Tables 4.6 and 4.7. As can be seen from Table  4 .6, the verification assumptions were satisfied already on the coarsest mesh. Before discussing the observed behavior with respect to decreasing mesh-size, let us turn to the inspection of the results for one fixed discretization. For h = 0.0177, we obtained the fulfillment of Assumption 3 with σ = 7.0463 · 10 −4 , ǫ = 3.5641 · 10 −5 , and α = 9.6427 · 10 −3 . The corresponding values of c f ′ and c f ′′ can be found in Table 4 .7. By Theorem 3.22, there exists an optimal controlū in the neighborhood of the discrete solutionū h with ū − u h U ≤ 7.3924 · 10 −3 .
The safety radius was adaptively computed to R = 7.5 · 10 −3 . Hence the assumption r + ≤ R in Theorem 2.2 is fulfilled. Furthermore the condition (2.16) is satisfied with σ − c f ′ r +1 = 2.5434 · 10 −1 > 0, which implies u h =ū h on the active set A. Additionally, we have that the second-order sufficient optimality condition is fulfilled with Similar as in the previous examples, we observe a convergence rate r + ∼ h 2 . Moreover, for fine grids, we find that the sufficient second-order condition is satisfied at the still unknown local solutionū of (P). First, the inequality constraints are strongly active atū on A, see the column 'σ − c f ′ r + ' in Table 4 Table 4 .7 as well.
