Anomaly detection plays an important role in ensuring the data quality in wireless sensor networks (WSNs). The main objective of the paper is to design a light-weight and distributed algorithm to detect the data collected from WSNs effectively. This is achieved by proposing a distributed anomaly detection algorithm based on ensemble isolation principle. The new method offers distinctive advantages over the existing methods. Firstly, it does not require any distance or density measurement, which reduces computational burdens significantly. Secondly, considering the spatial correlation characteristic of node deployment in WSNs, local sub-detector is built in each sensor node, which is broadcasted simultaneously to neighbor sensor nodes. A global detector model is then constructed by using the local detector model and the neighbor detector model, which possesses a distributed nature and decreases communication burden. The experiment results on the labeled dataset confirm the effectiveness of the proposed method.
Introduction
Wireless sensor networks (WSNs) have been used in various applications, such as environment monitoring, habitat monitoring, health and medical monitoring, industrial monitoring, target tracking, surveillance monitoring, etc. [1−6] In these applications, the most important problem is how to guarantee data reliability and availability. However, the sensor nodes, which are the core component in WSN, are prone to fail. Therefore, anomalous observation is induced by considering the following reasons [7] :
1) The intrinsic characteristics of sensor nodes are low cost and limited resource, such as energy (battery power), memory, computation capability and communication bandwidth, etc.
2) Sensor nodes are usually randomly deployed in a large and hard area. Therefore, the observations are frequently susceptible to the environmental effects.
3) There exist common interference and malicious attack in WSNs. Consequently, the information transmission is unreliable.
The above mentioned issues may lead to the data with noise, errors, etc. This makes the data inaccurate and un- reliable, which cannot reflect the real situations and thus affects the final decision. Anomaly detection, as the active monitoring measure tool, plays an important role in ensuring the data quality. Therefore, effectively and efficiently identifying anomalies can help to improve the quality of collected data before transmitting to the station and have correct decision-making of events of interest.
In WSNs, radio transmission among nodes is the main reason of quick energy depletion. The energy consumption for transmission of one bit data is significantly more than to process thousands of bits in sensors network [8] . So the anomaly detection methods developed for WSNs must take into account some inherent characteristics, e.g., massive communication will drain the life of batteries quickly and shorten the life-span of the whole WSNs. In this paper, considering the constrained resource characteristic in each sensor node and data spatial correlation among neighbor sensor nodes, a light-weight distributed learning technique based on the isolation principle is proposed for the anomalous data detection in WSNs.
The proposed model overcomes the currently existing models disadvantages and has some advantages as follows:
1) It is a distributed anomaly detection algorithm and can handle the dataset collected in WSNs.
2) It has high detection accuracy and low false alarm ratio.
3) The proposed detection model does not require any distance or density measurement, which saves computation resource.
4) This algorithm can handle the anomaly and events locally and globally in WSNs.
The main contribution of this paper includes:
1) Considering the spatial correlations of neighbor nodes in WSNs, a new distributed anomaly detection method is proposed based on the ensemble isolation principle.
2) Theoretical analysis and complexity analysis confirm the efficiency of the proposed method.
The rest of this paper is organized as follows. Section 2 summaries the taxonomy of state-of-the-art anomaly detection methods in WSNs and related works. Section 3 describes the problem of anomaly detection in WSNs and proposes distributed anomaly detection method based on isolation principle. Section 4 presents the theory and complexity analysis. In Section 5, the experiments are performed to evaluate the efficiency of the proposed algorithm. Finally, conclusions and future works are presented.
Related works of anomaly detection in WSNs
Anomaly detection, or outlier detection, or deviation detection, is an activity to measure an observation (or subset of observations) that appears to be inconsistent with the remainder of that dataset [9, 10] . In the context of WSNs, the anomaly is related to those observations which do not conform to the defined (expected) normal behavior of the data. Based on this definition, the anomalies always correspond to sensor faults, observation data errors, unexpected events and some malicious attacks [5, 11] . To some extent, anomalies also correspond to some interesting events such as sudden changes in the monitored surrounding that result in the unusual observations. In WSNs, according to the scope of anomaly occurrence, anomalies can be at the level of individual measurements with respect to the other measurements at the same sensor node, or at the level of the measurements of one node with respect to other sensor nodes in the network [12] .
There are many anomaly detection methods in WSNs. From the perspective of techniques employed, the anomaly detection methods can be categorized into statistical based, nearest neighbor based, clustering based, classification based and spectral decomposition based approaches. Statistical based methods can be further categorized into parametric and non-parametric methods based on how the probability distribution model is built [5] . From the perspective of using the label information of the training dataset during the process of building anomaly detector, these methods can be categorized as supervised, semi-supervised and unsupervised [13] . From the topology structure of WSN deployed, these methods can be classified as hierarchical method and flat method. For the former, the method can be further categorized as statistical based method, data mining and computational intelligence based method, game theory based method and hybrid method. And for the latter, these methods can be categorized as rule based method, statistical based method as well as graph based method. From the perspective of data processing, these methods can be categorized as online or offline methods. From the perspective of node data processing behavior, these methods can be categorized as distributed or centralized, etc. These methods may have some overlap, and interested reader can further review it in [3, 5, 13] . Though these above mentioned methods have gotten successful applications in many fields, there are more or less some disadvantages, e.g., statistic based method requires the knowledge of data distribution in advance or difficult to handle multi-dimensional dataset, some density or distance based methods require to calculate the distance or density among observations which requires massive computation resources. Some machine learning method, such as artificial neural network (ANN) or support vector machine (SVM), requires massive time to train the detector model, or some method cannot handle the high dimensional data in the constrained computation and storage resource, etc. Recently, based on the ensemble learning [14] , an isolation based method is proposed [15, 16] , which purely considers the intrinsic characteristic of anomalous data to build detector. As we all known, anomalies are the minority consisting of fewer instances and have attribute values that are very different from those of normal instances. In other words, anomalies are "few and different", which make them more susceptible to be isolated than normal data points. This method does not employ any distance or density measure, fundamentally different from most existing modelbased methods to detect anomalous data. Fig. 1 demonstrates the initial idea of anomaly detection method based on the isolation principle. During the procedure of anomaly detection, random partitioning of instances according to the attribute value is repeated recursively until all the instances are isolated or they meet a pre-defined termination criterion. Then those data points that are easily isolated are regarded as the anomalies (black spot x0) with high possibility. Consequently, the more easily an observation data point is isolated, the more probability it carries to be regarded as the anomaly data point. One of the many advantages of this method is that the anomaly detection doesn t require any distance or density computations. What s more, unlike these methods which provided a hard decision for the observation whether it is anomaly or not, isolation based method assigns an anomalous score to each of the testing observation. Local outlier factor (LOF) [17] is also proposed to denote the degree of the object being an anomaly. Unfortunately, this algorithm has complex procedures and needs a high computation cost, the computation complexity reaches the order O(n 2 ) under the context of high data dimensions. Consequently, isolation based method may be more valuable in the real application. Another advantage is that isolation based anomaly detection employed the ensemble learning strategy [18] . So instead of wasting much time to train the strong detector, it only trains multiple weak detector models and aggregates them into a final ensemble detector with high performance. Though ensemble learning method is not a light-weight method, in our proposed method, a distributed process is employed to overcome this shortcoming successfully. 3 Proposed anomaly detection model for WSNs
Problem statement
Sensor nodes in WSNs may be arranged in multiple kind of topology for different applications. A commonly used network topology is shown in Fig. 2 , which is clusteringbased hierarchal network. Generally, there can be multiple levels of cluster heads and sensors in the network. In order to make our proposed algorithm more general and can be adapted to accommodate different contexts as well. We define a sensor sub-network to describe the problems. (sensor sub-network). The sensor subnetwork is one of the clusters in the whole network where the nodes can communicate directly with each other. Its topology can be modeled as an undirected graph G, G=(N , E), where N denotes the node set and E denotes the edge set. The edge of connecting two nodes exists if the two nodes in the network are within radio transmission range.
To concisely describe our proposed anomaly detection method for WSNs, this relatively small sub-network consists of some sensor nodes which are deployed densely, homogeneously and are time synchronized, where sensor data tends to be correlated in both time and space. An example of such sub-network can be illustrated by Fig. 3 [7] .
Fig. 3 Example of a sensor sub-network
This sub-network is reasonable because it can be easily extended to other type of networks topologies. For example, if a cluster-head or sink-head is inserted into this network, then a clustering-based network topology can be gained, or if a parent node can be added to take care of his children node, then a hierarchical-based network topology can be made. Consequently, our proposed anomaly detection method for this sub-network can be extended conveniently to multiple kinds of networks.
This sub-network, N = {Ni, , Ni,1, · · · , Ni,m}, which represents a closed neighborhood of node Ni ∈ N , contains node Ni and its m spatially neighboring nodes. The m spatially neighboring nodes are represented by Ni,j = {Ni,j : j = 1, · · · , m}. Each sensor node in the sub-network at every time interval Δt measures a data vector and each data vector is composed of multiple attributes. For the sensor node Ni, the observation is X = (
, where d denotes the attribute dimension. And for the j-th neighbor node, Ni,j , the observation is
Each node in the sub-network can do the same work as done by Ni, such as collecting data, communication and anomaly detection. Our proposed method is to timely identify ev-ery new observation of Ni as normal or anomalous based on the detection model which is trained using the collected dataset.
Isolation based anomaly detection method
The traditional anomaly detection method in the data mining and machine learning community cannot be employed in the context of sensor network well. The main challenge faced by anomaly detection method for WSNs is how to achieve high detection rate and low false alarm rate while consuming the minimum resource of WSNs. Consequently, it is necessary to develop a light-weighted anomaly detection method.
Isolation-based anomaly detection, proposed in [15] assumed that the anomaly data points are always rare and far from the center of the normal clusters. This is a new and effective anomaly detection technique by using the binary tree to build the single detector. Based on the ensemble learning theory, the detection model consists of multiple individual detectors, namely, isolation tree. Here, we give the following definition.
Definition 2 (isolation tree). Let T be a node of an isolation tree, and x be a data point consisted of d attributes in the current subset, T be either an external node with no child, or an internal node with one test and exactly two children nodes (T l , Tr). A test consists of an attribute q and a split value p such that the test x.q < p can split the current subset into T l and Tr. Moreover, each node keeps the corresponding intermediate results of the deterministic space partition process. T l and Tr. are all the isolation trees.
The most valuable advantages of this method are as follow: 1) Isolation based method does not require distance or density measures to detect anomalies. This eliminates major computational cost of distance calculation in all the distance-based methods and density-based methods. It implies that this method is a light-weight method and can save resources of sensor nodes.
2) Isolation based method has linear time complexity with low computational and memory requirement, which implies that this method can detect anomaly fast and save the memory resource effectively.
Here, we give the simple presentation of this method. Building the isolation tree process is intuitive and straightforward, the interested readers can refer to [15] for further detail.
Given data set X = {x1, x2, · · · , xn}, xi = (xi,1, xi,2, · · · , x i,d ), to build an isolation tree, we recursively divide X by randomly selecting an attribute q and a split value p. The creation of binary tree procedure is ended if one of the following three principles is satisfied:
1) The tree reaches a pre-defined height limit.
3) All the data in X have the same values, i.e., they are all identical. The created isolation tree has characters as: 1) It is a proper binary tree, where each node in the tree has exactly zero or two children nodes.
2) If each observation in X is distinguishable, the maximum number of nodes in the isolation tree is 2n-1, and the number of internal tree nodes is n-1. Consequently, the memory requirement is bounded and only grows linearly with n, namely O(n).
Of course, only a single isolation tree has probably a poor detection performance, isolation based anomaly detection method is an ensemble learning technique in essential, which needs to build multiple isolation trees to gain an aggregate decision. Consequently, ensemble detector is constructed for the given dataset at the training stage, which consists of N individual detectors.
In the anomaly detection phase, the task of anomaly detection is to find a ranking that reflects the degree of anomaly for the new observations. Thus, one way to detect anomalies is to sort data points according to their average path length or anomaly scores. If the threshold u is predefined, then those observations that are ranked at the top of list are defined as anomalies. The anomaly scores can be calculated by
where s(x, n) denotes the anomaly score of observation x, n is the number of the whole dataset, E(h(x)) denotes the expected isolation path length which can be estimated by computing the average of the isolation path length acquired from each isolation tree among the isolation forest, H(n) is the harmonic number which can be estimated by ln(n) + 0.5772156649, the number 0.5772156649 is the Euler s constant, and c(n) is the average of h(x) given n, which is used to normalized h(x).
Distributed anomaly detection method based on isolation principle in WSNs considering spatial relationship
In order to avoid massive communication in WSNs, each node builds a local anomaly detector using its m observations which is sub-sampled from the training datasets. The neighbor nodes in the sub network do the similar work. After the local detector is built, each node broadcasts its information of multiple isolated trees, such as tree structures, split attributes and split value in each created tree node, to its spatially neighboring nodes. Consequently, every node in the WSNs receives the local detector information from all of its neighbors and then combines with itself to build the final global decision isolation forest for the anomaly detection. Another alternative strategy is that if a cluster head node is deployed in the sub network, each network node can transmit its local detector information to the cluster head node. A cluster head combines each node s local detector information into the final global detector and then broadcast this ensemble detector to its children node. Considering the spatial relationship among the observations in WSNs and the idea of ensemble learning, this model is relatively robust. The model can be seen in Fig. 4 , and this method can be described by training phase and testing phase.
Training phase
In the training phase, the normal data samples collected by each sensor node are used to build multiple isolation trees for local anomaly detection, the method of building ensemble anomaly detection model can be seen in Fig. 5 . 
Testing phase
When a new observation x arrives at node Ni, its isolation depth in each tree is calculated and finally average isolation depth is got. Then an anomalous score is calculated by (1) . Three principles are used to detect whether an observation is anomalous or not.
1) If anomaly score of an observation is very close to 1, then it is definitely an anomaly.
2) If anomaly score of an observation is much smaller than 0.5, then it is quite safe to be regarded as normal one.
3) If anomaly score of an observation is approximately equal to 0.5, then whether it is an anomaly or not, it is hard to determine.
However, the anomalous score of many observations on the fringe of data distribution is near 0.5 and hard to identify. Therefore, in the real applications, some prior knowledge may be used to assist the anomaly detection, e.g., anomaly rate, which is predefined by the domain experts. In most cases, obtaining the real anomaly rate is difficult. However, giving a vague scope of anomaly rate may be a relatively easy job. Consequently, the anomaly detection is performed based on the concept of anomaly score and anomaly rate. For a given observation, the procedure of identifying that whether it is an anomaly or not is described by Fig. 6 .
After an observation was identified as an anomaly locally, it was represented as an error or event based on the rule: If the anomaly is spatially unrelated to its neighbor nodes, it is an error, otherwise it is an event.
Theoretical and complexity analysis

Theoretical analysis of isolation principle
In this section, we give the theoretical analysis for isolation principle based on the probabilistic explanation. The more detail can be found in [15, 19] .
We firstly assume that the data is one-dimensional. It is noted that this assumption is mainly for clear presentation of the isolation principle rather than a limitation of the theoretical analysis, which can be generalized to multidimensional dataset.
Let X={x|x ∈ R}, for each data point x, h(x) is the path length traveled from the tree root to x, and the expected path length E(h(x)) is a summation of a series of the possible path lengths with probabilistic components. It can be calculated by
where P (·) denotes the probability function of path length and E(·) is the expectation function. For any fringe point which may have high probability as an anomalous point, the generalized possible path length is h(x) ∈[1, |X| − 1]. For any non-fringe point, the generalized possible path length is h(x) ∈[2, |X| − 1]. Assuming that each possible tree structure (generated Fig. 6 The testing procedure for an observation x randomly) is equally probable, i.e., uniform distribution, the term P (h(x) = l) can be estimated by
where t l,m,j is the total number of possible trees that have h(xm) = l(m ∈ {0, · · · , j}) with j internal nodes. The average path length of a data point xm can be calculated by
where hm,j denotes the sum of path lengths for xm in all possible trees with j internal nodes. For uniformly distributed data points, the average path length E(h(x)) of randomly generated binary trees has a dome shape. Consequently, the dome shape reveals that the fringe points have much lower expected path lengths than those core points. And these fringe points may be easily isolated and have the high probability as anomalous data points.
Algorithm complexity analysis
Complexity analysis is another factor to be taken into account for evaluating the performance of algorithm, especially in the application of WSNs. We evaluate our proposed algorithm in terms of communication overhead and computation and memory complexity.
The communication complexity of our distributed techniques depends on the local transmission of the isolated tree structure parameter information in each sensor node. Because the isolation tree is a binary tree, supposing that this binary tree has m leaf nodes in the worst case, then each isolation tree has approximately 2m-1 nodes totally. For each sensor node which owns k isolation trees, the maximum communication complexity is O (km).
The computational complexity in our proposed algorithm is mainly composed of two parts: one is computation cost of creating the k isolation trees for each sensor node, the other is that each observation calculates the isolation depth and has the average depth. For the first part, the maximum of computation complexity is O(km) for each sensor node. For the second part, acquiring the observation depth is equal to travel each isolation tree, so the maximum computation complexity is O(log m 2 ). Therefore, the maximum computational complexity at each node of creating and traveling K isolation trees is O(km + Klog m 2 ) (K = k), the final computational complexity is O(km).
The memory complexity in our proposed algorithm is mainly dominated by K isolation trees for each sensor node, then the maximum memory requirement is O(km).
In the real application, when the values of k and m are fixed, then the communication complexity is constant. Consequently, our proposed method may have the promising advantage to fit for the resource constrained WSNs applications.
Experiment and result analysis
The proposed anomaly detection method is evaluated by using the labeled dataset [12] . Because isolation based method is an un-supervised method and does not need the category attributes during the procedure of anomaly detection, the anomalies labels are only used in evaluating the final anomaly detection performance. Our experiment goal is to test the effectiveness of our proposed distributed anomaly detector based on isolation principle in WSNs. The experiments are conducted on a personal PC with Intel R Core TM 2 Duo CPU, P7450@2.13GHZ and 4 GB memory. The operating system is Windows 7 Professional. The algorithms described in Section 3 are programmed by the C++ language with the Visual C++ software platform and the dataset preprocessing as well as result analysis are done using Matlab 2010 platform.
Labeled dataset
This dataset is a real humidity-temperature sensor data which is collected using TelosB motes in a single-hop WSNs [12] . This dataset is designed and has a controlled anomalous data, means labeled anomalies. There are two indoor sensor nodes and two outdoor sensor nodes, respectively. The data consists of temperature and humidity measurements collected over a period of 6 hours in intervals of 5 seconds. The sensors 1 and 2 are deployed in indoor as well as 3 and 4 outdoor, respectively. In order to simulate the anomaly occurrence, it is designed by using a hot water kettle which increases the temperature and the humidity simultaneously. The detailed information of this dataset is described in Table 1 . In this dataset, the anomalous observations are introduced at nodes 1 and 4, while nodes 2 and 3 have no anomalous data and represent normal observations. The data distributions for each of these sensor nodes are depicted in Fig. 7 .
Data pre-processing
Consider the fact that sensor observations collected by different types of sensors may have different scales in the real application. These observations are pre-processed firstly [4] . There are some commonly used data preprocessing methods in the data mining and machine learning community. For a data vector xi ∈ X, its auto-scaled value is formulated as
where u is the mean of the attribute values and σ is the corresponding standard deviation. However, the auto-scaled values may be sensitive to anomalies in the field of anomaly detection, and the common method is replacing the arithmetic mean by the median and replacing the standard deviation by the median absolute deviation (MAD). This is because the median and MAD are more robust than mean and standard deviation against extreme high or low values. The MAD is calculated by MAD = median{|xi − median(X)|}, where |.| denotes the operator of absolute values. Consequently, for a data vector xi ∈ X, its modified auto-scaled value is formulated as 
Result evaluation metrics
To evaluate our proposed algorithm, four performance metrics are selected. The first is the accuracy rate (ACC), which is a traditional metric used to evaluate the classifier performance in the community of data mining and machine learning. ACC represents the percentage of right prediction. The second is the true positive rate (TPR), which represents the percentage of anomalies that are correctly detected, i.e., the ratio between the number of correctly detected anomalies and the total number of anomalies. The third is the false alarm rate (FAR) or false positive rate (FPR), which represents the percentage of normal data that are incorrectly considered as anomalies, i.e., the ratio between the number of normal data detected as anomalies and the total number of normal data. ACC, TPR and 
where TP, FP, TN and FN denote the number of true positive sample points, the number of false positive sample points, the number of true negative sample points and the number of false negative sample points, respectively. The 4th metric is selected to evaluate our method, which is the area under cover (AUC) [15, 20] . Compared to the TPR and FAR, AUC is widely used to measure the overall performance of anomaly detector regardless of the threshold between the true positive and true negative. The calculation formula is described as [21] .
where ri is the rank of the i-th anomalous point list which is sorted by the anomaly score in ascending order, S is the sum of the ranks of the actual anomalous points, na and nn denote the number of true anomalies and the number of true normal points, respectively.
Experiment and result analysis
Isolation based anomaly detection method has three critical parameters which affects the result performance, i.e., the sub-sampling size, the ensemble size and the estimated anomaly rate. According to the result in [15] , when the sub-sampling size is set as 256 and the ensemble size is set as 100, most datasets have an acceptable detecting performance. In order to select the acceptable parameter combination, extensive experiments are performed based on different parameter combination. For sub-sampling size, its value is set as 64, 128, 256, 512 and 1024, respectively. For ensemble size, its value is set as 20, 30, 40, 50 and 60 for each local detector model, respectively. For indoor observations, the anomaly rate is 2.6% (117/4417≈0.026). However, in the real application, deciding the true anomaly rate is always unknown and is not a trivial problem, and the expert usually gives a rough estimation range based on their prior knowledge. In our experiment, the anomaly rate is set as 1%, 2% and 3%, respectively. For outdoor sensor, the anomaly rate is 0.6% (32/5041≈0.006), so the anomaly rate is set as 0.3%, 0.6% and 1%, respectively.
The dataset was divided into two parts. For each sensor dataset, about 66% of the each sensor dataset was used for training the local detection model, the remaining part was used for evaluating our proposed method. The experiment results for node 1 can be seen in Table 2 which is based on the ensemble model trained by indoor nodes 1 and 2.
From the results presented in Table 2 , it can seen clearly that the estimation metric, ACC, may be not appropriate for the anomaly detection performance evaluation because it cannot reflect the effects induced by different parameter setting, such as ensemble size, sampling size and anomaly rate for the extreme distribution unbalance in the dataset. However, for other evaluation metrics, TPR, FAR and ACC can reflect the different parameter setting. It is clear that TPR increases and FAR decreases with the ensemble size and sample size increasing. Similarly, the value of AUC increases gradually. It can be also seen that when the ensemble size reaches to a value, such as 40, or sampling size reaches to 256, the values of different evaluation metrics vary unnoticeably and become gradually stable. Then the detecting performance is acceptable too. Therefore, there is no need to increase the sampling size and ensemble size further because it only increases the processing time and memory requirement as well as communication cost without any improvement of the detection performance.
However, for the estimated anomaly rate, different values may have significant effect on the results. For our proposed method, the probability of an observation regarded as an anomaly is based on its anomaly score and its ranking in the whole testing dataset. If the value that is set lower than its true anomaly rate, only part of true anomalous observations is identified as anomaly. Meanwhile, these true anomalies are regarded as normal observations. As a result, the FAR is low. On the contrary, when the value of anomaly rate is set higher than its true anomaly rate, then more observations are identified as anomalies. As a result, the FAR is high, which can be seen from our experiment results in Table 2 . The same experiment is repeated for the outdoor labeled dataset. The global ensemble detector is trained by the nodes 3 and 4. Similar results can be obtained for node 4. Here, for the space limitation, we only gave partial results induced by the different local ensemble size, sampling size and anomaly rate, respectively, which can be seen in Fig. 8 .
In order to evaluate the performance affected by the different sampling sizes, Fig. 8 (a) presents the performance of TPR, FAR, AUC for testing dataset collected by node 4. The sampling sizes are set as 64, 128, 256, 512 and 1024, respectively, and other two parameters are arranged as fixed values. For example, the local ensemble size is set as 50 and the anomaly rate is set as 0.006. Similarly, in order to evaluate the performance affected by different ensemble sizes, Fig. 8 (b) presents the performance of TPR, FAR and AUC for testing dataset collected by node 4. The local ensemble sizes are set as 20, 30, 40, 50 and 60, respectively, and other two parameters are arranged as fixed values. For example, the sampling size is set as 256 and the anomaly rate is set as 0.006. In order to evaluate the performance affected by different anomaly rates. Fig. 8 (c) presents the performance of TPR, FAR, AUC for testing dataset collected by node 4. The sampling sizes are set as 64, 128, 256, 512 and 1024, respectively, and the other two parameters are arranged as fixed values. For example, the local ensemble size is set as 50 and the anomaly rate is set as 0.006. From the above presented results, it can be clearly seen that anomaly detection ratio increases and the false alarm rate decreases gradually with the increasing of sampling size and ensemble size. Similarly, the value of AUC increases gradually. Considering the resources constraints and communication burden, the local ensemble size is set as 40 or 50, and 256 may be the appropriate value of the sampling size.
For the testing dataset collected from nodes 2 and 3, no one as anomalous exists, the anomaly score is used to decide that whether it is anomaly or not. For the space limitation, we omit the detailed procedure, and only the final results are presented in Table 3 , where sampling size and local ensemble size are set as 256 and 50, respectively. 
Conclusions
The anomaly detection in WSN can improve the reliability and availability of the collected data. Considering the spatial correlation among the neighbor sensor data, a distributed anomaly detection method has been proposed based on the isolation principle. A local detector in each node is built, and an ensemble strategy among different nodes is employed. It is worthy to note that instead of communication raw data between sensors, only the structure and parameters of the trained detector on each sensor are broadcasted in its communication range. The experiment results demonstrate that the proposed method has high detection accuracy and low false prediction.
For the dataset collected from WSNs, it has the characteristic of spatio-temporal correlation, and future research can integrate the temporal correlation into the proposed method.
