This article reviews the discovery, development, and use of high-frequency (HF) radio wave backscatter in oceanography. HF radars, as the instruments are commonly called, remotely measure ocean surface currents by exploiting a Bragg resonant backscatter phenomenon. Electromagnetic waves in the HF band (3-30 MHz) have wavelengths that are commensurate with wind-driven gravity waves on the ocean surface; the ocean waves whose wavelengths are exactly half as long as those of the broadcast radio waves are responsible for the resonant backscatter. Networks of HF radar systems are capable of mapping surface currents hourly out to ranges approaching 200 km with a horizontal resolution of a few kilometers. Such information has many uses, including search and rescue support and oil-spill mitigation in real time and larval population connectivity assessment when viewed over many years. Today, HF radar networks form the backbone of many ocean observing systems, and the data are assimilated into ocean circulation models.
INTRODUCTION
The ocean surface is driven directly by wind and buoyancy forcing, and hence circulation processes tend to be strongest and most variable in this layer. The surface is also where many human activities occur, including transportation, fishing, warfare, waste disposal, and recreation. Measurement systems that can map ocean surface currents over wide areas with high spatial and temporal resolution are critical for understanding air-sea interaction, coastal circulation, tidal flows, and related ecological processes. If the current measurements are available in real time, then the systems can support search and rescue operations, help direct toxic-spill mitigation activities, and warn of hazards such as approaching tsunamis. Remote sensing systems using high-frequency (HF) radio signals backscattered from the ocean surface are capable of mapping surface currents with the necessary spatial and temporal resolution.
HF radars rely on Doppler backscatter observations in the HF portion of the electromagnetic spectrum in the frequency range f of 3 MHz to 50 MHz, the upper end of which is in the very-highfrequency (VHF) band (Paduan & Graber 1997) . These fluctuations correspond to wavelengths λ = c/f of 100 m to 6 m, where c is the speed of light (3.00 × 10 8 m s −1 ). They lie between the familiar frequencies employed for AM radio (∼1 MHz) and FM radio (∼100 MHz), and therefore the instruments are sometimes referred to as HF radio systems to avoid confusion with the more common microwave radars, which have wavelengths of ∼1 cm. Crombie (1955) first observed that the peak energy of HF radio waves reflected from the sea surface occupies a narrow frequency range, leading him to conclude that this resulted from backscatter from trains of surface gravity waves whose wavelengths equaled half the transmitted radio wavelength-an example of a phenomenon known as Bragg scattering. Crombie also found that the Doppler frequency shift of the backscattered radio waves agreed well with that predicted from the known phase speed of surface gravity waves traveling radially toward or away from the radio transmitter. Subsequent studies further clarified the relationship between radio signals backscattered from the sea surface and characteristics of the surface gravity wave fields producing the backscatter (e.g., Barrick 1971a Barrick ,b, 1972 Barrick et al. 1974; Hasselmann 1971) . Barrick (1978) reviewed the theoretical development of HF radar scattering from the sea surface and its application to physical oceanography. These early studies provided the theoretical basis for using backscattered radio signals to measure ocean surface currents.
In an important early study, Stewart & Joy (1974) observed that there are often small frequency differences between the observed Doppler shift of the backscattered radio waves and the Doppler shift predicted from surface gravity waves moving over still water. Using radar-tracked surface drogues to directly measure ocean currents, they showed that the observed differences resulted from near-surface ocean currents and that current speeds toward or away from the radars could be estimated. These findings are the basis for the mapping of surface currents by modern oceanographic HF radars.
Since the observations of Stewart & Joy (1974) , many validation studies comparing HF radarderived surface currents with in situ observations have contributed to the growing acceptance and use of HF radar for measuring surface currents (e.g., Emery et al. 2004; Essen & Gürgel 2000; Essen et al. 1989; Hammond et al. 1987; Hodgins 1994; Holbrook & Frisch 1981; Lawrence & Smith 1986; Matthews et al. 1988; Ohlmann et al. 2007; Paduan & Rosenfeld 1996; Paduan et al. 2006; Schott et al. 1985; Shay et al. 1998b Shay et al. , 2002 . These studies found reasonable agreement between currents measured by HF radars and currents measured by other approaches, such as current meters and drifters. reviewed the differences and errors in HF radar-measured surface currents along with the limitations imposed by the validation methods.
While HF radar theory developed, so did the necessary hardware for measuring ocean surface currents. Crombie's (1955) system could not unambiguously identify the arrival directions of backscattered signals. Barrick et al. (1977) and Leise (1984) described a mobile, compact system comprising three antenna elements that could determine the range and arrival directions. Today, HF radar systems for mapping surface currents may be classified into two types, beam-forming and direction-finding, based on the method used to determine arrival directions.
Beam-forming radars use a linear array of antenna elements that are steered by adjusting the amplitudes and phases of received signals (e.g., Teague et al. 1997 ). An early beam-forming radar used extensively for mapping surface currents was the ocean surface current radar (OSCR) (Prandle & Ryder 1985 , Shay et al. 2002 . More recently, the Wellen radar (WERA) was developed to study surface currents and surface gravity waves (Gürgel et al. 1999a ) using, most often, beam-forming configurations with up to 16 antenna elements. Note that because of the long wavelengths, it is not practical to steer HF radars mechanically, as is commonly done with microwave radars.
To achieve smaller footprints, direction-finding configurations are used. These radars compare the phases and amplitudes of radio signals received by closely spaced antenna elements coupled with various direction-finding inversion algorithms. The most common direction-finding radar is the CODAR SeaSonde (Barrick 2008) , a system that evolved from earlier NOAA radars (Barrick et al. 1977) . The SeaSonde employs a compact receive antenna with two crossed-loop elements and one monopole element to determine arrival directions. Further details on the characteristics and operating constraints of beam-forming and direction-finding radars are given by Barrick et al. (1977) , Gürgel et al. (1999b) , and Teague et al. (1997) .
MEASURING SURFACE CURRENTS WITH HIGH-FREQUENCY RADAR
A single HF radar measures the component of surface current v r directed radially toward or away from the radar over many small sectors surrounding the radar. The sectors typically extend over a few degrees of azimuth and a few kilometers in range from the radar. Estimation of v r over a sector of the sea surface requires an HF radar to measure the Doppler frequency shift corresponding to v r along with the distance from the radar to the sector. The total surface current vectors at points on the sea surface are computed from v r measurements from two or more radars with overlapping coverage.
The Doppler frequency shift corresponding to v r is obtained from the spectrum of backscattered signals from a sector of ocean surface, typically measured over a period of several minutes. Figure 1 shows an example spectrum. Its main features are two strong, narrow peaks (hereafter referred to as Bragg peaks) due to backscattering from surface waves with wavelengths equaling half the radar wavelength. Other smaller, broader peaks, the so-called second-order parts of the spectrum, result from surface gravity waves spread over a range of wavelengths.
The Bragg peaks occur near the frequencies ± f b , where
In this equation, f b is the Doppler shift above or below the transmit frequency (shown at zero frequency in Figure 1) , g is the acceleration of gravity, and λ is the radar wavelength. Doppler spectrum from an ocean surface current radar (OSCR) system operating at 25.4 MHz. The dashed lines indicate the positive and negative first-order peak frequencies predicted based on the deepwater phase speeds of the Bragg-resonant surface waves approaching and receding from the receiver, respectively. An additional frequency offset ( f ) is detectable, resulting from the surface current velocity component in the direction of the receiver, which in this OSCR example is flowing away from the receiver. Adapted from .
most coastal areas where surface currents are measured by HF radar, Equation 1 is applicable. A nonzero v r causes a further Doppler shift f because the moving ocean waves producing ± f b have an additional velocity component due to underlying surface currents. By measuring f, one can determine the surface current component v r using the well-known Doppler formula
The widths of the Bragg peaks and the method for determining f corresponding to a given sector depend on the type of radar. The spectrum shown in Figure 1 is from a beam-forming OSCR system, and the Bragg peaks are very narrow because the electronics and software "steer" the radar to obtain v r from a single sector of the sea surface . In contrast, spectra from direction-finding radars have wider Bragg peaks because they result from many values of v r spread over a ring of sectors centered on the radar (hereafter referred to as a range ring). The SeaSonde collects three spectra from signals received on three colocated antenna elements; two elements are cross-loops with directional responses to incoming signals and one element is an omnidirectional monopole (Barrick 2008) . The values of v r for individual sectors around a range ring correspond to f frequency shifts in the Bragg peaks. Azimuth angles to the sectors around the range ring are Hourly radial current velocity component map from a CODAR SeaSonde radar operating near 12 MHz at the Granite Canyon location south of Monterey Bay, California, at 01:00 GMT on February 2, 2011. obtained using estimation techniques such as multiple signal classification (MUSIC) (Schmidt 1986) or least squares (Lipa & Barrick 1983 ). For both beam-forming and direction-finding radars, v r is mapped over many range rings around the radars. Figure 2 shows an example of a v r pattern around a SeaSonde radar near Monterey Bay, California. The range over which v r can be obtained depends upon the radar power, sea state, and background radio noise levels, but in general it is inversely proportional to frequency. Geometry of the radial current component observations from two radar sites (v r1 and v r2 ) and their relationships to the east-west and north-south velocity components (u and v, respectively).
Following Gürgel (1994) , the east-west (u) and north-south (v) components of the surface current vector may be found by solving
Here, v r1 and v r2 are radial currents from the two radar sites and angles θ 1 and θ 2 are measured counterclockwise from the east (Figure 3) . As the directions of v r from the two sites become more parallel, radar measurement errors in v r are amplified through the geometric dilution of precision (GDOP), which was described for this situation by . At the limit when the v r currents from the two sites are parallel, it is impossible to resolve the component of surface velocity orthogonal to the directions of v r . If data are available from only two sites, then the surface current vectors near the line connecting the sites-the so-called baseline-are typically not displayed owing to their large errors. If a point on the sea surface lies in the coverage area of n = 3 or more radars, then u and v can be obtained from a linear least-squares solution to the system of equations expressed in matrix form as cos
or as
The spatial resolution of the mapped u and v depends on the chosen grid spacing d g and any additional averaging to increase n in Equation 5. Typical values of d g are 0.5 km for the highest transmit frequencies (∼45 MHz), 2-3 km for intermediate frequencies , and 5-7 km for lower frequencies (∼5 MHz). Especially with direction-finding radars, which often produce coverage gaps in v r , n is increased by incorporating values of v r within a specified distance d r from grid points to form the matrices in Equation 5. Typical values of d r are 1-5 km, with higher transmit frequencies corresponding to smaller d r ; however, because angular separation increases with range, it may be necessary to have a range-dependent d r > 5 km at the greatest ranges.
APPLICATIONS OF OCEAN SURFACE CURRENT MAPPING DATA
This section presents the results of a number of studies employing HF radar data in order to illustrate the range of applications of this technology. The list is far from complete and is not intended to comprehensively represent the vast number of studies incorporating surface current data derived from HF radar. The spatial and temporal resolution of HF radars makes them well suited for observing coastal ocean currents. Presently, there are no other observational approaches that can map coastal surface currents on comparable spatial and temporal scales. Altimeter satellites, for example, can map surface currents, but only on much larger scales farther offshore and under the assumption that the observed flows are in geostrophic balance, and their temporal resolution is limited by the repeat cycle of satellite passes over the ocean, which can be on the order of several days. HF radars, in contrast, map the total surface currents (geostrophic plus Ekman) on hourly timescales to offshore distances on the order of 100 km; the extent of alongshore mapping is limited only by the number of radar systems with overlapping coverage.
Wind-Driven Currents
HF radars have been used to derive surface currents in many studies of wind-driven coastal currents (Kim et al. 2009a , Kosro 2005 , Paduan & Rosenfeld 1996 . For example, Kosro (2005) examined subtidal currents in shelf waters off the Oregon coast during the upwelling season (April-September 2001) using observations from an array of five HF radars. A sequence of surface current maps from the radars combined with wind stress time series clearly illustrated links between coastal currents and winds. The coastal currents rapidly responded to changing nearshore wind patterns, accelerating southward as upwelling wind stress increased and then slowing or reversing as wind stress relaxed or became downwelling-favorable. The Ekman response of the upper ocean has been shown in a number of studies offshore of Oregon (Zelenke 2005) , China (Zhao et al. 2011) , Korea (Son et al. 2007) , and Japan (Yoshikawa & Masuda 2009 , Yoshikawa et al. 2007 ), among others.
Extended deployments of HF radars allow the determination of long-term circulation patterns and the identification of transient current responses from infrequent forcing events such as hurricanes. For example, Paduan & Rosenfeld (1996) calculated monthly averages to determine the low-frequency evolution of surface current patterns in Monterey Bay. They found that a strong equatorward-flowing current jet crossed the mouth of the bay in summer and fall; this jet formed the offshore limb of a cyclonic eddy that filled most of the bay. In late fall and winter, the flow in the bay becomes more irregular and the large persistent eddy is usually absent. Kohut et al. (2006) examined the inner-shelf response to Tropical Storm Floyd as it moved along the New Jersey coastline in 1999, in the process passing directly over a coastal ocean observatory. Two HF radars operated continuously during the storm and observed currents that rapidly changed from flowing equatorward along the coast before the storm's arrival, to offshore at the storm's peak, and then to poleward following the storm. The changing phase and amplitude of the inertial response to storm winds were also quantified.
Buoyancy-Driven Currents
Buoyant coastal currents from river discharge and the cross-shelf transport of freshwater have been observed with HF radars in a range of coastal settings (Castelao et al. 2008, Chant et Kudela et al. 2010 ). An array of standard-range (12-13 MHz) and long-range (∼5 MHz) HF radars were employed in a large interdisciplinary study to examine the ecosystem dynamics associated with the outflow of the Columbia River plume . Kudela et al. (2010) showed a map derived from the HF radars of equatorward alongshore currents and an anticyclonic eddy on the edge of the freshwater bulge of the Columbia River plume. Bulge formation is often an important dynamical component of the mixing of river plumes into the coastal ocean. Chant et al. (2008) used HF radar on timescales of several days to observe the evolution of the freshwater bulge of the Hudson River plume and its surface velocity field under the influence of tidal mixing and variable wind stress.
Using an array of four long-range and two higher-resolution (25 MHz) HF radars, Castelao et al. (2008) observed the offshore transport of freshwater from the Hudson River over the New Jersey shelf. Time series of surface transport were significantly correlated with salinity increases on the shelf, and the authors concluded that much of the transport resulted from an offshore current jet rather than Ekman transport. The radars provided observational evidence for the existence of the jet, and this was corroborated by surface current trajectories determined using drifting buoys.
Most buoyant plumes in the coastal ocean originate from freshwater inputs of river discharge. In some cases, however, they result from temperature differences between plume waters and the coastal ocean. Melton et al. (2009) and Washburn et al. (2011) employed surface current maps from an array of five HF radars to describe the structure and propagation of warm buoyant coastal currents following wind relaxations along the central California coast. The surface current maps quantified the propagation speeds, velocity structure, and cross-shore spatial scales of the plumes as they move poleward along the coast.
Eddies in the Coastal Ocean
A number of observational studies of eddies in the coastal ocean have relied on HF radars to quantify important aspects of their kinematics, such as size, vorticity ζ = ∂v/∂x − ∂u/∂ y, and duration. Based on HF radar observations off the southwest coast of Oahu, Chavanne et al. (2010b) observed the evolution of a small (∼15 km), rapidly rotating (ζ on the order of the Coriolis parameter f ) anticyclone that persisted for 9 days. High-resolution HF radar observations allowed them to estimate the dominant terms in the momentum and vorticity budgets. They also evaluated a number of instability mechanisms that could have accounted for the rapid decay and expansion of the anticyclone over several days.
Rapidly evolving cyclonic eddies on comparable spatial scales were observed with HF radar in the Florida Current by , Limouzy-Paris et al. (1997) , and Shay et al. (2000) . The eddies propagated at ∼25 km day −1 along the inshore edge of the Florida Current and had azimuthal velocities of ∼0.5 m s −1 . The ζ of the eddies was very large, in the range of 5f to 7f, as reported by Parks et al. (2009) . Shay et al. (1998a) observed the interaction between one of these eddies and a wavelike feature in the near-inertial frequency band. The ζ of the eddy was large enough to shift the frequency of the wavelike feature by a few percent of f, as described by Kunze (1985) . During these Florida Current observations, the flow speeds measured by the HF radars were corroborated by observations from acoustic Doppler current profilers (ADCPs) in the radar coverage area. Bassin et al. (2005) used HF radar to observe rapidly evolving anticyclonic eddies with diameters of 4-15 km and ζ of −0.4f to −0.8f near the shore in the Southern California Bight. Unlike those in the Florida Current, these eddies did not propagate and typically lasted 2 days, with a few lasting up to 6 days. These eddies also transported nutrients to the inner shelf, suggesting that they are an important mechanism for delivering subsidies to coastal ecosystems such as kelp forests.
Although eddies are a dominant source of surface current variability in the coastal ocean, few studies on their occurrence over large areas of the coastal ocean have been conducted. The primary limitations have been the small coverage areas of many HF radar networks and the lack of methods for detecting eddies automatically. The increasing number of HF radars for mapping surface currents is overcoming the first limitation (e.g., Int. Telecommun. Union Radio Commun. Sect. 2010, , and algorithm development is overcoming the second. Automated algorithms based on the geometry of surface current velocity vectors (Kim 2010 , Nencioli et al. 2010 ) allow the detection of eddies over large areas and long time periods. For example, Kim (2010) used an automated detection algorithm to quantify kinematic parameters of eddies off the coast of San Diego during 2003-2005. 
Tidal Processes
The mapping of surface tidal currents was one of the earliest applications of HF radar observations (e.g., Broche et al. 1986 , Prandle 1987 ) and remains important. Time series analysis techniques, such as the harmonic analysis routines within the T_Tide package (Pawlowicz et al. 2002) , can be applied to individual observation grid locations to separate the tidal constituents from other fluctuations. The length of the data record determines the number of constituents that can be independently evaluated. Importantly, the harmonic analysis is relatively insensitive to noise or data gaps. Tidal patterns have been revealed or validated for many locations around the world using HF radar observations, including offshore of Great Britain (Prandle 1991) , in Monterey Bay (Paduan & Cook 1997 , Petruncio 1993 , Petruncio et al. 1998 , Rosenfeld et al. 2009 ), offshore of New Jersey (Kohut et al. 2004) , in the northern Adriatic Sea (Chavanne et al. 2007) , and downstream of Hawaii (Chavanne et al. 2010a) .
The use of HF radar observations of tidal currents in model validation and data assimilation is discussed below. Spatial patterns in observed tidal currents can reveal hidden processes, particularly where complex bathymetry creates strong internal tides. Petruncio (1993) revealed surprising patterns of M 2 tidal currents in Monterey Bay. At those frequencies, the surface flow is out of the bay during times when the sea level is rising (Figure 4) . Those observations led to a number of subsequent studies of the internal tidal currents that propagate toward shore along the axis of the Monterey Submarine Canyon (e.g., Carter et al. 2005 , Kunze et al. 2002 , Petruncio et al. 1998 . The behavior of the semidiurnal internal tidal currents in Monterey Bay differs fundamentally from that of the diurnal currents at the surface, represented by the K 1 fluctuations. In the latter case, surface currents are affected by sea breeze wind forcing that extends only a few meters into the water column (Paduan & Cook 1997 , Paduan & Rosenfeld 1996 . Long records (greater than 1 year) are required to separate this wind effect from the diurnal tidal forcing (Rosenfeld et al. 2009 ).
Mapping of Coastal Currents over Large Spatial Areas and Long Timescales
The expanding coverage of national HF radar networks (e.g., ) is enabling the observation of dynamical processes in the coastal ocean on an unprecedented range of spatial and temporal scales. A recent study by Kim et al. (2011) demonstrated the potential of using many HF radars to map surface currents across very large spatial scales-in this case, the entire US west coast-and over multiple years. This study, based on 2 years of data (2007) (2008) , revealed a wide variety of coastal ocean phenomena, including wavelike signals propagating at various speeds along the coast, more than 2,000 eddies on scales of 10-60 km, and a variety of wind-driven current processes distributed along the coast. speeds on the order of 10 km day −1 and a second with speeds on the order of 100-300 km day −1 . An interesting observation was that the slower-propagating signals were found mainly in southern California, suggesting that they were scattered by coastline irregularities such as the bend at Point Conception. The faster-propagating signals, in contrast, were identifiable over longer stretches of the coastline.
Ocean Circulation Modeling: Model Validation
The wide spatial coverage provided by HF radar networks is useful in validating ocean circulation models in both real-time and retrospective modes. In the former, the validation tends to be qualitative, but it can be particularly useful in operational settings in which output from a number of competing models is available. Such was the case during the Deepwater Horizon oil spill in the Gulf of Mexico. Although HF radar coverage was not available for much of the area of concern during that prolonged spill, hazardous material responders compared model results daily against surface velocity observations for the area of overlap offshore of Mississippi in order to determine which of the several models appeared to be most accurately simulating the circulation (G. Watabayashi, personal communication). Similar qualitative validation of individual models using surface current observations has appeared in a number of publications, including several studies of the circulation around Monterey Bay Shulman et al. 2002 Shulman et al. , 2007 , the circulation in the Santa Barbara Channel , and the circulation off the Oregon coast (Kurapov et al. 2005) .
The power of surface current mapping data is the spatial structure, or lack thereof, that it can elucidate. Circulation models can reasonably be expected to exhibit the same patterns, especially from a statistical point of view. Comparison of spatial empirical orthogonal function (EOF) patterns from HF radar observations and from (similarly sampled) model results is one way to provide statistical model validation. This approach was taken for Monterey Bay by Paduan & Shulman (2004) , for the Oregon continental shelf by Erofeeva et al. (2003) , and for the region off the mouth of the Columbia River by Liu et al. (2009) . As the surface current mapping data become more extensive and persist over longer durations, the power of the EOF technique can be applied to larger domains, such as the central California region described by Kaplan et al. (2009) . EOF pattern information can also form the basis for improved short-term trajectory forecasts if sufficiently long training sets are available, as shown by Frolov et al. (2012) . The ultimate utility of surface current mapping data is illustrated by the analyses of Kim et al. (2011) , which revealed dynamical processes that suggest deficiencies in the way most numerical models treat the very-near-surface layer. HF radar-derived wavenumber spectra, for example, were shown to exhibit a k −2 roll-off at high wavenumbers, in agreement with two-dimensional, quasi-geostrophic submesoscale theory and some modern circulation models (e.g., Capet et al. 2008) .
The near-surface mixing processes are also made more subtle through the effects of Stokes drift, which is captured by HF radar observations but not by truly Eulerian current meters (Mao & Heron 2008) . Ardhuin et al. (2009) investigated this effect in detail by comparing HF radar observations and wave model results. They showed that the wind-coherent portion of the surface current varies in magnitude from 1% to 2% of the wind speed and in direction from 10
• to 40
• to the right of the wind, depending on the wave conditions.
A very specific and critical process that HF radar observations can validate is that of the tidal current patterns at the ocean surface. As discussed above, tidal currents are one of the more robust observations made by HF radar systems. Harmonic analysis can determine the spatially varying orientations, amplitudes, and phases of the tidal currents, even in the presence of significant noise and with missing data blocks. The agreement of model and observed tidal current patterns is an important expectation of a validated circulation model, particularly in regions for which tidal currents dominate the flow or show particularly complex spatial variations. Rosenfeld et al. (2009) , for example, concluded that their tidally forced numerical model was not producing the proper internal tidal currents because it could not reproduce the observed pattern of surface currents. Using an alternate model formulation in the same Monterey Bay domain, Wang et al. (2009) obtained slightly better results, but, as the authors stated, "there is much room for improvement in terms of magnitude and spatial pattern." Wang et al. (2009) also found their tidal solutions to be sensitive to their model's stratification, which is consistent with the expectation that internal tidal currents are dominant in that region. In other regions-such as offshore of Great Britain (Prandle 1991) , in the northwest Adriatic Sea (Chavanne et al. 2007 ), downstream of Hawaii (Chavanne et al. 2010a) , and along the Oregon coast ( J.J. Osborne, A.L. Kurapov, G.D. Egbert & P.M. Kosro, manuscript in review)-HF radar-derived tidal ellipses confirm modeled tidal currents.
Ocean Circulation Modeling: Data Assimilation
Beyond model validation, the ultimate use of surface current mapping data is expected to be as a systematic input to operational, three-dimensional ocean circulation models. Data-assimilating ocean models have the advantage of maintaining a dynamically consistent interpolation framework and the ability, given reliable atmospheric forcing predictions, to forecast future ocean conditions. For applications limited to transport at the ocean surface, such as search and rescue, oil-spill mitigation, and buoyant larvae advection, direct use of observed surface currents combined with statistical models (e.g., Frolov et al. 2012 , O'Donnell et al. 2012 , Zelenke 2005 can suffice. The benefits of and need for data-assimilating numerical models become clear when dealing with subsurface processes or very long forecast times (more than a few days). The hypothesis being tested in a number of situations is the assumption that the assimilation of ocean surface current maps from HF radar systems into three-dimensional circulation models will improve the model results at the surface as well as for some finite distance below the surface and beyond the observation footprint (Oke et al. 2002) .
The seemingly obvious assumption that the inclusion of observed surface information will improve model results obscures the many choices to be made when defining a particular modeling system. This section briefly summarizes the data-assimilation testing that has taken place in recent years using surface current mapping data. Both the availability of wide-area surface current mapping data and the use of velocity as an assimilation data source are recent phenomena; there is no long-running program of velocity assimilation into which new HF radar-based observations can be easily inserted. Numerical weather prediction and the parallel efforts in the ocean look to integral constraints, such as density profiles, where available. Scalar boundary conditions, such as sea surface temperature observations from satellites, are also commonly used. The assimilation of velocity information from surface currents or winds, however, is not common. Wide-area coverage of these data has only recently been available, and the covariance and cross-covariance error statistics needed for most assimilation methods are not well known.
A number of modeling studies using a variety of methods and error models have been conducted to assess the impact of surface current assimilation. Although there is not yet a consensus as to the optimal methodology, the results have been encouraging. Surface current mapping data can improve model simulations and forecasts at the surface and within a finite portion of the upper ocean (e.g., Figure 5 ) (Breivik & Saetra 2001 , Gopalakrishnan 2008 , Oke et al. 2002 , Paduan & Shulman 2004 , Tinis et al. 1996 , Yu et al. 2012 . Assimilation methods incorporating surface current observations fall into broad categories, including optimal interpolation or nudging methods (e.g., Breivik & Saetra 2001 , Gopalakrishnan 2008 , Oke et al. 2002 , Tinis et al. 1996 , Wilkin et al. 2005 , truncated or ensemble Kalman filtering methods (e.g., Paduan & Shulman 2004 , Xu 2010 , and three-or four-dimensional variational methods (e.g., Hoteit et al. 2009 , Wilkin et al. 2011 , Yu et al. 2012 , Zhang et al. 2010 ). Assimilation techniques have been applied to the u and v velocity components of the mapped vector velocities. , however, showed that improved results can be obtained by directly assimilating radial current component data from individual radar sites, presumably owing to the increased spatial coverage available when radial currents are used.
Although the full error covariance matrices between surface current observations and the three-dimensional model state variables are not available, various approaches to estimating these statistical functions have been used. In some cases, the error covariances have been assumed to be linearly proportional to the data covariances. Paduan & Shulman (2004) and Root mean square (rms) difference between modeled and observed velocities on the west Florida shelf with and without the assimilation of surface current data. Adapted from Barth et al. (2008). in the models represents an additional challenge. In the Monterey Bay case, very thin boundary layer formulations were used to absorb the velocity corrections, and-as argued by Paduan & Shulman (2004) -correction divergences act to extend the influence downward through a type of Ekman pumping correction. This approach was also used earlier in Monterey Bay by Lewis et al. (1998) and in the Strait of Georgia by Tinis et al. (1996) . These early studies used a nudging timescale to force model surface currents toward the observed surface currents.
All of these surface-only approaches can be thought of as a form of correction to unknown or poorly known wind forcing. They are not, however, only a correction for overly smoothed wind fields. used wind forcing on scales commensurate with the surface current observations (3 km) but found that the model was still improved by the assimilation of the surface current data.
Other approaches to the vertical projection problem have also been taken. In the continental shelf setting offshore of New Jersey, Wilkin et al. (2005) used vertical correlation functions observed at mooring sites to develop transfer functions between surface and water column velocities. The predetermined projection functions were then applied to the surface current assimilation problem using continuous nudging or intermittent melding techniques. As an aside, a body of work related to projecting HF radar-derived surface current observations throughout the water column was suggested by Shen & Evans (2001) for continental shelf settings. Their approach assumes frictional boundary layer dynamics at the top and bottom of the column to couple observed surface currents and surface shear (via wind stress) to orthogonal basis functions covering the entire water column. They demonstrated the method using OSCR-derived currents and wind observations near Cape Hatteras. Cosoli (2007) furthered this work using data from the Adriatic Sea offshore of Venice.
A common approach in many assimilation studies has been to create an ensemble of model runs and use the model's three-dimensional covariance functions between surface current and other variables as a proxy for the actual data covariances. This approach has the benefit of allowing for consistent assimilation schemes among all input variables and eliminates the need for ad hoc boundary layer assumptions. It does, however, depend upon the model and its forcing fields being representative of the real-world conditions. Oke et al. (2002) helped to pioneer this approach for the Oregon continental shelf following the model-based assessments of Scott et al. (2000) . This approach was also used on the west Florida shelf by Barth et al. (2008) and over intermediate depths offshore of Norway by Xu (2010) . A recent adaptation of these methods by Oke et al. (2009) for the region inshore of the East Australia Current showed significant model improvement for surface velocity, as might be expected, and for temperature and salinity at 205 m depth as well as sea surface elevation. Interestingly, the improvements at depth and in sea surface elevation were shown to be comparable to a single repeated glider line through the model domain.
Recently, increasing computer power has enabled four-dimensional variational approaches to be tested. In these studies, the error covariances are constantly updated within the model over assimilation windows of, typically, 3 days (e.g., Wilkin et al. 2011 , Yu et al. 2012 , Zhang et al. 2010 , although Hoteit et al. (2009) were able to stretch the assimilation window to be as wide as 10 days. The power of these techniques is well illustrated by the work of Hoteit et al. (2009) offshore of San Diego and Yu et al. (2012) offshore of Oregon. The techniques in these two studies rely on linearized adjoint models that back-project the MIT or ROMS (Regional Ocean Modeling System) models, respectively. The assimilation process adjusts forcing fields and initial boundary conditions to make the forward model results match the observed surface current maps as closely as possible. In this way, detailed information about the sensitivity of the modeled fields to the surface current information can be obtained. For the coastal ocean setting in southern California studied by Hoteit et al. (2009) , it was clearly demonstrated that by far the most important parameter with respect to the sensitivity to surface current observations was the surface wind stress (Figure 6 ). This result comes full circle and is consistent with the earliest assimilation approaches that assumed that surface current observations are a proxy for incompletely observed wind stress (e.g., Lewis et al. 1998 ).
Finally, as described above for model validation, data-assimilation techniques specific to tidal currents are an important subset of assimilation studies. compared the assimilation of tidally resolving surface currents against the assimilation of low-pass-filtered surface currents and found no difference in the low-pass-filtered results for their Ekman layer assimilation method in Monterey Bay. Other locations and techniques have yielded better results, however. Erofeeva et al. (2003) obtained marked improvement in tidal model results assimilating surface current data for their barotropically dominated location on the Oregon shelf. Kurapov et al. (2003) used a related generalized inverse model in the same region to investigate the M 2 internal tide; in this case, baroclinic tidal observations were used to create boundary conditions that more accurately represented the dominant externally generated M 2 signal. Zaron et al. (2009) , working with observations downstream of Hawaii, produced a variational data-assimilation model to investigate the conversion of barotropic-to-baroclinic M 2 tidal energy. Although these results are speculative, they also showed that the amplitudes of the tidal residuals from the data-assimilating model matched the expected amplitude of tidal-mesoscale interactions.
Marine Ecology
Surface current mapping using HF radars has found wide application in studies of marine ecology in the coastal ocean. For example, as part of a study of eddy dynamics and fish assemblages in the Florida Strait, and Limouzy-Paris et al. (1997) found that small eddies spun off from the Florida Current were important for dispersing reef fish larvae and transporting them to nearshore settlement sites. In another study of larval transport, Bjorkstedt & Roughgarden (1997) used data from a single HF radar site near Point Sur, California, to estimate onshore currents as they responded to cycles of upwelling-favorable winds and wind relaxations. A comparison of estimates of the (one-dimensional) divergence of onshore currents with the abundance of larval fish and barnacle larvae along a cross-shore transect revealed that Contribution to cost function P h y s i c a l m e c h a n i s m
Figure 6
Individual cost function contributions for control terms after 22 optimization iterations in Hoteit et al.'s (2009) study testing a four-dimensional model of the ocean circulation offshore of San Diego with respect to surface current observations. TAUU and TAUV represent the dominant wind stress components (other physical mechanism definitions are given in Hoteit et al. 2009 ). Adapted from Hoteit et al. (2009). larvae accumulated in (apparently) convergent fronts. Nishimoto & Washburn (2002) observed large aggregations of larval reef fish in the center of a cyclonic eddy that persisted for several weeks in the Santa Barbara Channel. In a second period in the same region, when another eddy appeared that was more variable and exhibited closed streamlines less consistently, large fish aggregations were not found. The evolving surface current fields of the eddies were mapped by HF radar and then used to direct shipboard trawl sampling for larval fishes in real time.
Time series of surface current maps from HF radar have proven useful in a range of Lagrangian studies of particle dispersion, larval transport, and the connectivity between larval source and settlement regions (Emery et al. 2006 , Helbig & Pepin 2002 , Ullman et al. 2006 , Zelenke et al. 2009 ). To assess the connectivity among marine protected areas (MPAs) along the south-central California coast, Zelenke et al. (2009) computed reverse trajectories, each lasting 40 days, over 1 year between potential larval source regions and destinations within established MPAs. The continuous operation of the large HF radar network in this region allowed the results of thousands www.annualreviews.org • Ocean Currents from HF Radarof trajectories to be incorporated into connectivity matrices within the network of MPAs. Kim et al. (2009b) used forward trajectories computed from HF radar-derived surface currents to estimate shoreline exposure to fecal indicator bacteria discharged from multiple sources in southern California and northern Mexico. Using a statistical approach called receiver characteristic operating analysis, they found reasonable agreement between measured patterns of bacteria from shoreline stations and trajectories connecting the discharge points and the shoreline.
Another ecological application with policy implications is Emery et al.'s (2006) study examining the likelihood that the settlement of larval and juvenile bocaccio (Sebastes paucispinis) on oil production platforms reduced the settlement of these fishes on natural reefs near the shore. By reconstructing larval trajectories, they concluded that larvae settling on the platforms likely would have been advected far from shore in the absence of the platforms, and therefore it is unlikely that the platforms reduced settlement on natural reefs. Helbig & Pepin (2002) investigated evolving spatial patterns of fish eggs in Conception Bay, Canada, based on HF radar surface current observations and concurrent shipboard ADCP and egg surveys. An ocean circulation model was used to simulate egg transport over 4 days separating the egg surveys. An important conclusion was that simulating small-scale variability in currents, particularly the divergence of horizontal currents, was critical for predicting the advection and dispersion of fish eggs.
Surface current maps have also proven useful in understanding the spatial structure and evolution of phytoplankton blooms, including harmful algal blooms in coastal waters. The anticyclonic current patterns revealed by HF radar in freshwater bulges offshore of the Columbia and Hudson Rivers led to the retention of nutrient-laden water masses, with consequent rapid growth of phytoplankton blooms ). In the case of the Hudson River, nutrient retention by the anticyclonic bulge currents led to low oxygen levels following rapid phytoplankton bloom formation . In contrast, retention in the Columbia River bulge led to similar rapid bloom formation, but with overall positive ecosystem effects that supported higher trophic levels . Similar retention of nutrients and phytoplankton within a cyclonic eddy observed by HF radar, coupled with strong upwelling-favorable winds, drove the rapid development of a harmful algal bloom throughout the Santa Barbara Channel in (Anderson et al. 2006 . The highest levels of particle-associated domoic acid occurred within the cyclonic eddy. HF radar observations of current patterns with high relative vorticity led Brzezinski & Washburn (2011) to conclude that cyclonic eddy formation is related to enhanced phytoplankton primary productivity in coastal ecosystems, which has also been observed in open ocean ecosystems (e.g., Benitez-Nelson et al. 2007 , McGillicuddy et al. 2007 , Siegel et al. 1999 ).
Ocean Observing Systems
HF radars are a backbone technology for evolving coastal ocean observing systems around the world (Glenn & Schofield 2009 , Heron 2009 , Int. Telecommun. Union Radio Commun. Sect. 2010 , Shay et al. 2008 . The state of California and various research programs have deployed more than 100 HF radars along the US coastline, and NOAA's Integrated Ocean Observing System (IOOS) is beginning to support operations of the national network (e.g., Seim et al. 2009 , Shay et al. 2008 . The radars themselves are often nested with long-range systems that provide lower spatial resolution over extensive areas and shorter-range systems that provide higher spatial resolution around busy harbors or large population centers (Glenn & Schofield 2009 ). An emerging application is the use of HF radars to detect tsunamis as they propagate over the continental shelf or up submarine canyons , Lipa et al. 2011 .
