Diffusion maps are a commonly used kernel-based method for manifold learning, which can reveal intrinsic structures in data and embed them in low dimensions. However, as with most kernel methods, its implementation requires a heavy computational load, reaching up to cubic complexity in the number of data points. This limits its usability in modern data analysis. Here, we present a new approach to computing the diffusion geometry, and related embeddings, from a compressed diffusion process between data regions rather than data points. Our construction is based on an adaptation of the previously proposed measure-based (MGC) kernel that robustly captures the local geometry around data points. We use this MGC kernel to efficiently compress diffusion relations from pointwise to data region resolution. Finally, a spectral embedding of the data regions provides coordinates that are used to interpolate and approximate the pointwise diffusion map embedding of data. We analyze theoretical connections between our construction and the original diffusion geometry of diffusion maps, and demonstrate the utility of our method in analyzing big datasets, where it outperforms competing approaches. † These authors contributed equally. † † These authors contributed equally. § Corresponding
I. INTRODUCTION
Manifold learning approaches are often used for modeling and uncovering intrinsic low dimensional structure in high dimensional data (e.g., in genomics [6] ). Diffusion maps [3] , in particular, are a popular method that capture data manifolds with random walks that propagate through nonlinear pathways in the data. Transition probabilities of a Markovian diffusion process define an intrinsic diffusion distance metric that is amenable to low dimensional embedding. Indeed, by arranging transition probabilities in a row-stochastic diffusion operator, and taking its leading eigenvalues and eigenvectors, one can derive a small set of coordinates where diffusion distances are approximated as Euclidean distances, and intrinisic manifold structures are revealed.
While the embedding provided by diffusion maps is useful for data analysis, it is also challenging to apply to modern Big Data settings due to scalability issues. As is often the case with kernel methods, diffusion maps requires the computation of pointwise transition probabilities, which is computationally quadratic in the size of the data, and an eigendecomposition which is cubic if all eigenvectors are computed. Here, we show that one can reduce the computation significantly by only consider transition probabilities between data regions, which can be efficiently computed from a compressed affinity kernel over a fixed-size partition of the data. Our construction is based on coarse-graining a measure-based kernel [1] , [2] with an inverse-density measure, which was recently introduced in [4] for geometry-based data generation and uniform resampling of data manifolds. Here we extend the uses of this kernel to provide efficient implementation and application of diffusion maps by first embedding data regions, and then interpolating the pointwise embedding from their diffusion coordinates.
The contributions of our work are twofold. On the theoretical side, we further establish the relations between the construction in [4] , both at a pointwise and compressed (i.e., data-region) level, and the original diffusion framework from [3] . On the practical side, our results indicate significant speedups in the computation of the diffusion embedding, which outperform other approaches, and enable the application of diffusion-based manifold learning well beyond the data sizes traditionally used with kernel methods.
II. PROBLEM SETUP
Let M ⊆ R m be a compact d dimensional manifold immersed in the ambient space R m , where d ≪ m, which represents the intrinsic geometry of data sampled from it. For simplicity, the integration notation ∫ ⋅ dy in this paper will refer to the Lebesgue integral ∫ M ⋅ dy over the manifold, instead of the whole space R n . Further, while (for simplicity) such integrals are written without a specific measure one can equivalently, w.l.o.g., replace dx with an appropriate measure representing data sampling distribution over M. Let
the Gaussian kernel Gf (x) = ∫ g(x, y)f (y)dy used in [3] to capture local neighborhoods from data sampled from M. Following [3] and related work, we define the Gaussian degree q(x) = ∥g(x, ⋅)∥ 1 = ∫ g(x, y)dy and assume it provides a suitable approximation of the distribution (or local density) of data over the manifold M. Finally, given a measure µ over the manifold, an MGC kernel [1] , [2] is defined as k µ (x, y) = ∫ g(x, r)g(y, r)dµ(r).
The original MGC construction in [2] considered measures that represent data distribution, and used the constructed MGC kernel to define diffusion maps (see Sec. II-A and [3] ) with them. Recently, it was shown in [4] that an MGC kernel constructed with inverse-density measure allows separation of data geometry and distribution, which in turn allows uniform data generation over the data manifold, with applications in alleviating sampling biases in data analysis (e.g., imbalanced classification). Here, we further explore the inverse-density MGC kernel and its properties. In particular, we show this kernel enables compression of its resulting diffusion geometry to rely data regions, instead of data points, to efficiently capture the intrinsic manifold geometry of analyzed data.
A. Diffusion Maps
Diffusion maps [3] utilize a set of local affinities to define a Markovian diffusion process over analyzed data, which captures the intrinsic data geometry via diffusion distances. The original construction [3] defines transition probabilities between data points based on Gaussian affinities as p(x.y) = g(x, y)/q(x), where it can be verified that ∫ p(x, y)dy = 1. This construction can also be generalized to other affinity kernels, such as the MGC kernel k µ (x, y) from [2] or variation in [4] . Under mild conditions on the affinity kernel, the resulting transition probability operator has a discrete decaying spectrum of eigenvalues 1 = λ 0 ≥ |λ 1 | ≥ |λ 2 | ≥ . . ., which are used together with their corresponding eigenfunctions φ 0 , φ 1 , φ 2 , . . . (with φ 0 being constant) to achieve the diffusion map of the data. Each data point x ∈ M is embedded by this diffusion map to the diffusion
where the exact value of δ depends on the spectrum of the transition probabilities operator P f (x) = ∫ p(x, y)f (y)dy, whose kernel is p(x, y). The relation between the diffusion distance metric ∥p(x, ⋅) − p(y, ⋅)∥ and the Euclidean distances in the embedded space, is a result of the spectral theorem [3] .
III. INVERSE-DENSITY MGC KERNEL
Our construction here is based on an inverse-density MGC kernel, first introduced in [4] , which is defined as follows:
dr, x, y ∈ M, with the associated integral operator Kf (x) = ∫ k(x, y)f (y)dy.
where in practice q(x) accounts (up to normalization) for data density over M. Therefore, the connectivity captured by this kernel normalizes density variations by enhancing relations in sparse regions (i.e., low q(r)) compared to dense ones. Indeed, in [4] this property was used to adjust the distribution of data and provide uniform resampling of data manifolds. We note that since we consider M as representing the intrinsic geometry of collected (or observed) data, we expect certain amount of data points to exist in each local region, and thus q −1 (x) can be expected to have a finite upper bound over M.
Several useful properties of the ID-MGC kernel and its relation to the Gaussian-based diffusion operator in Sec. II-A are summarized in the following theorem (proof of this proposition is found in Appendix A): Theorem 1. Let the kernel k(⋅, ⋅) and operator K be defined as in Def. 1. Then, this kernel (and operator) can be related to the Gaussian kernel G and diffusion operator P via 1) the operator norm: ∥K∥ ≤ ∥G∥, 2) the kernel degrees: ∥k(x, ⋅)∥ 1 = ∥g(x, ⋅)∥ 1 , x ∈ M, and 3) two-step diffusion:
IV. COMPRESSED KERNEL AND DIFFUSION TRANSITIONS
Let S 1 , . . . , S n ⊂ M be a partition of the manifold into measurable subsets, such that M = ⋃ n j=1 S j , and S i ∩ S j = ∅ for every i ≠ j. We define a compressed kernel over such partition as follows:
with the corresponding n × n kernel matrix given by
Similar to the original diffusion map construction in Sec. II-A, we normalize the compressed kernel to get diffusion probabilities p S (S, T ) = k(S, T )/∥k(S, ⋅)∥ 1 , organized in a n×n row-stochastic matrix P S . This matrix captures diffusion transition probabilities between data regions. The relation between the compressed construction of and the original diffusion framework is summarized in the following theorem (proof of this proposition is found in Appendix B): 
The compressed construction of K S and P S gives rise to a natural approximation of diffusion maps. Given a partitioning S, we define a compressed diffusion map Φ t S ∶ S → R δ analogous to the pointwise one in II-A, but here using eigenvectors of P S (with corresponding eigenvalues) in lieu of the eigenfunctions of P . This diffusion map provides an embedding of data regions, rather than data points, which represents a coarse version of the diffusion geometry over M. Then, using the region-to-point transition probabilites P r[S 1step ⟿ x] from Theorem 2, we approximate the pointwise diffusion map asΦ
Our results in Sec. VI indicate that with proper choice of partitions in S, the compression-based diffusion mapΦ t provides a good approximation of the original pointwise one from [3] , while also providing significant scalablity an performance advantages over both direct computation and other alternative approximations.
In now remains to derive a strategy for efficiently partitioning the data manifold such that compression over S will suitably capture (albeit at a coarser data-region level) the pointwise diffusion geometry defined by P . To this end, it is convenient to consider diffusion affinities and distances [1]- [3] , rather than transition probabilities. These are defined as follows:
Definition 3. The diffusion affinity [3] kernel is the symmetric conjugate of P , which is defined spectrally as Af (
Definition 4. The diffusion distance [3] between two points x and y sampled from M is defined via the kernel function a t (⋅, ⋅) of A t , and equivalently via its eigendecomposition, as
We note that in the described compressed diffusion scheme, we replace pointwise affinities with affinities between data points and partitions, as well as just between partitions. Under proper partitioning of the data, we expect (or assume) such substitution would retain intrinsic structure in the data, as captured by the diffusion geometry defined by P or A.
The following proposition examines the difference between pointwise and coarse-grained diffusion affinity information, and relates this difference to locality of partitions with respect to the diffusion distance metric. Indeed, this result indicates that to faithfully capture the diffusion geometry by given partitioning S, the partitions should be local in the diffusion geometry constructed over the manifold. This understanding motivates our formulation of a partitioning strategy, as explained below.
We now turn to practical settings of data analysis applications. Therefore, in the following we consider finite settings, particularly for some dataset X ⊂ M, |X| < ∞, sampled from the manifold, with P and A being |X| × |X| matrices constructed from it. Note also that in the this setting, the eigenfunctions of P or A become eigenvectors (i.e., in R |X| ), and the RHS in Definition 4 is written analogously with the sum going over |X| eigenpairs.
In order to define a partiton on X, we first choose a set of partition centroids L. Noting the success of coherence-based sampling strategies for signal compression and recovery [7] , we propose a random sampling without replacement biased by coherence, where we estimate the coherence as follows. coherence of x ∈ X as in [7] . Then, the t-step diffusion coherence ρ t (x) = ∥a t (x, ⋅)∥ for every x ∈ X.
Proof of this proposition can be seen in Appendix C.
According to Proposition 3, we should assign x ∈ X to the partition associated with centroid y ∈ L such that D t 2 (x, y) is minimized. However, this distance is in practice strongly biased by the diffusion coherence ρ t (y). We therefore consider instead the angular diffusion distance, which we will show to maximize transition probabilities between points and their assigned centroids. 2) arg min
Proof of this proposition can be seen in Appendix D. Propositions 4 and 5 provide a convenient method to select a set of partitions that optimize proposition 3. To do this, we assign points x ∈ X to partitions S i ∈ S corresponding to centroids y i ∈ L according to
VI. EMPIRICAL RESULTS

A. Swiss roll
Here we compare three techniques for approximation of diffusion maps: linear interpolated diffusion on cluster centroids, volume-weighted Nystrom extension [5] , and our proposed compression-based fast diffusion map (CFDM).
The Swiss roll is a canonical test dataset for diffusion maps, and manifold learning techniques in general. Figure V.1 shows the diffusion map of the Swiss roll and each approximation method, with the partition diffusion coordinates plotted in green. To quantify the reconstruction, we calculated the sum of squared error across the top 32 diffusion components of 200 Swiss rolls, allowing for sign flips and reordering of diffusion components. CFDM produces a lower approximation error and a smaller approximate kernel for less computational cost than competing methods ( Fig. VI.1) .
B. Mass cytometry of induced pluripotent stem cells
Mass cytometry is the measurement of protein abundance in individual cells via mass spectrometry. We employed our proposed CFDM here to approximate the diffusion map of 220,450 single cells in an induced pluripotent stem cell (iPSC) system [8] with 250 partitions. Figure VI.2 shows the exact and approximated diffusion map. Compression-based fast diffusion map produces a visually equivalent representation of the data in a fraction of the time, accurately revealing the differentiation of skin cells into both iPSCs and a failed reprogramming state. We believe such an approximation will be beneficial for constructing diffusion maps on large graphs, Finally, we consider the operator norm:
; thus, we can verify G = QP and by combining the previous two lemmas we get ∥K∥ = ∥QP 2 ∥ = ∥GP ∥ ≤ ∥G∥∥P ∥ = ∥G∥, since P is row-stochastic with ∥P ∥ = 1.
APPENDIX B PROOF OF THEOREM 2
We prove the theorem in three parts, via the following lemmas. We start with the operator norm: [v] j χ S j , where χ S j is the characteristic (i.e., indicator) function of S j . Notice that since M is compact with finite volume, then ∥f
Further, for i = 1, . . . , n,
Kf (x)dx. Therefore,
where the last inequality is due to Hölder inequality. Finally, by combining these results with Theorem 1 we get
for every v ∈ R n , which yields the result in the lemma.
Next, we consider the diffusion degrees: PROPOSITION 4 Let Ψ be a matrix whose columns are the eigenvectors ψ j , j = 0, . . . , |X| − 1, of the A (in finite settings), and Λ be a diagonal matrix that consists of the corresponding eigenvalues 1 = λ 0 ≥ ⋯λ |X|−1 . Since A is symmetric, it yields an orthonormal set of eigenvectors, thus Ψ is an orthogonal matrix and further, we can write A t = ΨΛ t Ψ T for any t ≥ 0. Let I be an N × N diagonal matrix in which
Finally, since we are considering finite settings, we can enumerate that dataset as X = {x 1 , . . . , x N }, and thus the ordercoherence defined in Prop. 4 as µ (
With this matrix formulation, we now show the stated result |µ (x) − ρ t (x)| ∝ − ∑ |X|−1 j=0 λ 2t j from the proposition by direction computation, as:
where (C.1) is due to the eigendecomposition of A 2t and (C.2) is due to the orthongonality of Ψ.
APPENDIX D PROOF OF PROPOSITION 5
We note that as shown in [3] , he spectral theorem yields ∑ ∞ j=0 λ 2t j ψ j (x i )ψ j (x j ) = a 2t (x, y) = ⟨a t (x, ⋅), a t (y, ⋅)⟩ for every t ≥ 0. Furthermore, since by definition ρ t (x) = ∥a t (x, ⋅)∥
as an inner product of normalized (i.e., unit-norm ) nonnegative functions. Therefore, since arccos is monotonically decreasing in the interval [0, 1], we get the first duality. Namely, for each x ∈ M, t ≥ 0, arg min 
