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a b s t r a c t
In the first part of this paper we study the regularity properties of solutions of initial value
problems of linear multi-term fractional differential equations. We then use these results
in the convergence analysis of a polynomial spline collocation method for solving such
problems numerically. Using an integral equation reformulation and special non-uniform
grids, global convergence estimates are derived. From these estimates it follows that the
method has a rapid convergence if we use suitable nonuniform grids and the nodes of
the composite Gaussian quadrature formulas as collocation points. Theoretical results are
verified by some numerical examples.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we discuss the convergence behavior of a collocation method for the numerical solution of multi-term
fractional differential equations of the form
y(n)(t)+
n0−
i=0
ai(t)y(i)(t)+
p−
i=0
bi(t)(Dαi∗ y)(t) = f (t), 0 ≤ t ≤ b, (1.1)
with initial conditions
y(0) = y′(0) = · · · = y(n−1)(0) = 0. (1.2)
In (1.1)
n ∈ N = {1, 2, . . .}, n0, p ∈ N0 = {0, 1, . . .}, 0 ≤ n0 ≤ n− 1,
0 < α0 < · · · < αp < n, αi ∉ N, i = 0, . . . , p, (1.3)
ai (i = 0, . . . , n0), bi (i = 0, . . . , p) and f are some given continuous functions from [0, b] intoR = (−∞,∞). The notation
Dα∗ywith α > 0 is used for the Caputo fractional derivative defined by [1]
(Dα∗y)(t) =

∫ t
0
(t − s)k−α−1
0(k− α) y
(k)(s) ds, t > 0, k− 1 < α < k, k ∈ N,
y(α)(t), t > 0, α ∈ N,
(1.4)
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where 0(α) is the Euler gamma function and y(k) is the usual derivative of order k. We also set D0∗y = y(0) = y. Note that
for a function y ∈ W n∞(0, b) satisfying (1.2) the Caputo fractional derivative Dα∗y(0 < α < n, α ∉ N) coincides with the
corresponding Riemann–Liouville fractional derivative Dαy given by the formula
(Dαy)(t) = 1
0(k− α)
dk
dtk
∫ t
0
(t − s)k−α−1y(s) ds, t > 0,
where k is the integer defined by k− 1 < α < k [1]. HereW n∞(0, b) (n ∈ N) denotes the space of functions y : [0, b] → R
which have continuous derivatives up to order n− 1 on [0, b] such that y(n) ∈ L∞(0, b):
W n∞(0, b) = {y ∈ Cn−1[0, b] : y(n) ∈ L∞(0, b)}.
For k− 1 < α < k, k ∈ N, the derivatives Dα∗y and Dαymay be presented also by formulas
(Dα∗y)(t) = (Jk−αy(k))(t), (Dαy)(t) =
dk
dtk
(Jk−αy)(t), t > 0,
where Jµ is the Riemann–Liouville integral operator defined by
(Jµz)(t) = 1
0(µ)
∫ t
0
(t − s)µ−1z(s) ds, t > 0, µ > 0. (1.5)
We set J0z = z, i.e. J0 = I is the identity operator. It is well known (see, e.g., [2,3]) that Jµ, µ > 0, is linear and bounded as
an operator from L∞(0, b) into C[0, b], and if 0 < µ1 ≤ µ then
Jµz = Jµ−µ1 Jµ1z, z ∈ L∞(0, b). (1.6)
The problems of fractional differential equations arise in various areas of science and engineering. In the last decades
theory and numerical analysis of fractional differential equations have received an increasing attention (see, for example,
[1,3,4] and references cited in these books). We refer also to the recent papers [5–12] where fractional linear multi-
step methods and predictor–corrector methods of Adams type for solving Cauchy problems of fractional differential
equations are discussed. Fractional linear multi-step methods for weakly singular Volterra integral equations are studied in
[13,14]. In [15] the generalized Taylor collocation method and in [16,17] the Adomian decomposition method and the
variational iteration method for fractional differential equations are used.
It is somewhat surprising that among different solution techniques spline collocation methods have received rather
less attention. We found only four papers [18–21] in which these methods for solving fractional differential equations
are applied. In [22] for solving such equations the Haar wavelet method is proposed. This method is equivalent to a
spline collocationmethodwith piecewise constant approximations. Actually, in [18–22] algorithms for finding approximate
solutions are presented and some numerical examples are solved, but the convergence of the proposed algorithms has not
been investigated. The aim of the present paper is to fill this gap and to present a complete analysis of the convergence of
spline collocation solutions for the problem (1.1), (1.2) when the derivatives of given functions ai(t), bi(t) and f (t) may
be unbounded at t = 0. Using an integral equation reformulation of (1.1), (1.2) and special non-uniform grids, we prove
the convergence of our method, derive global convergence estimates and analyze a (global) superconvergence effect for a
special choice of collocation points. The main results of the paper are formulated in Theorems 4.1 and 4.2. Of course, our
analysis hinges on regularity results for the exact solution of the initial problem (1.1), (1.2) given by Theorem 2.1. Similar
results for integral and integro-differential equations may be found in [2,13,23–26].
The remainder of the present paper is arranged as follows. In Section 2we prove Theorem 2.1which in addition to known
results on existence and uniqueness of solutions to fractional differential equations (see [1,3,4]) gives effective estimates for
higher order derivatives of the exact solution of problem (1.1), (1.2). These estimates will play a key role in subsequent
convergence analysis of proposed algorithms in Section 4. In Section 3 we present the algorithm of our method. In Section 4
we prove the convergence of this method and derive error estimates for proposed approximations of the exact solution of
problem (1.1), (1.2) and its derivatives. In Remark 4.1 a spline collocationmethod for Eq. (1.1) with non-homogeneous initial
conditions is discussed. Finally, in Section 5 the obtained theoretical results are verified by some numerical experiments.
2. Smoothness of the solution
In order to prove the existence and uniqueness of the solution of problem (1.1), (1.2) and to derive estimates for the
derivatives of the solution, we use a reformulation of this problem based on introducing a new unknown function z = y(n).
It is well known that the equation
y(n)(t) = z(t), t ∈ [0, b], z ∈ L∞(0, b),
with initial conditions (1.2), has a unique solution
y(t) =
∫ t
0
(t − s)n−1
(n− 1)! z(s) ds, t ∈ [0, b].
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Moreover, since 0(i) = (i− 1)! for i ∈ N, the derivatives of y can be expressed in the form
y(i)(t) = (Jn−iz)(t), i = 0, . . . , n, t ∈ [0, b], (2.1)
where J0z = z and Jn−i, i = 0, . . . , n− 1, are defined by (1.5).
It is valid the following generalization of (2.1).
Lemma 2.1. Let y ∈ W n∞(0, b) be a function that satisfies conditions (1.2). Then we have for all α ∈ [0, n) that
(Dα∗y)(t) = (Jk−αy(k))(t), k = [α] + 1, . . . , n, t ∈ [0, b], (2.2)
where [α] is the integer part of α and Jk−α is defined by (1.5).
Proof. For k = [α] + 1 = n formula (2.2) follows immediately from (1.4) and (2.1). If k = [α] + 1 < n then using an
integration by parts we obtain
(Dα∗y)(t) = (Jk−αy(k))(t) =
∫ t
0
(t − s)k−α−1
0(k− α) y
(k)(s) ds
=
∫ t
0
(t − s)k−α
0(k+ 1− α)y
(k+1)(s) ds = (Jk+1−αy(k+1))(t), t ∈ [0, b].
Hence, (2.2) is valid also for k = [α] + 2. Using repeatedly the method of integration by parts we arrive at the formula
(2.2). 
For given q ∈ N and −∞ < ν < 1, by Cq,ν(0, b] we denote the set of continuous functions y : [0, b] → R which are q
times continuously differentiable in (0, b] and such that for all t ∈ (0, b] and i = 1, . . . , q the following estimates hold:y(i)(t) ≤ c
1 if i < 1− ν,1+ | log t| if i = 1− ν,t1−ν−i if i > 1− ν,
where c = c(y) is a positive constant. Obviously, Cm,µ(0, b] ⊆ Cq,ν(0, b] ifm ≥ q ≥ 1 and µ ≤ ν < 1. For given λ ∈ Rwe
introduce the weight function wλ(t), t ∈ (0, b], as follows: wλ(t) = 1 for λ < 0, wλ(t) = (1 + | log t|)−1 for λ = 0 and
wλ(t) = tλ for λ > 0. Equipped with the norm
‖y‖q,ν = max
0≤t≤b
|y(t)| +
q−
i=1
sup
0<t≤b

wi+ν−1(t)|y(i)(t)|

, y ∈ Cq,ν(0, b],
Cq,ν(0, b] is a Banach space (see [2]). Note that the functions in the form
y(t) = g1(t)t1−µ + g2(t)
are included in Cq,ν(0, b] if µ ≤ ν < 1 and gj ∈ Cq[0, b], j = 1, 2.
Lemma 2.2. Let i ∈ N. Then J i defined by (1.5) is linear and bounded as an operator from Cq,ν(0, b] into Cq+i,ν−i(0, b] for any
q ∈ N and−∞ < ν < 1.
Proof. The proof is carried out by showing that J i maps any bounded set of Cq,ν(0, b] into a bounded set of Cq+i,ν−i(0, b] for
every q ∈ N and−∞ < ν < 1. Let z ∈ Cq,ν(0, b] be a function for which ‖z‖q,ν ≤ c0 where c0 is a constant. Then (see (2.1))
sup
0<t<b
|(J iz)(j)(t)| = sup
0<t<b
|(J i−jz)(t)| ≤ c0c1 if j = 0, . . . , i− 1,
(J iz)(j) = z(j−i) if j = i, . . . , q+ i, and therefore ‖J iz‖q+i,ν−i ≤ (ic1 + 1)c0 where c1 is a constant. 
Theorem 2.1. Let (1.3) be true and assume that ai ∈ Cq,ν(0, b] (i = 0 . . . , n0), bi ∈ Cq,ν(0, b] (i = 0, . . . , p), f ∈ Cq,ν(0, b],
where q ∈ N and ν = αp−n+1. Then problem (1.1), (1.2) possesses a unique solution y ∈ Cq+n,ν−n(0, b] and for its derivatives
y′, . . . , y(n) we have y(i) ∈ Cq+n−i,ν−n+i(0, b], i = 1, . . . , n.
Proof. Using y(n) = z problem (1.1), (1.2) may be rewritten as a linear integral equation of the second kind with respect
to z:
z = Tz + f (2.3)
where
T = −
n0−
i=0
AiJn−i −
p−
i=0
BiJn−αi , (2.4)
Aiv = aiv, i = 0, . . . , n0, Biv = biv, i = 0, . . . , p, (2.5)
and Jµ is defined by the formula (1.5). From (2.2) we obtain that Dα∗y = Jn−αz, 0 ≤ α < n.
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Eq. (2.3) is equivalent to the Cauchy problem (1.1), (1.2) in the following sense: if y ∈ Cn[0, b] is a solution to (1.1), (1.2)
then z = y(n) is a solution to (2.3); conversely, if z ∈ C[0, b] is a solution to (2.3) then y = Jnz is a solution to (1.1), (1.2).
Further, since Ai (i = 0, . . . , n0) and Bi (i = 0, . . . , p) are linear and bounded as operators from Cq,ν(0, b] into Cq,ν(0, b],
and Jn−i (i = 0, . . . , n0) and Jn−αi (i = 0, . . . , p) are linear and compact as operators from Cq,ν(0, b] into Cq,ν(0, b] (see [2]),
T is linear and compact as an operator from Cq,ν(0, b] into Cq,ν(0, b]. We can present (2.3) in the form
z(t) =
∫ t
0
(t − s)−νK(t, s)z(s) ds+ f (t), 0 ≤ t ≤ b,
where ν = αp − n + 1 < 1 and K(t, s) and f (t) are some continuous functions on {(t, s) : 0 ≤ s ≤ t ≤ b} and
[0, b], respectively. It is well known (see, e.g., [13]) that this Volterra type integral equation has in C[0, b] a unique solution
z. Thus, z = Tz has in Cq,ν(0, b] only the trivial solution z = 0. This together with the Fredholm alternative theorem
yields that Eq. (2.3) is uniquely solvable in Cq,ν(0, b] and therefore, its solution z belongs to Cq,ν(0, b]. With the help of
Lemma 2.2 we now obtain that problem (1.1), (1.2) has a unique solution y = Jnz ∈ Cq+n,ν−n(0, b] and its derivatives
y(i) = Jn−iz ∈ Cq+n−i,ν−n+i(0, b], i = 1, . . . , n. 
Remark 2.1. For simplicity of the expositionwehave confinedourselves to Eq. (1.1)with thehomogeneous initial conditions
(1.2). However, Theorem 2.1 is applicable in the case of non-homogeneous initial conditions, too. Indeed, let y˜ be a solution
of Eq. (1.1) satisfying the following non-homogeneous initial conditions:
y˜(0) = γ0, y˜′(0) = γ1, . . . , y˜(n−1)(0) = γn−1. (2.6)
Let
Q (t) =
n−1
j=0
γj
j! t
j, t ∈ [0, b]. (2.7)
Then the function y(t) = y˜(t) − Q (t) (t ∈ [0, b]) is the solution of (1.1), (1.2) in which only the right-side term f (t) is
replaced by
f˜ (t) = f (t)−
n0−
i=0
ai(t)Q (i)(t)−
p−
i=0
bi(t)(Dαi∗ Q )(t), t ∈ [0, b]. (2.8)
Using (1.4) and integration by parts we obtain that (recall that αi ∉ N0 and 0 < αi < n)
(Dαi∗ Q )(t) =

n−1
j=[αi]+1
γj
0(j− αi + 1) t
j−αi , t ∈ [0, b], [αi] < n− 1,
0, t ∈ [0, b], [αi] = n− 1.
Therefore under the conditions of Theorem 2.1 f˜ ∈ Cq,µ(0, b] where µ = max0≤i≤p(αi − [αi]), 1 > µ ≥ ν = αp − n + 1,
and (1.1), (2.6) is uniquely solvable and its solution y˜ belongs to Cq+n,µ−n(0, b].
3. Spline collocation method
We will seek an approximate solution for problem (1.1), (1.2) in the form of a piecewise polynomial function on a
nonuniform grid reflecting the possible singular behavior of the exact solution of (1.1), (1.2). For N ∈ N, let
ΠN = {t0, . . . , tN : 0 = t0 < t1 < · · · < tN = b}
be a partition (a graded grid) of the interval [0, b]with the grid points
tj = b

j
N
r
, j = 0, 1, . . . ,N, (3.1)
where the grading exponent r ∈ R, r ≥ 1. If r = 1, then the grid points (3.1) are distributed uniformly; for r > 1 the points
(3.1) are more densely clustered near the left endpoint of the interval [0, b].
For given integers m ≥ 0 and −1 ≤ d ≤ m − 1, let S(d)m (ΠN) be the spline space of piecewise polynomial functions on
the gridΠN :
S(d)m (ΠN) =

v ∈ Cd[0, b] : v|[tj−1,tj] ∈ πm, j = 1, . . . ,N

, 0 ≤ d ≤ m− 1
S(−1)m (ΠN) =

v : v|(tj−1,tj) ∈ πm, j = 1, . . . ,N

.
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Here v|(tj−1,tj) is the restriction of v : [0, b] → R onto the subinterval (tj−1, tj) and πm denotes the set of polynomials
of degree not exceeding m. Note that the elements of S(−1)m (ΠN) may have jump discontinuities at the interior points
t1, . . . , tN−1 of the gridΠN .
In every subinterval [tj−1, tj], j = 1, . . . ,N , we definem ∈ N collocation points tj1, . . . , tjm by formula
tjk = tj−1 + ηk(tj − tj−1), k = 1, . . . ,m, j = 1, . . . ,N, (3.2)
where η1, . . . , ηm are some fixed (collocation) parameters which do not depend on j and N and satisfy
0 ≤ η1 < η2 < · · · < ηm ≤ 1. (3.3)
We look for an approximate solution yN of the Cauchy problem (1.1), (1.2) in the form yN = JnzN where zN ∈
S(−1)m−1(ΠN) (m,N ∈ N) is determined by the following collocation conditions:
zN(tjk) = (TzN)(tjk)+ f (tjk), k = 1, . . . ,m, j = 1, . . . ,N. (3.4)
Here Jn, T and {tjk} are defined by (1.5), (2.4) and (3.2), respectively.
Define an interpolation operator PN = PN,m−1 : C[0, T ] → S(−1)m−1(ΠN)(N,m ∈ N) by conditions
PNv ∈ S(−1)m−1(ΠN), (PNv)(tjk) = v(tjk), k = 1, . . . ,m, j = 1, . . . ,N, (3.5)
for any continuous function v ∈ C[0, b]. Then conditions (3.4) can be represented as an operator equation
zN = PNTzN + PN f . (3.6)
The collocation conditions (3.4) form a system of equations whose exact form is determined by the choice of a basis in
S(−1)m−1(ΠN). If η1 > 0 or ηm < 1 then we can use the Lagrange fundamental polynomial representation:
zN(t) =
N−
β=1
m−
γ=1
cβγϕβγ (t), t ∈ [0, b], (3.7)
where ϕβγ (t) = 0 for t ∉ [tβ−1, tβ ] and
ϕβγ (t) =
m∏
i=1,i≠γ
t − tβi
tβγ − tβi for t ∈ [tβ−1, tβ ], γ = 1, . . . ,m, β = 1, . . . ,N.
Then zN ∈ S(−1)m−1(ΠN) and zN(tjk) = cjk, k = 1, . . . ,m, j = 1, . . . ,N . Searching the solution of (3.4) in the form (3.7), we
obtain a system of linear algebraic equations with respect to the coefficients cβγ = vN(tβγ ):
cjk =
N−
β=1
m−
γ=1
(Tϕβγ )(tjk)cβγ + f (tjk), k = 1, . . . ,m, j = 1, . . . ,N.
Since (Tϕβγ )(tjk) = 0 if β > j, the coefficients cj1, . . . , cjm can be found for every j = 1, . . . ,N from the linear system
cjk =
m−
γ=1
(Tϕjγ )(tjk)cjγ + f (tjk)+
j−1
β=1
m−
γ=1
(Tϕβγ )(tjk)cβγ , k = 1, . . . ,m, (3.8)
withm unknowns cjγ , γ = 1, . . . ,m. (In the case j = 1 the last sum in (3.8) is omitted.)
If η1 = 0 and ηm = 1 then tjm = tj+1,1, j = 1, . . . ,N − 1, and we have only (m − 1)N + 1 collocation conditions. Also
in this case we can derive a similar algorithm for finding zN .
Having determined the approximation zN for z = y(n), we can determine the approximation JnzN for the solution y
of problem (1.1), (1.2) and the approximations Jn−1zN , . . . , J1zN for the derivatives y′, . . . , y(n−1) of y, respectively. Here
Jn−i, i = 0, . . . , n− 1, are defined by the formula (1.5).
For y(n) = z a better approximation than zN is an iterated approximation of the form (cf. [23])
zˆN = TzN + f . (3.9)
From (3.6) and (3.9) we obtain that PN zˆN = zN and therefore
zˆN(tjk) = zN(tjk), k = 1, . . . ,m, j = 1, . . . ,N.
Substituting zN = PN zˆN into (3.9) we see that zˆN is a solution of the equation
zˆN = TPN zˆN + f . (3.10)
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Remark 3.1. Since zN ∈ S(−1)m−1(ΠN), we have
J izN ∈ S(i−1)m+i−1(ΠN) ⊂ C i−1[0, b], i = 1, 2, . . .
If η1 = 0 and ηm = 1 then zN ∈ S(0)m−1(ΠN) and
J izN ∈ S(i)m+i−1(ΠN) ⊂ C i[0, b], i = 1, 2, . . .
These assertions follow from the equality
(J izN)(t) =
∫ t
0
(J i−1zN)(s) ds, i = 1, 2, . . .
4. Convergence analysis
First we prove the convergence of proposed algorithms and study convergence order for arbitrary collocation parameters
η1, . . . , ηm satisfying (3.3). In what follows by c and c1 we denote positive constants that are independent of N ∈ N andmay
have different values in different occurrences. For given Banach spaces E and F , by L(E, F) we denote the Banach space of
bounded linear operators A : E → F with the norm ‖A‖L(E,F) = sup{‖Az‖F : z ∈ E, ‖z‖E ≤ 1}.
Theorem 4.1. Let (1.3) be true and assume that ai ∈ C[0, b] (i = 0 . . . , n0), bi ∈ C[0, b] (i = 0, . . . , p), f ∈ C[0, b]. Let
m ∈ N and assume that the collocation points (3.2)with grid points (3.1) and arbitrary parameters η1, . . . , ηm satisfying (3.3) are
used.
Then problem (1.1), (1.2) has a unique solution y ∈ Cn[0, b] and there exists an integer N0 such that for all N ≥ N0
Eq. (3.6) possesses a unique solution zN ∈ S(−1)m−1(ΠN) and
max
0≤i≤n
‖y(i) − Jn−izN‖∞ → 0 as N →∞. (4.1)
If, in addition, the assumptions of Theorem 2.1with q = m and ν = αp− n+ 1 are fulfilled, then for N ≥ N0 the following error
estimates hold:
max
0≤i≤n
‖y(i) − Jn−izN‖∞ ≤ c

N−r(1−ν) for 1 ≤ r < m
1− ν ,
N−m(1+ logN) for r = m
1− ν = 1,
N−m for r = m
1− ν > 1 or r >
m
1− ν , r ≥ 1.
(4.2)
Here Jn−i (i = 0, . . . , n− 1) are defined by formula (1.5), J0zN = zN and
‖z‖∞ = sup
0<t<b
|z(t)|, z ∈ L∞(0, b).
Proof. We know from the proof of Theorem 2.1 that Eq. (2.3) has a unique solution z = y(n) ∈ C[0, b] and problem (1.1),
(1.2) possesses a unique solution y = Jnz ∈ Cn[0, b]. It is well known (see, e.g., [2,26]) that the interpolation operators
PN (N ∈ N) defined by (3.5) are uniformly bounded:
‖PN‖L(C[0,b],L∞(0,b)) ≤ c, n ∈ N. (4.3)
A consequence of (4.3) is that
‖z − PNz‖∞ → 0 as N →∞ (4.4)
for every z ∈ C[0, b]. As T defined by (2.4) is linear and compact as an operator from L∞(0, b) into C[0, b] and equation
z = Tz has in L∞(0, b) only the trivial solution z = 0, then there exists an inverse operator (I−T )−1 ∈ L(L∞(0, b), L∞(0, b)).
Using a standard argument (see, e.g., [2,23]) we obtain that
‖T − PNT‖L(L∞(0,b),L∞(0,b)) → 0 as N →∞.
Thus, there exists an integer N0 such that for every N ≥ N0 the operator (I − PNT ) is invertible in L∞(0, b),
‖(I − PNT )−1‖L(L∞(0,b),L∞(0,b)) ≤ c, N ≥ N0, (4.5)
and Eq. (3.6) possesses a unique solution zN ∈ S(−1)m−1(ΠN). It follows from (2.3) and (3.6) that
(I − PNT )(z − zN) = z − PNz, N ≥ N0.
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Using (4.5) we obtain the estimates
‖Jn−i(z − zN)‖∞ ≤ c‖z − zN‖∞ ≤ c1‖z − PNz‖∞, i = 0, . . . , n, N ≥ N0. (4.6)
This together with (4.4) yields (4.1) since Jn−iz = y(i) (i = 0, . . . , n). Further, in the case q = m and ν = αp−n+1 it follows
from Theorem 2.1 that z ∈ Cm,ν(0, b]. This together with (4.6) and Lemma 3.1 of [2] yields the estimate (4.2). 
In order to study the superconvergence properties of our method by a special choice of collocation parameters we need
the following result.
Lemma 4.1. Let z ∈ Cqi,ν(0, b], where−∞ < ν < 1 and qi = m+min{m, i} with some m ∈ N and i ∈ N. Moreover, assume
that a quadrature approximation∫ 1
0
g(x) dx ≈
m−
k=1
wkg(ηk) (4.7)
with knots {ηk} satisfying (3.3) and appropriate weights {wk} is exact for all polynomials of degree qi − 1. Then, for all values of
the grid parameter r ∈ [1,∞) in (3.1),
‖J i(z − PNz)‖∞ ≤ cΘN(qi, ν, r). (4.8)
Here J i and PN are given respectively by (1.5) and (3.5), and the functionΘN is defined by formula
ΘN(q, ν, r) =

N−r(2−ν) for 1 ≤ r < q
2− ν ,
N−q(1+ logN) for r = q
2− ν ≥ 1,
N−q for r >
q
2− ν , r ≥ 1.
(4.9)
Proof. Fix t ∈ (0, b]. Let l ∈ {1, . . . ,N} be such that t ∈ (tl−1, tl]. Then
(J i(z − PNz))(t) = γ
l−
j=1
Ej(t) (4.10)
where γ = ((i− 1)!)−1 and
Ej(t) =
∫ tj
tj−1
(t − s)i−1(z − PNz)(s) ds, j = 1, . . . , l− 1, (4.11)
El(t) =
∫ t
tl−1
(t − s)i−1(z − PNz)(s) ds.
Since z ∈ Cqi,ν(0, b] ⊂ Cm,ν(0, b], it follows from (7.15) of [26] that
sup
tj−1<s<tj
|(z − PNz)(s)| ≤ chmj

1 ifm < 1− ν,
1+ | log tj| ifm = 1− ν,
t1−ν−mj ifm > 1− ν,
(4.12)
where hj = tj − tj−1, j = 1, . . . ,N . In this proof we assume that positive constants c, c1 and c2 are independent of
N ∈ N, j ∈ {1, . . . ,N} and t ∈ (0, b] and consequently also of l. By (4.12) we obtain
|El(t)| ≤ hil sup
tl−1<s<tl
|(z − PNz)(s)| ≤ chm+il
1 ifm < 1− ν,1+ | log tl| ifm = 1− ν,t1−ν−ml ifm > 1− ν.
As (see (3.1))
tj = bjrN−r , 0 < hj ≤ brjr−1N−r ≤ brN−1, j = 1, . . . ,N, (4.13)
then
|El(t)| ≤ cN−(m+i)

1 form < 1− ν,
1+ logN form = 1− ν,
and form > 1− ν
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|El(t)| ≤ clr(1−ν+i)−(m+i)N−r(1−ν+i)
≤ c

N−r(1−ν+i) if 1 ≤ r ≤ m+ i
1− ν + i ,
N−(m+i) if r >
m+ i
1− ν + i .
Summarizing these cases we get
|El(t)| ≤ cΘN(m+ i, ν, r) ≤ cΘN(qi, ν, r). (4.14)
If l > 1 then it is necessary to estimate also Ej(t), j = 1, . . . , l − 1. First of all we consider the case i ≤ m. Then
qi = m + i ≤ 2m and (t − s)i−1(PNz)(s) is on every interval (tj−1, tj), j = 1, . . . , l − 1, with respect to s a polynomial of
degree not exceeding qi−2. Since the quadrature approximation (4.7) is exact for all polynomials of degree qi−1we obtain
that ∫ tj
tj−1
(t − s)i−1(PNz)(s) ds = hj
m−
k=1
wk(t − tjk)i−1z(tjk), j = 1, . . . , l− 1,
and thus (see (4.11))
Ej(t) =
∫ tj
tj−1
ψ(s) ds− hj
m−
k=1
wkψ(tjk), j = 1, . . . , l− 1,
whereψ(s) = (t−s)i−1z(s). Since z ∈ Cqi,ν(0, b] alsoψ ∈ Cqi,ν(0, b] andwe get from (4.17) of [27] for Ej(t), j = 1, . . . , l−1,
the estimates
|Ej(t)| ≤ chqi+1j

1 if qi < 1− ν,
1+ | log tj| if qi = 1− ν,
t1−ν−qij if qi > 1− ν.
(4.15)
Using (4.13) and (4.15) we obtain for qi ≤ 1− ν that
l−1
j=1
|Ej(t)| ≤ cN−qi ,
and, for qi > 1− ν,
l−1
j=1
|Ej(t)| ≤ c
l−1
j=1
hqi+1j t
1−ν−qi
j ≤ c1N−r(2−ν)
l−1
j=1
jr(2−ν)−qi−1
≤ c2

N−r(2−ν) if 1 ≤ r < qi
2− ν ,
N−qi(1+ logN) if r = qi
2− ν ,
N−qi if r >
qi
2− ν .
Consequently, for i ≤ mwe get
l−1
j=1
|Ej(t)| ≤ cΘN(qi, ν, r). (4.16)
Consider, finally, the case if l > 1 and i > m. Then qi = 2m. For φ(s) = (t − s)i−1 we use in (tj−1, tj), j = 1, . . . , l − 1,
the Taylor expansion
φ(s) =
m−
k=0
1
k!φ
(k)(tj)(s− tj)k + 1m!
∫ s
tj
φ(m+1)(σ )(s− σ)mdσ , s ∈ (tj−1, tj).
We present Ej(t) in the form
Ej(t) = Ej,1(t)+ Ej,2(t), j = 1, . . . , l− 1, (4.17)
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where
Ej,1(t) =
∫ tj
tj−1
m−
k=0
1
k!φ
(k)(tj)(s− tj)k(z − PNz)(s) ds,
Ej,2(t) =
∫ tj
tj−1

1
m!
∫ s
tj
φ(m+1)(σ )(s− σ)mdσ

(z − PNz)(s) ds.
In the same way as above we get
l−1
j=1
|Ej,1(t)| ≤ cΘN(qi, ν, r). (4.18)
Since
|Ej,2(t)| ≤ chm+2j sup
tl−1<s<tl
|(z − PNz)(s)|, j = 1, . . . , l− 1,
we obtain with the help of (4.12) and (4.13) that
l−1
j=1
|Ej,2(t)| ≤ cΘN(qi, ν, r).
This together with (4.17) and (4.18) yields that the estimate (4.16) holds also for i > m. The estimate (4.8) now follows from
(4.10), (4.14) and (4.16). 
From Theorem 2.5.6 of [28] we obtain the following result.
Lemma 4.2. Let z ∈ Cm+1,ν(0, b] with m ∈ N and ν < 1. Assume also that the quadrature approximation (4.7) is exact for all
polynomials of degree m. Then
max
0≤t≤b
∫ t
0
(t − s)−µ(z − PNz)(s) ds
 ≤ cΘN(m+ 1− µ, ν + µ, r) (4.19)
where µ ∈ (0, 1) and PN andΘN are defined by (3.5) and (4.9), respectively.
Nowwe are ready to study the superconvergence properties of the proposed approximations for the solution of problem
(1.1), (1.2) and its derivatives.
Theorem 4.2. Let the following conditions be fulfilled:
(i) PN = PN,m−1 (N,m ∈ N) is defined by (3.5) where the interpolation nodes (3.2) with grid points (3.1) and parameters
(3.3) are used;
(ii) the assumptions of Theorem 2.1 with ν = αp − n+ 1 < 1 and
q =
m+ 1 if αp ∈ (n− 1, n),
m+min{m, n− [αp] − 1} if αp ∈ (n0, n− 1),
m+min{m, n− n0} if αp ∈ (0, n0)
(4.20)
are valid;
(iii) the quadrature approximation (4.7) is exact for all polynomials of degree q− 1.
Then problem (1.1), (1.2) has a unique solution y ∈ Cq+n,ν−n(0, b] ⊂ Cn[0, b] and there exists an integer N0 such that for
N ≥ N0 Eq. (3.6) possesses a unique solution zN ∈ S(−1)m−1(ΠN) and the following error estimates hold:
(1) if αp ∈ (n− 1, n) then
‖y(i) − Jn−izN‖∞ ≤ cΘN(m+ 1− ν, 2ν, r), i = 0, . . . , n− 1, (4.21)
‖y(n) − zˆN‖∞ ≤ cΘN(m+ 1− ν, 2ν, r), (4.22)
(2) if αp ∈ (0, n− 1) then
‖y(i) − Jn−izN‖∞ ≤ cΘN(q, ν, r), i = 0, . . . , k, (4.23)
‖y(i) − Jn−izN‖∞ ≤ cΘN(qn−i, ν, r), i = k, . . . , n− 1, (4.24)
‖y(n) − zˆN‖∞ ≤ cΘN(q, ν, r). (4.25)
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Here r ∈ [1,∞) is the grading exponent of the grid (see (3.1)),
k = max{n0, [αp] + 1}, qn−i = m+min{m, n− i}, (4.26)
and Jn−i, zˆN andΘN are defined by (1.5), (3.9) and (4.9), respectively.
Proof. Due to Theorem 2.1 Eq. (2.3) has a unique solution z = y(n) ∈ Cq,ν(0, b] ⊂ C[0, b] and problem (1.1), (1.2) possesses
a unique solution y ∈ Cq+n,ν−n(0, b] ⊂ Cn[0, b]. It follows from Theorem 4.1 that there exists an integer N0 such that
for every N ≥ N0 Eq. (3.6) has a unique solution zN ∈ S(−1)m−1(ΠN) and also (4.5) is valid. For derivation of error estimates
(4.21)–(4.25) we use the identity
(I − TPN)(z − zˆN) = T (z − PNz), N ≥ N0,
which follows from (2.3) and (3.10). Since
(I − TPN)−1 = I + T (I − PNT )−1PN , N ≥ N0,
by using (2.4), (4.3) and (4.5) we obtain for N ≥ N0 the estimate
‖z − zˆN‖∞ ≤ c
n0−
i=0
‖Jn−i(z − PNz)‖∞ + c
p−
i=0
‖Jn−αi(z − PNz)‖∞. (4.27)
Let us consider the cases αp ∈ (n− 1, n), αp ∈ (n0, n− 1) and αp ∈ (0, n0) separately.
If αp ∈ (n− 1, n) then for any α ∈ (n− 1, αp]we have (see (1.5))
(Jn−α(z − PNz))(t) =
∫ t
0
(t − s)−µ
0(n− α) (z − PNz)(s)ds, t ∈ [0, b],
where µ = α − n+ 1 ∈ (0, ν]. Therefore, by Lemma 4.2,
‖Jn−α(z − PNz)‖∞ ≤ cΘN(m+ 1− µ, ν + µ, r) ≤ cΘN(m+ 1− ν, 2ν, r). (4.28)
Since z − PNz ∈ L∞(0, b) it follows from (1.6) that we have for any α ∈ [0, n− 1]
Jn−α(z − PNz)(t) = Jn−α−1J1(z − PNz)
and hence,
‖Jn−α(z − PNz)‖∞ ≤ c‖J1(z − PNz)‖∞, α ∈ [0, n− 1]. (4.29)
By Lemma 4.1 we get
‖J1(z − PNz)‖∞ ≤ cΘN(m+ 1, ν, r) ≤ cΘN(m+ 1− ν, 2ν, r).
This together with (4.27)–(4.29) yields (4.22).
If αp ∈ (n0, n− 1) then we have for any α ∈ [0, αp] that
Jn−α(z − PNz) = Jk−α Jn−k(z − PNz)
where k = [αp] + 1. Therefore, by Lemma 4.1,
‖Jn−α(z − PNz)‖∞ ≤ c‖Jn−k(z − PNz)‖∞ ≤ c1ΘN(q, ν, r),
where q is defined by (4.20), and from (4.27) it follows (4.25).
If αp ∈ (0, n0) then in a similar way as before we get that for any α ∈ [0, n0]
‖Jn−α(z − PNz)‖∞ ≤ c‖Jn−n0(z − PNz)‖∞ ≤ c1ΘN(q, ν, r),
and by using (4.27) we obtain (4.25).
Further, we have zN = PN zˆN ,
z − zN = (z − PNz)+ PN(z − zˆN),
Jn−i(z − zN) = Jn−i(z − PNz)+ Jn−iPN(z − zˆN), i = 0, . . . , n− 1,
‖y(i) − Jn−izN‖∞ ≤ ‖Jn−i(z − PNz)‖∞ + c‖z − zˆN‖∞, i = 0, . . . , n− 1.
This together with (4.8), (4.22) and (4.25) yields (4.21), (4.23) and (4.24). 
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Remark 4.1. Due to Remark 2.1 we can use Theorems 4.1 and 4.2 also in the convergence analysis of the following spline
collocation method for solving Eq. (1.1) with non-homogeneous initial conditions (2.6).
Let us look at an approximation y˜N for the solution y˜ of problem (1.1), (2.6) in the form
y˜N = Jnz˜N + Q
where z˜N is the solution of the equation
z˜N = PNT z˜N + PN f˜ (4.30)
and Jn, T ,Q , f˜ and PN are defined by (1.5), (2.4), (2.7), (2.8) and (3.5), respectively.
Suppose (i) of Theorem 4.2 and let the assumptions of Theorem 2.1 with q = m and
ν = max
0≤i≤p
(αi − [αi]) (4.31)
be fulfilled. Then Eq. (4.30) possesses for sufficiently large N a unique solution z˜N ∈ S(−1)m−1(ΠN) and an estimation for the
error max0≤i≤n ‖y˜(i) − y˜(i)N ‖∞ with the same expression as on the right hand side of (4.2) is valid. Assume, in addition, that
Eq. (1.1) satisfies the assumptions of Theorem 2.1 with q and ν defined by (4.20) and (4.31), respectively, and the quadrature
approximation (4.7) is exact for all polynomials of degree q− 1. Then for sufficiently large N the following error estimates
hold:
(1) if αp ∈ (n− 1, n) then
‖y˜(i) − y˜(i)N ‖∞ ≤ cΘN(m+ 1− ν, 2ν, r), i = 0, . . . , n− 1,
(2) if αp ∈ (0, n− 1) then
‖y˜(i) − y˜(i)N ‖∞ ≤ cΘN(q, ν, r), i = 0, . . . , k,
‖y˜(i) − y˜(i)N ‖∞ ≤ cΘN(qn−i, ν, r), i = k, . . . , n− 1.
HereΘN , k and qn−i are defined by (4.9) and (4.26), respectively.
5. Numerical experiments
Let us consider the following problem:
y′′(t)+ (D3/2∗ y)(t)+ y(t) = f (t), y(0) = y′(0) = 0, 0 ≤ t ≤ 1. (5.1)
This is a Cauchy problem of the Bagley–Torvik equation which arises, for example, in modeling the motion of a rigid plate
immersed in a Newtonian fluid (see, e.g., [1,4,6]). The function f (t) is selected so that y(t) = t2√t is the exact solution to
(5.1). Actually, this is a problem of the form (1.1), (1.2) where n = 2, n0 = p = 0, b = 1, α0 = 3/2, a0 = b0 = 1 and
f (t) = 15
4
√
t + 15
8
√
π t + t2√t.
It is easy to check that problem (5.1) satisfies all assumptions of Theorem 2.1 with ν = 1/2 and arbitrary q ∈ N.
Problem (5.1) was solved numerically by collocation method (3.4) in the case that m = 2 and η1 = (3 −
√
3)/6, η2 =
1 − η1 are the knots of the Gaussian quadrature formula (4.7) which is exact for all polynomials of degree 3. Having
determined zN , the approximation zˆN ∈ C[0, 1] for y′′ was evaluated by (3.9) and the approximations J2−izN ∈ S(1−i)3−i (ΠN)
for y(i) (i = 0, 1) were found by the formula (1.5). For the errors of these approximations we have for sufficiently large N
the estimates (4.21) and (4.22) with
ΘN(2.5, 1, r) =
N
−r if 1 ≤ r < 2.5,
N−2.5(1+ logN) if r = 2.5,
N−2.5 if r > 2.5.
(5.2)
Recall that in the case r = 1 the grid is uniform.
In Table 5.1 some results for different values of the parameters N and r are presented. The quantities ε(i)N (i = 0, 1) and
εˆN in Table are the approximate values of the norms ‖y(i) − J2−izN‖∞ (i = 0, 1) and ‖u′′ − zˆN‖∞ calculated as follows:
ε
(i)
N = maxj=1,...,N maxk=0,...,10 |y
(i)(τjk)− J2−izN(τjk)|, i = 0, 1,
εˆN = max
j=1,...,N
max
k=0,...,10
|y′′(τjk)− zˆN(τjk)|.
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Table 5.1
Results in the casem = 2, η1 = (3−
√
3)/6, η2 = 1− η1 .
N r = 1 r = 1.8 r = 2.6
ε
(0)
N ϱ
(0)
N ε
(0)
N ϱ
(0)
N ε
(0)
N ϱ
(0)
N
4 1.5E−3 2.71 3.6E−4 7.41 3.8E−4 9.65
8 5.4E−4 2.76 5.1E−5 6.98 2.4E−5 15.84
16 2.0E−4 2.78 7.6E−6 6.72 1.7E−6 14.27
32 7.0E−5 2.79 1.1E−6 6.67 3.9E−7 4.22
64 2.5E−5 2.79 1.7E−7 6.73 7.7E−8 5.08
N ε(1)N ϱ
(1)
N ε
(1)
N ϱ
(1)
N ε
(1)
N ϱ
(1)
N
4 6.3E−3 2.67 1.4E−3 5.52 1.8E−3 7.20
8 2.3E−3 2.71 2.4E−4 5.85 2.6E−4 6.96
16 8.5E−4 2.74 3.9E−5 6.11 3.5E−5 7.34
32 3.1E−4 2.76 6.2E−6 6.27 4.7E−6 7.45
64 1.1E−4 2.78 9.8E−7 6.37 6.4E−7 7.41
N εˆN ϱˆN εˆN ϱˆN εˆN ϱˆN
4 3.1E−2 1.92 1.1E−2 3.30 6.6E−3 5.35
8 1.6E−2 1.94 3.2E−3 3.37 1.2E−3 5.40
16 8.1E−3 1.95 9.2E−4 3.41 2.2E−4 5.66
32 4.1E−3 1.96 2.7E−4 3.44 3.8E−5 5.59
64 2.1E−3 1.97 7.8E−5 3.46 6.9E−6 5.61
Here, τjk = tj−1 + k(tj − tj−1)/10, k = 0, . . . , 10, j = 1, . . . ,N , with the grid points {tj}, defined by the formula (3.1)
for b = 1. The ratios ϱ(i)N = ε(i)N/2/ε(i)N (i = 0, 1) and ϱˆN = εˆN/2/εˆN characterizing the observed convergence rate, are also
presented.
Due to (5.2), the values of the ratios ϱ(i)N (i = 0, 1) and ϱˆN for r = 1, r = 1.8 and r = 2.6 ought to be approximately
2, 3.48 and 5,66, respectively. As we can see from Table 5.1 the estimate (4.22) expresses well enough the actual rate of
convergence of zˆN but the convergence of J2zN and J1zN is somewhat faster than predicted by the estimate (4.21).
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