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Abstract
The absolutely continuous spectrum of di%erential operators of the form
Ly = w−1
n∑
k=0
(−1)k(pky(k))(k) on L2([0;∞); w)
is determined. With pn(x); w(x)¿ 0 the coe&cients pk are assumed to satisfy p˜k(x) = (pk 
2kw−1)(x) →
ck ; =(w ·p−1n )1=2n. If the coe&cients satisfy some additional smoothness and decay conditions, the absolutely
continuous part Hac of any self-adjoint extension of L is unitarily equivalent to the operator of multiplication
by P(x) =
∑n
0 ckx
2k on L2([0;∞)). Several extensions of this result as well as examples are shown.
c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
In this paper spectra of di%erential operators derived from the formally symmetric di%erential
expressions
Ly = w−1
n∑
k=0
(−1)k(pky(k))(k) (1)
on the Hilbert space L2w =L
2([0;∞); w) with weight function w are analysed. If one assumes,
as we shall always do, that p0; : : : ; pn−1; p−1n ; w are real valued and locally integrable on [0;∞)
with pn(x); w(x)¿ 0, one can de<ne the minimal closed operator T and maximal operator T ∗
[2,3,5,10,12,14–16,18,19,23]. By assumption L is regular at 0 and real. Thus T has equal de-
<ciency indices (l; l) with n6 l6 2n. Its self-adjoint extensions will be denoted by H . Since
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the absolutely continuous spectrum is independent of the particular boundary condition this will not
be indicated explicitly. The absolutely continuous spectrum of H is the object of this
investigation.
Spectral analysis of di%erential operators T includes the study of the de<ciency index def T ,
characterization of the essential spectrum ess(T ) and analysis of the various components of the
spectrum, like the absolutely continuous spectrum ac(T ), the singular continuous spectrum sc(T )
or the discrete spectrum d(T ). Since many of these results are obtained by perturbation methods, the
di&culties increase as the permissible classes of perturbations get smaller. Thus the de<ciency index
is stable under relatively bounded perturbations with a bound strictly less than 1. Relatively compact
perturbations leave the essential spectrum unchanged. For the absolutely continuous spectrum only
trace-class perturbations can be allowed. The singular continuous spectrum <nally is the most volatile
of all. It may change to dense point spectrum by a mere change of boundary conditions. Thus it
is not surprising that all results on the spectral theory of higher order di%erential operators before
1998 only concern the de<ciency index and the essential spectrum [10,14,15]. For Sturm Liouville
operators the situation is clearly much better, because they are simpler and special techniques, like
Sturm comparison results, the PrFufer transformation or transfer matrices, etc., are available for this
class. To put this contribution, the above statements and the historical development into perspective
let us consider some results:
Second order operators: Ly =−y′′ + qy on L2([0;∞))
(a) q(x)→ 0, ess(H) = [0;∞).
(b) q= q1 + q2 with q′1; q2 ∈L1; q1(x)→ 0, then Weidmann has shown ac(H) = [0;∞) [22].
As an example what can go wrong if Weidmann’s conditions or the somewhat more general condi-
tions of [4] are violated consider the result of Remling [17].
(c) There exists a q(x) = o(x−c); 12 ¿c¿ 0 such that H a has purely singular continuous spectrum
for all boundary conditions.
Operators of order 2n: Ly =
∑n
j=0 (−1)j(pj(x)y(j))(j) on L2([0;∞))
(a) pj(x)→ cj, cn =0 then ess(H) = Range of
∑n
j=0 cjx
j, [7, p. 1445].
(b) pj real valued, pj = cj + pj1 + pj2, j = 0; : : : ; n
cn=1 and p′j1; pj2 ∈L1 and p′j1(x)→ 0 as x →∞. Then sc(H)=∅ and the absolutely continuous
part Hac of H is unitarily equivalent to the operator of multiplication by
∑n
j=0 cjx
2j on L2([0;∞)).
This is the key result of [5]. It is clearly an extension of Weidmann’s Theorem to the class of
operators of order 2n.
When one considers Sturm Liouville equations which lead to a singular continuous spectrum,
one <nds that this is always associated with bumpy potentials q, e.g., almost periodic q or sparse
potentials. The interplay between transmission and reIection at these bumps is then responsible for
the nonexponential decay of subordinate solutions [9,13], and thus a singular continuous spectrum
arises. This will be true for higher order operators too, though until now no examples are known.
One could, however, consider polynomials of SchrFodinger type operators with smooth potentials,
which lead to “bad” spectral behaviour.
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The results in [4–6,18,19] have shown that asymptotic integration can be a powerful method to
prove spectral results. Asymptotic integration is a vast generalization of the WKB-method of quantum
mechanics. It requires coe&cients, which do not oscillate too much [4–6,19]. In this case, as with
the WKB-method, the behaviour of the eigenfunctions is typically determined by an exponential
factor, which in turn leads to bounded or exponentially decaying solutions and thus to the absence
of singular continuous spectrum [4,5,13,18, Theorem 6.3]. Thus the absence of a singular continuous
spectrum in all cases, where asymptotic integration is used, should come as no surprise.
This paper continuous the work [5] by the same methods. Thus we will only outline the key steps.
In order to apply asymptotic integration it is advantageous to convert the eigenvalue equation
Ly = zy (2)
into systems form. One <nds that the associated <rst order system is even a Hamiltonian system
[11,12,21] i.e., it can be written in the form
Ju′ = (zA+B)u: (3)
Here u is a 2n component systems vector made up of quasiderivatives of y while
J =
(
0 −1
1 0
)
:
A = diag(w; 0; : : : ; 0) and B =B∗ are 2n × 2n matrices. If one de<nes a scalar product via A on
the space of C2n-valued A-square integrable functions L2A by
〈f; g〉A =
∫
f∗Ag dx;
the spectral theory for the formal operator
L˜u=A−1(Ju′ −Bu)
can be developed entirely parallel to the theory above [11,12]. The advantage with this systems
approach however lies with the possibility of introducing the M -matrix [11,12], which extends the
concept of the Titchmarsh–Weyl m-function. The M matrix depends on the square-integrable eigen-
functions of (3), for Im z¿ 0. On the other hand M is the Borel-transform of the spectral measure
, because it is essentially given by matrix elements of the resolvent [17, Lemma 3.1]. Thus  can
be computed from lim→0+M (+ i) =M (+), because
([a; b]) +
1
2
({a}) + 1
2
({b}) = 1
!
lim
→0+
∫ b
a
ImM (+ i) d:
In this way information about the z-eigenfunctions, for z near the real axis, can be converted into
spectral properties of the di%erential operator. For second order equations this approach has been cast
into a very elegant form by Gilbert and Pearson [9]. Here subordinacy methods are not available.
Thus M has to be estimated also for z with Im z¿ 0. See, however, [13] for an attempt in the
direction of subordinacy.
This paper is divided into <ve sections
1. Introduction.
2. Transformations.
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3. Spectral properties.
4. Extensions.
5. Unbounded coe&cients.
Asymptotic integration is based on repeated transformations of linear systems like (3)
u′ = Cu (4)
until they are essentially diagonalized
v′ = (∧(x) + R(x))v; ∧(x) = diag(i(x)): (5)
If the i satisfy dichotomy conditions [8] and if R is suitably small, the solutions of the perturbed
system (5) behave just like those of the unperturbed system, v′=∧v. This is the content of Levinson’s
Theorem [8], if small means integrable. In Section 2 the relevant transformations will be studied.
Unlike [5], where two transformations were used to achieve Levinson’s form, we will use a total of
four. Of particular interest here is the Kummer–Liouville (K.L.)-transformation adapted to asymptotic
integration. This transformation should also be of interest in its own right, and we apply it in
particular to problems studied in [8, Section 3.2]. The K.L.-transformation allows us to reduce the
problem essentially to that of [5].
The main result is shown in Section 3. Here we also interpret this result from a functional
analytic point of view. Extensions of the main theorem and examples are considered in Section
4. Asymptotic integration can also be used to study problems with unbounded coe&cients. In
Section 5 this is pursued and some results, known for second order operators, are generalized.
The notation of this paper is standard and largely that of [5]. Throughout L will denote the
concretely given di%erential operator, T and T ∗ its minimal respectively maximal associated operator
on L2w. The self-adjoint extensions <nally, will be denoted by H . It should be noted however that the
absolutely continuous spectrum is independent of the boundary condition. In the course of asymptotic
integration we will have to restrict the system to an interval [a;∞), with large a, which marks the
asymptotic region. The corresponding operator will be denoted by La, Ta and H[a;∞). Above we have
already introduced the notation (H), ess(H), ac(H), sc(H) and d(H) for the spectrum, essential
spectrum, absolutely continuous spectrum, singular continuous and discrete spectrum respectively of
H . The operators T studied here all have equal de<ciency indices, which is denoted by def T .
2. Asymptotic integration
In order to apply asymptotic integration methods to (2), this equation has to be written in systems
form. This is accomplished by introducing the quasiderivatives
ui = y(i−1) and un+i =
n∑
k=i
(−1)k−i(pky(k))(k−i); i = 1; : : : ; n: (6)
With this Eq. (2) can be written in Hamiltonian form [21] (3), Ju′ = (zA+B)u where
A= diag(w; 0; : : : ; 0) and B=
(−C A∗
A B
)
:
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The nonzero matrix elements of the n× n matrices A, B and C are given by
Ai; i+1 = 1; Bnn = p−1n ; Cii = pi−1; i = 1; : : : ; n: (7)
For asymptotic integration one should rather use
u′ = Cu=
(
A B
C −A∗
)
u: (8)
Here we have absorbed the spectral term into p0, i.e. we have replaced p0− zw by p0. This system
will be transformed repeatedly until Levinson’s form is attained. If C can be written as C=C1 +C2
and if these transformations map C2 into R (5), C2 will be called a Levinson term. This is merely
a convenient shorthand for terms, which ultimately have no inIuence on the asymptotics of the
eigenfunctions. It is obvious that such a decomposition of C is not and need not be unique. Levinson
terms will generically be denoted by R and we write R for the set of such expressions.
2.1. The Kummer–Liouville transformation
All transformations, which will be applied to systems like (8) are of the general form
u(x) = F(x)v(t); t = f(x) with = f′(x)¿ 0; (9)
where F is a 2n× 2n matrix. Then
dv
dt
= −1[− F−1F ′ + F−1CF]v(t); (10)
where F ′ = dF=dx. The critical point here is to <nd an appropriate F and determine its inverse.
The K.L.-transformation is one of the standard tools for Sturm–Liouville theory. A systematic
study of its properties and use for higher order equations has been undertaken by Ahlbrandt et al.
[1]. Here we closely follow their approach and notation. But all computations are done modulo
Levinson terms only. The bene<t of this simpli<cation is that the coe&cients need only be twice
di%erentiable and that all computations can be done very explicitly, modulo Levinson terms.
Our starting point is the system (4) in its explicit version (8). Since the transformation is derived
from
y(x) = *(x)z(t); t = f(x) with f′(x) = ¿ 0 (11)
and because of the de<nition of the quasiderivatives (6), F will have the form
F(x) =
(
H 0
K H ∗−1
)
: (12)
The following Lemma 1 solves the problem of computing the inverse and transformed equation:
Lemma 1 (Ahlbrandt et al. [1]). If H ∗K = K∗H then
F−1 =
(
H−1 0
−K∗ H ∗
)
:
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In this case the transformed matrices A0; B0; C0 are
A0 = −1H−1[− H ′ + AH + BK]; B0 = −1H−1BH ∗−1
C0 = −1[K∗(H ′ − AH − BK)− H ∗(K ′ − CH + A∗K)]: (13)
The strategy of Ahlbrandt et al. [1] is to convert a higher order equation into a system and derive
the appropriate transformation formulae on the systems level. If the transformation originates from
(11), the form of H follows directly from (6). Thus the key point in [1] is the construction of K .
Here the condition H ∗K = K∗H and C0 = C∗0 is critically used.
We follow this procedure, but we require that all terms which involve two derivatives, are Levinson
terms. These will be denoted by R and will not be speci<ed yet. More generally we write
* = *1 + *2; = 1 + 2; (14)
where *1, 1 are twice and *2, 2 once di%erentiable. Now we have to require that terms, which
involve the derivative of *2 and 2, are Levinson terms even. Keeping in mind to avoid higher deriva-
tives at the price of Levinson terms and considering the original de<nition of the K.L.-transformation,
we are led to the following lemma:
Lemma 2. (a) On the basis of (11) the nonzero matrix elements of H are given by
Hii = *i−1; i = 1; : : : ; n; (15)
Hi+1; i = i*′1
i−1 +
i(i − 1)
2
*i−2′1 = ai; i = 1; : : : ; n− 1: (16)
(b) One has A ≡ A0 modR if −1(*′1=*; ′1=)→ 0 as x →∞,
−2
[
*′′1
*
;
′′1

;
(
*′1
*
)2
;
(
′1

)2]
; −1
[
*′2
*
;
′2

]
∈R (17)
and Knn = pn[an−1 + n−1*′1 + (n− 1)*n−2′1], Kn;j = 0, j¡n.
Proof. Let S =−H ′ + AH + BK − HA. It su&ces to show that H−1S ∈R. In order to determine
H−1 write H = D + N; where D is the diagonal part of H . Then H−1 = D−1 − D−1ND−1 + · · · .
Thus it su&ces to show that −1D−1S ∈R and that D−1N is bounded. Both claims; however; can
easily be deduced from (15) and (16).
Remark. If R is to be interpreted as Lp; one has almost −1(*′1=*; ′1=)= o(1); because then these
functions are di%erentiable and in Lp=2.
In the following Lemma K is determined from H ∗K = K∗H and the condition that C0 ought to
be diagonal.
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Lemma 3. Assume that pi*22i−1 = pi2iw−1 = p˜i is bounded for i = 1; : : : ; n and that K is upper
triangular; Kij = 0 for i¿ j. Then K = diag(ki) + H ∗−1U ∗ with
ki = piai; Ui+1; i =−aipi+1ai+1; i = 1; : : : ; n− 1 (18)
and kn from Lemma 2 has the consequence that H ∗K = K∗H and that C0 is diagonal modulo R.
Proof. Write as in [1]; K = diag(ki) + 1; where 1 is the upper triangular part of K . Then
H ∗ diag(ki)− diag(ki)H = 1∗H − H ∗1
can be written as U − U ∗; where U is strictly lower triangular. The only nonzero matrix elements
of U are
Ui+1; i =−aiki+1; i = 1; : : : ; n− 1:
and K is given by
K = diag(ki) + H ∗−1U ∗
with k1; : : : ; kn−1 as yet undetermined. From (13) one <nds with H ∗K = K∗H
C0 = −1[− K∗S − H ∗(K ′ − CH + A∗K + KA)]:
It remains to show that C0 is upper triangular modulo Levinson terms; because C0 =C∗0 is already a
consequence of H ∗K =K∗H . This will follow if −1K∗S = −1 diag(ki)S +U (−1H−1S)∈R and if
T = KA+ K ′ − CH + A∗K
is upper triangular. With ki =piai; Lemma 2; (15); (16) and (17) one <nds −1 diag(ki)S ∈ o(1) ·R.
Since −1H−1S ∈R by Lemma 2; it su&ces to show that U is bounded. However; by (12) and the
boundedness of p˜i one gets −Ui+1; i = aipi+1ai+1 = o(1); i=1; : : : ; n− 1. Now for j¡ i6 n one has
indeed Tij = 0.
In summary we obtain with a few computations:
Theorem 1. Assume the conditions of Lemmas 2 and 3 hold and assume the pi to be di>erentiable;
i = 1; : : : ; n. Then the modi?ed K.L.-transformation can be applied. Modulo Levinson terms the
transformed system has the same form as the original. The transformed coe@cients are given by
Pn = pn*22n−1
Pi = pi*22i−1 − *22ip′i+1
1

(
(i + 1)
*′1
*
+
(i + 1)i
2
′1

)
for i = 0; : : : ; n− 1;
(19)
modulo Levinson terms.
Remark. The conditions of Lemmas 2 and 3 can be weakened in many cases; because most terms
after the transformation are of the form o(1) · R. It should be noted that the K.L.-transformation
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does not involve p0; as expected. In particular it does not depend on the spectral parameter. It
should be possible to generalize this transformation to include derivative terms up to a <xed order.
It is easy to see that the transformed system is again a Hamiltonian system. By its construction the
K.L.-transformation is particularly tailored to systems derived from ordinary di%erential equations.
Associated to the full K.L.-transformation is a unitary map U :L2w →L2W with W = w*2=:
Uy(t) = y(x)*−1(x) = y(g(t))*−1(g(t)); where g= f−1 (20)
which maps the di%erential expression L into the expression with the coe&cients W , P0, P1; : : : ; Pn
[1]. This will of course not be true at the level of this modi<ed K.L.-transformation, since on the
systems level we have neglected all Levinson terms. It is known, however, that the spectral theories
of the ordinary di%erential operator L and the corresponding systems operator L˜ are identical with
the correct identi<cation of terms [12]. Thus results about the spectra of L can be obtained from
the operator L0 with transformed coe&cients, because L˜0 and the unitary transforms, L˜ di%er by
Levinson terms only. In general we can therefore expect that spectral properties, which depend only
on the asymptotics of the eigenfunctions only are preserved. This applies essentially to the absolutely
continuous spectrum and the essential spectrum. If one takes the generalized subordinacy theory of
Kiselev and Last [13, Theorems 2.1 and 2.5] into account, parts of the singular continuous can
be controlled via such a transformation too. But we should always keep in mind that this type of
K.L.-transformation has its place in asymptotic integration mainly.
2.2. The standard transformation
In studying di%erential operators one should try to make the coe&cients as simple as possible. The
transformation which maps pn and w into 1 will be called the standard transformation henceforth.
This transformation is de<ned by
= (w · p−1n )1=2n; w*2−1 = 1: (21)
Thus conditions (17) for * and  should lead to corresponding conditions for pn and w. The leading
parts of the transformed coe&cients Pk are
p˜k = pk
2k−1*2 = pk2kw−1:
In particular p˜0 =p0=w, w˜= 1 and p˜n = 1. These expressions appear naturally, when one considers
the characteristic polynomial [5,8] of L
n∑
k=0
(−1)kpk(x)(x)2k − zw(x) = w
(
n∑
k=0
(−1)k p˜k4(x)2k − z
)
with (x) = 4(x).
So far we have not stated any assumptions about the coe&cients pk . Apart from their di%erentia-
bility formula (19) suggests to write
pk = pk;1 + pk;2 and w = w1 + w2; k = 0; : : : ; n; (22)
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where pk;1, w1 are twice and pk;2, w2 once di%erentiable. The understanding with such a decom-
position is, that terms which involve the derivative of pk;2 or w2 should be Levinson terms, while
this is only required for the second derivatives of pk;1, w1. Thus roughly speaking the terms pk;2,
w2 are not quite as smooth as pk;1 and w1. This decomposition is of course tailored exactly to the
conditions of [5]. If higher order smoothness is desired, this could be achieved as in [4].
The condition
w2 = o(w1); pk;2 = o(pk;1); k = 1; : : : ; n (23)
is a computational useful supplement to (22). In concrete applications it can always be achieved by
rearranging the decomposition (22).
2.3. The conditions of Eastham
The conditions which we are going to consider now are not exactly the conditions of Eastham
[8, Sections 3.2], where Levinson term simply means L1. The di%erence arises from the fact that
we require less di%erentiability and decompose the coe&cients as in (22). Moreover, the basic
factor which we use in the analysis of our problem is  = (w=pn)1=2n instead of (p0=pn)1=2n. For
spectral problems this is clearly more reasonable. With the decomposition (22) the conditions [8,
3.24,3.25,3.26] amount to
p′k;1
2k−1w−1; w′1w
−1−1 → 0; k = 0; : : : ; n;
p′k;2w
−12k ; w′2w
−1; p′′k;1w
−12k−1; p′2k;1w
−24k−1; w′′1w
−1−1;
w′21 w
−2−1 ∈L1 for k = 0; : : : ; n:
(24)
In order to apply the standard K.L.-transformation to this system, we need the conditions of Lemma
2 for , *. With the mild technical assumption (23) these conditions follow from (24) for k=0; : : : ; n.
In order to apply the K.L.-transformation also the boundedness of p˜k , k = 1; : : : ; n− 1 is needed. In
[8] this is implied by [8, 3.2.2]. Now (22) can be rewritten as Pi = Pi;1 + Pi;2 with Pn = 1, w = 1
and
Pi;1 = pi;1*22i−1; Pi;2 = pi;2*22i−1 − *22ip′i+1;1
1

(
(i + 1)
*′1
*
+
i(i + 1)
2
)
(25)
for i = 0; : : : ; n − 1. The connection with (24) follows with *2 = w−1. The leading term of Pi is
thus Pi=pi*22i−1, because the second summand in Pi;2 vanishes for x →∞. Altogether this shows
that the boundedness of the p˜i, i = 1; : : : ; n − 1 and the conditions of Eastham (23) allow the use
of the standard K.L.-transformation. It is easy to see that in the transformed system, the t-system,
conditions equivalent to (24), now with pn = w = 1 hold. From a practical point of view one may
therefore assume pn = w = 1, when studying spectral problems.
Remark. If also (w′22 =w2)−1; (p′2n;2=w2)4n−1 ∈L1 the conditions p′k;12k−1w−1; w′1w−1 −1 → 0 are
superIuous; because then it follows from the other relations in (24) that the derivatives of these
expressions are integrable. Thus e.g. p′k;1
2k−1w−1 → dk as x →∞. If dk =0 (23) implies 1=2 ∈L2.
With this one obtains (p′n=pn); (w′=w)∈L1; which easily leads to a contradiction.
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2.4. The (1 + Q)-transformation
The considerations above were based on di%erentiable coe&cients with the decomposition (22).
Now this decomposition will be generalized to
pk = pk;1 + pk;2 + pk;3 + pk;4; k = 0; : : : ; n; pn;3 = pn;4 = 0: (26)
Here pk;1 and pk;2 will have the same properties as above. pk;3, k=0; : : : ; n−1 will correspond to a
Levinson term. In Weidmann’s Theorem p0;3 corresponds to q2. The terms pk;4 will assumed to be
conditionally integrable. In applications [4] one might view these terms as rapidly oscillating, e.g.
h sin g with (h=g′)∈L1. Such terms will be removed by a (1 + Q)-transformation. It is de<ned as
above (9) with F =(1+Q) and f(x)= x. The decomposition (26) allows to rewrite (4) in the form
u′ = (C1 + C2 + C3 + C4)u: (27)
With C0 = C1 + C2 one gets from (10)
v′ = [C0 + (1 + Q)−1(−Q′ + C0Q − QC0 + C4 + C4Q) + (1 + Q)−1C3(1 + Q)]v: (28)
In order for this transformation to be proper one needs Q(x)→ 0 for x →∞. In the simplest case,
when C4 is conditionally integrable
Q(x) =
∫ x
∞
C4(t) dt:
This will lead to a simpler system if C0Q, QC0 and C4Q are Levinson terms. In some cases, in
particular when C0 is already diagonal, one will solve
Q′ = C0Q − QC0 + C4
and thus simplify the system if C4Q∈R. For applications of this method consider [4], where this
technique is applied to control Wigner–von Neumann terms. It is possible to iterate such a transfor-
mation. This, however, would make the resulting conditions too technical.
With the K.L.-transformation and the (1 + Q) transformation performed, the system is still in
the form (3), (4), but now with coe&cients satisfying the conditions of [5]. The result in that
paper is obtained by diagonalizing system (4), which now has essentially bounded coe&cients, p˜k ,
twice. The transformation matrix F˜ , (9) of the <rst diagonalizating transformation will have columns
which are eigenvectors of F−1(C1 + C2)F . The eigenvalues j of F−1(C1 + C2)F are the roots of
the characteristic polynomial
P(x; z; ) =
n∑
k=0
(Pk1 + Pk;2)(x)2k − z
and the corresponding eigenvectors h have the components [5, Section 4; 8, Section 3.2]:
hi() = i−1; hn+i() =
n∑
k=i
(−1)k+i(Pk;1 + Pk;2)2k−i; i = 1; : : : ; n:
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Thus the matrix F˜ can be de<ned as
F˜ = ((K−1=2h)(1); : : : ; (K−1=2h)(n)); K() =
9P(x; ; z)
9 :
The factor K in the matrix F˜ is introduced so that (F˜
−1
F˜
′
)ii = 0, i = 1; : : : ; 2n. Of course we have
f = t = x in this case.
Since this diagonalizing transformation is bounded, Levinson terms in (4) are terms C3 for which
F−1C3F is integrable, where F is the K.L.-transformation.
The above list of transformations should not be viewed as a <xed recipe to transform di%erential
systems, but rather as a toolbox from which one can choose appropriate transformations.
3. Spectral properties
This section is devoted to the proof of the main result:
Theorem 2. Consider the di>erential operator L (1)
Ly = w−1
n∑
k=0
(−1)k(pky(k))(k) on L2w([0;∞))
with real valued coe@cients pk; which admit a decomposition (26)
pk = pk;1 + pk;2 + pk;3 + pk;4; w = w1 + w2
with pn3 = pn4 = 0; pn; w¿ 0 and pk;2 = o(pk;1); w2 = o(w1); k = 0; : : : ; n. Assume
(pk;1 + pk;2)2kw−1 → ck for x →∞
and
qk2kw−1; p′k;1
2k−1w−1; w′1w
−1−1 → 0 for x →∞;
(pk;22kw−1; w′2w
−1; p′′k;1
2k−1w−1; p′2k;1
4k−1w−2; w′′1w
−1−1;
w′21 w
−2−1; pk;32kw−1; qk2k+1w−1)∈L1
(29)
where qk =−
∫∞
x pk;4(t) dt and = ((w1 + w2)=(pn1 + pn2))
1=2n.
Then the minimal operator T has de?ciency index n and the absolutely continuous part Hac of
any self-adjoint extension H is unitarily equivalent to the operator of multiplication by P(x) =∑n
k=0 ckx
2k on L2([0;∞)), cn = 1. H is bounded below.
This Theorem clearly extends the main result of [5], and even for n = 1 it is new. Conditions
(29) of the theorem are admittedly rather technical, but this is known in the realm of asymptotic
integration. For pk = pk;1, for example, one just obtains the conditions of Eastham [8, Theorem
3.21]. De<ciency index enthusiasts have frequently used pk=akx8k in order to illustrate their results.
So let us consider this case, too.
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Let F be the class of real valued functions f, which are twice di%erentiable and satisfy f(x)→ 1
and (f′′; f′2)−1 ∈L1. Moreover assume that w and pn satisfy(
p′′n
pn
;
(
p′n
pn
)2
;
w′′
w
;
(
w′
w
)2)
−1 ∈L1: (30)
Then the conditions of Theorem 2 are satis<ed for pk = ckfk−2kw, fk ∈F, k = 0; : : : ; n − 1. For
w = x8 and pn = x9 this amounts to
(9 − 8)¡ 2n: (31)
This condition will su&ce for the conclusion of the theorem if the functions f of F have a sort of
power series expansion f = 1 +
∑
aix−8i , 8i ¿ 0.
Proof of Theorem 2. (a) We write system (4) in the form
u′ = (C1 + C2 + C3 + C4)u=
(
A B
C −A∗
)
u:
For simplicity we have again absorbed the spectral term zw into p0. Then
v=
(
1 0
Q 1
)
u with Q =−
∫ ∞
t
C4(s) ds
satis<es
v′ =
{(
A B
C0 −A∗
)
−
( −BQ 0
A∗Q + QA+ QBQ QB
)}
v;
C0 = C1 + C2 + C3: (32)
Because of (7) the nonzero matrix elements of the various components are
(BQ)n;n = p−1n qn−1 = (QB)nn; (QBQ)n;n = p
−1
n q
2
n−1;
(QA)i; i+1 = qi−1; (A∗q)i+1; i = qi−1; where qk =−
∫ ∞
t
pk;4 (33)
and we will of course assume that these coe&cients are Levinson terms.
(b) To (32) apply the standard K.L.-transformation based on pn;1 + pn;2 and w1 + w2. In order
to do this we assume that (29) holds. The transformed coe&cients will be denoted by p˜k and w˜.
These are bounded by assumption and satisfy conditions like (29) with p˜n, w˜ = 1 or ˜, *˜ = 1 and
with p˜k;4 = 0.
The K.L.-transformation applied to the rest terms in (33) turns these into integrable terms if
qkw−12k+1 ∈L1, k = 0; : : : ; n − 1. Similarly one computes that the K.L.-transforms of pk;3 are
pk;32kw−1.
(c) If F˜
−1
F˜
′
is not integrable, a further diagonalizing transformation can be performed. It is
described in [5, Section 8] and the necessary conditions involve the p˜′k;1, because p˜
′
k;2 ∈L1 by
assumption. Thus the proof can be completed as in [5, Section 8].
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(d) There is a slight hitch, however. The K.L.-transformed system is not exactly a system derived
from
∑n(−1)k(p˜ky(k))(k) = zy, but di%ers from it by Levinson (integrable) terms. These, however,
do not alter the asymptotics of the eigenfunctions and thus the absolutely continuous spectrum.
It follows from Theorem 2 in this setting that the absolutely continuous spectrum is stable under
L1-perturbations of the coe&cients. The stability of the absolutely continuous spectrum or even the
essential spectrum of more general classes of di%erential operators under such perturbations is still
an open problem.
3.1. Forms and perturbation theory
Even though L1-perturbations have little e%ect on the eigenfunctions, they will change the domain
of the associated operator, because we de<ned T via quasiderivatives and allowed coe&cients with
fewer di%erentiability properties. Thus the usual perturbation theory is not adequate. For this reason
we will employ form methods, which do not have this defect. The most obvious choice of a form
tL associated to L is the one based on the minimal operator T . If DT denotes the domain of the
operator T , tL is the closure of
tL;0(y; v) = 〈Ty; v〉w =
n∑
k=0
∫ ∞
0
pk Sy (k)v(k); y; v∈DT : (34)
This closure exists because T is semibounded and has self-adjoint extensions. The form domain of tL
will be denoted by QL. In order to simplify the discussion in the remainder we will assume T¿ 1
and p0¿w. This can always be arranged by a simple shift in the spectrum. The representation
theorem for forms associates to tL the Friedrichs extension HF
tL(y; y) = ‖H 1=2F y‖2; y∈QL = DH 1=2F :
It follows from Theorem 2 or Theorem 1 and the Hardy–Littlewood inequality that the forms asso-
ciated to (pky(k))(k), k = 0; : : : ; n, are relatively bounded with respect to the form t0 derived from
L0y = (−1)n(pny(n))(n) + wy
if the expressions p˜k are bounded. With this and Theorem 1 one obtains
QL = Q= {y |y(k) absolutely continuous; y(k) ∈L2;
k = 0; : : : ; n− 1; p1=2n yn ∈L2; y(0) = · · ·= y(n−1)(0) = 0}: (35)
Since DHF =DT∗ ∩QL, the Friedrichs extension is just T ∗ restricted by Dirichlet boundary conditions.
Depending on the <ne structure of the coe&cients we have thus a multitude of operators HF with
the same universal form domain Q for which all DHF are cores.
The following Corollary is a simple application of these ideas.
Corollary 1. (a) Assume pn; w and pk;3; pk;4 satisfy (24) and assume pk =pk;0 +pk;3 +pk;4 with
p˜k;0 = pk
2kw−1¿ ck . Then H is bounded below.
(b) If one allows even p˜0;0(x)→∞ for x →∞, H has a compact resolvent.
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Proof. Replace in L each pk;0 by ck · w−2k . The resulting operator M satis<es the conditions of
Theorem 2 and satis<es M6L. Since M is bounded below so is L.
Let K be arbitrary. There exists an a¿ 0 so that p0(x)¿K for x¿ a. Now consider M above
with p0 =K=w. Then L¿M on [a;∞). Since the essential spectrum is invariant under a shift of the
left hand endpoint ess(L) ⊂ ess(M)= [c(K);∞). Since c(K)→∞ for K →∞, the result follows.
Form methods can be avoided partly if one looks at the resolvent. For this consider the following
case. Let H be a positive operator and A a symmetric operator with DH ⊂ DA. If A is small relative
to H one has
H−1 − (H + A)−1 =
∞∑
k=1
(−1)kH−1=2(H−1=2AH−1=2)H−1=2: (36)
Thus ess(H)=ess(H+A) if H−1AH−1 is compact. This applies to terms of the form y → (qy(k))(k)
with q∈L∞ +L1 for k ¡n, because these are relatively H0-compact. Here H0 is the Friedrichs
extension of L0 and L∞ denotes the class of measurable essentially bounded functions, whose
essential bound vanishes at in<nity. This statement is likewise true for conditionally integrable q.
Use partial integration and the Cauchy Schwarz inequality for this.
The above statements can be improved slightly for integrable or conditionally integrable perturba-
tions. For simplicity assume pn=w=1. Let us begin with a perturbation by A, with Ay=(qy(k))(k)=
DkqDky, D = d=dx, k = 0; : : : ; n− 1. Factorize q = q1q2 into two square integrable terms. Then we
have in the form sense H−1AH−1 = H−1Dkq1q2DkH−1. This term is in the ideal of trace class
operators I1 if Ai = qiDkH−1=2 is a Hilbert Schmidt operator. Since H
1=2
0 H
−1=2 is bounded we see
Ai = qiDkH
−1=2
0 (H
1=2
0 H
−1=2)∈I2 i% Bi = qiDkH−1=20 ∈I2. DkH−1=20 is the operator convolution by
the Fourier transform of xk(1 + x2n)−1=2 ∈L2. Thus Bi is an integral operator with Hilbert Schmidt
kernel.
By Reed and Simon [16, Theorem XI 12] we have therefore (H + A)−1 − H−1 ∈I1 and H
and H + A have identical absolutely continuous spectra. For conditionally integrable perturbations
A= DkqDk , k = 0; : : : ; n− 2, with r = ∫ x∞ q(t) dt = r1r2 ∈L1 we write
〈H−1DkqDkH−1u; v〉= (−1)k
∫ ∞
0
quˆ Sˆv dx;
= (−1)k+1
∫ ∞
0
(r1r2(Duˆ)vˆ+ r1r2uˆ(Dvˆ) dx with uˆ= DkH−1u:
Thus it su&ces to show that riDk+1H−1 ∈I2. For k6 n−2 this follows as above. With a little more
e%ort also the case k=n−1 for conditionally integrable perturbations can be settled. Altogether this
shows that form perturbation terms DkpkDk , pk ∈L1 or
∫ x
∞ pk ∈L1, k = 0; : : : ; n− 1 do not alter
the absolutely continuous spectrum. This of course also follows from Theorem 2 above, in our case.
4. Extensions and examples
For the largest part of the proof of Theorem 2 only the boundedness of the p˜k was used. In this
case one can show:
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Proposition 1. Assume the conditions of Theorem 2 but replace the convergence condition p˜k(x)→
ck ; k = 0; : : : ; n− 1; by the requirement that the p˜k be uniformly bounded. Let
c = lim
x→∞ inf min
n∑
k=0
p˜k(x)
2k :
Then ess(H) = [c;∞).
Proof. (a) We may assume pn = w = 1 and pk;3; pk;4 = 0; k = 0; : : : ; n− 1; because the latter terms
de<ne relatively compact perturbations. Since p′k;2 ∈L1 one sees that pk;2(x) converges for x →∞.
So pk;2(x) → 0 can always be arranged. This and a simple perturbation argument reduces the
proof to the case where pk = pk;1 is 2 times di%erentiable; pk = pk1; k = 0; : : : ; n − 1. Since p′′k ;
p′2k ∈L1; the pk(x) are slowly varying for large x. This is also valid for the Fourier polynomial;
PF(; x) =
∑n
k=0 pk(x)
2k ; as long as  ranges over a compact set. Since the pk are uniformly
bounded and pn = 1 there is a compact set K ⊂ R in which the minimum with respect to  is
attained for all x¿ 0. Thus there exists for any n¿ 0 an an such that the pk and PF vary by less
than 1=n on any interval I ⊂ [an;∞) of length less than n.
(b) The idea is now to replace the given H on such an interval I by an operator H0 with
constant coe&cients close to the pk . If these intervals are suitable close to the points where PF
takes values close to c and if ¿c, one has ∈ ess(H0). By [5, Theorem 7.4]
there exists a -eigenfunction y for L on some interval [a; b] with Dirichlet boundary conditions
at both ends. In order to restrict these to I = [a; d] we use smooth cut o%s. To do this let
’ be a C∞-function which is 1 on [ − 1; 1] and which vanishes outside [ − 2; 2]. The desired
approximate -eigenfunction is then z(t) = y(t)’((t − t0)=n) with t0 = 1=2 (a + d) and suitably
large n. This construction can be done for a family Il of disjoint intervals of increasing length.
In this fashion one obtains a Weyl sequence of -approximate eigenfunctions. Thus [c;∞) ⊂
ess(HF).
(c) For the converse assume ∈ ess(HF) with ¡c. Let yn be a -Weyl sequence for L with
disjoint compact support. Use [5, Theorem 7.4] again. Restrict the yn to intervals of increasing length.
There compare HF with a suitable constant coe&cient operator H0 with (H0) = ess(H0) ⊂ [c;∞).
The contradiction follows now with Theorem 2.
The proof of this theorem shows that it can be extended to situation of L∞ +L1 perturbations of
the coe&cients. From results about Sturm–Liouville operators it is clear that it will be very hard to
show more precise results about the spectrum under such general conditions. In the proof essential
use was made of the fact that the coe&cients are nearly constant on increasingly longer intervals
where the bottom of the essential spectrum is nearly attained. That this is close to optimal follows
from the following two classes of examples:
Example 1. Ly = (−1)ny(2n) + p0y with p0 periodic. Then the spectrum has a band structure
[7; p. 1491; Section 12]. In general the in<num of the essential spectrum does not agree with
the in<num of p0. For a concrete example for n=1 consider the example in the book of Weidmann
[23].
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Example 2. Let H00 be the di%erential operator H00 = (−1)n(d=dx)2n on L2(R) and let p0 be a
negative square well potential
p0(x) =
{−c; a6 x6 b; b¿a; c¿ 0;
0 otherwise:
Then H0y = H00y + p0y de<nes a self-adjoint operator on L2(R). Since (−p0)1=2(H00 + c +
1)−1(−p0)1=2 is an integral operator with a square integrable kernel the operator (H00+p0+c+1)−1−
(H00+c+1)−1 is traceclass (36). Thus by the Kato–Rosenblum Theorem ac(H0)=ess(H0)=[0;∞)
and the spectrum below zero is discrete. d(H0) can accumulate at 0 at most and it is easy to see
that −c ∈ (H0). Now let (xn) be a sequence in R+ which converges to in<nity rapidly, e.g.
exponentially. Assume xn+1− xn¿ b− a, n=0; 1; : : :, with x0 = 0. Let H be the di%erential operator
on [0;∞), derived from
Ly = (−1)ny(2n) + py;
where p(x) =
∑
p0(x − xn). Weyl sequence acrobatics now shows as above that ess(H) = (H0).
In this example p0 need not be a square well potential, but could be any negative compactly
supported function.
It follows from Theorem 2 that H has an in<nite component (K;∞) in its spectrum, which is
absolutely continuous and of multiplicity 1. This is also valid if the regularized coe&cients p˜k are
bounded, k = 0; : : : ; n− 1.
Proposition 2. Assume conditions (27) of Theorem 2 hold; but replace the convergence condition
p˜k → ck by the requirement that the p˜k be uniformly bounded. Then there exists a c¿ 0 so that
[c;∞) ⊂ ac(H) of multiplicity 1; provided the uniform dichotomy conditions holds for z = + i>;
0¡>6 ; ∈ [c;∞). This condition always holds in the fourth order case.
For the proof of Proposition 1 the slow oscillation of the coe&cients is critical.
Example 3. Ly=(−1)ny(2n) +a(cos x8)y on L2([0;∞)) with 0¡8¡ 2=3; a¿ 0 leads to a Hamil-
tonian H with ess(H) = [− a;∞) (Proposition 1) ac(H) = (a;∞). The latter result can be shown
just as Theorem 2. It is to be expected that the spectrum in [ − a; a] is singular continuous or a
dense point spectrum. In the case n= 1 this has been shown by Stolz [20].
If L0 is such a second order operator L = L20 will be a fourth order operator with “bad” spectral
behaviour in [0; a2].
In the proof of Theorem 2 we had demanded that the conditionally integrable terms should be
transformed into Levinson terms. This need not be the case as the next example shows, which also
illustrates the type of conditionally integrable terms which one might use.
Example 4. Consider L as in (1) with pk = pk;1 + pk;4 and pk;4 = hk sin gk ; k = 0; : : : ; n − 1. Then
the conditions: g′k(x) → ∞; hk(x)g′k(x)−1 → 0; g′−1k ∈L2 and (hkg′−1k )′ ∈L2 su&ce so that these
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terms do not alter the absolutely continuous spectrum. For the proof one has to perform two (1 +
Q)-transformations and then proceed as in the proof of Theorem 2.
Remark. Note that also unbounded hk are permitted; as long as hk(g′k)
−1(x) → 0 for x → ∞.
If hk(g′k)
−1 is bounded; asymptotic integration may still be used but already for n = 1 a singular
continuous spectrum may arise; if hkg′−1k is slowly oscillating.
5. Unbounded coe&cients
So far we have transformed pn and w into 1. Now we will use a K.L.-transformation which maps
pn and p0 into 1. This will make sense only if p0=w is unbounded. Since terms which oscillate
too strongly, cannot be handled by asymptotic integration theory, there are two cases to consider
p0;1=w → ∞ and p0;1=w → −∞. We will also have to assume that p0;1 is of a constant sign for
large arguments x. For simplicity let us neglect pk;3 and pk;4. The <rst case is the simpler of the
two, because it leads to operators with a compact resolvent in many cases. De<ne now  and * for
su&ciently large x¿ a by
= (|p0;1 + p0;2| · (pn;1 + pn;2)−1)1=2n; |p0;1 + p0;2|*2−1 = 1 (37)
and perform the K.L.-transformation on system (4) with this  and *. Then the conditions of
asymptotic integration are given by (24), where each w in the denominator should be replaced
by |p0;1 + p0;2|. Thus for k = 0; : : : ; n− 1
pn2p−1n1 ; p02p
−1
01 ; p
′
k;1
2k−1p−10;1 ; w
′
1p
−1
0;1
−1; w1p−10;1 ; w2p
−1
0;1 → 0 as x →∞; (38)
p′k;2
2kp−10;1 ; w
′
2p
−1
0;1 ; p
′′
k;1
2k−1p−10;1 ; p
′2
k;1
4k−1p−20;1 ; w
′′
1p
−1
0;1
−1; w′21 p
−2
0;1
−1 ∈L1:
In the transformed system the weight function is w=p0;1 = w˜. This has to be taken into account when
the square integrability of the solutions is considered.
For asymptotic integration one needs the roots of the characteristic polynomial. If  is such a
root, −i is a root of the Fourier polynomial
PF(x; z) = p˜n(x)
2n + p˜n−1(x)
2n−2 + · · ·+ p˜0 − zw˜ = 0:
For simplicity assume now as for Theorem 2,
p˜k;1(x)→ ck k = 1; : : : ; n− 1 (remember p˜n;1 = p˜0 = 1): (39)
Then the roots are largely determined by the zeros of the limiting reduced Fourier polynomial
Q() = 2n + cn−12n−2 + · · ·+ 1 = 0 (40)
because w˜(x) → 0 by assumption. Of particular interest is the case where Q() has no real roots.
In this case one gets as above.
Proposition 3. Assume p0=w → ∞ for x → ∞ and assume (40) and that the limiting Fourier
polynomial Q has no real roots. Assume moreover that pn; p0 and w satisfy conditions (38) and
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that for k = 1; : : : ; n− 1
pk = ck−2kp0 + pk;3 + pk;0 with pk;3
2k
p0
∈L∞ +L1 and pk;0¿ 0:
Then H has a compact resolvent.
Proof. Form methods and perturbation theory reduce the problem to the case pk;0 = pk;3 = 0. The
K.L.-transformation reduces the problem thus to the case pk = ck . Then the eigenfunctions of L are
of the form tre*t ; where * is a root of Q and r + 1 is restricted by the multiplicity of *. Since the
eigenvalues come in complex conjugate pairs; there are n solutions which decay exponentially and
n solutions which grow. Since the growth rate of the eigenvalues is proportional to  the de<ciency
index of H is 2n i%
I =
∫ ∞
0
w(x)
|p0s(x)| (x) exp
∫ x
0
(s) ds dx¡∞: (41)
If this integral diverges; the index is n. In both cases the operator is bounded below and has a
compact resolvent.
Remark. If the eigenvalues of the limiting reduced Fourier polynomial Q have all distinct imaginary
parts; the proposition can be improved. In this case the two diagonalizations lead to a system of the
form
u′ = (diag(i(x)) + R(x))u
with |Re(i(x) − j(x))|¿ c(x); x¿ a for same a¿ 0 and some c¿ 0; where (x) =
(p01(x)pn;1(x)−1)1=2n. A change of variable to t(x) =
∫ x
a (s) ds and application of the Hartman–
Wintner Theorem [8; Section 1.5] makes R a Levinson term if R · −1+1=p ∈Lp. Thus in (41)
L1 may be replaced by Lp · 1−1=p. This property of Q can be achieved by modifying the ck ;
k = 1; : : : ; n− 1.
Once again this result shows how easy it is to prove results on the essential spectrum or semi-
boundedness. This contrasts strongly with the e%ort involved to show results about the absolutely
continuous spectrum and the singular continuous spectrum.
Proposition 4 is almost sharp. This can be seen from the following class of fourth order operators.
Proposition 4. Let n = 2 and assume the conditions of asymptotic integration (38) hold. Assume
further w−1p01(x)→∞; p1;1(x)→ −∞ with (1− )p21;1 − 4p0;1 →∞ as x →∞ for some ¿ 0.
Then sc(H) = ?; ac(H) = R of multiplicity 2 and there are no embedded eigenvalues.
The proof of this result is straight forward. It can be extended to three term operators of higher
order if the uniform dichotomy condition holds.
The case p0;1w−1(x) → −∞ and p˜k bounded will in general lead to operators with ac(H) = R
of multiplicity 1, at least in the limit point case. In the other cases one will have discrete spectra.
These results can be shown by the same methods as above, provided the uniform dichotomy
condition holds. For a polynomial of degree 4 this condition holds trivially, because the associ-
ated characteristic polynomial is biquadratic, and thus the roots have an explicit representation. For
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more general polynomials the uniform dichotomy condition is di&cult to prove. In those cases, a
generalization of the subordinacy concept [9,13] is needed.
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