





コピュラとは周辺分布が [0, 1]上の一様分布である多変量分布関数のことである．その使用例として，David X. Liは二つの金融商品がデフォルトす
るまでの時間をT1, T2とし，その同時・周辺分布関数F, F1, F2のモデルとして，ガウシアンコピュラCGaρ (u1, u2) = Φ2(Φ−1(u1),Φ−1(u2))を用いて，
F (t1, t2) = Φ2(Φ
−1(F1(t1)),Φ−1(F2(t2))) , (Φ2は二次元正規分布の分布関数,Φは標準正規分布の分布関数)
とした．しかし，CGaρ は二つの商品が同時にすぐにデフォルトしてしまう確率を過小に評価する(図1の(3)参照)．µ ´













(1) gaussian copula, rho=0.6













(2) t copula, rho=0.6, nu=2











(3) gaussian copula, rho=0.6













(4) t copula, rho=0.6, nu=2
図１：(1)，(2)はそれぞれガウシアン, t コピュラから発生させた1000個の乱数の散布図．(3)，(4)はそれぞれの裾の部分の拡大図．
裾の重いコピュラ：tコピュラとその派生コピュラについて¶ ³
• tコピュラCtν,P (u1, . . . , ud)は，パラメータとして相関行列P，自由度νを持ち，





























1− ρ/√1 + ρ) (ρは相関係数)となる．λt` > 0より
λt` = limq→+0
Ctν,ρ(q, q)





• ν/W ∼ χ2ν,Z ∼ Nd(0,Σ)かつW,Zは独立で，X =
√
WZ とする．Xは多変量t分布に従い，Xの同時・周辺分布関数をF, F1, . . . , Fdとすると，




Wをかける代わりに，Zの成分をs個に分けZ = (Z ′1,Z ′2, . . . ,Z ′s)′とし，
それぞれに対し，自由度の異なる
√



















C0(u1, u2) = exp
(
log(u1u2)A
(
log(u1)
log(u1u2)
))
.
関数Aにだけ自由度がある．特に，tコピュラの場合のC0をt EVコピュラという．EVコピュラであるグンベルやガランボスコピュラのA関数は，
t EVコピュラのA関数とグラフの形が似ている．µ ´
今後の課題¶ ³
•コピュラを実際にモデルに使用する際，周辺分布をコピュラによって結合してモデルを立てる．その推定の問題において，周辺分布をノンパラ
メトリックに推定し，その後で，コピュラパラメータを推定する IFMという方法がある．フィッシャー情報行列を計算することで，周辺分布の
推定とコピュラパラメータの推定の関係を調べ，IFMという推定方法の妥当性を確認する．
•上述の派生コピュラを推定に用いるには問題が残っている．groupedtコピュラの場合は，Zのグループ分けの問題が残っており，その方法を提
案する．また，t EVコピュラの場合，密度関数が複雑で，そのままでは実用的ではない．グラフの類似性のみから，t EVコピュラの代わりに，
グンベルやガランボスコピュラを用いる方法が提案されているが，この方法の理論的妥当性を調べる．
•期待値ベクトルと分散共分散行列が一定の分布の中で，以下のタリス・エントロピーを最大にする分布は多変量t分布である．
1
q − 1
(
1−
∫
f (x)qdx
)
.
では，コピュラに限定した場合，最大分布はtコピュラになるのか，などこれらの関係について調べる．µ ´
