This paper examines an optimal spacecraft attitude control problem in the presence of complicated attitude forbidden and mandatary zones. The objective is to design an optimal reorientation trajectory for a rigid body spacecraft under constraints, which is originally formulated as a nonlinear programming problem. The attitude forbidden zones are considered to prevent the light-sensitive instruments operated on-board from exposure to bright light while the mandatory zones are to keep the communication instrument in certain zones to transmit and receive signals. When unit quaternions are used to represent the attitude of spacecraft, the dynamics and constraints are formulated as quadratic functions. By discretizing the reorientation trajectory into discrete nodes, the optimal attitude control problem can be formulated as general quadratically constrained quadratic programming (QCQP). An iterative rank minimization approach is proposed to gradually approach to the optimal solution of nonconvex QCQP. Simulation results are presented to demonstrate the feasibility of proposed algorithm.
I. Introduction
Reorientation maneuvers of spacecraft have been frequently executed in space missions. To prevent sensitive instruments equipped on spacecraft from exposure to some celestial objects, there are specied forbidden zones during the reorientation procedure. For example, infrared telescope and interferometer must be protected to avoid being directly exposed to the sun or other bright objects. Since fuel consumption is concerned during the space missions, a fuel saving attitude control strategy incorporating attitude constraints plays an important role toward mission success.
Although the reorientation problems without attitude constraints has been widely investigated [1, 2] , articles with attitude constraints can only be found in a limited number of literatures. For example, McInnes solved constrained attitude control problem using an articial potential function [3] . However, due to the involvement of Euler angle representations, singularities may be generated when planning the attitude path. Quaternions have been introduced as ecient mathematical tools for calculations involving three-dimensional (3D) rotations to avoid singularity and reduce expensive computational load created by Euler angle expressions [4] . As alternative and powerful tools for representing object orientation, quaternions have been acknowledged as playing indispensable role in dynamical systems due to their unambiguous, unencumbered, and computationally-ecient features [5] . In this paper, we use unit quaternions to represent rotational kinematics and attitude constraints.
An alternative approach for optimal attitude control with constraints is to employ heuristic search algorithms, which are generally time-consuming [68] . Spindler [9] , Hablani [10] , and Frakes et al. [11] have proposed geometry based approaches to handle this type of problem. Their methods rely on the geometric relations between direction of instrument's boresight and the celestial object, which leads to a feasible attitude trajectory. However, the geometry based method is not applicable to the scenarios where multiple forbidden zones are considered. Recently, Lee and Mesbahi have solved optimal attitude control problem with multiple forbidden zones via logarithmic barrier potential formulation and nonlinear programming (NLP) solver [12] .
However, NLP method generally generates local optimal solutions and convergence is not guaranteed when initial guess is randomly selected.
In this paper, we reformulate the optimal attitude control problem with constraints as a nonconvex quadratically constrained quadratic programming (QCQP) problem based on unit quaternions. Eorts on solving nonconvex QCQP problem have been focused on nding the bounds on the optimal values by linear or semidenite relaxation [13] . Although randomization and linearization have been used to nd the approximate solution, none of them guarantees the optimality of the solution. Another approach is the branch and bound method which can nd the global optimal solution of nonconvex QCQP [14] . However, when size of the problem increases, this method is time consuming. In this paper, based on the semidenite relaxation, we transfer the original QCQP problem into a semidenite programming (SDP) problem with rank one constraint on the unknown symmetric matrix. We then focus on nding this rank one matrix by using an iterative rank minimization (IRM) approach.
This paper is organized as follows. We rst formulate the problem in II. III describes the discretization procedure to reformulate the original NLP problem as a QCQP problem. We then introduce the IRM method in IV. Simulation results of two constrained attitude control problems are demonstrated in V. We conclude the paper in VI.
II.
Problem Formulation
The optimal spacecraft attitude control problem considered in this paper is to nd the optimal control torque u ∈ R 3 to maneuver the orientation of spacecraft with minimum control eorts while satisfying a set of constraints over time interval t ∈ [t 0 , t f ]. The constraints include boundary conditions, rotational dynamics, unit quaternion kinematics, and attitude forbidden and mandatary zones.
The rotational dynamics of a rigid body is expressed as
where J = diag(J 1 , J 2 , J 3 ) represents the moment of inertia matrix of the spacecraft in the body frame,
T ∈ R 3 denotes the spacecraft angular velocity in the body frame, and q = [q 1 , q 2 , q 3 , q 4 ] T ∈ R 4 , q = 1 denotes the attitude in unit quaternions. The initial and terminal conditions on angular velocity and the attitude are assumed to be given. In addition, the magnitude of the control torque and the angular velocity is constrained by |u| ≤ β u , |ω| ≤ β ω , ∀ t ∈ [t 0 , t f ]. The unit quaternion kinematics is determined bẏ
where
The spacecraft attitude during the orientation is constrained by a set of forbidden zones. Orientation of spacecraft within those zones will expose certain type of sensitive instruments to bright celestial objects, such as the Sun. Consequently, the instruments may be damaged or have low accuracy. Figure 1 demonstrates a forbidden zone example for a sensor installed on the spacecraft. The attitude constraint excluding from a forbidden zone is composed of the boresight vector y and constrained angle θ F . For a specied unit vector x F , if x F is expected to be outside the sight of the sensor, we will have
Work in [15] has formulated this type of attitude constraints as quadratic functions in the form of
For a mandatary zone to constrain an angle between vectors x M and y within a desired angle θ M , we will have
Similarly, this inequality relationship can be transformed into a quadratic functions as well. In summary, the optimal control problem to minimize total control eorts for spacecraft reorientation with constraints can be formulated as
where ω 0 and q 0 represent initial angular velocity and attitude orientation, respectively, ω f and q f represent nal angular velocity and attitude orientation, respectively. n and h represent the number of forbidden zones and mandatory zones, respectively.
III. Discretization
The rst step toward nding the optimal solution is to utilize the discretization technique to reformulate the above continuous NLP problem as a QCQP problem. The QCQP formulation will allow us to employ recent breakthroughs in semidenite programming to obtain global optimal solution, which will be described in IV.
In the discretization procedure, the continuous objective and constraint functions in Eqs. (2.7) are discretized into a series of segments represented by
at each node k, k = 0, · · · , N . The time step between two adajance nodes is denoted as ∆t = (t f − t 0 )/N . By applying the trapezoidal integration rule, the dierential equations in (2.1) and (2.2) can be integrated as
More explicitly, combining the expanded terms of J, ω and u, the above two equations can be rewritten as
and
is the collection of unknown variable vector to be determined. At each time step, there are 8 quadratic equality constraints, including the 7 equation from Eq. (3.10) and Eq. (3.11) and a norm − 1 constraint of the unit quaternion. In addition, there are n + h quadratic inequality constraints, where n is the number of the forbidden zones and h is the number of the mandatory zones.
Consequently, the optimal control problem can be reformulated as
The rst constraints are from Eq. (3.10) while the second is from Eq. (3.11). The third is the norm-one constraint on the unit quaternion. in addition, the forth is the forbidden zone constraint while the fth is the mandatory zone constraint. The last two are the magnitude constraints and the boundary condition constraints, respectively.
IV.
Solution of Nonconvex QCQP problem Through discretization, the continuous optimal attitude control problems can be generalized as a nonconvex QCQP problem in the form of
where Q j ∈ R n×n (j = 0, . . . , m) is an arbitrary symmetric matrix and a j ∈ R n (j = 0, . . . , m). Moreover, l x ∈ R n and u x ∈ R n are the lower and upper bounds on the variable x, respectively. Since Q j ∈ R n×n (j = 0, . . . , m) is not necessarily a positive denite matrix, problem in (4.13) is classied as NP-hard, requiring a global optimization approach for its solution.
A. The Lower Bound on the Optimal Value of Nonconvex QCQP
In order to solve the nonconvex QCQP in (4.13), we rst introduce the semidenite relaxation method to nd a tight lower bound on the optimal objective value. By applying interior point method, the relaxed formulation can be solved via a SDP solver [16] . After introducing a rank one matrix X = xx T , the nonconvex QCQP problem in (4.13) is equivalent to
where`•' denotes the trace inner product. However, the rank one constraint X = xx T is a nonlinear constraint. We thus substitute the last equation in (4.14) by a positive semidenite constraint such that X xx T . The semidenite constraint relaxes the original formulation in (4.13), which generally yields a tighter lower bound on the optimal value of (4.13) than the one obtained from linearization relaxation technique [17] . Therefore, by reformulating the problem of (4.13) in the form of (4.14), we obtain lower bound on the optimal value of (4.13). However, the relaxation method will not yield optimal solution of the unknown variables x. Compared to the original formulation in (4.14), the only dierence of the relaxation approach is that the rank one constraint on matrix X is excluded. In order to obtain the optimal solution of x, we reconsider the rank one constraint on matrix X and propose an IRM approach to gradually reach the constraint.
B. Iterative Rank Minimization Approach
Since the rank one constraint X = xx T is highly nonlinear, we focus on transforming this constraint into other form. 
. As the element in the rst row and rst column of
it can be seen that x = ±L and X = L L T . Hence, we can get X = xx T .
From proposition (IV.1), we can transform Eq. (4.14) into the following form
Satisfying rank one constraint for a unknown matrix is computationally complicated. The direct method is to examine the eigenvalues of the matrix. When only one eigenvalue is nonzero, we can claim that the matrix has rank one. However, for a unknown matrix U ∈ R n×n , there is no way to examine its eigenvalues before it is determined. Although heuristic search methods have been used to minimize the rank of symmetric or asymmetric matrix, they cannot guarantee that the rank of the nal matrix is one.
We focus on the fact that when a matrix rank is one, it has only one nonzero eigenvalue. Therefore, instead of making constraint on the rank, we focus on constraining the eigenvalues of U such that the n − 1 smallest eigenvalues of U are all zero. The eigenvalue constraints on matrices have been used for graph design [18] and are applied here for rank minimization. Before addressing the detailed IRM approach, we rst provide necessary observations that will be used subsequently in the approach.
Proposition IV.2. The semidenite constraint
implies that the second largest eigenvalue λ n−1 of matrix U is less equal than r, where
is the identity matrix, V ∈ R n×(n−1) is full rank matrix whose columns are orthonormal to each other.
Proof. Equation (4.17) can be rewritten as V
T (rI n − U )V 0, which implies that matrix rI n − U has n − 1 nonnegative eigenvalues, where I n ∈ R n×n is the identity matrix. Assuming the eigenvalues of U is sorted in descending orders in the form of [λ n , λ n−1 , . . . , λ 1 ], we then have r ≥ λ n−1 . Proposition IV.3. When r = 0 and U is nonzero positive semidenite matrix, the constraint in (4.17) implies that U is rank one matrix.
Proof. It's obvious that when U is a positive semidenite matrix, λ n ≥ λ n−1 ≥, . . . , ≥ λ 1 ≥ 0. Since r ≥ λ n−1 and r = 0, then λ n ≥ 0 ≥ λ n−1 =, . . . , = λ 1 = 0. For nonzero matrix U , λ n > 0 and it is the only nonzero eigenvalue of U . Thus, U is rank one matrix.
However, proposition (IV.2) does not imply that when r ≥ λ n−1 , Eq. (4.17) exists for any V which has orthonormal columns. We need to nd the necessary conditions for proposition (IV.2).
Proposition IV.4. The second largest eigenvalue λ n−1 of matrix U ∈ R n×n is less equal than r if and only if rI n−1 − V T U V 0 where V ∈ R n×(n−1) are the eigenvectors corresponding to the n − 1 smallest eigenvalues of U .
Proof. The necessary conditions can be proved by setting the above V as one special case of proposition (IV.2). For suciency proof, we start from r ≥ λ n−1 . In addition,
Corollary IV.5. When r = 0 and U is nonzero positive semidenite matrix, U is rank one if and only if
0 where V ∈ R n×(n−1) are the eigenvectors corresponding to the n − 1 smallest eigenvalues of U .
From the above discussion, we will substitute the rank one constraint in Eq. (4.15) by the semidenite constraint
where r = 0 and V ∈ R n×(n−1) are the eigenvectors corresponding to the n − 1 smallest eigenvalues of U . However, before we solve U , we cannot obtain the exact V matrix, thus an iterative method is proposed to gradually minimize the rank of U . At each step k, we will solve the following semidenite programming problem formulated as
where w k is a weighting factor in kth iteration and V (k − 1) are the eigenvectors corresponding to the n smallest eigenvalues of
solved at previous iteration k −1. At each step, we are trying to optimize the original objective function and at the same time minimize parameter r such that when r = 0, the rank one constraint on X is satised. The above approach is repeated until r ≤ δ, where δ is a small threshold for stopping criteria. We summarize the IRM algorithm below.
Algorithm: Iterative Rank Minimization
Input: Problem parameters Q j , a j , c j , w, j = 1, . . . , m Output: Unknown rank one matrix X and unknown state vector x begin 1. initialize Set k = 0, solve the nonconvex problem adding semidenite constraint
2. while r(k) > δ 3. Solve problem (4.19) and obtain x(k), X(k), r(k)
6. end while 7 . Find x and X end C. Convergence of IRM Algorithm
In the following, we provide the convergence analysis of the proposed IRM method. Without loss of generality, we transform the inhomogenous QCQPs into homogenous ones by introducing a new variable t ∈ R. It is obvious that
where t 2 = 1, which is a quadratic constraint as well. Then x t will be the solution of the original problem stated in (4.13). For linear constraints, we set Q = 0. In the following, we provide the convergence analysis in the content of homogenous QCQP formulation.
At each IRM step, the subproblem considered for homogeneous QCQP is
where I and E represent the index sets of inequality and equality constraints, respectively.
Proposition IV.6. lim k→+∞ r k = 0 in the IRM algorithm for feasible optimization problem formulated in (4.20) with bounded design variables.
Proof. A Lagrange dual function of (4.20) is constructed as
and S 2 ∈ S n + are the Lagrange dual multipliers. The dual function is then expressed as
Based on the Lagrange dual in (4.21), the rst order condition is derived as
Consequently, we build the dual problem as follows,
It is obvious that the problem described in (4.20) is convex. Moreover, it can be veried that the Slater's constraints are satised. We come to the conclusion that the strong duality holds. Given that the objectives and constraints in the primal subproblem (4.20) are all linear, we assume the feasibility of the primal problem, and then the dual problem in (4.23) is bounded. As strong duality holds, at the optimal solution point (X * k , r * k , λ * , µ * , S * 1 , S * 2 ), we have that the objective function value of the primal problem is equal to that of the dual problem. Namely, in iteration k and k + 1,
For a weighting factor selected with w > 1 and assume X * k is nite, it can be veried that The above equality indicates that r * k converges to r * linearly and w k r * k is non-increasing.
Proposition IV.7. X k converges to the optimal solution X * in the IRM.
Proof. When k → ∞, r → 0, the third constraint in (4.20) will become
For semidenite matrix X k+1 0, it leads to
As the columns of V k are orthogonal to each other, the rank of X k+1 is no more than one. It means that when k approaches innity, the rank of X k is no more than one. Consequently, we also have
(4.28) Subtracting (4.28) from (4.26) yields
As X k is a positive semidenite matrix with rank one, we can get
Considering the optimality, as lim k→+∞ r * k = 0, when α = 1, the objective function will be aected. Finally, X * k will not uctuate and converge to the optima and consequently, lim k→+∞ α = 1.
V. Simulation
In this section, two simulation cases are provided. one scenario has four forbidden zones and no mandatory zones while the other has three forbidden zones and one mandatory zone.
A. Scenario 1 (four forbidden zones)
In the rst scenario, the objective is to reorient the telescope attitude with minimum total control eorts while avoiding the four forbidden zones in the rotational conguration space. The four forbidden zones are selected randomly without overlapping each other. Noteworthily, both initial and terminal attitude should be set outside of the four specied zones to prevent violation of the constraints. The spacecraft is assumed to carry a light-sensitive telescope with a xed boresight y, dened as y F = [0, 0, 1]
T , in the spacecraft body frame. The other simulation parameters are given in Table 1 .
Using the proposed IRM algorithm, the trajectory of the telescope pointing vector in the constrained three-dimensional space is generated and demonstrated in Figure 2 . The time histories of control torque and state variables, including angular velocity and unit quaternion elements, are shown in Figures 3 to   5 . Furthermore, Figure 6 shows the history of the second largest eigenvalue of matrix 1 x T x X at each iteration step. It indicates that λ n−1 , denoted by r in Eq. (4.19), quickly reduces to zero within a few steps. Therefore, it is veried that we obtain a rank one matrix of X within a few iterative steps. In the second scenario, the objective is to reorient the spacecraft with minimum total control eorts while preventing its telescope pointing vector from the three forbidden zones and keeping the antenna vector in the mandatory zone. Again, the three forbidden zones are selected randomly without overlapping each other but may overlap with the mandatory zone. Also, both initial and terminal attitude should be chosen properly to prevent violation of the attitude constraints. The spacecraft is assumed to carry a light-sensitive telescope with a xed boresight y, dened as y = [0, 1, 0] T , while the boresight of the antenna vector is set as y = [0, 0, 1]
T , both in the spacecraft body frame. The other simulation parameters are given in Table 2 . Figure 7 presents the trajectory of the telescope pointing vector in the constrained 3-dimensional space for the second scenario. The corresponding time histories of control torque and state variables are shown in Figures 8 to 10 . The second largest eigenvalue of matrix 1 x T x X at each iteration is provided in Figure 11 , which a rank one matrix of X is obtained within a few iterative steps. The optimal control problem to maneuver the spacecraft attitude under forbidden and mandatory zones is examined. The original nonlinear programming problem is reformulated as a general quadratically constrained quadratically programming problem and an iterative method which guarantees convergence and optimality is proposed. Simulation results are provided to validate the eciency and feasibility of the proposed method. Figure 11 . The second largest eigenvalue λ n−1 at each iterative step (scenario 2)
