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In this paper we examine convex optimal control problems with linear dynamics.
Time-delays appear in the convex cost and in the linear dynamics. We consider
problems where a delay parameter t appears in the dynamics and another delay
parameter u appears in the cost function. We produce a Fenchel duality scheme
which yields a dual problem similar to the primal problem. Necessary and sufficient
optimality conditions of a subdifferential form are obtained. Q 1998 Academic Press
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1. INTRODUCTION
In this paper we examine convex optimal control problems which are
w xclosely related to the problems examined in 1, 6, 7, 10 . These are optimal
control problems with convex cost in which the delay appears in the
control variable and in the linear dynamics. The results obtained here
improve in significant respects the techniques previously employed, based
on elimination of the time-delay by introduction of an infinite-dimensional
w xstate space, or on the method of steps 5 .
 .We consider problems where the delay parameter t g 0, 1 appearing in
 .the linear dynamics may be different than the delay parameter u g 0, 1
appearing in the cost. For simplicity of exposition we present the case of
single delays. It is straightforward to extend our results to problems with
multiple delays t , t , . . . , t and u , u , . . . , u . The interval on which the1 2 k 1 2 l
w xproblems are considered is taken to be 0, 1 , bearing in mind that the
w xresults are valid on any compact interval a, b .
The reader can find some more abstract approaches to optimal control
w x w xproblems with time-delay in 1, 2, 4 . In 2 , Chan and Yung study a control
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problem with a delay in the state, following a method based on the fact
that the state equation,
x t s A t x t q A t x t y u q B t u t .  .  .  .  .  .  .Ç 0 1
can be replaced by a delay-free evolution equation:
Çx t s A t x t q B t u t .  .  .  .  .Ä Ä
n n w xon the Hilbert space R = L yu , 0 . The problem is then treated as a2
delay-free convex optimization problem. Duality theorems for the original
control problem are thereby obtained. There are significant restrictions on
the data beyond those we require e.g., they limit attention to state
nw x nw x.trajectories over AC 0, 1 rather than AC 0, 1 and optimality condi-2 1
tions are not explicitly expressed in terms of the initial data i.e., in order
.to eliminate delays, it is difficult to keep contact with the original problem .
Another approach, where duality theorems for time-delay problems can
be obtained as corollaries of known delay-free results, is to use the method
w xof steps 5 . However, two major restrictions are the reason for not
adopting this method. The first is that the time-interval must be an integer
 . multiple of the delay parameter commensurate delays . The second and
.more important is that delays cannot appear in the cost because the
 w xFenchel conjugate of the reformulated cost which is the sum of L see 5i
w x.  .and 11 is not the sum of the Fenchel conjugates L *. This is due to thei
fact that Fenchel conjugacy and addition do not commute. Some results
concerning linear-convex control problems with time-delay in the dynamics
 . w xbased on the method of steps can be found in 11 .
This work examines optimal control problems with time-delay in the
control and the dynamics. Our results improve significantly on previous
work on linear-convex optimal control problems with time-delay for a
number of reasons. No restriction of those mentioned above is imposed.
Optimality conditions explicitly depend on the initial data. Furthermore,
we suggest a method for solving a large class of control problems with
time-delay making use of the dual problem and the optimality conditions
 .see Section 4 .
We can expect in many cases that the dual problem is more tractable
 .  .than the primal since it turns out to be i finite-dimensional Section 4 or
 .ii a delay-free calculus of variations problem. Our approach, however,
can be of great help for any problem since evaluation of the cost of the
dual problem at a point of its domain supplies a lower bound on the
infimum cost of the original problem.
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w x w xWe refer to 8, 9 for the proof of some standard results and to 9, 10 for
 .more explicit and milder conditions which imply continuity of a func-
tional which is necessary to provide strong duality of infima. The emphasis
in this paper is on optimality conditions and solutions of the dual problem
as an intermediate step to the solution of the original problem. The
convexity assumptions do make the problems we treat rather special.
However, results for convex problems can indicate methods for approach-
ing nonconvex problems and in some cases can provide an intermediate
w xstep in the proof of such results 3 .
We denote by x the characteristic function of the interval A, x :A A
 4R ª 0, 1 :
1, if t g A ,
x t s .A  0, if t f A.
 .  .We denote by ? * the convex Fenchel conjugate of a convex function.
That is,
 :f * x* s sup x*, x y f x . 4 .  .
x
The concave conjugate of a concave function g is defined as
 :g* x* s inf x*, x y g x . 4 .  .
x
 .When a function is convex, ? * denotes the convex conjugate, and when it
is concave, it denotes the concave conjugate.
We consider problems of the form
Minimize J x , u .l , K
1
s l x 0 , x 1 q K t , x t , u t , u t y u dt .  .  .  .  . .  .H
0
subject to x t s A t x t q A t x t y t q B t u t .  .  .  .  .  .  .Ç 0 1
nw x w xwhere x t s j t on yt , 0 , j ? g L yt , 0 , .  .  . `
nw x w xx ? g AC 0, 1 , u t s h t on yu , 0 , .  .  .1
m mw x w xh ? g L yu , 0 , u t g U t : R on 0, 1 , .  .  .`
m n nw xu ? g L 0, 1 , x 0 , x 1 g C : R = R , .  .  . .`
C is convex and closed.
P .0
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We assume that the following conditions are valid:
 .  . n nA l ?, ? is a real convex function on R = R ,
 .  . n m mB K t, ? , ? , ? is a real convex function on R = R = R for
 .  . neach t and K ?, x, u, ¨ is bounded measurable for each x, u, ¨ g R =
m m   .  .  ..R = R . This condition implies that the function K ?, x ? , u ? , ¨ ? is
 .  .  .Lesbegue measurable for measurable functions x ? , u ? , ¨ ? . The set-val-
 .  .ued function t ª U t is measurable and U t is closed and convex for
w x w xeach t g 0, 1 . In terminology of 8 , K is a Caratheodory integrand and,
 4extending K to R j q` in order to incorporate convex constraints, we
get a normal convex integrand.
 .  . mw x  . mw x  .C There exist functions r ? g L 0, 1 , r ? g L 0, 1 , s ? g1 ` 2 `
nw x  . w xL 0, 1 , g ? g L 0, 1 such that1 1
 :  :  :K t , x , u , ¨ G x , s t q u , r t q ¨ , r t y g t .  .  .  .  .1 2
n m m w xfor all x , u , ¨ g R = R = R a.e. on 0, 1 . .
 .  . w x  .The matrices A ? , A ? have elements in L 0, 1 while B ? has ele-0 1 1
w x  .  .  .ments in L 0, 1 A t , A t are n = n matrices and B t is an n = n` 0 1 0
w xmatrix for each t g 0, 1 . This condition ensures that the integral appear-
 4  .ing in the J takes values in R j q` and hence the problem P isl, K 0
well-defined.
 .  .We set up a dual problem D having a character similar to P , we give0
conditions under which the dual problem has a minimizer, and finally
 .interpret minimizers for D as providing Lagrange multipliers which
 .appear in optimality for P . We consider a single delay for simplicity of0
exposition; our results extend in an obvious way to accommodate multiple
delays. Problems with no delay in the cost or with no delay in the dynamics
 .can be seen as special cases of P .0
 w x.  .We will apply the duality scheme of Fenchel see 9 to problem P .0
We will incorporate the constraints into the cost functions by defining
l a , b , if a , b g C , .  .
F a , b s .  q`, otherwise,
and
K t , x , u , ¨ , if u g U t , .  .
L t , x , u , ¨ s .  q`, otherwise.
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 .Thus, P is reduced to0
1
Minimize F x 0 , x 1 q L t , x t , u t , u t y u dt .  .  .  .  . .  .H
0
subject to x t s A t x t q A t x t y t q B t u t .  .  .  .  .  .  .Ç 0 1
P .n 1w x w xwhere x t s j t a.e. on yt , 0 , x ? g AC 0, 1 , .  .  . 1
n w xj ? g L yt , 0 and . `
mw x w xu t s h t on yu , 0 , h ? g L yu , 0 . .  .  . `
We define a function
n n n w x m w x m w x  4P : R = R = L 0, 1 = L 0, 1 = L yu , 1 y u ª R j q` ,` ` `
1
P a , b , x ? , u ? , ¨ ? s L t , x t , u t , ¨ t y u dt .  .  .  .  .  . .H
0
and a function
n n n w x m w x m w x  4Q: R = R = L 0, 1 = L 0, 1 = L yu , 1 y u ª R j q` as` ` `
Q a , b , x ? , u ? , ¨ ? .  .  .
yF a , b , if x ? , u ? , ¨ ? , a , b satisfy Condition 1 , .  .  .  .  .s  y`, otherwise.
 .Condition 1 is the following:
0
x t s X t , 0 a q X t , s q t A s q t j s ds .  .  .  .  .H 1
yt
t
q X t , s B s u s ds, .  .  .H
0
1 .
w xx 1 s b , ¨ t s u t on 0, 1 and .  .  .
w xu t s h t s ¨ t on yu , 0 . .  .  .
 .The fundamental matrix X t, s is the matrix satisfying
x t s A t x t q A t x t y t , .  .  .  .  .Ç 0 1
 .  .with X s, s s I and X t, s s 0 for t - s, where I is the n = n identity
matrix and 0 the n = n zero matrix.
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 .  . nw x  . mw xConsider the problem P over x ? g AC 0, 1 , u ? g L 0, 1 . This0 ` `
problem is equivalent to the problem
Minimize P a , b , x ? , u ? , ¨ ? y Q a , b , x ? , u ? , ¨ ? .  .  .  .  .  .
n n n mw x w xover a g R , b g R , x ? g AC 0, 1 , u ? g L 0, 1 , .  .` `
n w x¨ ? g L yu , 1 y u . . `
P .`
w x n n nw xThe function P ? is a convex function on D s R = R = L 0, 1 =`
mw x mw x  .  .L 0, 1 = L yu , 1 y u since K t, ? , ? , ? and hence L t, ? , ? , ? are` `
convex functions.
w x  .The function Q ? is a concave function on D since F ?, ? is a convex
 .function and Condition 1 is a linear constraint.
 .We define the dual problem to P to be`
Max Q* a*, b *, x* ? , u* ? , ¨* ? y P* a*, b *, x* ? , u* ? , ¨* ? .  .  .  .  .  .
where a*, b *, x* ? , u* ? , ¨* ? .  .  . .
n n n* m* m*w x w x w xg R = R = L 0, 1 = L 0, 1 L yu , 1 y u` ` `
D .`
V * denotes the space of all continuous linear functionals on V and P* the
.convex conjugate of P, Q* the concave conjugate of Q .
We can restrict our attention to the effective domains of P*, Q*, that is,
  .  .  .. w  .  .  .xto a*, b *, x* ? , u* ? , ¨* ? such that P* a*, b *, x* ? , u* ? , ¨* ? - q`
w  .  .  .xand Q* a*, b *, x* ? , u* ? , ¨* ? ) y`. By a standard result of duality
 w x.theory and its extension to problems with time-delay see 9 , we have the
following proposition.
w  .  .  .xPROPOSITION 1.1. If P* a*, b *, x* ? , u* ? , ¨* ? - q`, then
 . nw xx* ? g L 0, 1 , a* s 0, b * s 0, and1
1
P* a*, b *, x* ? , u* ? , ¨* ? s L* t , x* t , u* t , ¨* t y u dt. .  .  .  .  .  . .H
0
w xProof. 9 .
w  .  .  .xPROPOSITION 1.2. If Q* 0, 0, x* ? , u* ? , ¨* ? ) y`, then there exists
 .an absolutely continuous p ? such that:
1 w xi p t s p 1 X 1, t y x* s X s, t ds on 0, 1 , 1.2.1 .  .  .  .  .  .  .H
t
w xii u* t q ¨* t x t s p t B t a.e. on 0, 1 , 1.2.2 .  .  .  .  .  .  .w0 , 1yu x
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and
Q* 0, 0, x* ? , u* ? , ¨* ? .  .  .
0
s y p s q t A s q t j s ds .  .  .H 1
yt
0  :q ¨* t , h t dt y F* p 0 , yp 1 . .  .  .  . .H
yu
Proof. By arguments similar to those used to prove Proposition 1.1 see
w x.  . mw x  . mw x9 , we can show that u* ? g L 0, 1 , ¨* ? g L yu , 1 y u . Thus, the1 1
concave conjugate of Q is
1 1 :  :Q* s inf x* t , x t dt q u* t , u t dt .  .  .  .H Hx , u , ¨ , a , b 0 0
1yu :q ¨* t , ¨ t dt q F a , b .  .  .H 5
yu
1 1 :  :s inf x* t , x t dt q u* t , u t dt .  .  .  .H Hx , u , a , b 0 0
0  :q ¨* t , h t dt .  .H
yu
1
q ¨* t , u t x t dt q F a , b : .  .  .  .H w0 , 1yu x 5
0
1 :s inf x* t X t , 0 , a dt .  .Hu , a , b 0
1 0
q x* t , X t , s q t A s q t j s ds dt .  .  .  .H H 1 ;
0 yt
1 1
q x* s X s, t ds, B t u t dt .  .  .  .H H ;
0 t
0 1 :  :q ¨* t , h t dt q u* t , u t dt .  .  .  .H H
yu 0
1 :q ¨* t x t , u t dt q F a , b . .  .  .  .H w0 , 1yu x 5
0
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We must now take into account the end-point constraint:
0
b s X 1, 0 a q X 1, s q t A s q t j s ds .  .  .  .H 1
yt
1
q X 1, t B t u t dt. .  .  .H
0
We will make use of the following lemma.
 . kw xLEMMA 1.3. Let a ? be in L 0, 1 and the set A be defined as1 b
1k w xA [ w ? g L 0, 1 such that T t w t dt s b / B, .  .  .Hb ` 5
0
 .where T ? is an n = k bounded measurable matrix. Then
1 :inf a t , w t dt ) y` .  .H
wgA 0b
n  . T  .implies that there is some l g R such that a t s l T t .
w xProof. 9 .
 .For a , b such that F a , b - q`, we have
1inf ¨* t x t q u* t .  .  .H w0 , 1yu x
u 0
1 :q x* s X s, t ds B t , u t dt ) y` .  .  .  .H
t
 .over u ? such that
1
X 1, t B t u t dt .  .  .H
0
0
s b y X 1, 0 a y X 1, s q t A s q t j s ds. .  .  .  .H 1
yt
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By Lemma 1.3, we obtain a vector l g R n such that
1
u* t q ¨* t x t q x* s X s, t ds B t .  .  .  .  .  .Hw0 , 1yu x
t
s lTX 1, t B t . .  .
1T .  .  .  .  .Setting p t s l X 1, t y x* s X s, t ds, we have p 1 s l andH
t
u* t q ¨* t x t s p t B t . .  .  .  .  .w0 , 1yu x
Therefore,
1 1 :Q* s inf x* t X t , 0 dt , a q p 1 X 1, t B t , u t dt .  .  .  .  .  .H H ;u , a , b 0 0
1 0
q x* t , X t , s q t dt A s q t j s ds dt q F a , b .  .  .  .  .H H 1 ; 5
0 yt
0  :q ¨* t , h t dt .  .H
yu
1
s inf x* t X t , 0 dt , a .  .H ;
a , b 0
1 0
q x* t , X 1, s q t A s q t j s ds dt .  .  .  .H H 1 ;
0 yt
0
q p 1 , byX 1, 0 ay X t , sqt dt A sqt j s ds qF a , b .  .  .  .  .  .H 1 ; 5yt
0  :q ¨* t , h t dt .  .H
yu
 :s inf p 1 X 1, 0 y p 0 , a .  .  .
a , b
0 1
q x* t X t , s q t dt , A s q t j s ds .  .  .  .H H 1 ;
yt sqt
 :  :q p 1 , b y p 1 X 1, 0 , a .  .  .
0
y p 1 , X 1, s q t A s q t j s ds q F a , b .  .  .  .  .H 1 ; 5yt
0  :q ¨* t , h t dt .  .H
yu
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 :  :s inf p 1 X 1, 0 , a y p 0 , a .  .  .
a , b
0  :q p 1 X 1, s q t y p s q t , A s q t j s ds .  .  .  .  .H 1
yt
 :  :q p 1 , b y p 1 X 1, 0 , a .  .  .
0  :y p 1 , X 1, s q t A s q t j s ds q F a , b .  .  .  .  .H 1 5
yt
0  :q ¨* t , h t dt , .  .H
yu
 .  .and setting r ? s ¨* t , we get
 :  :Q* s y sup p 0 , a y p 1 , b y F a , b 4 .  .  .
a , b
0 0 :q r t , h t dt y p s q t A s q t j s ds .  .  .  .  .H H 1
yu yt
0
s y p s q t A s q t j s ds y F* p 0 , yp 1 .  .  .  .  . .H 1
yt
0  :q r t , h t dt. .  .H
yu
 .Thus, the problem dual to P is`
0
Minimize p s q t A s q t j s ds q F* p 0 , yp 1 .  .  .  .  . .H 1
yt
1
q L* t , x* t , u* t , ¨* t y u dt .  .  . .H
0
0  :y r t , h t dt .  .H
yu
subject to
1 1.2.1 .w xp t s p 1 X 1, t y x* s X s, t ds on 0, 1 , .  .  .  .  .H
t
1.2.2 .w xu* t q ¨* t x t s p t B t a.e. on 0, 1 . .  .  .  .  .w0 , 1yu x
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 .Eq. 1.2.1 can be given in a differential form:
dX 1, t dX s, t .  .1
p t s p 1 y x* s ds q x* t .  .  .  .Ç Hdt dtt
s yp 1 X 1, t A t y p 1 X 1, t q t A t q t .  .  .  .  .  .0 1
1
q x* s X s, t A t ds .  .  .H 0
t
1
q x* s X s, t q t A t q t ds q x* t .  .  .  .H 1
t
since X s, t satisfies the adjoint system .
y t s yy t A t y y t q t A t q t .  .  .  .  .Ç 0 1
s yp t A t y p t q t A t q t x t q x* t , .  .  .  .  .  .0 1 w0, 1yt x
that is,
yp t s p t A t q p t q t A t q t x t y x* t , .  .  .  .  .  .  .Ç 0 1 w0, 1yt x
 .and by Eq. 1.2.2 ,
L* t , x* t , u* t , ¨* t y u .  .  . .
s L* t , x* t , p t B t y ¨* t x t , ¨* t y u . .  .  .  .  .  . .w0 , 1yu x
 .  . w x  .  . w xDefine a function q ? s x* ? on 0, 1 and r ? s ¨* ? on yu , 1 y u .
Consequently, the dual problem takes the form
0 UMinimize p s q t A s q t j s ds q F p 0 , yp 1 .  .  .  .  . .H 1
yt
0  :y r t , h t dt .  .H
yu
1
q L* t , q t , p t B t y r t x t , r t y u dt .  .  .  .  .  . .H w0 , 1yu x
0
subject to yp t sp t A t q p tqt A tqt x t yq t . .  .  .  .  .  .  .Ç 0 1 w0, 1yt x
D .
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2. DUALITY OF INFIMA
In order to make use of the dual problem to obtain optimality conditions
 .for the primal problem P , we must have strong duality of infima. That is,`
 .  .inf P s yinf D . An extra continuity condition involving the initial data`
will be needed.
 . nw x  . mw xCONTINUITY CONDITION. There exist x ? g AC 0, 1 , u ? g L 0, 1Ä Ä` `
such that
Ç .  .  .  .  .  .  .  .i x t s A t x t q A t x t y t q B t u tÄ Ä Ä Ä0 1
 .  . w xand x t s j t a.e. on yt , 0 ,Ä
 .   .  ..  .  . w x  .  .ii x 0 , x 1 g C, u t g U t a.e. on 0, 1 and u t s h t a.e. onÄ Ä Ä Ä
w xyu , 0 ,
w x nw x mw xand such that the functional P ? is continuous in L 0, 1 , L 0, 1 ,` `
mw x   .  .  .  .  ..L yu , 1 y u at x 0 , x 1 , x ? , u ? , u ?y u .Ä Ä Ä Ä Ä`
w xWe refer to 9, 10 for conditions explicitly related to the functions l, L
 .and the multifunction t ª U t which imply the above continuity condi-
  . mw xtion. It is satisfied in particular when there exist u t g L 0, 1 and anÄ `
 .  . m < < w x .« ) 0 such that u t q u g U t for u g R : u - « and a.e. t g 0, 1 .Ä
  ..THEOREM 2.1. Under the initial conditions see problem P and the0
continuity condition,
inf P s ymin D . .  .`
w xProof. By the continuity condition, we have that P ? is continuous at a
w x point w where Q w ) y` since w satisfies the constraints and theÄ Ä Ä
.  w xdynamics . By a classical result of duality theory see 9, Theorem 1 , we
get
w x w x w x w xinf P w y Q w s y min Q* w* y P* w* , 4  4
w w*
 .  .and hence inf P s ymin D .`
 .  .THEOREM 2.2. Under the abo¨e conditions, inf P G ymin D .1
Proof. By convex conjugacy, we have
F x 0 , x 1 q F* p 0 , yp 1 .  .  .  . .  .
 :  :G p 0 , x 0 y p 1 , x 1 2.2.1 .  .  .  .  .
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and
L t , x t , u t , u t y u .  .  . .
q L* t , q t , p t B t y r t x t , r t y u .  .  .  .  .  . .w0 , 1yu x
 :  :G x t , q t q p t B t , u t .  .  .  .  .
 :  :y r t , u t x t q r t y u , u t y u 2.2.2 .  .  .  .  .  .w0 , 1yu x
 .  .  .  .  .for all x ? , u ? , p ? , q ? , r ? .
m .  .  .  .  . w xLet p ? , q ? , r ? be a minimizer for D , and u ? a function in L 0, 11
  .  .  ..  .  .such that L t, x t , u t , u t y u is integrable and x ? , u ? satisfy the
 .  . mw xdynamics and the constraints i.e., an admissible pair and u ? the L 0, 1Ä `
function satisfying the continuity condition. Consider,
u t , if u t F k , .  .
u t s .k  u t , if u t ) k . .  .Ä
 . mw x  .  .  .Clearly, u ? g L 0, 1 , and integrating Eq. 2.2.2 for u ? s u ? , wek ` k
have
1
L t , x t , u t , u t y u dt .  .  . .H k k
0
1
q L* t , q t , p t B t y r t x t , r t y u dt .  .  .  .  .  . .H w0 , 1yu x
0
1 1 :  :G q t , x t dt q p t B t , u t dt .  .  .  .  .H H k
0 0
0  :q r t , h t dt. .  .H
yu
1   .  .  .. 1   .  .  ..Since H L t, x t , u t , u t y u dt ª H L t, x t , u t , u t y u dt0 k k 0
1 1  .  .  .:   .  .  .:and H p t B t , u t dt ª H p t B t , u t dt as k ª q`, we obtain0 k 0
1
L t , x t , u t , u t y u dt .  .  . .H
0
1
q L* t , q t , p t B t y r t x t , r t y u dt .  .  .  .  .  . .H w0 , 1yu x
0
1 1 :  :G q t , x t dt q p t B t , u t dt .  .  .  .  .H H
0 0
0  :q r t , h t dt .  .H
yu
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1 Ç :s p t qp t A t qp tqt A tqt x t , x t dt .  .  .  .  .  .  .H 0 1 w0, 1yt x
0
1 :q p t , x t y A t x t y A t x t y t dt .  .  .  .  .  .ÇH 0 1
0
0  :q r t , h t dt .  .H
yu
 :  :s p 1 , x 1 y p 0 , x 0 .  .  .  .
0 0 :  :y p t q t A t q t , j t dt q r t , h t dt. .  .  .  .  .H H1
yt yu
2.2.3 .
 .  .By Eqs. 2.2.1 and 2.2.3 , we get
1
F x 0 , x 1 q L t , x t , u t , u t y u dt .  .  .  .  . .  .H
0
0  :q F* p 0 , yp 1 q p s q t A s q t , j s ds .  .  .  .  . . H 1
yt
0  :y r t , h t dt .  .H
yu
1
q L* t , q t , p t B t y r t x t , r t y u dt G 0; .  .  .  .  .  . .H w0 , 1yu x
0
 .  .  .  .we obtain inf P q min D G 0, that is, inf P G ymin D .1 1
 .  .COROLLARY 2.3. Under the abo¨e conditions, inf P s ymin D .1
 .  .  .  .  .  .Proof. inf P G inf P « ymin D s inf P G inf P G ymin D ,` 1 ` 1
 .  .which implies inf P s ymin D .1
 .  .Thus, we have established strong duality of P and D and we will1
make use of this duality of infima to give optimality conditions necessary
.  .and sufficient for problem P .1
3. OPTIMALITY CONDITIONS
 .The optimality conditions for P are of a subdifferential form. We1
show necessity and sufficiency separately in order to exhibit the role that
strong duality plays in necessary conditions for the class of convex prob-
lems. Notice the interpretation that duality theory places on multipliers:
solutions to the dual problem serve as Lagrange multipliers for the
dynamic constraints in the primal problem and vice versa.
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n .  . w xTHEOREM 3.1 Sufficiency . If there exist q ? g L 0, 1 ,1
m n . w x  . w xr ? g L yu , 1 y u , p ? g AC 0, 1 such that1 1
q t , p t B t y r t x t , r t y u .  .  .  .  .  . .w0 , 1yu x
g ­ L t , x t , u t , u t y u , 3.1.1 .  .  .  . .
p 0 , yp 1 g ­ F x 0 , x 1 , 3.1.2 .  .  .  .  . .  .
Çyp t s p t A t q p t q t A t q t x t y q t , 3.1.3 .  .  .  .  .  .  .  .0 1 w0, 1yt x
n m  .  .. w x w xfor some x ? , u ? g AC 0, 1 = L 0, 1 satisfying the dynamics,1 1
Çx t s A t x t q A t x t y t q B t u t , 3.1.4 .  .  .  .  .  .  .  .0 1
 .  . w x  .  . w xx t s j t a.e. on yt , 0 and u t s h t a.e. on yu , 0 , then the pair
  .  ..  .x ? , u ? is optimal for the problem P .1
 .Proof. The inclusion 3.1.1 implies
L t , x t , u t , u t y u y L t , x t , u t , u t y u .  .  .  .  .  . .  .
 :G q t , x t y x t .  .  .
 :q p t B t y r t x t , u t y u t .  .  .  .  .  .w0 , 1yu x
 :q u t y u y u t y u , r t y u . .  .  .
  . mw xThus, using an appropriate sequence r ? in L yu , 1 y u such thatk `
a.e. 6 .r T we obtaink
1 1
L t , x t , u t , u t y u dt y L t , x t , u t , u t y u dt .  .  .  .  .  . .  .H H
0 0
1 ÇG p t q p t A t q p t q t A t q t x t , .  .  .  .  .  .H 0 1 w0, 1yt x
0
:x t y x t dt .  .
1 Çq p t , x t y A t x t y A t x t y t y x t .  .  .  .  .  .  .ÇH 0 1
0
:q A t x t q A t x t y t dt .  .  .  .0 1
 :  :s p 1 , x 1 y x 1 y p 0 , x 0 y x 0 . 3.1.5 .  .  .  .  .  .  .
 .The inclusion 3.1.2 implies
 :F x 0 , x 1 y F x 0 , x 1 G p 0 , x 0 y x 0 .  .  .  .  .  .  . .  .
 :y p 1 , x 1 y x 1 . 3.1.6 .  .  .  .
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 .  .By Eqs. 3.1.5 and 3.1.6 , we obtain
1
L t , x t , u t , u t y u dt q F x 0 , x 1 .  .  .  .  . .  .H
0
1
G L t , x t , u t , u t y u dt q F x 0 , x 1 , .  .  .  .  . .  .H
0
  .  ..  .which implies that x ? , u ? is a minimizer for P .1
 .   .  ..  .THEOREM 3.2 Necessity . If x ? , u ? is optimal for P , then there1
n m n . w x  . w x  . w xexist q ? g L 0, 1 , r ? g L yu , 1 y u , p ? g AC 0, 1 satisfying Eqs.1 1 1
 .  .  .3.1.1 , 3.1.2 , 3.1.3 .
 .  .Proof. Since inf P s ymin D , we have1
1
F x 0 , x 1 q L t , x t , u t , u t y u dt .  .  .  .  . .  .H
0
0 0  :s y p s q t A s q t j s ds q r t , h t dt .  .  .  .  .H H1
yt yu
y F* p 0 , yp 1 .  . .
1
y L* t , q t , p t B t y r t x t , r t y u dt. .  .  .  .  .  . .H w0 , 1yu x
0
3.2.1 .
By conjugacy,
b t [ L t , x t , u t , u t y u .  .  .  . .
q L* t , q t , p t B t y r t x t , r t y u .  .  .  .  .  . .w0 , 1yu x
 :  :  :y x t , q t y p t B t , u t q r t , u t x t .  .  .  .  .  .  .  .w0 , 1yu x
 :y r t y u , u t y u G 0, .  .
which implies that
1 1
b t dt s L t , x t , u t , u t y u dt .  .  .  . .H H
0 0
1
q L* t , q t , p t B t y r t x t , r t y u dt .  .  .  .  .  . .H w0 , 1yu x
0
 :  :y p 1 , x 1 q p 0 , x 0 .  .  .  .
0 0  :q p t q t A t q t j t dt y r t , h t dt. .  .  .  .  .H H1
yr yu
3.2.2 .
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Also,
 :c [ F x 0 , x 1 q F* p 0 , yp 1 y p 0 , x 0 .  .  .  .  .  . .  .
 :q p 1 , x 1 G 0. 3.2.3 .  .  .
 .  .  . 1  .  .By Eqs. 3.2.1 , 3.2.2 , 3.2.3 , H b t dt q c s 0, and since b t G 0, a.e.0
w x  . w xon 0, 1 and c G 0, we obtain b t s 0 a.e. on 0, 1 and c s 0. Thus,
L t , x t , u t , u t y u .  .  . .
q L* t , q t , p t B t y r t x t , r t y u .  .  .  .  .  . .w0 , 1yu x
 :  :  :s q t , x t q p t B t , u t y r t , u t x t .  .  .  .  .  .  .  .w0 , 1yu x
 :q r t y u , u t y u .  .
w xa.e. on 0, 1 and
 :  :F x 0 , x 1 q F* p 0 , yp 1 s p 0 , x 0 y p 1 , x 1 . .  .  .  .  .  .  .  . .  .
The last two relations give
q t , p t B t y r t x t , r t y u .  .  .  .  .  . .w0 , 1yu x
g ­ L t , x t , u t , u t y u .  .  . .
w xa.e. on 0, 1 and
p 0 , yp 1 g ­ F x 0 , x 1 , .  .  .  . .  .
which is what we set out to prove.
  .  ..  .COROLLARY 3.3. A pair x ? , u ? satisfying the conditions 3.1.4 is
 .   .  .  ..optimal for P if and only if there exist p ? , q ? , r ? satisfying Eqs.1
 .  .  .3.1.3 , 3.1.1 , 3.1.2 .
4. EXAMPLE
We now give an example of how dual problems can be used to obtain
solutions for the primal problem. We must emphasize the fact that,
for many convex optimal control problems, the dual problem is essenti-
ally a finite-dimensional convex optimization problem. The following
 .simple one-dimensional example suggests a method for solving the primal
problem by solving a finite-dimensional dual problem.
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Consider the problem:
11 2 2min J x , u s u t q u t y dt 4P .  .  .HL  5 /30
subject to
1
x t s 2 x t q 3 x t y q u t , .  .  .Ç  /2
1 1x t s 0 on y , 0 , x 1 s1, u t s0 on y , 0 . 4.1 .  .  .  .2 3
  .  .. 1w x 1 w xover x ? , u ? g AC 0, 1 = L 0, 1 .1 1
Define the functions F and L as
0, if a s 0, b s 1,
F a , b s .  q`, otherwise,
L t , x , u , ¨ s u2 q ¨ 2 . .
Then,
 4F* a*, b * s sup a*a q b *b s b *, .
 2 2 4L* t , x*, u*, ¨* s sup x*x q u*u q ¨*¨ y u y ¨ .
1 2 2 4u* q ¨* , if x* s 0,4s  q`, otherwise.
 .  .  .According to the duality scheme P , D , the problem dual to 4P is the1
following:
1 11 2 2
2J p , r s y p 1 q p t y r t x t q r t y dt .  .  .  .  . .H xM w0, 53  /4 30
4D .
1
1s.t. yp t s 2 p t q 3 p t q x t 4.2 .  .  .  .Ç  . xw0,2 2
1 21 1  .  .. w x w xover p ? , r ? g AC 0, 1 = L y , ,1 1 3 3
1 10 12 2J p , r s yp 1 q r t dt q p t dt .  .  .  .H HM
1 24 4y 3 3
21
3 2 2q p t y 2 p t r t q 2 r t dt. 4 .  .  .  .H4 0
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1 1 . w x  .  .  .Observe that, setting r t s 0 on y , 0 and r t s p t for any p ? , we3 2
 .  .can minimize the first two terms. If h ? is the solution of Eq. 4.2 with
 .  .  .  .h 1 s 1, and p 1 s a, then a solution of Eq. 4.2 with p 1 s a is
 .  .p t s ah t .
 .Thus 4D is equivalent to the following minimization problem:
21 11 32 2 2 2J a s ya q a h t dt q a h t dt over a g R. .  .  .H HM
24 8 03
Ä .We immediately obtain the minimizer a s 4r h q h , where h s
1 2 1 2Ä Ä .  .  .  .2H h t dt and h s H h t dt, which gives J a y s y2r h q h s0 M3 Ä Ä .  .  .  .  .  .  .  .min 4D . Also, p t s ah t s 4h t r h q h , r t s 2h t r h q h on
2 1w x  . w x0, , and r t s 0 on y , 0 .3 3
  .  ..Assume that an optimal x ? , u ? exists for the primal problem and
 .  .apply the optimality conditions 3.1.1 and 3.1.2 . We observe that Eq.
1 .  . w x3.1.2 is trivially satisfied. Condition 3.1.1 on 0, becomes3
2h t .
2 2 2 2u q ¨ y u t G u y u t for all u , ¨ g R , .  .  . .Äh q h
Ä .  .  .which gives u t s h t r h q h .
1 2w xOn , , we have3 3
1
2 2 2 2u q ¨ y u t y u t y .  /3
12h t 2h t y 1 .  .3G u y u t q ¨ y u t y . . .  / /Ä Ä 3h q h h q h
 .By optimality condition 3.1.1 , the part of inequality concerning ¨ is
2 2 Ä . w  .  .x  ..satisfied and hence, u y u t G 2h t r h q h u y u t for all u g R,
1 2Ä .  .  . w xgiving u t s h t r h q h on , .3 3
2 2 2 Ä x  . w  .  .x  ..Similarly, on , 1 , we have u y u t G 4h t r h q h u y u t ,3
2Ä .  .  .  xgiving u t s 2h t r h q h on , 1 :3
21 32 2J x , u s u t dt q u t dt .  .  .H HL
0 0
2 13 2 2s u t dt q u t dt .  .H H
20 3
2 21 12 2s h t dt q h t dt .  .H H2 2 20Ä Ä 3h q h h q h .  .
Ä2 h q h 2 .
s s .2 Äh q hÄh q h .
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 .  .Thus, we verify the strong duality of infima, since min 4P s ymin 4D s
Ä .2r h q h .
 . In terms of the fundamental matrix X t, s which is a real function
.  .here , the solution to Eq. 4.1 is
t
x t s X t , s u s ds. .  .  .H
0
 .  .  .  .  .  .But X 1, s s h s , since h ? solves Eq. 4.2 and X 1, 1 s h 1 s 1. We
conclude that
1
x 1 s h s u s ds. .  .  .H
0
Therefore,
21 2 13 2 2x 1 s h t dt q h t dt .  .  .H H
2Ä Ä0h q h h q h 3
1 11 12 2s h t dt q h t dt s 1. .  .H H
2Ä Ä0h q h h q h 3
Since the end-point constraint is satisfied, we conclude that
t
x t s X t , s u s ds, .  .  .H
0
2 2Ä Ä .  .  . w x  .  .  .  xwhere u t s h t r h q h on 0, , u t s 2h t r h q h on , 1 .3 3
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