Moreover, correlation structure varies over time in ways that to a portfolio or risk manager must seem perverse. For example, it is well-documented that cross-country correlations increase markedly during periods of high global market volatility [see for example, Chow et al. (1999) , Longin and Solnik (1995) or Solnik, Foucrelle, and Le Fur (1996) ]. This means that the power of diversification is weakest precisely when it would be most desired. This phenomenon is often called correlation breakdown. While not as widely discussed, this pattern is, if anything, even more characteristic of cross-industry correlations in a domestic context.
Figures 2a and 2b illustrate this phenomenon in our data. The variation in crossindustry correlation is highly associated with market volatility. In Figure 2 , Panel A, we plot the median of the 66 cross-correlations between industry sectors for each quarter against the volatility of the S&P 500 index computed from the daily returns of the S&P 500 in the same quarter.
2 Panel B presents the same plot of median cross-country correlation as a function of the standard deviation of the MSCI-World equity index in that quarter. In both contexts, correlation clearly rises with volatility. Correlation breakdown is obvious and dramatic.
These empirical patterns raise two questions. First, what drives such variation in correlation structure, and second, can we devise simple models of correlation/covariance 2 The actual relationship between correlation and market volatility is non-linear. This is not surprising for a plot of correlation coefficients (which are bounded between −1 and 1) against volatility, which must be positive. Therefore, in Figure 2 , we plot the relationship using a common transformation of the data.
Calling ρ the correlation coefficient, and σ M the standard deviation of the index return, the vertical axis is ln( 1 + ρ 1 − ρ ) , and the horizontal axis is log(σ M ), both of which have a range of (−∞, +∞). The transformed relationship is apparently linear, and obviously strong.
structure that account for and predict such variation to an extent that is useful to a risk manager.
Our basic insight in this paper derives from a simple observation: Correlations will be higher when systematic macroeconomic factors, which affect all assets in tandem, dominate sector-specific factors. If variations in asset returns are driven by both systematic factors and idiosyncratic (i.e., sector-specific) risks, then periods of high factor volatility will coincide with periods of high correlation: during these periods, the dominant source of variation will be due to the common factor. Unless idiosyncratic volatility is strongly correlated across sectors (which is not the case in our sample), periods of high cross-sector correlation will coincide with periods of high overall market volatility. Thus, correlation breakdown − the strong observed association between correlation and volatility − is not simply bad luck. It is to be expected. Moreover, it is not evidence that the structure of security returns periodically changes perversely;
"breakdown" can be part and parcel of a stable factor model of returns.
Moreover, this argument suggests that risk managers can use simple factor models of portfolio returns to better understand and predict time-variation in correlation. 3 In all of these models, correlation across sectors is due to their common dependence on shocks to systematic factors, and changes in correlation are driven by changes in the volatility of those shocks. During periods of large macroeconomic disturbances, the common factor dominates the volatility of individual sector returns, and leads to higher correlations. In quieter periods, sector-specific risks might dominate, with the results that correlations are lower and diversification eliminates a greater fraction of total volatility.
We find that a simple univariate factor model with only one systematic factor can explain a surprisingly large fraction of the short-horizon time variation in correlation structure. This suggests that univariate models of time variation in volatility, such as the ARCH model and its variants, which are already widely and successfully applied, can be integrated with the factor model to make useful short-horizon forecasts of cross-sector correlations. We find that short-term variation across time in the volatility of the "macro factor" can be used to forecast most of the time variation in correlation, and thus guide managers in dynamically updating portfolio positions. The results are qualitatively the same in the international and domestic settings. However, there is considerably more country-specific volatility than industry-specific volatility, implying that while the proposed methodology can be quite effective in the domestic setting, it will be less useful in the international setting.
The paper is organized as follows. In the next section, we briefly review the index model that serves to organize our approach. In Section 2, we examine the relation between correlation structure and market volatility for domestic portfolios, and examine a result, while monthly data is appropriate for the tests in CKL, we use higher frequency daily data that allows us to focus on shorter-term variation in market and asset volatility.
the contribution of variation in factor volatility to the time variation in correlation structure. We find that factor volatility almost solely determines the variation in correlation structure. We use this result to propose simple estimators of covariance matrices even for a large number of asset classes, and document the out-of-sample performance of this model. We find that models using only variation in volatility to predict changes in correlation perform extremely well. In Section 3, we present a parallel analysis for international asset classes. These results are qualitatively the same as in the domestic setting, but the higher level of country-specific risk makes the approach less effective. For international equity portfolios, factor volatility is important, but is not nearly as single-handedly determinative. The last section concludes. Sharpe (1963) was the first to show that an index model could potentially simplify the portfolio construction problem. His approach has become the textbook model for portfolio construction (literally -see for example, Bodie, Kane, Marcus (1998) 
THE INDEX MODEL
If sector-specific risk is independent of macro risk, [i.e., Cov(r M , ε i ) = 0] the total volatility of the sector return is
The first term on the right-hand side is systematic risk, the second is sector-specific volatility. Cross-sector covariances are
Notice that (3) implies that all else equal, covariances increase as σ 2 M increases -this reflects the common dependence on the macro factor. Equations (2) and (3) imply that cross-sector correlations are
and that the squared correlation between the return of the sector and that of the index is
which also increases monotonically with σ We examine the variation in correlation structure both internationally and domestically. In the international context, we will treat sectors as countries, and the common factor as the return on the MSCI World index; in the domestic U.S. context, we will interpret sectors as industries and the common factor as the return on the S&P 500.
DOMESTIC CORRELATIONS

In-Sample Relationships
In order to focus on methodology, we will focus initially on domestic correlation structure, and then present a parallel analysis for international correlations. However, the strong relationship between correlation and volatility characterizes more than just the median cross correlation; it is true for each correlation individually.
For each of the 66 pairs of industries, we regressed the time series of correlation in each quarter against volatility in that quarter. 4 In Table 2 , we rank order the regressions by slope coefficient and report regressions for several percentiles. Consistent with the result 4 As in Figure 2 , we actually regress ln( 1 + ρ 1 − ρ ) against log(σ M ), so as to fit a linear relationship.
for the median ρ ij , these results also suggest that most of the variation in correlation structure can be attributed to variation in the volatility of the market factor. The R-square associated with the "median regression" is .66, meaning that for half the industry pairs in the sample, more than two thirds of the variance in cross-industry correlation was explained by market volatility. The lowest R-square of the 66 industry pairs was a stillrespectable 0.43. These results thus imply that the index model with constant parameters may well capture most of the time variation in correlation structure. The dimensionality of the estimation problem may be greatly reduced without sacrificing much accuracy.
Rather than attempting to characterize all 66 correlation coefficients, a more economical way to describe the relationship between correlation and volatility is by focusing on the correlation of each industry group with the market index. Consider estimating the index model regression in equation (1) To measure the relationship between index model R-square and market index volatility for each industry, take the log of both sides of equation (5), and rearrange to obtain:
If the "constrained" index model (where we use the term constrained to mean that we impose constant values for β i and σ
) were exactly correct, a time series regression of ). The first three columns of Table 3 show the results of the estimation of equation (6). The average slope coefficient is .79, and with one exception, is above .80 for every industry.
The average R-square of the regression plot is .58. This suggests that the majority of the variation in correlation structure can be explained solely by time variation in σ 2 Mt .
Equations (4) or (6) show that in principle, correlation structures may also be affected by variations in beta or residual variance. However, this seems not to be the case. The time series variation in either beta or residual variance is too small to affect correlation in an economically meaningful manner. For example, equations (4) and (5) show that the time variation of the product β it σ Mt is a crucial factor for the time variation of correlations. We argue that β it σ Mt can be modeled effectively by concentrating on the time variation of σ M rather than of β. A similar case can be made for β i β j σ Of course, the covariation between β and σ may also affect the time variation of the product β i σ M . We now show that this covariation is negligible. We calculate the beta for each industry for each quarter, and estimate the (time series) regression between industry beta and market volatility. Table 3 , Column 4, confirms that for each industry, there is effectively no relationship between beta and market volatility, with typical Rsquare of about 0.03. Similarly, in Table 3 , Column 5, we disaggregate, and estimate the (time series) regression between residual variance for each industry, σ
, and market volatility. The typical R-squares of about 0.05 confirm that there is effectively no relationship between the two series.
Given the close fit between correlation and market volatility, and the fact that variation in beta or residual variance seems uncorrelated with market volatility, it is natural to ask how much of cross-industry correlation can be explained by changes in market volatility alone. In terms of equations (2) 
Forecasts of Domestic Correlations
The results presented in Section 2.1 use realized values of market volatility. They confirm that if we know just market volatility in a particular quarter, we can with surprising precision predict cross-industry correlation. In practice of course, one must forecast market volatility as well; to the extent that such forecasts are imperfect, this will degrade forecasts of cross-industry correlation. Therefore, we next examine how well one may predict cross-industry correlations and covariance using predictions of the volatility of the market index.
Following standard practice (e.g., Taylor, 1986) , we use a simple autoregressive AR1 process to describe the evolution of the log of the variance of the S&P 500 index.
5 Specifically, we estimate the index model regression [equation (1)] over the full sample period and use the Volatility is computed each quarter, and an AR1 is fitted to those 142 quarterly observations. 6 We can then use the estimated AR1 process to predict market volatility in the next quarter based on the value we observe for it in the current quarter. Not surprisingly, there is considerably greater scatter than in Figure 2 (which had an Rsquare of .78). This is because market volatility itself exhibits considerable unpredictability as it evolves over time. All attempts to forecast correlation or covariance structure will run up against this problem. Nevertheless, we can capture a meaningful proportion of the variation in correlation using even a simple univariate model of the evolution of market volatility, and this may still be useful compared to other forecasts such as historical correlation.
Having established that predictions of market volatility are useful in predicting correlation structure, the next obvious question is the extent to which this methodology can be used in risk management applications. Can predictions of market volatility, in conjunction with the index model be used to efficiently diversify portfolio risk? We estimated values for the industry beta and residual variance.
-13-begin to answer this question by comparing the predictive accuracy of several forecasts of covariance. In each quarter, with 12 industries, there are 66 industry pairs. Across the 142 quarters, therefore, there are 9,372 covariances to forecast. We consider several estimators:
1. Current quarter covariance. The actual covariance between two industries during the current quarter (estimated from daily returns) is used as the forecast of covariance in the following quarter.
2.
Full-sample "constant" covariance. The full-sample covariance is the covariance estimate obtained by pooling all daily returns between 1962 and 1997, and calculating the single full-sample-period covariance matrix. This forecast obviously is not feasible for actual investors since it requires knowledge of returns over the full sample period. We include it primarily as an interesting benchmark, since it is the best unconditional covariance estimator.
3.
Index model, using current market variance. The covariance implied from equation (3), using the full-sample estimates of betas and covariance structure of residual returns and the current-quarter market variance as the forecast of nextperiod market variance.
4.
Index model, using AR1 forecast of market variance. The covariance implied from equation (3), using the full-sample estimates of betas and covariance structure of residual returns, and using the AR1 relationship to forecast nextquarter market variance from current quarter market variance. 6 We find that the first order autocorrelation of log(σ M ) is 0.41. Index model, using next period's market variance. The covariance implied from equation (3), using the full-sample estimates of betas and covariance of residual returns, and using the realized value of next-period variance. This estimate obviously uses information not available at the current time, but it serves as an interesting upper bound on potential forecasting performance using the constrained index model. Table 4 compares some properties of the predictions derived from each model.
The grand mean and grand standard deviations of each model are obtained by pooling all 9,372 (i.e., 66 × 142) covariance estimates. Note that the full-sample covariance and the Index Model (AR1) estimates display far less variability than their competitors. This is because predictions from these models are based either on full-sample covariances or quarterly covariances attenuated by the AR1 relationship. In contrast, predictions from the competitor models are more volatile because they are based on actual quarterly covariances, which contain considerable noise. realized volatility than for any other model. However, among feasible estimators, the constrained index model using the AR1 forecast of market volatility is the most accurate.
The full-sample covariance estimator performs about equally well, but as noted, this is not a feasible real-time forecasting method. In fact, it is interesting to note that the AR1 model using only information available to date is as accurate in forecasting covariance as the constant covariance estimator using the full sample of returns! Either method has a root mean square error that is only three-fourths as large as that of using the current quarter covariance to predict next quarter's covariance. 
International Correlations
We now repeat the analysis of the previous section. We start by noting that standard error of .068, which is both economically and statistically significant. Table 5 presents results of regressions of the quarterly time series of ln( 1 + ρ 1 − ρ ) against log(σ M ). As in Table 2 , we rank order the regressions by slope coefficient and report regressions for several percentiles. The slopes are consistently positive and significant, but again, the R-squares are far lower than in the domestic application. R-square associated with the "median regression" is only .12, indicating that only a small fraction of the variance in cross-country correlation was explained by index volatility. Table 3 , last column), it clearly rises with market volatility in the international setting. This suggests a missing factor governing returns. Table 6 confirms these results on a country-by-country basis. The R-squares of the regressions of beta against market volatility are very small, but the R-squares of the regressions of residual risk against market volatility average .15 even if we exclude the Crash of 1987:4. This is actually double the average R-square of the relationship between (transformed) country R-squares and market volatility.
The ability of the index model to capture international correlation patterns is not as strong as in the domestic setting. As in Figure 4 , Figure 8 plots the constrained Rsquare in each quarter for each country against the realized R-square. The positive association is obvious, but the fit is not as tight as in Figure 4 . Figure 9 shows that even with the greater variability in country returns, there may be some value to using the index model to forecast cross-country correlations. The median correlation does rise noticeably with the forecast of index variability derived from an AR1 process. Table 7 documents that the index model provides predictions that are only marginally better than its competitors. We see in column 2 (Grand standard deviation)
that the variability of the covariance prediction from the index model is slightly less than that of the current covariance estimator or the estimators based on actual market volatility. The values for root mean square error or mean absolute error show again that knowing market volatility would help in forecasting covariance structure. Here, however, the advantage it would convey is not nearly as large. The forecast errors for the predictions based on perfect foresight of market variance were only about one-fourth those of the feasible forecasts in the domestic setting. Here, they are more like threefourths as large. The forecasts based on the index model are slightly better than the alternative feasible models, but not to an extent that would make much difference in practice.
Summary
This paper uses an index model to shed light on the variation through time of asset correlation structure. Our model captures the empirical tendency for cross-sector correlations tend to increase with the volatility of the market-wide, systematic factor.
We find that a large fraction of the time-variation in cross-industry correlation can be attributed to variation in the volatility of the market index. Moreover, there is enough -18-predictability in index volatility to allow us to construct useful forecasts of covariance matrices in coming periods. Minimum-variance portfolios constructed from covariance matrices based on an index model and predicted market volatilities will perform substantially better than ones that do not account for the impact of time-varying volatility on correlation and covariance structure.
Our results for cross-country correlation structure are qualitatively the same as for the domestic setting. However, there is considerably more country-specific risk than industry-specific risk, implying that the proposed methodology to reduce the dimensionality of the forecasting problem will be less successful in the international setting. a. This is the regression of the median value for log[R 2 /(1−R 2 )] in each quarter against market volatility. The identity of the median industry pair will differ across quarters. Full sample covariance is the estimate obtained by pooling all daily returns into one period and calculating the single full-sample-period covariance matrix.
Index model estimate is the prediction from the constrained index model where only market variance is allowed to vary over time. Index model(t) denotes use of the nextperiod market variance to calculate next-period covariance, Index model(t-1) denotes the use of current market variance, and Index model(AR1) denotes the use of the prediction of the future market variance from the AR1 model. Full sample covariance is the estimate obtained by pooling all daily returns into one period and calculating the single full-sample-period covariance matrix.
Index model estimate is the prediction from the constrained index model where only market variance is allowed to vary over time. Index model(t) denotes use of the nextperiod market variance to calculate next-period covariance, Index model(t-1) denotes the use of current market variance, and Index model(AR1) denotes the use of the prediction of the future market variance from the AR1 model.
