Nowadays, rod pump is widely used in oilfield. Since most oil production equipment like pumping pumps are distributed in the wild, they are usually checked by manual inspection. In the event of a faults, relying solely on labor to observe the indicator diagrams and determine the fault will waste a lot of human and financial resources. If it is not discovered in time, it will cause serious damage to oil exploitation, even shutdown. Indicator diagrams can reflect the working state of the rod pumping well, which can effectively reflect various faults of the pumping well. This paper diagnoses the faults of pumping wells by classifying and identifying the indicator diagrams. Because support vector machine (SVM) has good effect on classification and recognition of small sample data and nonlinear data, this paper uses SVM for classification, and uses the chicken swarm optimization (CSO) to optimize support for the problem that the SVM parameters are difficult to determine. Aiming at the problems of traditional CSO in solving highdimensional optimization problems, such as premature and rough precision, an improved CSO is proposed. The traditional CSO, particle swarm optimization (PSO) and bat algorithm (BA) are used to compare it. The simulation proves that the improved CSO has good optimization effect and is superior to the other three optimization algorithms.
I. INTRODUCTION
With the continuous development of the petroleum industry, rod pumping has been vigorously developed and widely used in the petroleum industry [1] - [5] . Therefore, fault diagnosis of rod pumping wells has become very important. Today, fault diagnosis for pumping wells is mostly based on analytical indicator diagrams. In recent years, the research methods for the fault diagnosis technology of rod pumping wells mainly include the application of intelligent systems such as expert system, computer diagnosis, artificial neural network and support vector machine in the pattern recognition of the indicator diagrams. Through the feature extraction of the indicator diagram, and then classification and identification to achieve the purpose of fault diagnosis [6] - [12] .
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In 1988, Derek et al. [13] first proposed a pumping unit fault diagnosis technology based on expert system. The system is characterized by converting the ground indicator diagram to the downhole pump indicator diagram and then comparing it with the standard pump indicator diagram to identify the faults. In 1995, Zhang [14] used the expert system construction tool to build a rod pumping well fault diagnosis expert system based on the common fault types of rod pumping wells and their detection characteristics, and developed a knowledge base with 108 rules. In 1996, Feng and Zhou [15] proposed a neural network rod pump diagnostic expert system. The existing measured indicator diagrams and well acoustic curve were used as samples to train the neural network. Finally, this algorithm was used to build a rod pump diagnostic expert system. The expert system has achieved some results in the field of fault diagnosis of rod pumping wells. However, because the expert system's knowledge expression and reasoning strategy are relatively simple, it can only deal with problems in a single field, and the results of fault diagnosis are not ideal, so The application of expert systems in fault diagnosis has been limited [16] , [17] .
Since artificial neural networks have strong ability to learn and process problems in parallel, applying them to the field of fault diagnosis can achieve better results [18] , [19] . In 1994, Nari [6] improved the neural network model and proposed a three-layer hybrid feedforward network model, which was applied to the pumping unit fault diagnosis. In 1996, Pan et al. [20] applied the adaptive resonance network model to the demonstration. In the recognition of the graph, the problem that the neural network needs a complete training set and the low learning rate is solved, and the learning efficiency of the neural network is improved. In 2006, Xu [21] applied self-organizing neural networks to the classification and recognition of indicator diagrams, which avoided the generation of local optimal solutions and improved the generalization ability of the system. In 2007, Xu et al. [22] proposed a self-organizing competitive neural network model to diagnose pumping faults by automatically clustering indicator maps. However, the accuracy of the diagnosis depends on the input neurons and training time. In 2014, Ding and Li [23] mainly used the geometric parameter method and the gray matrix statistic value to extract the features of the indicator diagrams, and applied the selforganizing neural network to establish the model for fault diagnosis. In 2017 Hao and Zhang [24] selects the Shape invariant moment and the Fourier descriptor to extract the characteristic parameters of the sample indicator diagram, and uses the BP neural network optimized by iterative learning control to classify and identify. In 2018 Shi [25] achieved remarkable results that classify and diagnose the dynamometer card of pumping well with the help of artificial neural network. In 2018, Zhou et al. [26] proposed an unscented Kalman filter-radial basis function method based on adaptive noise factor for pumping unit fault diagnosis. The Fourier descriptor method based on approximate polygon is introduced to extract the features of the indication graph curve. The fault diagnosis model is established by RBF neural network, and the weight, center and width of the RBF neural network are optimized by UKF.
Artificial neural networks have strong pattern recognition capabilities, but require a large number of fault samples during training, which imposes great limitations on the application of artificial neural networks. In 1997, Vapnik et al. [27] applied the support vector machine method in the function regression and signal analysis problems, which made the support vector machine widely popularized. In 2006, Li et al. [28] studied the fault diagnosis of pumping units based on support vector machine, and discussed the classification effects under different kernel functions. In 2011, Wang [29] used four different feature extraction methods, fourier descriptor, moment eigenvector and gray matrix, to extract the features of the indicator diagrams, and compared the SVM classification effects under different kernel functions. In 2012, Meng [30] proposed a fault intelligent diagnosis method for rod pumping system based on invariant moment and wavelet packet energy entropy combined with support vector machine.
The chicken swarm optimization is an intelligent algorithm abstracted from the hierarchical order and living habits of flocks in nature. In 2014, Meng et al. [31] proposed a chicken swarm optimization based on the hierarchical system of the flock and the search for food behavior. Wu [32] uses a chaotic sequence to initialize the position of the chicken. This method improves the update strategy for hen position and chicken position. The adaptive inertia weight is added to the hen position update equation. Add the adaptive coefficients to the chick position update equation. Shi [33] introduced two strategies in the flock algorithm and proposed modified parallel cat swarm optimization (MPCSO) algorithm. These two strategies are monomers turbulence in rooster (MTR) and particle renovation in hen (PRH).
In this research, a chicken swarm optimization (CSO) which is optimized by differential mutation strategy and adaptive inertial strategy (DACSO) is proposed to get a better support vector machine (SVM) model. Differential mutation strategy is well solved for the problem that CSO in the initial iteration phase of the optimization process, the fitness value changes very quickly, and the change of the fitness value in the late iteration of the algorithm is slowed down. Adaptive inertial strategy is well solved for the problem that as the number of iterations increases, the flock algorithm becomes less and less individual, and the population diversity gradually decreases. The algorithm is validated on five standard functions, demonstrating the good performance of the DACSO. And in the fault diagnosis of the actual problem pumping well, DACSO-SVM has achieved good results.
The remainder of this paper is organized as following. Section II presents the DACSO. Section III presents the simulation verifies the stability and accuracy of the improved CSO. The validity and feasibility of the DACSO are proved by the test of five sets of standard functions. Section IV presents to diagnose the 11 common faults of pumping wells. The simulation experiments are carried out to compare the CSO-SVM and DACSO-SVM models, and the effectiveness and feasibility of the DACSO-SVM fault diagnosis method in actual working conditions are proved. The conclusion and future researches are presented in Section V.
II. DACSO ALGORITHM
Compared with other intelligent algorithms, the chicken swarm optimization has the advantages of simple principle, easy implementation, and strong global search ability, so it can achieve better convergence speed and convergence precision. The overall algorithm structure requires the following four assumptions [31] .
Assumption 1: There are several subgroups in the entire flock, each consisting of one rooster, several hens and chicks.
Assumption 2: In the flock, several chickens with good fitness values are used as roosters, and each rooster is a subgroup leader. Several chickens with poor fitness values were used as chicks, and the remaining chickens were used as hens. The hens randomly selected to follow the rooster, the mother-child relationship between the hen and the chick is also randomly established.
Assumption 3: The hierarchy, dominance, and maternal and child relationships in the flock remain unchanged once they are established, and will not be updated until after several generations.
Assumption 4: The chickens in each subgroup are looking for food around the roosters in this subgroup, and can also prevent other chickens from robbing their food. And suppose that chicks can randomly steal food that other chickens have found, and each chick follows their mother to find food. The dominant chickens in the flock have a good competitive advantage and they find food before other chickens.
A. BASIC THEORY
The entire flock consists of several subgroups, each consisting of a rooster, several hens and a litter of chicks. According to the fitness value of each chicken in the flock, it is divided into several subgroups and roles. In the flock, the chickens with the highest fitness value are the roosters and serve as the leaders of each subgroup. The fitness value of the next several chickens as a subgroup of hens. The chickens with the lowest fitness values were randomly assigned to a subgroup. The mother-child relationship between hens and chicks was also established.
N is the entire individual of the entire flock, and D is the spatial dimension of the flock looking for food. N R indicates the number of roosters, N H indicates the number of hens, N C indicates the number of chicks, and N M indicates the number of mother hens, and the number of N M was randomly selected from N H hens. xt i, j represents the position of the i-th individual at the t-th iteration, i ∈[1, N ], j ∈[1, D].
1) ROOSTER POSITION UPDATE
Compared with roosters with poor fitness values, roosters with good fitness values are more advantageous in food competition and can find food in a wider space. The rooster position update formula is as follows:
where x i,j (t) represents the i-th individual of the j-dimensional space at t iterations; randn (0, σ 2 ) is a Gaussian distribution random number with a mean of 0 and a standard deviation of σ ; ε is a very small integer used to avoid the case where the denominator is 0; f i is the fitness value of the individual i; f k is the fitness value of the individual k; the individual k is randomly selected from the rooster population, and k = i.
2) HEN POSITION UPDATE
The hen not only looks for food with the roosters of his subgroup, but also randomly steals food found by other chickens. During food competition, hens with high fitness values have an advantage over hens with low fitness values.
The hen update formula is as follows:
where S 1 , S 2 represent learning factors; rand is a random number uniformly distributed between [0,1]; r 1 is the individual rooster in the subgroup of the i-th hen, and r 2 is any individual randomly selected from the rooster and hen of the flock, and r 1 = r 2 .
3) CHICK POSITION UPDATE
The chick searches for food with his hen, and the chick's position update formula is as follows:
indicates the hen following the ith chick. FL is the following coefficient, indicating that the chick follows the hen to find food. Due to the variability between individuals, FL is a randomly selected random number in [0,2].
B. ALGORITHM IMPROVEMENT 1) DIFFERENTIAL MUTATION STRATEGY
With the increasing number of iterations, the individual differences of the chicken swarm optimization in the late evolutionary period are getting smaller and smaller, and the population diversity is gradually decreasing. Especially when dealing with high dimensions, the algorithm tends to prematurely converge into local optimum, and it is difficult to obtain an optimal solution. This paper introduces differential mutation operations into the chicken swarm optimization to increase population diversity [34] , [35] . The specific implementation is as follows:
where f max (t) represents the value of the optimal fitness of the t-th generation; H represents an individual at around 20% of the population size randomly selected; H = int(N × 0.2), int is a rounding function; F represents the scaling factor of the differential evolution algorithm; where a, b, and c are three chickens randomly selected throughout the flock, satisfying 
If the G-generation is continuously evolved, and the optimal fitness value in the population still has no significant change, individual differential variation is required. In this paper, three different individuals x a , x b , and x c are randomly selected from the flock, and the difference vector (x b − x c ) is scaled, merged with x a , and finally the 20% individuals randomly selected in the flock are differentially mutated. F is a scaling factor that scales the difference vector (x b − x c ) to determine the range of the current individual's search for the optimal solution, thereby generating a new variant individual. When F selects a larger value, the algorithm can search in a larger range, but its convergence speed is slower; when F selects a smaller value, although the search is faster, it is easy to converge to a non-optimal solution. Therefore, a random scaling factor is proposed:
where, rand is a random number uniformly distributed between [0, 1], the addition of rand can give individuals the opportunity to obtain smaller or larger scaling factors during the evolution process, so that the algorithm can adjust local and global search ability more flexibly. t represents the current number of iterations; M represents the maximum number of iterations of the algorithm during evolution. The trend of the scaling factor F is shown in the Figure 1 .
After such an improvement, the algorithm will become more complicated in the iterative period, and the individual will be prevented from falling into the local optimal solution. In general, the value range of F is [0.2, 0.9] [36].
2) ADAPTIVE INERTIAL STRATEGY
In the initial iteration phase of the chicken swarm optimization process, the algorithm needs to perform a fast search in a large search space, and the individual's position changes greatly, that is, the fitness value changes rapidly. At the end of the iterative process of the algorithm, due to the search in a small space, the change of the individual position is relatively small, that is, the change of the fitness value is slowed down. Define h as the speed at which the flock is looking for food. The expression is as follows:
where h is the speed at which the chickens can find food, N C is the population of chicks. According to the derivation, 0< h ≤1, h is related to the actual operation of the algorithm, which can truly reflect the speed change of the algorithm in the iterative process. That is, the smaller the h value, the faster the flock's eating speed. After several iterations, when h = 1, the algorithm has converged or the optimal solution is found. Another factor that reflects the actual operation of the algorithm is the flock aggregation. During the operation of the algorithm, the variance of the population reflects the dispersion of the population. If µ represents the average of the current fitness values of all individuals [37] , then:
where N is the total number of populations, and f (x i,j (t)) is the fitness value when the number of iterations of individual i in j-dimensional space is t, then the variance of the flock is:
definition:
where s is the flock aggregation degree, 0 < s ≤ 1. If the variance of the population is smaller, it indicates that the more the population is clustered, the greater the degree of aggregation of the population. Similarly, if the variance of the population is larger, the more dispersed the population, the smaller the aggregation degree of the population. After several iterations, s = 1, indicating that the individual populations have the same identity. Shi and Eberhard [38] found that the algorithm has a strong global search ability when the weight factor ω is large, and the local search ability of the algorithm is stronger when ω is small. In fact, the size of ω should change with the feeding speed of the flock and the concentration of the flock, that is, ω can be expressed as a function of h and s, ω = f (h, s). When the flock's eating speed is faster, the algorithm is performing a wide range of search optimization; when the feeding speed of the flock is slow, that is, h becomes larger, it indicates that the algorithm may have locked the optimal solution range. In this case, the value of ω should be reduced to ensure that the algorithm can quickly find the optimal solution in a small space. When the flock is more dispersed, the algorithm is not easy to fall into the local optimal solution; when the flock aggregation degree increases, that is, s becomes larger, the algorithm is easy to fall into the local optimal solution, and at this time, the value of ω should be increased to improve the global search ability of the algorithm and avoid the algorithm falling into local optimum. Therefore, the weighting factor ω should decrease as the feeding speed of the flock becomes slower, and as the degree of aggregation increases. ω can be expressed as: (13) where randn () is a random number obeying Gaussian distribution, rand is a random number evenly distributed between (0,1).
In the whole flock, on the one hand, the number of hens is the most, so the hen plays an important role in the speed and precision of the chicken swarm optimization; on the other hand, the hen is also the link between the roster and the chick, and plays the role of information transmission. Therefore, we introduced the adaptive weight factor in the location update of the hen, and the hen's position update formula is improved as follows:
where ω is the adaptive weighting factor; x r2 is the contemporary global optimal individual position; x r1 is the position of the rooster in the subgroup. The hen update formula shows that: in addition to its own dynamic inertia update learning, on the one hand, the hen performs the leading learning of the rooster; on the other hand, it also conducts the global optimal tracking learning. The rooster position update formula is improved as follows:
where ω is the adaptive weighting factor; x r2 is the contemporary global optimal individual position. The rooster update formula indicates: In addition to its own dynamic inertia update learning, rooster also carries out the global optimal tracking learning. The position update formula for chicks has also been improved. The chick update formula indicates that the chicks conduct self-dynamic inertia learning on the one hand; on the other hand, they learn from the roosters and hens who lead the group, and learn from the globally optimal individual.
The position update formula for the chick's position update is as follows:
where x m is the position of the chicken corresponding to the hen; x r is the position of the rooster in the population of the chicken; S 1 and S 2 are the learning factors respectively, indicating the degree of learning of the hen and the rooster in the population of the chicken; ω is the adaptive weighting factor; x best is the optimal individual.
3) ALGORITHM FLOW
Step 1: Initialize the population. Define the relevant parameters, the maximum number of iterations of the algorithm T , the population number N , the spatial dimension dim, the update algebra G, the number of roosters, hens and chicks respectively are N R , N H , N C .
Step 2: Calculate the individual fitness value of the population and initialize the individual optimal position and the global optimal position.
Step 3: If mod(t, G) = 1, the individual individuals are sorted according to the fitness value, and then the subgroups are divided and the corresponding hierarchical order is established.
Step 4: Update the positions of roosters, hens, and chicks according to formulas (14) , (15) , and (16) , and calculate the fitness values of the subgroups after updating. Step 5: Update and save the global optimal position of the flock while retaining the optimal individual.
Step 6: If the iteration stop condition is met, the iteration is stopped and the optimal solution is output, otherwise go to step 3.
Step 7: Output the global optimal position.
III. VERIFICATION OF DACSO
In order to verify the effectiveness of the improved chicken swarm optimization, this paper selects multiple sets of standard functions to test the optimization performance of the improved chicken swarm optimization. It is compared with basic CSO, BA, and PSO. In this paper, five sets of test functions are selected. The specific form of the function is shown in Table 1 . The functions in the function set contain multiple features such as single peak and multi-peak, which can fully reflect the optimization performance of the algorithm. It is suitable for testing the global search performance of the algorithm, group diversity, jumping away from local extremum and avoiding the premature convergence ability. The simulation experiment will compare the stability and solution accuracy of PSO, BA, basic CSO, and DACSO. To fully evaluate the optimization performance of the DACSO algorithm, consider the following two evaluation criteria:
1) Optimization of algorithm optimization: Under the limited number of iterations of the function, how close is the optimal fitness value found by the algorithm to the actual optimal fitness value.
2) Stability of the algorithm: that is, the standard deviation of the fitness values obtained by each algorithm after the algorithm runs independently for many times.
In the simulation test, the four algorithms PSO, BA, CSO, and DACSO run independently for each test function 30 times, the number of iterations is 300 generations, the dimension is 50 dimensions, and the population size is 30. The average optimal value and standard deviation of the results of 30 runs were obtained, as shown in Figure 2 and Table 2 .
As Figure 3 can be visually seen, DACSO performs well on all standard functions, both in accuracy and stability. And according to Table 1 and Table 2 , the following analysis can be performed.
The f 1 function is a Sphere function, which is a relatively simple unimodal quadratic function that makes it easier to search for the optimal value. For the function f 1 , the BA performance is very poor, the CSO performance is general, the PSO is slightly better than the CSO, and the DACSO is greatly improved and the stability is better. The f 2 function is a Rosenbrock function, which is a unimodal continuous function. The optimal value is 0, and the distribution is obtained at (1, 1) . The value range is flat and difficult to converge to the global optimal value. For function f 2 , BA does not perform well, PSO and CSO perform generally, and DACSO performs well on the average, but the stability is not as good as CSO. The f 3 function is a Rastrigrin function, which is a complex multi-mode problem with a large number of local extremum points. It is mainly used to test the population diversity of the algorithm, and also obtains the global minimum value of 0 at (0,0). For the function f 3 , PSO and BA perform in general, CSO performs well, DACSO has a great improvement in accuracy, and stability is not as good as CSO.
The f 4 function is a Griewank function, which is a multipeak multi-extreme function. It has many local extremums and is easy to fall into the optimal value of the pole. The global minimum value of 0 is obtained at (0,0). For the function f 4 , the PSO is slightly better than the BA performance, and the CSO performs better. The DACSO has a much better accuracy and stability than the CSO. The f 5 function is an Ackley function, which is a multimodal function modulated by a cosine wave. A global minimum value has a value of 0 and is distributed at (0,0). For function f 5 , BA performs in general, CSO performs in general, PSO performs well, and DACSO has much better accuracy and stability than PSO.
Therefore, the DACSO algorithm has better stability and higher search accuracy than the PSO, BA, and CSO algorithms.
In summary, the improved algorithm uses the differential mutation strategy to construct the initial population, which ensures the diversity of the population. The adaptive inertia strategy is used to update the flock position, and the corresponding adaptive weighting factor is introduced for the position update method of the rooster, hen and chick. The adaptive mutation strategy reduces the impact of population diversity decline in the later period, improves the convergence speed, and makes the algorithm balance the relationship between global search and local search according to the actual operation situation, and improves the ability of the algorithm to jump out of local optimum. Through the simulation experiments on five benchmark functions and comparison with PSO, BA, and basic CSO algorithm, the results show that the DACSO algorithm not only improves the stability of the algorithm, but also improves the optimization accuracy. The validity and feasibility of the DACSO algorithm are proved.
IV. DACSO-SVM FOR FAULT DIAGNOSIS
In order to verify the effectiveness of the improved chicken swarm optimization in this paper, the optimization performance of the improved chicken swarm optimization on the support vector machine is tested and compared with the optimization performance of the basic chicken swarm optimization on the support vector machine.
The flow chart of fault diagnosis of indicator diagrams based on DACSO-SVM model is as follows:
In order to ensure the fairness and objectivity of the results, follow the principle of fairness, set the initial population of each algorithm to 30, the spatial dimension to 50, and the maximum number of iterations of the function to be 300.
In the indicator diagrams feature vector sample library, for the sample of the training, a different number of samples are prepared for each class of the indicator diagrams. A total of 534 samples were selected, and 374 samples were selected for learning and training to establish an SVM model. The remaining 160 samples were selected from the total sample set for testing.
In this paper, 11 typical indicator diagrams are selected, one of which is the normal working condition of the oil well, and the remaining 10 are typical fault indicator diagrams. They are the pump touch, the pump hit, the sand and the liquid supply are insufficient, the sucker rod is broken, the liquid supply is insufficient, the fixed valve is lost, the gas is affected, the oil is thick, the oil well is sanded, and the swimming valve is lost. The composition of the training samples and test samples is shown in Table 3 .
The experimental results are shown in Figure 5 , Figure 6 , Figure 7, Figure 8 , and Table 4 .
As can be seen from the above table and graph, the DACSO-SVM model is much higher than the basic CSO-SVM model in terms of accuracy, which proves the effectiveness of the method. Based on the experimental analysis, it can be seen from the experimental results that the parameters C and g of the support vector machine based on the improved chicken swarm optimization are always consistent with high classification accuracy. It can be seen that compared with the basic chicken swarm optimization optimize support vector machine, the parameter selection using the improved chicken swarm optimization can not only ensure the learning ability VOLUME 7, 2019 of the support vector machine but also improve the support ability of the support vector machine to a certain extent, so that the classification effect of the support vector machine has been greatly improved.
The support vector machine is a pattern classification method with good generalization ability and learning for small samples. The penalty factor C and the kernel function parameter g determine its classification performance. In this regard, the improved chicken swarm optimization is used to optimize the penalty factor and kernel function parameters of the support vector machine. Aiming at the problem that the basic chicken swarm optimization has premature convergence and low search accuracy, this paper proposes an improved chicken swarm optimization based on the basic chicken swarm optimization. A total of 534 demonstration diagrams of 11 different types were simulated. After comparison and analysis by simulation experiments, the improved accuracy of the improved chicken swarm optimization optimize support vector machine has been greatly improved. Therefore, it is effective and feasible to apply the improved chicken swarm optimization optimize support vector machine to the fault diagnosis of rod pumping wells.
V. CONCLUSION AND FUTURE RESEARCHES
The support vector machine theory is studied. The support vector machine has a good effect on classifying and identifying small sample data and nonlinear data. The sample set is trained by LIBSVM. For the problem that the parameters of the support vector machine are difficult to determine when classifying, using the support vector machine for fault diagnosis classification, CSO is used to optimize the parameters C and g of the support vector machine. Aiming at the problems of traditional chicken swarm optimization in solving highdimensional optimization problems, such as premature and rough precision, DACSO is proposed. The traditional CSO, PSO, and BA are used to compare them. The simulation results show that the improved chicken swarm optimization has good optimization effect and is superior to the other three optimization algorithms.
In this paper, the fault diagnosis method of rod pumping wells based on indicator diagrams analysis is studied. However, due to the limited time relationship and author's ability, there are still some shortcomings. In the future, we can further study from the following aspects:
For the faults of rod pumping wells, this paper studies 11 typical operating conditions including normal working conditions. However, in actual oilfield production, there are other types of faults or mixed faults in pumping wells. For example, the fault identification of the seventh type is not very good. The extraction of the characteristics and characteristic parameters of such faults needs further study.
The diagnosis of the working condition of the rod pumping well is based on the analysis of the indicator diagrams. However, in the actual oil recovery process, the working conditions of the pumping well can also be analyzed through the electrical parameters, such as voltage, current, motor speed, etc. In future work, the electrical parameters can be considered to diagnose the working conditions of the pumping well.
