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Isoperimetric inequalities
&v olume comparison theorems on CR manifolds
SAGUN CHANILLO AND PAUL C. YANG
Abstract. In this article we study the Jacobi equation associated with the
geodesics in a pseudo-hermitian manifold wish vanishing Webster torsion. We
develop integral geometric formula generalizing the well known Santalo formula
in Riemannian geometry. As applications we obtain volume comparison results
under suitable curvature assumptions as well as isoperimetric inequalities for do-
mains in such manifolds.
Mathematics Subject Classiﬁcation (2000): 32V20 (primary); 32V05, 53C17,
53C21 (secondary).
0. Introduction
In this paper we study a manifold M3 with a contact structure   and a compatible
CR-structure, that is an almost complex structure J deﬁned on the contact planes
  which are given as the kernel of the contact form  .I n [7, 10], Webster and
Tanaka introduced the pseudo-hermitian connection and the associated torsion and
curvature tensors in solving the equivalence problem. This work provides an an-
alytic frame work for study of the geometry of CR structures. We are interested
in developing, along the lines of Riemannian geometry, volume comparison crite-
ria as well as isoperimetric inequalities. A cursory examination of the equation of
geodesics shows that it comprises a third order system, and hence quite difﬁcult to
study. In this paper we make an essential simplifying assumption, the vanishing of
a certain component of torsion, that reduces the equation of geodesics to a second
order system. Geometrically, the vanishing torsion condition means that the Reeb
vector ﬁeld is an inﬁnitesimal CR transformation. The torsion free condition means
that for each value of the geodesic curvature α, there is a foliation of the unit contact
bundle associated to the geodesic ﬂow along geodesics of curvature α. Thus it is
possible to generalize the well known integral geometric formulae of Santalo to this
setting.
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For pseudo-hermitian structures satisfying this vanishing torsion conditon and
having bounded Webster curvature we develop volume comparison results based on
an ODE which expresses the volume element associated to an exponential map as a
Wronskian. In addition, we introduce the notion of A-injectivity radius and derive
a bound for it in terms of the diameter, volume and the curvature bound. This gives
an analogue of Cheeger’s bound for the injectivity radius in the Riemannian setting.
Fors implicity, we have stated these results in 3D, but it is clear that the argument
works in higher dimensional setting.
Finally, we derive an isoperimetric inequality for domains in a 3D pseudo-
hermitian structure of bounded Webster scalar curvature. The ﬁrst result extends
the well known inequality ﬁrst given by Pansu [5] for the Heisenberg group to
simply connected 3D pseudo-hermitian manifolds of non-positive Webster scalar
curvature. This result uses the special feature of area minimizing surfaces in 3D,
hence does not generalize to higher dimension. A second result applies to com-
pact pseudo-hermitian manifolds of positive Webster scalar curvature, this proof
makes use of the generalized Santalo formula. This isoperimetric inequality does
not yield the correct homogeneity that should be natural. We do not know at this
time, whether this is due to the defect of the method, or it is an intrinsic feature.
We impose a width condition to recover the expected isoperimetric inquality. As a
consequence, we obtain a corresponding Sobolev inequality generalizing the work
of Varopolous [9].
1. The Jacobi equation on a CR manifold
Given a contact form  ,i tdetermines a contact plane   = Ker . Then there is a
unique Reeb vector ﬁeld T determined by the conditions  (T) = 1 and LT  = 0.
We recall the connection of Tanaka [7] and Webster [10]. We can then choose a
complex vector ﬁeld Z1 to be an eigenvector of J with eigenvalue i, and a complex
1-form θ1 such that
{ ,θ1,θ
¯ 1} is dual to {T, Z1, Z¯ 1}.
It follows that
d  = ih1¯ 1θ1 ∧ θ
¯ 1 for real h1¯ 1 > 0
then can normalize further by choosing Z1 so that h1¯ 1 = 1
d  = iθ1 ∧ θ
¯ 1.
The pseudo-hermitian connection  is given by
Z1 = ω1
1 ⊗ Z1,Z¯ 1 = ω
¯ 1
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The connection form ω1
1 is uniquely determined by



dθ1 = θ1 ∧ ω1
1 + A1
¯ 1  ∧ θ
¯ 1
ω1
1 + ω
¯ 1
¯ 1 = 0.
Then
dω1
1 = Rθ1 ∧ θ
¯ 1 + 2i Im(A11,¯ 1)θ
¯ 1 ∧   where
A1
¯ 1 − Torsion
R − Webster scalar curvature.
Converting to real forms: θ1 = e1 +
√
−1e2, Z1 = 1
2(e1 − ie2), ω1
1 = iw
d  = 2e1 ∧ e2
e1 = ω ⊗ e2 , e2 =− ω ⊗ e1
de1 =− e2 ∧ ω +   ∧ ( A1
1e1 + A1
1e2)
de2 = e1 ∧ ω +   ∧ ( A1
1e1 − A1
1e2).
dω(e1,e2) =− 2R
[e1,e2]=− 2T − ω(e1)e1 − ω(e2)e2
[e1,T]=( A11)e1 −[ ( A11) + ω(T)]e2
[e2,T]=[  A11 + ω(T)] e1 + ( A11)e2.
Extend J to all TMby requiring J(T) = 0s othat
J2x =− x +  (x)T ∀x ∈ TM.
The condition on torsion we will assume in this paper is:
Tor (T,Y)
 
 
  = 0. (1.1)
The statement (1.1) is equivalent to the vanishing of A11 and geometrically means
T is an inﬁnitesimal CR transformation [10].
Now we proceed to describe the equation of geodesics.
Lemma 1.1 ([6]). The Geodesic equation under (1.1) is
∇X X = αJX, Xα =−< Tor (T, X), X >= 0
where X is the unit tangent vector to the geodesic.282 SAGUN CHANILLO AND PAUL C. YANG
Thus the vanishing torsion assumption implies that all geodesics have constant
curvature α which may be regarded as a parameter. In addition, the vanishing tor-
sion condition reduces the geodesic equation to a second order system. In analogy
with the exponential map in Riemannian geometry, we parametrize a neighborhood
of a point p ∈ M by shooting out unit speed contact geodesics. Thus there will
be two parameters associated with each geodesic issuing from p: its curvature α
and its initial directions in  p.W ewill need to consider two types of variation of
geodesics. One type of variation is through the initial angle φ that our geodesic
makes in the contact plane with a ﬁxed direction. The variation vector in this direc-
tion will be denoted as Yφ.
Another variation will be via the curvature α. The variation vector in this
direction will be denoted by Yα. According to the calculations of Rumin [6], if the
perturbed geodesic is to remain a Legendrian curve we need to have,
Lemma 1.2. Fora r c-length paramter s along the unit speed geodesic, we have:
(a) Yφ = α(s)cφ(s)X + c 
φ(s)JX+ cφ(s)T
(b) Yα = α(s)cα(s)X + c 
α(s)JX+ cα(s)T.
Lemma 1.3. Forag eodesic variation vector ﬁeld given by,
Y(s) = α(s)c(s)X + c (s)JX+ c(s)T
we have,
(a) Y (s) = (c   + α2c(s))JX+ c (s)T
and,
(b) Y   = (c   + α2c(s)) JX− α(c   + α2c(s))X + c  (s)T.
We are now ready to derive the Jacobi equation.
Lemma 1.4. Let Y denote a variation vector ﬁeld that arises as a variation of the
geodesic from a one parameter family of perturbations that maintain the perturbed
curve in the contact plane. Let   denote the contact plane. Under the assumption
(1.1) we have that the Jacobi equation for the variation vector ﬁeld is,
Y   + R(Y, X)X − αJY  − Y(α)JX|  = 0.
Proof. We start with the geodesic equation Lemma 1.1, and taking its covariant
derivative in Y we get,
∇Y∇X X = Y(α)JX+ αJ∇Y X. (1.2)
Now note,
∇Y X =∇ XY −[X,Y]−Tor (X,Y). (1.3)
Now
 
∂
∂s, ∂
∂ϕ
 
=
  ∂
∂s, ∂
∂α
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Inserting (1.3) into the right side of (1.2) we get, using [X,Y]=0, and (1.1),
J∇Y X = J(∇XY −  (Tor (X,Y))T).
But now JT = 0, thus,
J∇Y X = J∇XY. (1.4)
Using (1.4), (1.2) becomes,
∇Y∇X X = Y(α)JX+ αJ∇XY. (1.5)
Since JT = 0 notice the right side of (1.5) lies in  .N ow re-writing the left side
of (1.5), we get,
∇Y∇X X =∇ Y∇X X −∇ X∇Y X +∇ X∇Y X
=∇ X∇Y X + R(Y, X)X.
From (1.3) again, we may simplify the expression above,
=∇ X∇Y X+R(Y, X)X =∇ X∇XY+R(Y, X)X−∇X([X,Y]+Tor (X,Y)). (1.6)
Now [X,Y]=0 and by (1.1) again,
Tor (X,Y) = d (X,Y)T. (1.7)
Since Y is a Legendrian variation we can write
Y = αc(s)X + c (s)JX+ c(s)T.
Substituting in (1.7) we get,
Tor (X,Y) = d (X,αc(s)X + c (s)JX+ c(s)T)T.
Hence,
Tor (X,Y) = d (X,c (s)JX)T = c (s)T.
Thus (1.6) simpliﬁes to,
∇X∇XY + R(Y, X)X −∇ X(c (s)T) =∇ X∇XY + R(Y, X)X − c  (s)T. (1.8)
Now by Lemma 1.3(b),
∇X∇XY = Y   = Y  |  + c  (s)T
∇Y∇X X = Y  |  + R(Y, X)X.
Now using (1.5) we ﬁnally get,
Y  |  + R(Y, X)X − Y(α)JX− αJ∇XY = 0.
Sinceweareassuming(1.1), R(Y,X)X iscontactandsothisprovesourlemma.284 SAGUN CHANILLO AND PAUL C. YANG
Our next aim is to compute the ODE satisﬁed by the coefﬁcients cφ,cα of the
variation ﬁelds Yφ,Yα as deﬁned in Lemma 1.2(a), (b). We have,
Lemma 1.5. Let us denote  R(JX, X)X, JX =R(s). Then,
(a) (c  
φ + α2cφ)  + R(s)c 
φ = 0, cφ(0) = 0, c 
φ(0) = 0 and
(b) (c  
α + α2cα)  + R(s)c 
α = 1, cα(0) = 0, c 
α(0) = 0.
Proof. We useLemma1.4inconjunctionwithLemma1.3. ToproveLemma1.5(a),
ﬁrst notice that Yφ =∇∂
∂φ
. Thus, Yφ(α) = 0. Thus our Jacobi equation reads,
Y  
φ + c 
φ(s)R(JX, X)X − αJY 
φ|  = 0.
Using the expressions from Lemma 3 for Y 
φ and Y  
φ and inserting into the expres-
sion above, after simpliﬁcation we have,
[(c  
φ(s) + α2cφ(s))  + R(s)c 
φ(s)]JX= 0.
The initial conditions on cφ follow from the demand that Yφ(0) = 0 when applied
to Lemma 1.2. Thus, we immediately get Lemma 1.5(a).
We now obtain Lemma 1.5(b). Since Yα =∇∂
∂α
,i tfollows Yα(α) = 1. Thus
our Jacobi equation is now,
Y  
α + c 
α(s)R(JX, X)X − JX− αJY 
α|  = 0.
Using Lemma 1.3(b) again in the expression above and simplifying we get,
[(c  
α(s) + α2cα(s))  + R(s)c 
α(s) − 1]JX= 0.
The initial conditions on cα follows from the demand that Yα(0) = 0. This imme-
diately gives us Lemma 1.5(b).
Our next goal is to compute an ODE for the Jacobian density of the volume
form. It will turn out to be a Wronskian. We have,
Lemma 1.6. For the Wronskian,
W(s,φ,α)=   ∧ d (X,Yφ,Yα) =  (Yφ) (Y 
α) −  (Yα) (Y 
φ)
we have,
W   + (α2 + R(s))W = 2cφ, W(0) = 0, W (0) = 0.
Proof. The right side of the identity above follows because of Cartan’s identity
and use of the variation formulae for Yφ and Yα in Lemma 1.2(a), (b) and the fact
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W   = (cφc 
α − cαc 
φ)  
= cφc   
α − cαc   
φ + c 
φc  
α − c  
φc 
α.
Using Lemma 1.5(a), (b) we may convert the third derivatives to ﬁrst derivatives.
We get,
W   =− (α2 + R(s))W + cφ + c 
φc  
α − c  
φc 
α. (1.9)
Now set,
H = c 
φc  
α − c  
φc 
α.
Now,
H  = c 
φc   
α − c   
φ c 
α.
Again using Lemma 1.5 on the third derivatives we get,
H  = c 
φ.
Thus H = cφ because, H(0) = 0 and cφ(0) = 0 since Yφ(0) = Yα(0) = 0.
Inserting this into (1.10) we have,
W  (s) + (α2 + R(s))W(s) = 2cφ.
The initial conditions on W follow from the deﬁnition of W, the expression for W 
and the initial conditions on cφ,cα in Lemma 1.5.
2. The constant curvature comparison spaces
We now will solve the ODE’s in Lemma 1.5, 1.6 for the constant curvature spaces,
R =− 1,0,1. They will provide for us the requisite comparison functions in the
next section. Compact pseudo-hermitian manifolds of constant negative curvature
may be constructed by considering the unit co-sphere bundle over any compact
Riemann surface of genus g > 1. This co-sphere bundle can be endowed with a
contact structure with constant negative curvature. See [4]. We now discuss the
additional normalization needed to solve the ODE’s in Lemma 1.5.
We need to attach an additional initial condition to the ODE’s in Lemma 1.5
since they are of third order. The initial conditions are to be viewed as a normaliza-
tion of the Jacobi ﬁelds. It is clear that these conditions have to be on the second
derivatives. There are only two possible choices and obviously we demand,
c  
φ(0) = 1,c  
α(0) = 0. (2.1)
Under the initial conditions of Lemma 1.5 and (2.1) we have by a straightforward
computation,286 SAGUN CHANILLO AND PAUL C. YANG
Lemma 2.1.
cφ(s) =
 
(1 − cosαs)/α2, R = 0
(1 − cos((1 + α2)1/2s))/(1 + α2), R = 1.
When R =− 1 we have,
cφ(s) =

 
 
(cosh((1 − α2)1/2s) − 1)/(1 − α2), α < 1
s2/2,α= 1
(1 − cos((α2 − 1)1/2s))/(α2 − 1), α > 1.
For cα we have the following expressions,
cα(s) =
 
(αs − sinαs)/α3, R = 0
((1 + α2)1/2s − sin((1 + α2)1/2s))/(1 + α2)3/2, R = 1.
When R =− 1 we have,
cα(s) =

 
 
(sinh((1 − α2)1/2s) − (1 − α2)1/2s)/(1 − α2)3/2,α<1
s3/6,α= 1
((α2 − 1)1/2s − sin((α2 − 1)1/2s))/(α2 − 1)3/2,α>1.
We introduce the notation,
β = (1 + α2)1/2,γ= (1 − α2)1/2,σ= (α2 − 1)1/2. (2.2)
For the Wronskian we have,
W(s,α,φ)=
 
(2 − 2cosαs − αs sinαs)/α4, R = 0
(2 − 2cosβs − βs sinβs)/β4, R = 1.
When R =− 1 we have,
W(s,α,φ)=

 
 
(2 + γs sinhγs − 2coshγs)/γ 4,α<1
s4/12,α= 1
(2 − 2cosσs − σs sinσs)/σ4,α>1.
3. Comparison theorems for cφ and the Wronskian W
We will now prove various comparison theorems. The comparison theorems are
straightforward consequences of the standard Sturm comparison theorem and the
method of variation of parameters for linear second order ODE. We set up some
notation. We denote by cφ,hyp the cφ for the case R =− 1, and cφ,sph the cφ for the
case R = 1. The case R = 0w ill be denoted by cφ,hei.W euse analogous notation
for cα and W the Wronskian. We have,ISOPERIMETRIC INEQUALITIES & VOLUME COMPARISON THEOREMS 287
Lemma 3.1. Let −1 ≤ R ≤ 1. Then,
(a) cφ,sph(s) ≤ cφ(s), s ≤ π/(1 + α2)1/2
(b) cφ(s) ≤ cφ,hyp(s), s ≤ s0.
Here s0 denotes the ﬁrst positive zero of c 
φ(s).I n the case 0 ≤ R ≤ 1 we may
replace the upper bound for cφ by cφ,hei in (b).
Proof. The proof follows by a straightforward use of the Sturm comparison theo-
rem. We only show (a). From Lemma 1.5 and the normalization (2.1), the ODE for
c 
φ(s) is
h   + (α2 + R(s))h = 0, h = c 
φ(s),h(0) = 0, h (0) = 1.
Thus by Sturm comparison, we have,
c 
φ,sph(s) ≤ c 
φ(s) ≤ c 
φ,hyp(s).
The above holds for the left inequality provided s <π / ( 1+α2)1/2 and for the right
inequality provided s ≤ s0. Since cφ,sph(0) = cφ,hyp(0) = cφ(0) = 0, we easily get
(a) by integrating the above inequality. In the case that 0 ≤ R ≤ 1, we may replace
the upper bound above by cφ,hei.
We now obtain bounds on the Wronskian function. We shall proceed by com-
bining the method of variation of parameters with the Sturm comparison theorem.
Let ψ1(s),ψ2(s) denote the basic solutions for,
U   + (α2 + R(s))U = 0,
with the normalizations, ψ1(0) = 1,ψ  
1(0) = 0 and ψ2(0) = 0,ψ  
2(0) = 1. Now
the variation of parameters method applied to the ODE for W from Lemma 1.5
gives the solution
W(s) = c1ψ1(s)+c2ψ2(s)−2ψ1(s)
  s
0
cφ(t)ψ2(t)dt+2ψ2(s)
  s
0
cφ(t)ψ1(t)dt.
Next notice since W(0) = 0w emust choose c1 = 0. Since cφ(0) = 0, and
W (0) = 0,w emust also choose c2 = 0. Thus,
W(s) =− 2ψ1(s)
  s
0
cφ(t)ψ2(t)dt + 2ψ2(s)
  s
0
cφ(t)ψ1(t)dt. (3.1)
Now Sturm comparison yields,
cos((1 + α2)1/2s) ≤ ψ1(s) ≤

 
 
cosh((1 − α2)1/2s), α < 1
1,α= 1
cos((α2 − 1)1/2s), α > 1.288 SAGUN CHANILLO AND PAUL C. YANG
The left inequality holds for s <π / 2(1+α2)1/2 and the right inequality for s < s0,
where s0 is the ﬁrst positive zero of ψ1(s).
Similarly we have, using the notation (2.2),
sinβs/β ≤ ψ2(s) ≤

 
 
sinhγs/γ, α < 1
s,α= 1
sinσs/σ, α > 1.
Here the left inequality holds for s <π / ( 1 + α2)1/2, and the right inequality for
s < s1 where s1 is the ﬁrst positive zero of the function ψ2(s).W en ow substitute
the bounds for cφ from Lemma 3.1 and the upper and lower bounds for ψ1(s) and
ψ2(s) into (3.1) and derive bounds for our Wronskian function. A straightforward
computation yields:
Lemma 3.2. Let s <π / 2(1 + α2)1/2. Then using the notation (2.2),f o r−1 ≤
R ≤ 1,
W(s) ≥ (4sin2 βs − sinβs sin2βs − 2βs sinβs)/2β4
+

 
 
(4cos2 σs − cosσs cos2σs − 3cosσs)/2σ4,α > 1
−s4/4,α = 1
(4cosh2 γs − coshγs cosh2γs − 3coshγs)/2γ 4,α < 1.
A similar computation now gives us the upper bounds:
Lemma 3.3. Using the notation (2.2), −1 ≤ R ≤ 1,
W(s) ≤ (4cos2 βs − cosβs cos2βs − 3cosβs)/2β4
+

 
 
(4sin2 σs − sinσs sin2σs − 2σs sinσs)/2σ4,α > 1
s4/3,α = 1
(2γs sinhγs + sinhγs sinh2γs − 4sinh2 γs)/2γ 4,α < 1.
In both lemmas above if 0 ≤ R ≤ 1, we may replace the expressions involving
hyperbolic functions with the Wronskian expression for R = 0i nLemma 2.1.
4. Another Wronskian
In the following, we consider the Wronskian associated to the volume density of
the exponential map associated to a closed geodesic γ(s);0 ≤ s ≤ l:w eshoot
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this way we parametrize a tubular neighborhood of the geodesic γ, and we wish to
determine the ODE for the volume density of this exponential map.
Consider the Jacobi ﬁeld,
Ys(t) = cs(t)αX + c 
s(t)JX+ cs(t)T. (4.1)
The differential equation satisﬁed by cs(t) is according to Lemma 1.5:
(c  
s + α2cs)  + R(s)c 
s = 0. (4.2)
Thus to solve this ODE we need to supplement it by three initial conditions. In
the situation we are faced with we are looking at the focal point situation of Jacobi
ﬁelds, a situation well-known in the theory of geometric optics. Thus an end-point
lies on a curve γ(s) which we are assuming to be a geodesic with curvature τ.W e
claim that the initial conditions are:
cs(0) = 0, c 
s(0) = 1, c  
s(0) = τ.
To check the last initial condition we will again use the fact that we are assuming
the torsion vanishes.
From the curve γ(s) we will shoot out geodesics with curvature α. Thus we
are looking at a surface,
f (t,s) = expγ(s)(tX). (4.3)
From (4.3) we note that
Ys(0) =
∂f
∂s
(0,0) = JX.
Thus cs(0) = 0, c 
s(0) = 1.
We now check the last initial condition. Let v = JX a tangent vector to our
geodesic γ(s). Since the torsion vanishes we have the following at t = 0,
 
∇ ∂
∂t
∂f
∂s
,v
 
=
 
∇ ∂
∂s
∂f
∂t
,v
 
.
This means,
 Y 
s,v =  ∇ JXX,v . (4.4)
Thus
Y 
s −∇JXX ∈ T⊥
γ(s) (4.5)
that is to say the quantity in (4.5) must have no component at t = 0i nthe direction
of the tangent vector to γ(s) thus no component involving JX.N ow note the coef-
ﬁcient of the component of Y 
s(0) involving JXis by differentiation of (4.1), (here
we have used the fact that cs(0) = 0)
c  
s(0). (4.6)290 SAGUN CHANILLO AND PAUL C. YANG
Next by the geodesic equation of Rumin [6],
∇JX(X) =−J2∇JX(X) =−J∇JX(JX) = τ JX. (4.7)
Thus from (4.5), (4.6) and (4.7),
Y 
s(0) −∇JXX = aX+ (c  
s(0) − τ)JX+ cT.
By (4.5) we must therefore have c  
s(0) = τ.
We now have three vector ﬁelds, X,Ys,Yα, where Yα is as before and the co-
efﬁcient cα(t) satisﬁes the ODE of Lemma 1.5(b) with initial conditions of Lemma
1.5(b) and that given by (2.1). The coefﬁcients of the Jacobi ﬁeld Ys(t) satisﬁes
(1a) above. Let
W(t) =   ∧ d (X,Ys,Yα).
Then we note,
W(t) = csc 
α − cαc 
s (4.8)
exactly as in Lemma 1.6. The attendant ODE for W(t) follows from Lemma 1.6,
and the initial conditions for W(t) are the same as in Lemma 6, because, cs(0) =
cα(0) = 0. Thus we have,
W   + (α2 + R(t))W = 2cs(t), W(0) = 0, W (0) = 0. (4.9)
We now wish to solve (4.9). To do so we ﬁrst solve for cs(t).I n (4.2) we set
c 
s(t) = U(t) as before, and so consider,
U  (t) + (α2 + R(s))U = 0, U(0) = 1, U (0) = τ.
A straightforward application of the Sturm comparison theorem as in Lemma 3.1,
yields with β = (1 + α2)1/2,σ= (α2 − 1)1/2,γ= (1 − α2)1/2.
cosβt + τ
sinβt
β
≤ U(t), t ≤ t0 (4.10)
where t0 is the ﬁrst zero of the left side of (4.10). Note t0 ≥ π/2β. Likewise Sturm
comparison yields,
U(t) ≤

     
     
cosσt + τ
sinσt
σ
, |α| > 1,
1 + τt,α=± 1,
coshγt + τ
sinhγt
γ
, |α| < 1.
Integrating U(t) and using cs(0) = 0w eget,
sinβt
β
+
τ
β2(1 − cosβt) ≤ cs(t), t ≤ t0 (4.11)ISOPERIMETRIC INEQUALITIES & VOLUME COMPARISON THEOREMS 291
and
cs(t) ≤

     
     
sinσt
σ
+
τ
σ2(1 − cosσt), |α| > 1
t +
τ
2
t2,α =± 1
sinhγt
γ
+
τ
γ 2(coshγt − 1), |α| < 1.
(4.12)
The ﬁrst line of (4.12) holds to the ﬁrst zero t1 of U(t) and as we have remarked
above we note t1 ≥ π/2β. Thus for large |α| we have t1 ∼ π/2α.
Now as before we will use (4.12) with our variation by parameters formula
(3.1). The functions ψ1(t), ψ2(t) and the bounds for them below (3.1) will remain
the same. So,
W(t) =− 2ψ1(t)
  t
0
cs(x)ψ2(x)dx + 2ψ2(t)
  t
0
cs(x)ψ1(x)dx.
We needupperboundsforthesecondintegralandlowerboundsfortheﬁrstintegral.
Now,
ψ1(t) ≥ cosβt,ψ 2(t) ≥
sinβt
β
.
Thus,
−2ψ1(t)
  t
0
cs(x)ψ2(x)dx ≤− 2cosβt
  t
0
 
sinβx
β
+
τ
β2(1 − cosβx)
 
sinβx
β
dx.
An easy computation shows that the integral on the right above is,
τ
2β4(4cos2 βt − cosβt cos2βt − 3cosβt) +
cosβt
2β3 (sin2βt − 2βt). (4.13)
Next we ﬁnd upper bounds for
2ψ2(t)
  t
0
cs(x)ψ(x)dx. (4.14)
There are three cases to consider.
Case 1. |α| > 1.
2ψ2(t)
  t
0
cs(x)ψ(x)dx ≤ 2
sinσt
σ
  t
0
 
sinσx
σ
+
τ
σ2(1 − cosσx)
 
cosσxdx.
Computing the integral above we have,
2ψ2(t)
  t
0
cs(x)ψ(x)dx ≤
τ
2σ4(4sin2 σt − sinσt sin2σt − 2σt sinσt)
+
sinσt
2σ3 (1 − cos2σt).
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Case 2. α =± 1.
2ψ2(t)
  t
0
cs(x)ψ(x)dx ≤ 2t
  t
0
 
x +
τ
2
x2
 
dx = t3
 
1 +
1
3
τt
 
. (4.16)
Case 3. |α| < 1.
2ψ2(t)
  t
0
cs(x)ψ(x)dx≤2
sinhγt
γ
  t
0
 
sinhγx
γ
+
τ
γ 2(coshγx−1)
 
coshγxdx.
Thus,
2ψ2(t)
  t
0
cs(x)ψ(x)dx≤
τ
2γ 4(2γt sinhγt+sinhγt sinh2γt−4sinh2 γt)
+
sinhγt
2γ 3 (cosh2γt − 1).
(4.17)
Putting the estimates (4.15)-(4.17) together we get,
W(t,α,s) ≤
τ
2β4(4cos2 βt − cosβt cos2βt − 3cosβt)
+
cosβt
2β3 (sin2βt − 2βt)
+

             
             
τ
2σ4(4sin2 σt − sinσt sin2σt − 2σt sinσt)
+
sinσt
2σ3 (1 − cos2σt), |α| > 1
t3
 
1 +
1
3
τt
 
,α =± 1
τ
2γ 4(2γt sinhγt+sinhγt sinh2γt−4sinh2 γt)
+
sinhγt
2γ 3 (cosh2γt−1), |α| < 1.
(4.18)
5. Geodesic ﬂow and volume preservation
We shall reason under the assumption of zero Webster torsion as before (1.1). We
develop some notation. We have the frame vectors {e1,e2,T}.B yaco-vector we
mean
ξ = ξ1dx1 + ξ2dx2 + ξ3 .
The symbol of ei is  ei,ξ , where  ,  is the standard pairing between tangent and
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Lemma 5.1. Consider the Hamiltonian,
H(x,ξ)=
1
2
( e1,ξ 2 +  e2,ξ 2).
ThentheintegralcurvesoftheHamilton-JacobiequationsforHprojecttogeodesics
in the base projection.
Moreover, along the integral curves in the phase space, ξ3(s) = α/2, for some
constant α.
Furthermore, H  = 0alongtheintegralcurvesoftheHamiltonJacobiequation
That is there are no abnormal geodesics.
Proof. We reason at a ﬁxed point P in the base. Since we are at a ﬁxed point, we
may assume that at this point, the connection tensor vanishes and moreover at P we
can arrange,
 ei,dxj =δij, 1 ≤ i, j ≤ 2. (5.1)
We also have by [2, (Appendix)] that at P,
 
∂
∂xi
,ej
 
=
 
0, i = j
−2T, i = 1, j = 2.
(5.2)
Now the Hamilton-Jacobi equations are,
x 
1(s) =  e1,ξ  e1,dx1 +  e2,ξ  e2,dx1 =w1 (5.3)
x 
2(s) =  e1,ξ  e1,dx2 +  e2,ξ  e2,dx2 =w2 (5.4)
x 
3(s) = 0, since  (ei) = 0. (5.5)
Clearly (5.5) tells us that the base projection is already Legendrian since the tangent
vector to the base projection curve is
X = w1e1 + w2e2. (5.6)
Now the rest of the Hamilton-Jacobi equations are,
ξ 
1(s) =−   e1,ξ 
  
∂
∂x1
,e1
 
,ξ
 
−  e2,ξ 
  
∂
∂x1
,e2
 
,ξ
 
.
At P the right side by (5.2) is,
2ξ3 e2,ξ . (5.7)
Similarly,
ξ 
2(s) =− 2ξ3 e1,ξ . (5.8)
Lastly,
ξ 
3(s) =−   e1,ξ  [T,e1],ξ −  e2,ξ  [T,e2],ξ .294 SAGUN CHANILLO AND PAUL C. YANG
The righthand side of the last identity is given by
− e1,ξ  e2,ξ ω(T) +  e2,ξ  e1,ξ ω(T) = 0;
on account of the formulae:
[e1,T]=( A11)e1 − (( A11) + ω(T))e2
[e2,T]=(( A11) + ω(T))e1 + ( A11)e2.
We remark that this conclusion is independent of the framing chosen.
We set,
ξ3(s) = α/2. (5.9)
Now we compute, ∇X X. From (5.6) and since the computation is being done at a
point, we may assume the Tanaka connection vanishes at that point, and so
∇X X = w 
1(s)e1 + w 
2(s)e2. (5.10)
From (5.3), (5.4), again using the connection vanishes at P, and (5.1),
w 
1(s) =  e1,ξ  =αξ2.
Where we used (5.7) and (5.9) to obtain the last equality. Using (5.8) and (5.9) we
get,
w 
2(s) =− αξ1.
Substituting the last two identities into (5.10) we get,
∇X X = αξ2e1 − αξ1e2.
At P we also have,
w1 = ξ1,w 2 = ξ2,
thus at P,
X = ξ1e1 + ξ2e2.
Using J(e1) =− e2, J(e2) = e1 we see,
∇X X = αJX.
That is the base projection is a geodesic by Lemma 1.1.
To show there are no abnormal geodesics, we ﬁrst observe that the set H = 0,
is a symplectic manifold with respect to the fundamental symplectic form λ of the
cotangent bundle T M of the manifold M.T osee this, note H = 0i sg i v en by the
vanishing of the two symbols  e1,ξ =σ1(x,ξ)and  e2,ξ =σ2(x,ξ).B y[ 2] and
(5.2), the Poisson bracket,
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The ﬁrst identity in (5.11) is standard for vector ﬁelds, see Treves [8, page 39,
Corollary 4.2]. The last inequality in (5.11), follows from the claim ξ3  = 0o nH =
0. For if ξ3 = 0, on H = 0, by (5.1), ξ1 = ξ2 = 0 and we fall into the zero section
of the cotangent bundle which is excluded from the characteristic set. Thus the
characteristicsetisdeﬁnedbythevanishingoftwofunctionswhosePoissonbracket
is a non-vanishing function. Thus the characteristic set is symplectic. Now if there
is an integral curve γ(t) of the Hamilton Jacobi eqn lying on the characteristic set,
we have, for every tangent vector v to the sub-manifold H = 0,
λ(γ  (t),v) = dH(v) = 0.
That is if we denote H = 0b y ,w eh ave just checked, γ  (t) ∈ T  ∩ T ⊥
where ⊥ is understood in the symplectic sense, λ(v,w) = 0. But   is symplectic,
and so T  ∩ T ⊥ ={ 0}.W eh aveacontradiction. Hence there are no abnormal
geodesics.
6. The A-injectivity radius
In order to develop some control of the geometry we formulate the concept of the A
injectivity radius. Under the assumption of vanishing torsion, the curvature α of a
geodesic is constant, and hence may be considered as a parameter. For each p ∈ M
and real number α let
l(p,α)= sup
 
τ|γξ,α(t) is minimizing for each ξ,0 < t <τ
 
.
Let us deﬁne the A injectivity radius iA(p) at a point p ∈ M:
iA(p) = sup{τ|γξ,α(t) is minimizing for all |α| < A,0 < t <τ}.
Thus we say a point q is in the A cut-locus if q = γξ,α(l) for some ξ and some
α ≤ A and that it is the ﬁrst point along this α geodesic beyond which the geodesic
no longer minimizes distance to p.
For eachpoint p ∈ M,w ewishtoboundfrombelowtheregionintheα,l plane
determined by the function l(p,α). There are two possible situations according to
whether l is a monotone decreasing function of |α|.I ne ither case, we note the
asymptotic behavior from Lemma 3.2 and Lemma 3.3:
Lemma 6.1. For large values of α we have
l(p,α)α ∼ π/2.
In the more complicated case wherel is not a monotone function of α,w eshow that
each local minimum of l satisﬁes a uniform lower bound. Let us denote Vol(M) =
V(M),a n dd(M) to be the diameter of M.296 SAGUN CHANILLO AND PAUL C. YANG
Proposition 6.2. Assume V(M) ≥ V0, d(M) ≤ d0. Suppose l0 = l(p,α 0) is a
local minimum, and l(p, A)>l0 for some A >α 0. Then
l0 ≥ C = C(V0,d0, A).
Proof. It follows from the assumption that there is a point q = γξ0,α0(l0) which
realizes the minimal distance from p to its A cut-locus, and we may assume without
loss of generality that this is not a conjugate point. We claim that there is at least
another α  geodesic (with α  ≤ A) issuing from p of length l0 ending at q: There is
a sequence li > l0 converging to l0,asequence of unit contact tangent vectors ξi at
p,asequence αi ≤ A and a sequence of points qi = γξ0,α0(li) = γξi,αi(l 
i) where
l 
i ≤ li.B ycompactness, a subsequence ξi converges to ξ , α 
i converges to α  and
the corresponding geodesics converges to the required α  geodesic.
We claim γ  
ξ0,α0(l0) =− γ  
ξ ,α (l0):F or if not, then the surfaces formed by the
points
{γξ,α(l0)| for ξ close to ξ0,αclose to α0}
and that formed by the points
{γξ,α(l0) for ξ close to ξ ,α close to α }
will meet transversly at q.H ence for   sufﬁciently small, the surfaces formed by
the points
{γξ,α(l0 −  ) for ξ close to ξ0,αclose to α0}
and that formed by the points
{γξ,α(l0 −  ) for ξ close to ξ ,αclose to α }
will intersect at a point which will be in the A cut-locus of p but closer than q.
This contradicts the choice of q.W ecan then reverse the role played by p and q
in the argument above to show that the two geodesics from p to q must piece up
to form a closed C1 contact curve   of length 2l0.N ow we evaluate the volume
of M by considering the volume of geodesic tubes around this  :F or each point
 (s) let ξ(s) be the unit contact vector orthogonal to   (s), and γξ(s),α(t) be the unit
speed α geodesic issuing from  (s) in the direction ξ(s); such a geodesic minimizes
distance to  (s) for −t(ξ(s),α) < t < T(ξ(s),α).I tfollows from the argument
of Gromov, Bellaiche [1] that any point q ∈ M may be joined to   via one of these
geodesics. Thus we may compute the volume of M via Fubini’s theorem:
Recall,
V(M) ≥ V0, d(M) ≤ d0. (6.1)
We also assume that the curve γ(s) is a closed geodesic loop of total length l0. No-
tice from (4.18) that the upper bounds for W(t,α,s) are independent of s. Further
in the α,t plane since we are interested in upper bounds we may always integrate
W(t,α,s) upto the conjugate locus. In the α,t plane consider the region R,
R ={ (t,α)| t ≤ d0, |α|≤2}∪
 
(t,α)|0 ≤ t ≤
10
|α|
, |α| > 2
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Thus from (6.1),
V0 ≤
  l0
0
 
R
W(t,α,s)dtdα ds.
By the estimates (4.18),
  l0
0
 
R
W(t,α,s)dtdα ds≤l0
 
c
 
R1
(1+τ)e3d0dα dt+
 
R2
t3
 
1 +
τ
3
t
 
dtdα
 
.
The expression to the right is bounded by,
l0
 
cd0(1 + τ)e3d0 +
 
|α|>2
  10
α
0
t3
 
1 +
τ
3
t
 
dtdα
 
.
In the expression above c is independent of τ, d0,l0 and V0.T hus we get,
V0 ≤ c0l0(1 + τ)(1 + d0e3d0). (6.2)
Again c0 is independent of l0, d0,V0 and τ. Thus from (6.2) it follows that l0 is
bounded below under the assumptions (6.1). Therefore, we ﬁnd a lower bound for
l0 depending only on Vol(M) and the diameter d(M).
7. The Santalo formula and the isoperimetric inequality
We now wish to prove a version of the isoperimetric inequality on CR manifolds.
We begin with a version of the Santalo formula.
On our base CR manifold M,w eh aveaglobal contact form  , and a global
volume form dV =   ∧ d .W e ﬁrst have the unit contact bundle over M that
we will denote by ScM, and π : ScM → M the projection to the base. There is a
natural Liouville measure dµ on ScM,g i v e nby,
dµ =   ∧ d  ∧ dφ. (7.1)
Lemma 7.1. Let us denote the Hamiltonian vector ﬁeld by W, then
LW(dµ) = 0,
where LW denote the Lie derivative.
Proof. It is well-known that
LW(dµ) = div α(W)dµ.
Since the W is tangent to  α,i tfollows that
LW(dµ) = divWdµ.
The latter vanishes since W arises from a Hamiltonian.298 SAGUN CHANILLO AND PAUL C. YANG
Thus the Liouville measure dµ is also preserved. Let  t denote the Hamil-
tonian ﬂow given by Lemma 7.1. This ﬂow preserves the Liouville measure dµ.
Furthermore by Lemma 1.2, α is preserved along the ﬂow. Thus we have
 
ScM
f (φ,α)dµ =
 
M
  ∧ d 
 
S1
f (φ,α)dφ. (7.2)
In addition, the zero torsion assumption shows that each geodesic has constant cur-
vature α thus we may regard α as a parameter. Thus for each value of α the unit
contact bundle is foliated by the set of α geodesics  α (the geodesics with curvature
equal to α). It will be convenient to view this foliation as a foliation of ScM × R so
that each copy ScM ×{ α} is identiﬁed with  α. Let γξ,α(t) denote the unit speed
geodesic with initial velocity ξ and curvature α, then the geodesic ﬂow on  α is
given by  t(ξ,α) = (γ  
ξ,α(t),α).
Let Sp denote the unit contact vectors over the point p.W e then have the
following analogue of Fubini’s theorem:
Lemma 7.2. For each α,w ehave
 
 α
f (ξ)dµ =
1
2π
 
M
  
Sp
f (ξ)dφ(ξ)
 
  ∧ d (p).
Now we are going to prove an analogue of the Santalo formula. Consider   a
relatively compact domain in M with smooth boundary.
Deﬁne for each ξ,α:
τ(ξ,α)= sup{τ>0,γ ξ,α(t) ∈   for all 0 < t <τ}.
That is, if τ(ξ,α) < ∞, then γξ,α(τ(ξ,α)) will be the ﬁrst point on the geodesic
γξ,α(t) to hit ∂ . Let c(ξ,α) denote the distance from the base projection π(ξ) to
its cut-point along γξ,α.
Deﬁne,
l(ξ,α) = inf{c(ξ,α),τ(ξ,α)}
and
(U )α ={ ξ : c(ξ,α) ≥ τ(ξ,α)}.
Now consider the boundary ∂ . Let ν denote the inward unit Legendrian normal
along ∂ . From the deﬁnition of  α, deﬁne
 +
α (∂ ) ={ η ∈  α|η · ν>0}.
The foliation  +
α (∂ ) is equipped with the measure
dσ(η)= dφ ∧ dA,
where dAdenotes the surface measure on ∂ .W eh aven ow the analogue of San-
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Lemma 7.3. For all integrable functions f on  α we have:
 
 α( )
fdµ =
 
 +
α (∂ )
η · ν
  τ(ξ,α)
0
f ( t(η))dt ∧ dσ(η),
and  
(U )α( )
fdµ =
 
 +
α (∂ )
η · ν
  l(η,α)
0
f ( t(η))dt ∧ dσ(η).
Proof. This follows from the invariance of the measure dµ under the geodesic ﬂow:
dµ( t(η)) = ( t)∗dµ(η) = ( t)∗(  ∧ d  ∧ dφ)(η).
Hence, denoting by s the distance from ∂ ,w eh a v e
dµ( t(η)) = (d )∗ds ∧ dA∧ dφ
= ( t)∗
ds
dt
dt ∧ dσ
= η · νdtdσ.
Now we bring in the notion of visibility angle. For each point p ∈ M let:
Vp,α ={ ξ ∈ (U )α,π(ξ)= p}.
We then deﬁne the visibility angle
ωα(p) =
1
2π
 
Vp,α
dφ(ξ).
Lemma 7.4. Let (M3, )be compact with Webster curvature satisfying R > −c.
Let d(M) denote the diameter of M. Let   be any compact surface dividing M into
domains M1, M2 with ∂M1 = ∂M2 =  . Then if   = M1 has smaller volume than
M2,w ehave for all p ∈ M1,
  A
−A
ωα(p)dα ≥ CV(M) − C1/A4, (7.3)
where the constants C,C1 depends only on d(M),Vol (M).
Proof. We have for each point q ∈ M2 there is a unit speed length minimizing
geodesic starting at p ∈ M1 with initial tangent vector ξ of curvature α joining p to300 SAGUN CHANILLO AND PAUL C. YANG
q and this geodesic must hit ∂M1 say at time t(ξ,α) and this geodesic continues to
minimize length until time T(ξ,α), thus we may compute the volume of M2:
Vol (M2) =
  ∞
−∞
 
Vp,α
  T(ξ,α)
t(ξ,α)
W(t,ξ(s),α)dtdξdα
≤
  ∞
−∞
 
Vp,α
  d(M)
0
W0(t,α)dtdξdα
≤ C
  ∞
−∞
ωα(p)dα.
In the second to last line, W0(t,α)denotes the Wronskian in the in the comparison
space of Webster curvature c.I fw ecut off the α-integration, we observe that for α
large, l(η,α) ∼ c/α,a nd hence
Vol (M2) − C/A4 ≤
  A
−A
dα
 
Vp,α
dξ
  d(M)
0
W0(t,α)dt.
From which we obtain the required bound.
Theorem 7.5. Let (M3, )be a complete, simply connected pseudohermitian 3-
manifold with non-positive Webster scalar curvature satisfying the torsion condi-
tion (1.1). Then given any domain   ⊂ M3 we have the following inequality:
Vol ( ) ≤ C(Area(∂ ))4/3.
Lemma 7.6. Given any T-orbit   in M3, the exponential map deﬁned by
exp (ξ) = γ(1)
where γ is the zero curvature geodesic with initial vector ξ,i sadiffeomorphism.
Proof. The Jacobian determinant of exp  is given by
  ∧ d (T, X,Yφ) = c 
φ.
Under the curvature assumption, c 
φ is bounded away from zero. Hence exp  is a
local diffeomorphism from R3 onto its image. We claim the image is M3. This
follows from the fact that each point q ∈ M can be joined to a point on the T-orbit
by a length minimizing geodesic of curvature α.I fα is different from zero, we can
deform this geodesic by a continuity argument to ﬁnd a family of geodesics whose
curvature decreases from α to zero. This follows from the implicit function theorem
applied to the exponential map expq, which is nonsingular at (ξ,α) and we also use
the fact that the T-orbits are properly embedded. Thus exp  is a covering map. But
M is simply connected and so exp  is a diffeomorphism.ISOPERIMETRIC INEQUALITIES & VOLUME COMPARISON THEOREMS 301
Proof of Theorem 7.5. It follows from Lemma 7.6 that ω0(p) = 2π for each point
p ∈  
Vol ( ) = Vol ((U )0)
≤
 
 +
∂ 
η · νdσ(η)
  l(η,0)
0
ds
≤
 
∂ 
dA(x)
  π
0
l(η,0)dφ(η).
In order to bound the integral
  π
0 l(η,0)dφ(η)we will compare it with the p-area
of the p-minimal surface  x spanned by the zero curvature geodesics issuing from
x in the direction of inward pointing contact vector η.I ti sknown that  x is a p-
area minimizing surface [2]. We parametrize the vector η by the angle 0 ≤ φ ≤ π
and the length parameter along the geodesic to x by l,s othat the surface  x is
parametrized by the domain D by the condition 0 ≤ φ ≤ π, 0 ≤ l ≤ l(φ).W ealso
consider the subdomain D  ⊂ D described by the condition:0 ≤ φ ≤ π, l(φ)/2 ≤
l ≤ l(φ).I tfollows that |D|≤2|D |.
The area form on the minimal surface   is given by [2]:   ∧ e1 in terms
of the local framing e1 which represents the contact unit tangent along   so that
e1,e2 = Je1, and T gives a framing and e1,e2, form the coframe ﬁeld. Let Yφ
be the Jacobi vector ﬁeld along the geodesic corresponding to varying the angle φ,
so that we ﬁnd
  ∧ e1(e1,Yφ) =− cφ,
where cφ satisﬁes the differential equation
c   
φ + Rc 
φ = 0
and the initial conditions cφ(0) = c 
φ(0) = 0. It follows from a simple comparison
that we may write:
  π
0
l(φ)dl =| D|≤2|D |≤
 
D 
dφdl
≤
  
D 
l2dφdl
 1/3
·
  
D 
l−1dφdl
 2/3
≤ c0
  
D 
l2dφdl
 1/3
≤ c0 Area( x)1/3,
the last line follows because when α = 0, cφ,hei(s) = s2, Lemma 2.1. From
Lemma 3.1(a), s2 ≤ cφ(s) for α = 0, using the non-positivity of the Webster302 SAGUN CHANILLO AND PAUL C. YANG
curvature. Hence l2 ≤|   ∧ e1(e1,Yφ)|.S i nce  x is area minimizing relative to
ﬁxed boundary, it follows that Area( x) ≤ Area(∂ ). Substituting this bound into
the last inequality and integrating over x ∈ ∂ gives the desired inequality.
This argument, due to Pansu in the case of the Heisenberg group, exploits the
special feature of minimal surfaces in 3D as surfaces ruled by contact geodesics,
and hence easy to construct. In order to ﬁnd an alternate argument that generalizes
to situations in which the Webster curvature is positive, we generalize the argument
of Croke to this setting.
Deﬁnition 7.7. For a C1 domain   we say width( ) ≥ w if each point p ∈ ∂ 
there is a ball of radius w contained in   that is tangent to ∂ at p.
Theorem 7.8. Let (M3,θ,J) be a compact pseudo-hermitian manifold satisfying
the following:
(a) the torsion condition (1.1),
(b) the Webster scalar curvature satisﬁes 0 ≤ R ≤ C,
(c) diameter(M3) ≤ D,
(d) Vol(M3) ≥ V;
then given any constant w,t here exists an isoperimetric constant C so that for any
domain   ⊂ Mo fwith width( ) ≥ w and Vol ( ) ≤ Vol (M \  ) the following
holds:
Vol ( ) ≤ C|∂ |4/3.
Proof. We begin with the formula valid for each p ∈  :
Vol ( ) =
 
Sp
dφ(ξ)
  ∞
−∞
dα
  l(ξ,α)
0
W(t,ξ,α)dt.
Now integrate this over p ∈  :
Vol2( ) =
 
 
dV(p)
 
Sp
dφ(ξ)
  ∞
−∞
dα
  l(ξ,α)
0
W(t,ξ,α)dt
=
 
U( )
dµ(ξ)
  ∞
−∞
dα
  l(ξ,α)
0
W(t,ξ,α)dt, by Lemma 7.3
=
  ∞
−∞
dα
 
 +
α (∂ )
η · νdσ(η)
  l(η,α)
0
ds
  l(η,α)−s
0
W(t,α,− s(η))dt.ISOPERIMETRIC INEQUALITIES & VOLUME COMPARISON THEOREMS 303
A brief calculation using the Wronskian bounds shows that the integral
  l
0
ds
  l−s
0
W(t,α,ξ)dt ∼
 
l6 if αl   1
l2/α4 if αl ∼ 1.
Hence,
Vol2( ) ≥ C
  ∞
−∞
dα
 
 +
α (∂ )
η · νl(η,α)6dσ(η)
≥ C
  ∞
−∞
  
 +
α (∂ )
η · νl(η,α)dσ(η)
 6
dα/(Area(∂ ))5.
(7.4)
We claim:
Vol ((U )α) ≥ ωαVol ( ) This is by deﬁnition. (7.5)
Vol ((U )α) ≥ CAArea(∂ ) for |α|≤A0 ∼ 1/w. (7.6)
(7.6) follows from the assumption on width:w eh a v e
Vol ((U )α) =
 
S+(∂ )
η · νdσ
  l(η,α)
0
W(t,η,α)dt.
Since l(η,α) ≥ w for |α|≤A0 ∼ 1/w,w eh a v e
Vol ((U )α) ≥
 
S+(∂ )
η · νdσC(l0,w)
≥ C Area(∂ ).
By the second identity in Lemma 7.3 with f = 1,
 
S+(∂ )
η · νdσ
  A
−A
l(η,α) =
  A
−A
Vol ((U )α)dα.
Using (7.5) we get,
=
  A
−A
 
 
ωα(p)dV(p)dα ≥
 
inf p∈ 
  A
−A
ωα(p)dα
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Apply Holder to the right hand side of (7.4):
Vol2( ) ≥
   A0
−A0
 
S+( )
η · νl(η,α)dσdα
 6
/(2A0Area(∂ ))5
by (7.6),
≥
   A0
−A0
Vol ((U )α)
 5
· 2A0CA0Area(∂ )/(2A0Area(∂ ))5 (7.8)
by (7.7),
≥
 
infp∈ 
  A0
−A0
ωα(p)dα
 5
Vol5( )/(2A0)5Area4(∂ ).
The estimate (7.3) then gives the required lower bound for infp∈ 
  A0
−A0 ωα(p)dα
provided A0 is chosen sufﬁciently large so that C(D)/A0
4 ≤ Vol (M)/4. This
ﬁnishes the proof of the theorem.
Remark 7.9. In this argument, if we remove the width condition, it is still possible
to obtain a general isoperimetric inequality of the form
Vol ( ) ≤ C(Area(∂ ))5/4.
This follows from the ﬁrst line of (7.8), apply the bound |η · ν|≤1 and the Holder
inequality.
8. Morrey’s lemma under geometric assumptions
Deﬁnition 8.1. Let ∇b f = (e1 f,e2 f ).
Theorem 8.2. Assume that the Webster curvature is bounded and torsion vanishes.
Then we have for x ∈ Br(x0),
| f (x) −
1
Vol (Br(x0))
 
Br(x0)
f (y)dy|≤C
r4
Vol (Br(x0))
 
Br(x0)
|∇b f |
d(x,z)3dz.
Here d(x,z) denotes the metric distance from x to z. The constant C only depends
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Proof. We easily bound the left side by,
1
Vol (Br(x0))
 
Br(x0)
| f (y) − f (x)|dy. (8.1)
Now for ﬁxed x, connect x to y by a minimizing geodesic parametrized so that
γ(0) = x,γ(1) = y. Such a geodesic is obtained from a unit speed geodesic ˜ γ(t),
by setting,
γ(t) =˜ γ(td(x, y)).
Thus |γ  (t)|≤d(x, y).N o w ,
| f (x) − f (y)|≤d(x, y)
  1
0
|∇b f (γ(t,x, y))|dt.
The last inequality when substituted in (8.1) yields,
1
Vol (Br(x0))
 
Br(x0)
  1
0
|∇b f (γ(t,x, y))|d(x, y)dtdy. (8.2)
Now in (8.2) we make a change of variable. We set, γ(t,x, y) = z. Note x is
ﬁxed and so is t.W en ow need to compute the Jacobian change by this change
of variable. That is we move the end-point y of our geodesic through geodesic
(Legendrian) variation and see what happens to the Jacobian density at a ﬁxed t
along the curve. That is nothing else but our Wronskian formula which we will
proceed to do. Now observe if γ(t,x, y) = z, then td(x, y) = d(x,z),b ythe
nature of our normalizations. So we have,
td(x, y) = d(x,z). (8.3)
Using (8.3) in (8.2) we get, (8.2) is bounded by,
1
Vol (Br(x))
 
Br(x0)
  1
0
|∇b f (z)|d(x,z) (y,φ,z,t)
dt
t
dz. (8.4)
We now proceed to compute the Jacobian change in density  . Recall x is ﬁxed, so
introducing polar coordinates centered at x,i teasy to check that,
 (y,φ,z,t) =
W(x,1,φ)
W(x,t,φ,z)
. (8.5)
where W(x,φ,1) is our Wronskian when we have reached t = 1, that is at y and
the denominator is our Wronskian when we are at t that is at z. Note in (8.5)
the ratio has a uniform bound irrespective of the speed at which we are running
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both upper and lower bounds, one for the numerator Wronskian and one for the
denominator Wronskian), that,
 (y,φ,z,t) ≤
C
t4. (8.6)
Notice that the bounds are obtained by comparison with the spaces of constant cur-
vature, and on spaces of constant curvature the Wronskian is indeed φ independent
and so the right side of the bound in (8.6) on the ratio of the Wronskians is indeed
independent of φ.
From (8.3) we also have since d(x, y) ≤ r, that for a ﬁxed z,
t ≥
d(x,z)
r
. (8.7)
Using (8.6) and (8.7) the integral (8.4) is bounded by,
1
Vol (Br(x0))
 
Br(x0)
  ∞
d(x,z)
r
|∇b f (z)|d(x,z)
dt
t5 dz.
Performing the t integration we get our theorem.
The Morrey lemma follows by applying Holder to the right side of Theorem
7.5 If we apply Holder with exponents, p = 4 +   and q , q = p/(p − 1),w esee
that,  
 
 
  f (x) −
1
Vol (Br(x0))
 
Br(x0)
f (y)dy
 
 
 
  ≤ Cr(4−3q)/q.
Thus if x,ware such that d(x,w)= r,w emay apply the result to a ball centered
at w of radius r,t oconclude,
Theorem 8.3. Assume |∇b f |∈L p,w i t hp> 4. then,
| f (x) − f (w)|≤Cr(4−3q)/q.
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