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We find a first order transition driven by the strength of non-equilibrium conditions of one-
dimensional driven open condensates. Associated with this transition is a new stable non-equilibrium
phase, space-time vortex turbulence, whose vortex density and quasiparticle distribution show
strongly non-thermal behavior. Below the transition, we identify a new time scale associated with
noise activated unbound space-time vortices, beyond which the temporal coherence function changes
from a Kardar-Parisi-Zhang type subexponential to a disordered exponential decay. Experimental
realization of the non-equilibrium vortex turbulent phase is facilitated in driven open condensates
with a large diffusion rate.
The last decade has witnessed fast experimental devel-
opment in realizing driven open quantum systems with
many degrees of freedom. Examples include exciton-
polaritons in semiconductor heterostructures [1–3], ul-
tracold atoms [4–6], trapped ions [7, 8], and microcav-
ity arrays [9, 10]. The common characteristic is explicit
breaking of detailed balance on a microscopic level by
the presence of both coherent and driven-dissipative dy-
namics, placing these systems far from thermal equilib-
rium. This makes them promising laboratories for study-
ing non-equilibrium statistical mechanics, according to
which one expects non-equilibrium features to persist to
the macroscopic level of observation.
A case in point are exciton-polariton systems, which
can be engineered in one- and two-dimensional geome-
tries [1–3, 11]. Due to effectively incoherent pumping,
these systems possess a phase rotation symmetry and
can thus show Bose condensation phenomena. While
their dynamics is described microscopically in terms of
a stochastic complex Ginzburg-Landau equation (SC-
GLE) [12], recently it was noticed that at low frequen-
cies it maps to the Kardar-Parisi-Zhang (KPZ) equa-
tion [13, 14]. Traditionally, the latter equation describes,
e.g., the roughening of surfaces, with the dynamical sur-
face height being unconstrained [15]. In contrast, the dy-
namical variable in the context of driven open quantum
systems is the condensate phase, which is compact. The
compact KPZ (cKPZ) equation gives rise to a novel sce-
nario for non-equilibrium statistical mechanics realized
in concrete experimental platforms, and raises the fun-
damental question of the physical consequences of com-
pactness.
In this work, we address this question for one-
dimensional driven open quantum systems. To this end,
we establish the complete phase diagram of 1D driven
open condensates (DOC) via numerical simulations in
combination with analytic analysis, and explain its ba-
sic structure on the basis of the 1D cKPZ equation
(cf. Fig. 1). It can be traced back to the behavior of dy-
namical topological defects, namely space-time vortices
(Fig. 1(b)). More specifically, we find: (i) The emer-
gence of a new time scale tv in the long time behavior
of the temporal coherence function. At weak noise level
σ, it is exponentially large, tv ∝ eB/σ (B a non-universal
positive constant), reflecting an exponentially suppressed
but finite space-time vortex density (Fig. 1(c)). The
subsequent asymptotic regime t ≫ tv is characterized
by a disordered, exponentially decaying first order tem-
poral coherence function. The exponential dependence
on the inverse noise level corroborates previous results
on the observability of KPZ physics in 1D, where the
crossover scale from stretched exponential equilibrium
diffusive to non-equilibrium KPZ scaling behaves alge-
braically as t∗ ∝ σ−2 [16] at weak noise level, ensuring
generically t∗ ≪ tv [17]. (ii) We identify a new intrin-
sic non-equilibrium phase of the cKPZ equation, with
the following key signatures: (a) A first order transi-
tion at low noise level from a regime of exponentially
low to high space-time vortex density (cf. Fig. 1(d)). (b)
Strongly non-thermal behavior of the momentum distri-
bution of quasiparticles nq ∝ q−γ at large momentum
q (cf. Figs. 3(a) and 3(b)), with γ significantly deviat-
ing from the value for thermal behavior (γ ∼ 2). Such
a strong scaling behavior is reminiscent of turbulence,
which usually is a transient phenomenon that occurs in
specifically initialized systems undergoing purely Hamil-
tonian dynamics without external drive [20]. In contrast,
it occurs in stationary state in our case.
Microscopic model.– We describe the dynamics in terms
of the SCGLE with complex Gaussian white noise of
zero mean, as appropriate for experiments with exciton-
polariton systems [1–3]. It reads in 1D [12] (units ~ = 1)
∂
∂t
ψ =
[
r +K
∂2
∂x2
+ u|ψ|2
]
ψ + ζ, (1)
with r = rd + irc, K = Kd + iKc, u = −ud − iuc,
〈ζ(x, t)ζ(x′, t′)〉 = 0, 〈ζ∗(x, t)ζ(x′, t′)〉 = 2σδ(x− x′)δ(t−
t′). rc and uc are the chemical potential and the elastic
collision strength, respectively. rd = γp − γl is the dif-
ference between the single particle loss γl and incoherent
pump γp. For the existence of a condensate in the mean
field steady state, rd > 0. ud is the positive two-particle
loss rate; Kc = 1/(2mLP) with mLP the effective polari-
ton mass and Kd a diffusion constant. We obtained most
of the numerical results presented in this work by solv-
ing Eq. (1) using the same approach as in Ref. [21] (see
also [22] for technical details) and we set rd = Kd = 1;
hence, t and x are measured in units of r−1d and
√
Kd. If
not specified otherwise, we used 103 stochastic trajecto-
ries to perform ensemble averages.
2Figure 1. (Color online) (a) Schematic phase diagram of a
generic 1D driven open condensate (DOC) with noise level σ
and rescaled non-equilibrium strength parameter λ˜/λ˜∗. The
color code stands for space-time vortex density Pv . A first
order phase transition at low noise level separates a regime
dominated by KPZ physics from a vortex turbulent (VT)
regime. At stronger noise, the first order transition line (dou-
ble line) terminates at a second order critical point (filled
black circle, cf. Figs. 3(c) and 3(d) for quantitative results).
Current exciton-polariton condensate experiments are located
within the white dashed arc. (b) A typical phase configura-
tion on the space-time plane corresponding to a phase-slip
event between t = 2 and 3. The space-time vortex core
is marked with a black dot. (c) Noise level dependence of
the space-time vortex density Pv at small non-equilibrium
strength λ˜ < λ˜∗ (vertical dashed arrow in (a)). At low
noise level, Pv ∝ e
−A/σ (A a non-universal positive con-
stant) is suppressed exponentially, reflected by the linear fit
for σ−1 = 6, ..., 13. Values of other parameters used in simu-
lations are Kd = rd = ud = 1, rc = uc = 0.1, and Kc = 3. (d)
Non-equilibrium strength dependence of Pv at low noise level
with σ = 10−2, demonstrating the first order transition upon
increasing the non-equilibrium strength λ˜ (horizontal dashed
arrow in (a)). Values of other parameters used in simulations
are Kd = rd = ud = 1, Kc = 0.1, and λ˜ is tuned by changing
rc = uc from 1.0 to 3.0. See text for more details.
Low frequency effective description.– In the absence of
phase defects, the low frequency dynamics of the system
is effectively described by the KPZ equation [15] for the
phase of the condensate field, ∂tθ = D∂
2
xθ +
λ
2 (∂xθ)
2
+
ξ [13]. Here, D describes phase diffusion, and ξ is a Gaus-
sian white noise of strength 2σKPZ. The non-linearity λ is
a direct, single-parameter measure for the deviation from
equilibrium conditions, with λ = 0 in the presence of de-
tailed balance [13]. In order to properly account for the
compactness of the phase and to allow for a description of
phase defects, we work with a lattice regularized version
of the KPZ equation (cKPZ), which can be straightfor-
wardly derived from a spatially discretized SCGLE on a
1D lattice with spacing ∆x [22]. It reads
∂tθi =
∑
j=i±1
[
−D¯ sin (θi − θj) + λ¯ sin2
(
θi − θj
2
)]
+ ξ¯i,
(2)
with θi(t) ≡ θ(i∆x, t), ξ¯i(t) being Gaussian white noise
with 〈ξ¯i(t)ξ¯i′ (t′)〉 = 2σ¯KPZδ(t − t′)δii′ , D¯ = D/∆2x,
λ¯ = λ/∆2x, σ¯KPZ = σKPZ/∆x, where D =
ucKc
ud
+Kd, λ =
2(ucKdud −Kc), and σKPZ = σ
u2
c
+u2
d
2rdud
. The KPZ equation
is reproduced upon assuming that phase fluctuations are
small, and taking the continuum limit. The crucial differ-
ence between the non-compact continuum KPZ and the
compact KPZ equation is revealed by the number of in-
dependent scales in the problem, which originates from
the compactness of the phase. Indeed, by rescaling t, ξ,
and θ in the continuum case, there is only one tuning
parameter given by g ≡ λ(σKPZ/2D3)1/2. In contrast,
for the cKPZ equation, we can rescale t and ξ¯i but not
the phase field θi due to its compactness, resulting in two
independent tuning parameters. Rescaling amounts to
replacing D¯ → 1, λ¯ → λ˜ = λ/D, σ¯ → σ˜ = ∆xσKPZ/D in
Eq. (2). The rescaled equations with λ˜ and −λ˜ are equiv-
alent, therefore we further redefine λ˜ ≡ |λ/D|. The fact
that λ˜ and σ˜ are two independent tuning parameters sug-
gests that there must exist new physics associated with
changing each of them, beyond the physics of the KPZ
equation, where changing the nonequilibrium strength λ˜
and noise strength σ˜ are equivalent to changing the sin-
gle parameter g. Indeed, as we shall see in the following,
the noise strength is associated with a new time scale in
the 1D DOC giving rise to an additional scaling regime
in dynamical correlation functions. Moreover, the non-
equilibrium strength λ˜ can drive the system to a new
non-equilibrium vortex turbulent phase via a first order
transition at low noise level.
Space-time vortex driven crossover for λ˜/λ˜∗ < 1.–
The prime observable that distinguishes a 1D DOC
from its equilibrium counterpart [21, 26] is the auto-
correlation function Cψt (x; t1, t2) ≡ 〈ψ∗(x, t1)ψ(x, t2)〉.
Its long time behavior is determined by fluctuations
of the phase, Cψt (x; t1, t2) ∝ e−c∆θ(t1−t2), where
c is a non-universal constant, and ∆θ(t1 − t2) ≡
1
L
´ L
0
dx〈[θ(x, t1)− θ(x, t2)]2〉 − 〈θ(x, t1)− θ(x, t2)〉2 [27],
with L being the spatial size of the system. Previ-
ous numerical studies [21, 26] confirmed KPZ scaling
∆θ(t1−t2) ∝ |t1 − t2|2β with β = 1/3 [28] in the regime of
weak noise, defined by the absence of space-time vortices
(cf. Fig. 1(b)) in the spatio-temporal extent of the numer-
ical experiments. Increasing the noise level leads to pro-
liferation of space-time vortices, which in turn strongly
affect the temporal coherence of DOCs as we describe in
the following.
Figure 2(a) shows ∆θ(t1 − t2) for moderate noise
strengths. For the lowest value σ = 8−1, KPZ scaling can
be observed in a wide range 5× 103 . |t1 − t2| . 5× 104,
after which ∆θ(t1 − t2) grows linearly with time. Ac-
cordingly, the autocorrelation function Cψt (x; t1, t2) ex-
hibits a crossover from stretched-exponential to simple
exponential decay at long times [22]. At weak noise, the
crossover time tc, defined as the point where the gradi-
ent of ∆θ(t1 − t2) on a double logarithmic scale exceeds
0.9, increases exponentially with the inverse noise level,
i.e., tc ∝ eC/σ, where C is a positive constant. This is
shown in Fig. 2(b). The fast growth of phase fluctuations
and the associated decoherence of DOCs for strong noise
and at long times is due to space-time vortices. Numeri-
cal evidence for this connection is presented in Fig. 1(c),
where a linear fit on the semi-logarithmic scale clearly
demonstrates that the space-time vortex density behaves
as Pv ∝ e−A/σ (see [22] for details on the numerical cal-
3Figure 2. (Color online) (a) Temporal phase fluctuations
∆θ(t1 − t2) for different noise levels on a double-logarithmic
scale. The upper and lower black solid lines correspond
to linear, “disordered” scaling ∝ |t1 − t2| and KPZ scaling
∝ |t1 − t2|
2/3, respectively. From left to right, curves in be-
tween the two black solid lines are obtained for σ−1 from 2
to 8, while the other parameters are Kd = rd = ud = 1,
rc = uc = 0.1, and Kc = 3. The system size L is chosen large
enough to make finite size effects negligible. (b) Crossover
time scale tc as a function of inverse noise strength on a semi-
logarithmic scale. The straight line is a linear fit to the data
points corresponding to the lowest three noise strengths.
culation of Pv) in the range 6 . σ
−1 . 13, while satu-
ration sets in at even higher noise strengths. This expo-
nential determining Pv is the same as the one appearing
in tc and can be interpreted as the statistical weight of
space-time vortex configurations in an equivalent 1+1D
static equilibrium description of the problem. Formally,
this 1+1D static equilibrium description can be estab-
lished by rewriting the cKPZ equation as a functional
integral over space-time configurations of the phase field
as Z =
´ D[θ]e−H[θ]/T [22, 29], with the Boltzmann factor
e−H[θ]/T determining the probability with which a par-
ticular solution θ(x, t) is encountered in a numerical inte-
gration of Eq. (2) from time t0 to t1 in a system of size L.
The temperature is T = 4σKPZ, and the effective Hamil-
tonian (going back to a spatial continuum notation) is
given by H[θ] = ´ t1
t0
dt
´ L
0
dx
[
∂tθ −D∂2xθ − λ2 (∂xθ)
2
]2
.
Regarding z = t as a spatial coordinate, this is the Hamil-
tonian of a 2D smectic A liquid crystal [29]. Crucially,
one can show that the energy Ev = H[θv] for a single-
vortex configuration θv(x, t) is finite [30], indicating that
at any finite noise strength there is a non-zero density of
noise activated vortices Pv ∝ e−Ev/T . Deviations from
this exponential dependence in Fig. 1(c) for strong noise
are due to the interaction energy of vortices, which be-
comes important at higher densities.
The exponentially small but finite space-time vortex
density entails a time scale tv [32] characterizing the av-
erage temporal distance between vortices, tv ∝ P−3/5v ∝
e
3A
5
σ−1 , if σ ≪ 1 [34]. Then, using a simple phase random
walk model, one can show that space-time vortices occur-
ring at multiples of tv lead to linear growth of ∆θ(t1−t2),
hence disordered behavior of the phase correlations, be-
yond a time scale tc = O(tv) [22].
First order transition and vortex turbulence for λ˜/λ˜∗ >
1.– We now investigate the strongly non-equilibrium
regime at large λ˜, where most of the results presented
in the following are obtained from direct simulations of
the SCGLE. Figure 1(d) shows the dependence of the vor-
tex density Pv on λ˜ at weak noise (σ = 10
−2). At small
λ˜, Pv is exponentially small in line with the discussion
above. However, when tuning above a critical strength
λ˜∗ ≃ 3.23, the vortex density undergoes a sudden jump
by around 10 orders of magnitude, indicating a sharp first
order transition at low noise level [35].
Clear signatures of the transition can also be
seen in the momentum distribution function nq ≡
〈ψ∗(q)ψ(q)〉, which is accessible in experiments with
exciton-polaritons. At large q, it behaves as nq ∝ q−γ
(cf. Figs. 3(a) and 3(b)). Across the transition the value
of γ undergoes a jump from γ ≃ 2, which is characteris-
tic of noise activated vortices [20], to γ ≃ 5 (with a weak
dependence on parameters). Such strong scaling behav-
ior is reminiscent of turbulence and we thus refer to this
phase as vortex turbulence (VT).
The physical origin of the VT phase and the associated
first order transition can be traced back to a dynamical
instability triggered by λ˜: consider the dynamical equa-
tions for the phase differences between nearest neighbor-
ing sites, ∆i ≡ θi−θi+1, at zero noise, which assumes the
form ∂t∆i ≃ −(2∆i−∆i+1−∆i−1)+ λ˜
(
∆2i−1 −∆2i+1
)
/4
when ∆i is small. The first term, originating from the
diffusion term in the cKPZ, is a restoring force which at-
tenuates phase differences, while the second term ampli-
fies them. This causes the dynamical instability for large
λ˜ and induces vortices without resorting to noise induced
excitation. The dynamical instability is thus triggered on
short scales. Moreover, this mechanism can also occur in
higher dimensions. Taking into account the exponential
suppression of noise activated vortices at low noise and
the fact that the vortex generation due to the dynamical
instability is insensitive to weak noise, this rationalizes
the existence of a first order transition tuned by λ˜. In-
creasing the noise strength, Figs. 3(c) and 3(d) show that
λ˜∗ does not depend on σ within the numerical accuracy
of our simulations (λ˜∗ = 3.23 with an error bar of ±0.07).
The transition line terminates at σ∗ ≃ 0.014 at an appar-
ent second order critical point. It is characterized by a
vanishing jump ∆Pv, whose derivative with respect to σ
diverges according to ∝ (σ − σ∗)−κ with κ ≃ 0.63.
The discussion of the VT transition reveals it to be
rooted in the non-equilibrium nature of the cKPZ equa-
tion [36]. Numerically solving this equation at low noise
level, we obtain λ˜∗ ≃ 20. This can be compared to nu-
merical simulations of the SCGLE at weak noise, which
yield the significantly reduced value λ˜∗ ≃ 3.23. The dis-
crepancy is due to the mutual feedback between phase
and density fluctuations present in SCGLE: the former
can cause the latter via a phase-density coupling term
proportional to the diffusion constant Kd (cf. Eq. (1)),
which in turn facilitates strong phase fluctuations, gives
rise to vortex creation and consequently causes the criti-
cal value λ˜∗ in the SCGLE to depend on Kd.
Experimental observability.– In exciton-polaritons [11],
typically the diffusion constant Kd ≪ Kc = 1/2mLP
(cf. Eq. (1)). Then, in line with previous results [21, 26],
KPZ scaling should be observable due to the exponential
suppression of unbound vortices at low noise and weak
non-equilibrium strength. However, we note that a rela-
tively large λ˜ (but below the VT transition) is generally
favorable in order to overcome the influences from po-
tential inhomogeneities and the finite system size. On
4Figure 3. (Color online) (a) Scaling behavior of the mo-
mentum distribution nq ∝ q
−γ at large q and for different λ˜
at weak noise (σ = 10−2), showing a transition from γ ≃ 2
to γ ≃ 5. (b) Corresponding momentum distribution from
which the value for different γ in (a) is obtained. The up-
per and lower black lines correspond to γ = 5 and γ = 2,
respectively. From right to left, the curves in between the
two black lines correspond to rc = uc decreasing from 3.0 to
1.5. (c) λ˜∗ at different noise level with corresponding error
bar (λ˜∗ = 3.23 ± 0.07 for all σ’s shown in the plot). The
first order transition line (double line) terminates in a second
order transition point at a σ∗ ≃ 0.014 (black filled circle).
(d) Space-time vortex density jump ∆Pv at λ˜ = λ˜
∗ = 3.23
at different σ. The part of the black curve at σ ≤ σ∗ is a
power law (∆Pv ∝ (σ − σ
∗)1−κ) fit, which yields κ ≃ 0.63
with a standard error 0.11. Values of other parameters used
in the simulations are Kd = rd = ud = 1, Kc = 0.1. See text
and [22] for more details.
the other hand, Kc ≃ 0 in recently realized exciton-
polariton condensates formed in the flat band of a 1D
Lieb lattice of micropillar optical cavities [38]. In this
case, the maximum achievable non-equilibrium strength
is λ˜max ∼ 2Kd/Kc, indicating that λ˜ can be tuned large
to make the VT phase accessible. As explained above,
the distinct features of this phase are revealed in the mo-
mentum distribution and can thus be obtained by mo-
mentum resolved correlation measurements [12]. Alter-
natively, explicit engineering of a large diffusion constant
could be achieved in 1D arrays of microwave resonators
coupled to superconducting qubits [39]. More generally,
DOC systems with relatively large Kd/Kc are favorable
to observe the VT phase, since the associated mutual
feedback between phase and density fluctuations makes
it easier to trigger the dynamical instability.
Conclusions.– The non-equilibrium phase diagram of
one-dimensional driven open condensates is crucially
shaped by space-time vortices, as the relation to the
compact KPZ equation reveals: at weak non-equilibrium
strength, they govern the asymptotic behavior of the tem-
poral correlation functions, however only beyond an ex-
ponentially large crossover time scale. This protects KPZ
physics and suggests its observability in current exciton-
polariton experiments. Moreover, these defects cause the
existence of a new phase under strong non-equilibrium
conditions, stationary vortex turbulence. We believe that
our predictions will stimulate both further theoretical re-
search on the cKPZ equation, especially in higher dimen-
sions and in the context of stationary turbulence, as well
as experimental efforts in searching for these two non-
equilibrium phases. Other intriguing directions for future
research are the study of nucleation dynamics and phase
coexistence in the vicinity of the transition to VT, and
the critical behavior of the second order end point using
the techniques developed in [19].
Note added.– Upon completion of this manuscript, we
became aware of the work by Lauter et al. [40], reporting
a related dynamical instability in arrays of coupled phase
oscillators.
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DERIVATION OF THE COMPACT KPZ EQUATION (CKPZ)
AND ITS EFFECTIVE 2D STATIC MODEL
Here we provide some details on the derivation of the com-
pact KPZ equation in one spatial dimension, and the equiva-
lent equilibrium description in terms of an effective Hamilto-
nian.
Compact KPZ equation
Mathematically, the compactness of the phase field can
be formulated as a “discrete” local gauge symmetry of the
SCGLE in the amplitude-phase representation of the field
ψ(x, t) ≡ ρ(x, t)eiθ(x,t). Namely, if ρ(x, t)eiθ(x,t) is a solution
of the SCGLE, then ρ(x, t)ei[θ(x,t)+2pin(x,t)] is also a solution,
where n(x, t) is an integer valued function. This symmetry
reflects the simple physical requirement that any choice of the
space-time local definition θ(x, t) by shifting 2pin(x, t) must
not change the physical results. Therefore, it is crucial to re-
quire the effective description to respect this symmetry.
The discrete nature of the gauge transformation indicates
that both the temporal and spatial derivative of the phase field
have to be taken with care when one tries to derive the dynam-
ical equation for the phase field from the SCGLE. This is due
to the fact that the existence of the derivatives for any physi-
cal solution of the phase field is not always guaranteed. To see
this point, let us consider a solution of the SCGLE, ψ(x, t) =
ρ(x, t)eiθ(x,t) with θ(x, t) having well defined ∂tθ and ∂xθ at any
space-time point. For a generic gauge transformed solution
ψ˜ = ρ(x, t)eiθ˜(x,t) with θ˜(x, t) = θ(x, t) + 2pin(x, t), one immedi-
ately sees that ∂tθ˜ or ∂xθ˜ is not well defined if around a certain
space-time point, say (x′, t′), n(x′, t′ + 0+) , n(x′, t′ + 0−) or
n(x′ + 0+, t′) , n(x′ + 0−, t′). Nevertheless, due to fact that the
exponential function eiα is a smooth function with respect to
α for any physical solution of the phase field, one can always
choose a gauge n(x, t) in such a way that either the temporal
or the spatial derivative of the transformed phase field exists
everywhere in the space-time domain under consideration, but
not both.
In the following, we choose the gauge in which the tempo-
ral derivative of the phase field exists everywhere. We choose
the value of n(x, t + 0+) according to θ(x, t) in such a way that
θ(x, t + 0+) − θ(x, t) is infinitesimal. Then, the spatial deriva-
tive of the phase field is not well-defined everywhere. At the
price of introducing a short distance scale, we can circumvent
this issue by first rewriting the SCGLE on a discrete 1D lat-
tice with lattice spacing ∆x, such that the second order spatial
derivative is replaced by the a second order finite difference.
The discretized SCGLE reads
∂tψi = (r + u |ψi|
2)ψi +
K
∆2x
(ψi+1 + ψi−1 − 2ψi) + ζi, (S-1)
with ψi(t) ≡ ψ(i∆x, t) and 〈ζi(t)ζi′ (t
′)〉 = 2σδ(t − t′)δii′/∆x.
The rest of the derivation goes along the lines of the simi-
lar derivation presented in [1]. Plugging the amplitude-phase
decomposition of ψ, i.e. ψi(t) = (M0 + χi(t))e
iθi(t) with M0 the
homogeneous mean-field solution, into (S-1), we arrive at a
coupled discretized equation of motion (EOM) of amplitude
and phase fluctuations,
∂tχi = (rd − ud
[
M0 + χi
]2
)
[
M0 + χi
]
(S-2)
+
Kd
∆2x
([
M0 + χi+1
]
cos (θi+1 − θi) +
[
M0 + χi−1
]
cos (θi−1 − θi) − 2
[
M0 + χi
])
−
Kc
∆2x
([
M0 + χi+1
]
sin (θi+1 − θi) +
[
M0 + χi−1
]
sin (θi−1 − θi)
)
+ Re[ζie
−iθi],
∂tθi = (rc − uc
[
M0 + χi
]2
) (S-3)
+
Kc
∆2x
( [
M0 + χi+1
]
[
M0 + χi
] cos (θi+1 − θi) +
[
M0 + χi−1
]
[
M0 + χi
] cos (θi−1 − θi) − 2
)
+
Kd
∆2x
( [
M0 + χi+1
]
[
M0 + χi
] sin (θi+1 − θi) +
[
M0 + χi−1
]
[
M0 + χi
] sin (θi−1 − θi)
)
+
Im[ζie
−iθi]
M0 + χi
.
2We linearize in χ and eliminate it adiabatically, made possible since its evolution is fast compared to the gapless phase degree of
freedom. From the EOM of χi we get
χi = −
1
2ud M
2
0
{
−
Kd
∆2x
([
M0 + χi+1
]
cos (θi+1 − θi) +
[
M0 + χi−1
]
cos (θi−1 − θi) − 2
[
M0 + χi
])
+
Kc
∆2x
([
M0 + χi+1
]
sin (θi+1 − θi) +
[
M0 + χi−1
]
sin (θi−1 − θi)
)
− Re[ζie
−iθi]
}
. (S-4)
Plugging the above equation into the EOM of θi, neglecting
sub-leading and non-linear amplitude fluctuations ∂tχi, χ
2
i
, χ3
i
also here, and keeping only the additive part of the noise, we
get the compact KPZ equation
∂tθi =
∑
j=i±1
[
−D¯ sin
(
θi − θ j
)
+ λ¯ sin2
(
θi − θ j
2
)]
+ ξ¯i, (S-5)
with θi(t) ≡ θ(i∆x, t), ξ¯i(t) being Gaussian white noise with
〈ξ¯i(t)ξ¯i′ (t
′)〉 = 2σ¯KPZδ(t− t
′)δii′ , D¯ = D/∆
2
x, λ¯ = λ/∆
2
x, σ¯KPZ =
σKPZ/∆x, where
D =
ucKc
ud
+ Kd, λ = 2
(
ucKd
ud
− Kc
)
, σKPZ = σ
u2c + u
2
d
2rdud
.
(S-6)
2D static phase model H[θ]
Here, we construct the effective 2D static equilibrium
model for the compact KPZ equation. Conceptually, the idea
is to interpret the compact KPZ equation as a mapping from
the set of stochastic variables ξ¯(t) = {ξ¯i(t)} with Gaussian path
probability distribution
P[ξ¯] ∝ e
− 1
4σ¯KPZ
∑
i
∫ t1
t0
dt ξ¯i(t)
2
(S-7)
to new stochastic variables θ(t) = {θi(t)}. The distribution of
the new variables can be obtained using the usual relation [2]
P[ξ¯]D[ξ¯] = Pθ[θ]D[θ], (S-8)
whereD[θ] =
∏
i D[θi] is the functional measure. This yields
Pθ[θ] = P[ξ¯]
∣∣∣∣∣∣
D[ξ¯]
D[θ]
∣∣∣∣∣∣ ∝ e−H[θ]/T , (S-9)
where T ≡ 4σ¯KPZ is the effective temperature and H[θ] as-
sumes the form
H[θ] =
∫ t1
t0
dt∆x
∑
i
[
∂tθi
+
∑
j=i±1
(
D¯ sin(θi − θ j) − λ¯ sin
2
(
θi − θ j
2
))
2
. (S-10)
In deriving Pθ, we used that the Jacobian determinant asso-
ciated with the change of variables from ξ¯ to θ is equal to
unity for a retarded regularization of the time derivative in the
compact KPZ equation. In the continuum limit,H[θ] reduces
to the form shown in the main text. Finally, calculating the
normalization of Pθ corresponds to calculating the partition
function Z of the model defined by Eq. (S-10) at temperature
T ,
Z =
∫ ∏
i
D[θi] e
−H[θ]/T . (S-11)
CROSSOVER BEHAVIOR IN THE TEMPORAL
CORRELATION FUNCTION
A crossover behavior similar to the one seen in the temporal
phase fluctuation ∆θ(t1 − t2) is also observed in the modulus
of the condensate temporal auto correlation function
C
ψ
t (x; t1, t2) ≡ 〈ψ
∗(x, t1)ψ(x, t2)〉. (S-12)
In practice, by assuming spatial translational invariance of the
correlation function, we calculate the spatially averaged corre-
lation functions, i.e., C¯t(t1, t2) ≡ L
−1
∫ L
0
dx C
ψ
t (x; t1, t2), which
is equivalent to the corresponding correlation function above
but helps to reduce the statistical error.
In Fig. S1, at linear system size L = 210, the depen-
dence of − log
(∣∣∣C¯t(t1, t2)∣∣∣ / ∣∣∣C¯t(t2, t2)∣∣∣) on |t1 − t2| for 8 differ-
ent sets of parameters in the SCGLE are shown on a double-
logarithmic scale. The exponent β for different parameter
choices is extracted from the slope of a selected portion of
the corresponding curve of − log
(∣∣∣C¯t(t1, t2)∣∣∣ / ∣∣∣C¯t(t2, t2)∣∣∣) on
the double-logarithmic scale (cf. Fig. S1). For the noise lev-
els σ = 20−1, 12−1, 10−1, 8−1, 5−1, the corresponding slopes
are extracted by performing linear fits to the data points with
|t1 − t2| ∈ [10
3, 104]. This gives rise to 2β = 0.61, for all the
first four curves from below with σ = 20−1, 12−1, 10−1, 8−1,
respectively, where we notice the typical KPZ scaling behav-
ior, but no crossover effect to the anticipated exponential de-
cay. This due to the fact that the crossover time scales corre-
sponding to these noise levels are much larger than the time
range available in our simulations.
For the fifth curve from below with σ = 5−1, one notices
a considerably increased slope at the right end of the curve,
clearly indicating the crossover effect which sets in within |t1−
t2| ∈ [10
3, 104]. This is reflected in the extracted exponent
3Figure S1. (Color online) The dependence of
− log
(∣∣∣C¯t(t1, t2)∣∣∣ / ∣∣∣C¯t(t2, t2)∣∣∣) on |t1 − t2| for 8 different sets of
parameters in the SCGLE at linear system size L = 210. NTraj = 10
3
stochastic trajectories are used to perform the ensemble av-
erage. From right to left, the different curves corresponds to
σ = 20−1, 12−1, 10−1, 8−1, 5−1, 4−1, 2−1, 1. Other parameter are
Kd = rd = ud = 1, −rc = uc = 0.1, and Kc = 3.
with 2β = 0.74. The anticipated exponential decay is expected
to manifest itself at even larger |t1 − t2|, which is however not
accessible for our current computation resources.
For the first three curves from above with σ = 1, 2−1, 4−1,
since the local gradient of the curve changing noticeably up
to the last accessible data point with the largest value of
|t1 − t2|, denoted as ∆tmax, the corresponding slopes are ex-
tracted by performing linear fits to the data points of a short
segment of the curve with |t1 − t2| ∈ [∆tmaxe
−1/4,∆tmax] for
σ = 4−1, 2−1, and an even shorter segment of the curve with
|t1 − t2| ∈ [∆tmaxe
−1/5,∆tmax], for σ = 1. This gives rise to
2β = 1.0 for all the three curves, which clearly indicates the
anticipated exponential decay. However, to further numeri-
cally verify this exponential decay in a larger time range is
beyond our currently accessible computation resources.
PHASE RANDOM WALK MODEL
To see how the finite density of space-time vortices causes
the exponential decay of the autocorrelation function, one can
consider a simple “phase random walk” model in which the
time evolution of the phase is assumed to be only determined
by the phase jumps due to N uniformly distributed vortex
cores at times ntv, where n = 1, . . . ,N, with random charges
Wn = ±1 occurring with equal probability. The model can be
formulated as
θ(x, t1 + Ntv) − θ(x, t1) = δΘ
N∑
n=1
Wn, (S-13)
where δΘ corresponds to the average amplitude of jumps of
the phase field if a vortex core is crossed along the temporal
direction. A straightforward calculation shows that ∆θ(t1 −
t2) = (δΘ)
2 |t1 − t2| /tv, i.e., space-time vortices indeed lead to
disordered behavior of the phase correlations beyond a time
scale O(tv)
TECHNICAL DETAILS IN NUMERICAL SIMULATIONS
In numerical simulations, we discretize the SCGLE in
space and time by ∆x and ∆t, respectively, and solve the dis-
cretized dynamical equation by using the semi-implicit algo-
rithm developed in [3]. Each Gaussian white noise sequence
ξ(x, t), which is used in the simulation for each corresponding
stochastic trajectory of ψ(x, t), is generated by using the pseu-
dorandom number generator employing the Mersenne Twister
algorithm [4]. Typically, we choose ∆x = 1, ∆t ∈ [0.01, 0.1] in
dimensionless units and the spatial size of the system L = 210,
which is large enough to avoid finite size effects in most sim-
ulations presented in the main text. However, for results cor-
responding to the low noise levels presented in the Fig. 2
in the main text, we have performed simulations on systems
with spatial sizes up to 214 to avoid finite size effects that
set in at long time. Typically, we simulate the SCGLE for
a time period T ∈ [105, 107] in dimensionless units, whose
specific value depends on whether physical quantities of inter-
est have reached their steady states. With the direct access to
the time evolution of ψ(x, t) field for each stochastic trajectory
simulated, the condensate temporal auto correlation function
C
ψ
t (x; t1, t2) ≡ 〈ψ
∗(x, t1)ψ(x, t2)〉 and momentum distribution
nq ≡ 〈ψ
∗(q)ψ(q)〉 can be calculated straightforwardly.
In order to calculate the temporal phase fluctuation function
∆θ(t1 − t2) ≡
1
L
∫
x
〈
[θ(x, t1) − θ(x, t2)]
2
〉
− 〈θ(x, t1) − θ(x, t2)〉
2,
we need to further extract the dynamics of the phase field
θ(x, t). At each time point t, we first assign θ(x, t) to be the
complex argument field argψ(x, t) and then add a multiple of
2pi to the value of θ(x, t) at each spatial point x in such a way
that the phase difference between the new value of the phase
at the current time point and the value of the phase at previous
time step, i.e., θ(x, t) − θ(x, t − ∆t), assumes its value within
the interval [−pi, pi). This procedure corresponds to a choice of
the gauge for the phase field that eliminates the artificial dis-
continuous behavior associated with directly assigning θ(x, t)
to be argψ(x, t). Afterwards, the temporal phase fluctuation
function ∆θ(t1 − t2) can be directly calculated.
To calculate the vortex density Pv, for each stochastic tra-
jectory, we first construct the discrete phase distribution θi j ≡
(i∆x, j∆t), choosing ∆x = 1 and ∆t = 1, on the space-time
plane of the size L × ∆T (with ∆T usually chosen to be 103).
and then calculate the winding number of the θi j field on each
plaquette, where a vortex is identified whenever the winding
number of the corresponding plaquette, i.e., the charge of the
corresponding vortex, is non-zero. The vortex density Pv is
obtained by calculating 〈Nv/(L×∆T )〉, with Nv being the total
number of vortices on the space-time plane of the size L×∆T
for each stochastic trajectory. In Fig. S2, a typical snapshot
of a vortex charge distribution on the space-time plane of the
system in the vortex turbulence phase is shown, from which
we notice the vortex charge distribution assumes an irregular
structure.
4Figure S2. (Color online) A snapshot of space-time vortex charge
distribution for vortex turbulence phase at large λ˜ (λ˜ ≈ 4.5) with
λ˜ > λ˜∗ (λ˜∗ ≈ 3.2) in the weak noise regime (σ = 0.01 in this case).
Other parameters used in the simulation are Kd = rd = ud = 1, rc =
uc = 3, Kc = 0.1. Color bar stands for the charge of vortices.
THE FIRST ORDER TRANSITION LINE
In this section we present technical details concerning the
investigation of the properties of the first order transition line.
The dependence of Pv on the nonequilibrium strength λ˜ at dif-
ferent noise levels with σ = 0.01, 0.011, 0.012, 0.013, 0.014,
in the weak noise regime are shown in Fig. S3(a). At each
noise level, we notice a sudden increase of Pv by a few orders
of magnitude when λ˜ is tuned across around 3.2, signifying a
first order transition behavior. We estimate the critical value
λ˜∗ for the transition at each noise level (cf. black dashed ver-
tical line in Fig. S3(a)) by the arithmetic average of the values
of λ˜ for the two data points right before and after the transi-
tion. This estimation gives rise to λ˜∗ = 3.23 with an error bar
of ±0.07 for each noise level shown in Fig. S3(a), indicating
that, within the numerical accuracy of our simulations, λ˜∗ is
insensitive with respect to the noise level in the weak noise
regime as shown in Fig. 3(c) in the main text.
To estimate the space-time vortex density jump at the first
order transition at each noise level, denoted as ∆Pv ≡ Pv(λ˜→
λ˜∗+)−Pv(λ˜→ λ˜
∗−) with Pv(λ˜→ λ˜
∗−) (Pv(λ˜→ λ˜
∗+)) being the
left (right) limit of Pv at λ˜
∗, we first perform a rational function
R(x) ≡ (a0+a1x+a2x
2)/(1+b1x+b2x
2) fit to the data points ly-
ing on the left and the right hand side of the transition, respec-
tively, which are shown as solid curves in Fig. S3(a). Then,
the value of Pv(λ˜ → λ˜
∗−) (Pv(λ˜ → λ˜
∗+)) is obtained by per-
forming extrapolation at λ˜∗ of the corresponding curve on the
left (right) hand side of the transition. From the dependence
of ∆Pv on the noise level σ shown in Fig. S3(b) (essentially
the same plot as the one in Fig. 3(d) in the main text), we
notice that ∆Pv decreases with respect to σ and vanishes at
σ∗ ≈ 0.014 with a diverging derivative of ∆Pv with respect
to σ. In order to quantitatively estimate the exponent associ-
ated with the divergence of the derivative, we further perform
a power law fit (∆Pv ∝ (σ − σ
∗)1−κ) to the five data points on
the left in Fig. S3(b), from which we extract κ ≃ 0.63 with
a standard error 0.11 and observe that ∂∆Pv/∂σ diverges ac-
cording to ∝ (σ − σ∗)−κ with κ ≃ 0.63 at σ = σ∗. These
observations indicate that the first order trasition line on the
λ˜ − σ plane terminates at higher noise level at a second order
critical point (λ˜∗, σ∗) as shown in Fig. 3(c) in the main text.
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5Figure S3. (Color online) (a) Dependence of Pv on the nonequilibrium strength λ˜ at different noise level in the weak noise regime when λ˜ is
tuned across the critical value λ˜∗ of the first order transition. The black dashed vertical line corresponds to the estimated value of λ˜∗. From down
to up (up to down), curves on the left (right) hand side of the black dashed line correspond to noise levels σ = 0.01, 0.011, 0.012, 0.013, 0.014,
respectively. The filled circles are data points obtained by numerical simulations, while the pairs of filled triangles in the same color at lower
and upper locations correspond to the estimated values of the left and the right limit of Pv at λ˜
∗, i.e., Pv(λ˜→ λ˜
∗−) and Pv(λ˜→ λ˜
∗+), respectively.
Values of other parameters used in the simulations are Kd = rd = ud = 1, Kc = 0.1. λ˜ is tuned by changing rc = uc from 1.4 to 3.0. (b) Space-
time vortex density jump ∆Pv at the first order transition at different noise levels σ (essentially the same plot as the one in Fig. 3(d) in the main
text). The left part of the black curve before the critical point (σ ≤ σ∗) is a power law (∆Pv ∝ (σ −σ
∗)1−κ) fit to the five data points on the left,
which gives rise to κ ≃ 0.63 with a standard error 0.11.
