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ABSTRACT
With the advent of high-cadence and multi-band photometric monitoring facilities, continuum reverberation mapping
is becoming of increasing importance to measure the physical size of quasar accretion disks. The method is based on
the measurement of the time it takes for a signal to propagate from the center to the outer parts of the central engine,
assuming the continuum light curve at a given wavelength has a time shift of the order of a few days with respect to
light curves obtained at shorter wavelengths. We show that with high-quality light curves, this assumption is not valid
anymore and that light curves at different wavelengths are not only shifted in time but also distorted: in the context of
the lamp-post model and thin-disk geometry, the multi-band light curves are in fact convolved by a transfer function
whose size increase with wavelength. We illustrate the effect with simulated light curves in the LSST ugrizy bands and
examine the impact on the delay measurements when using three different methods, namely JAVELIN, CREAM, and PyCS.
We find that current accretion disk sizes estimated from JAVELIN and PyCS are underestimated by ∼ 30% and that
unbiased measurement are only obtained with methods that properly take the skewed transfer functions into account,
as the CREAM code does. With the LSST-like light curves, we expect to achieve measurement errors below 5% with
typical 2-day photometric cadence.
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1. Introduction
Active Galactic Nuclei (AGNs) are astrophysical sources
powered by the accretion of hot gas onto super-massive
black holes (SMBHs) at the center of galaxies. Gas or dust
around a SMBH orbits in a plane around the SMBH center,
forming a so-called accretion disk. In current models, the
central accretion disk is considered to be optically thick and
geometrically thin (Shakura & Sunyaev 1973). Its emission
is a combination of the internal heat from viscous dissipa-
tion and external heat from reprocessing of the UV/X-ray
source near the SMBH. Considering that the disk luminos-
ity is produced by black-body radiation, the temperature
profile at large distance, R, follows T ∝ R−3/4.
Understanding the growth and evolution of SMBH in
AGNs requires to study the structure of their accretion disk.
Currently, size measurements are carried out either using
microlensing in lensed AGNs (e.g. Schechter &Wambsganss
2002; Kochanek 2004; Morgan et al. 2010, 2018), or rever-
beration mapping (e.g. Fausnaugh et al. 2016; Jiang et al.
2017; Mudd et al. 2018; Yu et al. 2018). The basic idea of
reverberation mapping is to measure the time lag τlag be-
tween broad-line and continuum fluxes from spectroscopic
monitoring (Blandford & McKee 1982). Assuming that the
broad line emission is triggered by the central emission, the
lag is considered as the light-travel time from the central
illuminating source to the Broad-Line Region (BLR), i.e.
RBLR = cτlag and provides a measurement of BLR’s size.
Similarly, it is natural to use the same method to measure
the disk size itself, since the continuum emission across the
disk is also driven by the central source.
Early studies have obtained continuum lags for several
targets, in particularly using the Swift data (Gehrels et al.
2004), such as NGC 2617 (Shappee et al. 2014), NGC 5548
(McHardy et al. 2014; Edelson et al. 2015; Fausnaugh et al.
2016; Starkey et al. 2017), NGC 4151 (Edelson et al. 2017),
MCG+08-11-011 and NGC 2617 (Fausnaugh et al. 2018).
More recently, other studies have used large quasar sam-
ples from various wide field surveys to measure accretion
disk sizes: Jiang et al. (2017) used 39 quasars from Pan-
STARRS, Mudd et al. (2018) had 15 quasars on the su-
pernova fields from the Dark Energy Survey (DES), and
Homayouni et al. (2018) used 95 quasars from the Sloan
Digital Sky Survey (SDSS). Most notably Yu et al. (2018),
presented measurements using high cadence light curves (1
day) in a sample of 23 quasars in the standard star fields
and in the supernova C fields of DES. However, each study
found different systematic trends of the measured sizes and
prediction of the thin-disk model. A plausible explanation
might be a bias in the time delay measurements between
multi-band light curves when using methods based on in-
terpolated cross-correlation function (ICCF Peterson et al.
1998) and JAVELIN (Zu et al. 2011, 2013). Both curve-
shifting techniques are able to capture the appropriate lags
when the line light curve is a smoothed and shifted version
of the continuum (Yu et al. 2019), but may not be valid
when the transfer function of light curves becomes asym-
metric. Notably, there exist an algorithm that fits directly
the reprocessing disk model, named the Continuum RE-
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Fig. 1. Top: Transfer functions for the LSST filters. The mean delays 〈δt〉λ of each transfer function Equation (10) are represented
as dot-dashed vertical lines. Bottom: Light curves generated using a single Gaussian as a driving source (shown in black). The
peak positions are represented as vertical dotted lines. The inset highlights with colored wedges the difference between the peak
position and the mean delay for each band.
processed AGN Markov Chain Monte Carlo code (CREAM
Starkey et al. 2016, 2017) that was reported by Fausnaugh
et al. (2018) to agree with JAVELIN’s measurement.
In this work, we simulate realistic light curves, as can be
obtained with the Large Synoptic Survey Telescope (LSST)
in order to test and compare several tools to measure the
time lags between light curves taken in multiple photomet-
ric bands. In addition to ICCF, JAVELIN, and CREAM, we
also use PyCS (Tewes et al. 2013; Bonvin et al. 2016), a tool-
box for time-delay measurements in strongly lensed AGNs
developed by the COSMOGRAIL collaboration1.
We present our simulations in Section 2 and our results
in Section 3 along with their implications for future obser-
vational strategies to adopt. The conclusions are described
in Section 4. Throughout this paper, we choose ΛCDM
cosmology with H0 = 70 km s−1Mpc−1, Ωm = 0.3, and
ΩΛ = 0.7.
1 http://www.cosmograil.org
2. Simulating continuum light curves
We introduce here the models for our light-curve simula-
tions and the related asymmetric transfer functions which
distort multi-band light curves. We then use LSST-like light
curves to compare disk-size measurements using JAVELIN,
CREAM, and PyCS and evaluate the biases in these measure-
ments.
2.1. Thin-disk + lamp-post model
We consider a non-relativistic thin-disk model, emitting
black-body radiation (Shakura & Sunyaev 1973), where
the central source is assumed to be a “lamp post”, located
closely above the black hole (Cackett et al. 2007; Starkey
et al. 2016). The time-variable temperature profile of disk
can be expressed as
T 4(R, t) = T 40 (R) [1 + f(t− tlag)] , (1)
where f(t− tlag) is the small fluctuation lagged by the light
traveling time tlag = (1 + z)R/c. In other words, f(t) is
a driving variable source at the center of the AGN. The
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unperturbed temperature profile T0 at rest wavelength λ
can be expressed as
T0(R) =
hc
λk
(
Rλ
R
)3/4
, (2)
where h and k are the Planck and the Boltzmann constants,
respectively, and we ignore the inner edge of the disk. Rλ is
the radius where the disk temperature matches the photon
wavelength (kT = hc/λ):
Rλ = 9.7× 1015cm
(
λ
µm
)4/3(
Mbh
109M
)2/3(
L
ηLE
)1/3
,
(3)
where L/LE is the luminosity in unit of the Eddington lu-
minosity LE and η is the accretion efficiency (Morgan et al.
2010). We assume the accretion disk flux arises from the
black-body radiation described by Planck’s law
I(R, t) ∝ 1
exp( hcλkT )− 1
= [exp(ξ)− 1]−1 , (4)
where
ξ =
(
R
Rλ
)3/4
∝ T−1. (5)
When the temperature variations are small, we have δT ∝
f(t − tlag)/ξ and the time-variable surface brightness can
be expressed as (Tie & Kochanek 2018)
δI(R, t) =
∂I
∂ξ
∂ξ
∂T
δT ∝ f(t− tlag)Gλ(ξ), (6)
where
Gλ(ξ) =
ξ exp(ξ)
[exp(ξ)− 1]2 . (7)
The observed flux is the sum of photons emitted by all
points on the disk, the observed photons from the outer
disk being responses to irradiation emitted from the central
region at earlier times, due to the lamp-post delay tlag. We
can express the fluctuation of the flux as:
δFobs(t) =
∫
δI(R, t)dA ∝
∫ ∞
0
Gλ(ξ)f(t− tlag)2piRdR.
(8)
Therefore, Gλ(ξ) plays the role of a weight function, and
we can now construct a distribution of photon lag, δt, as a
transfer function for an accretion disk:
Pδt(t)dt =
Gλ(ξ)RdR∫
Gλ(ξ)RdR
. (9)
2.2. Properties of the simulated light curves
To investigate how the source-size measurements are biased
due to imperfect time-delay estimates, we design two types
of light curves. First a single Gaussian to illustrate how the
peak positions shift when convolving with the time-delay
transfer function. Second we use light curves represented by
a damped random walk (DRW) model, which is currently
thought to describe well AGN variability (Kelly et al. 2009;
Kozłowski et al. 2010; Zu et al. 2013).
We generate multi-band light curves based on the LSST
ugrizy bands (Figure 1). In our toy simulation, we chose
a quasar redshift of z = 0.5, a black hole mass Mbh =
2 × 108 M, an Eddington ratio of L/LE = 0.1, and
an accretion efficiency of η = 0.1. Using Equation (3),
the corresponding disk size in the u band is RLSST−u =
5.078 × 1014 cm = 0.196 light-day. Note that when cal-
culating Rλ with Equation (3), we account for the quasar
redshift, i.e. λ = λobs/(1+z). The mean delay of each trans-
fer function, given by the thin-disk with lamp-post model
can be obtained from:
〈δt〉λ =
∫
Pδt
(1 + z)R
c
dt = 5.04(1 + z)
Rλ
c
, (10)
which is so-called the geometric delay, as it is related to
a delayed emission from the different regions of the source
(Bonvin et al. 2019). We display the transfer function in
each band on the top panel of Figure 1 with 〈δt〉λ, the mean
of these distributions, labelled as vertical dot-dashed lines.
Here we show the effect for a face-on disk, but note that
larger inclination angle would introduce even larger bias
between the peak and mean values (Starkey et al. 2016).
Furthermore, we ignore the emission lines from the BLR as
the latter does not contaminate much the continuum lag
measurements (e.g. Yu et al. 2018).
We first simulate a single Gaussian as a driving-source
emission of the lamp-post model, f(t). The black curve on
the bottom panel of Figure 1 has been generated using a
mean of 0 day and σ = 1 day. The observed flux is the
integrated flux of the photons traveling from each region of
the disk, with a time lag of tlag = (1 + z)R/c.
We then construct a transfer function for each filter,
and we convolve it with the source emission function, as
presented on the bottom panel of Figure 1. The new curves
are not only shifted in time, but also smeared asymmetri-
cally, i.e., skewed. The observed peaks of emission inten-
sity of each curve are indicated as vertical dotted lines. In
the inset, we highlight with colored wedges the differences
between the peak positions and the mean delays with col-
ored wedges. We note that for a sharper source function
(i.e., σ < 1 day), the differences between the peaks and the
mean intensities are larger. As a consequence any method
measuring time lags from sharp "peaky" structures of sim-
ilar size to the transfer function will be biased as they are
not measuring the mean lag, 〈δt〉λ, which is the physically
relevant quantity.
Next, we create more realistic light curves using a DRW
model from astroML (Vanderplas et al. 2012; Ivezić et al.
2014) for the driving source emission with a characteristic
time-scale τ = 200 days at the rest frame and a structure
function at infinity SFinf = 2 (flux unit), which describes
the long-term variability of the light curve. These DRW pa-
rameters are typical of the quasars in the DES sample (Yu
et al. 2018). Using the same transfer functions as before,
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Fig. 2. Top: Simulated light curves for the LSST filters before time sampling. The black curve is a DRW using τ = 200 days and
SFinf = 2 as a centrally driven source. The transfer functions shown on the top panel of Figure 1 are applied to simulate distorted
(skewed) multi-band light curves. Middle: The curves are shifted back by their mean delay, 〈δt〉λ, showing that there are residual
misalignments due to convolution by a skewed kernel that may bias delay measurements toward the peak of an asymmetric delay
distribution rather than its mean. Bottom: Example of the simulated data as may be obtained with the LSST g, r and y bands.
We simulate the light curves over a period of 1000 days with a 1-day cadence. The error bars are all ∆m = 0.01 mag rms. The
color code is the same as in Figure 1.
we now generate the light curves shown on the top panel
of Figure 2. In the middle panel of Figure 2, we shifted the
curves back by 〈δt〉λ, to show that the positions, in time, of
the minima and maxima are then earlier than in the original
DRW light curve.
In practice, light curves are not perfectly continuous.
To mimic real-life observations, we sample our light curves
using photometric noise with a rms scatter of ∆m = 0.01
mag over a period of 1000 days with a 1-day cadence. We
also remove data falling in season gaps of 120 days every
240 days. In a first experiment, we do not include data loss
due to bad weather or technical problem as our purpose
is to illustrate measurement biases even with fairly ideal
data. These light curves are presented as the data points
on the bottom panels of Figure 2 and the right panels of
Figure A.2.
We generate 25 DRW realizations of simulated light
curves for PyCS considering 25 noise realizations and
JAVELIN/JAVELIN-Ext considering one noise realization.
We run CREAM with one of the simulations due to the slow
speed computation. This still allows to demonstrate the im-
pact of skewed transfer functions.
3. Result
The conventional approach to estimate disk sizes is to mea-
sure the time delay between light curves observed in differ-
ent bands and then fit the lags according to a given disk
model. In this work, we choose the u band as the reference
band, since its light curve is less distorted, and we employ
PyCS and JAVELIN to measure time lags.
PyCS is a publicly available python package developed
by the COSMOGRAIL collaboration (Tewes et al. 2013;
Bonvin et al. 2016) including two main point-estimators of
time delays. One of them is the free-knot splines estimator,
that we use here. PyCS does not assume any physical AGN
model, and its use is thus completely data driven.
JAVELIN models the variability of AGNs as DRW, as-
suming light curves at various wavelengths are shifted,
scaled, and smoothed versions of the central variability. In
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Fig. 3. Probability distributions of measured time lags τLSST−grizy (top-row), relative to the reference band LSST-u, and the
source size RLSST−u (bottom-left), using PyCS (blue), JAVELIN (orange), JAVELIN-Ext (green), and CREAM (purple). The true delays
and sizes are shown as red lines. In the table, the values represent the 50th, 16th and 84th percentiles of the respective probability
distributions. The last column (Truth) shows the input value of 〈δt〉LSST−grizy − 〈δt〉LSST−u using Equation (10). The results from
PyCS and JAVELIN are comparable and are 20% smaller than the true size. JAVELIN-Ext leads to even smaller sizes (30% smaller)
but CREAM is leading to unbiased measurements.
practice the shift is done using a convolution of the cen-
tral DRW by time-shifted top-hat functions (Zu et al. 2011,
2013). The width of top-hat of each filter is a free param-
eter. As a top-hat function is obviously not skewed, we
expect a bias in time-lag measurements when applied to
continuum light curves.
JAVELIN has been used widely in emission-line and
continuum reverberation mapping observations (Shappee
et al. 2014; Fausnaugh et al. 2016; Jiang et al. 2017). Due
to the difficulty of measuring short delays, Mudd et al.
(2018) have developed an extension of JAVELIN to imple-
ment the τ ∝ λ4/3 scaling of thin-disk models (hereafter
JAVELIN-Ext), which can directly fit for a disk size Rλ using
all the available photometric light curves simultaneously.
Furthermore, we apply CREAM on our simulated light
curves. CREAM is designed to fit the more realistic trans-
fer functions of the lamp-post model, for which it infers a
posterior probability distribution for the AGN disk size. In
this work, we limit ourselves to face-on disk for both CREAM
and JAVELIN-Ext. In doing so, we fix the scaling relation
of disk size as Rλ ∝ λ4/3 in accordance to our simulations.
We note that in real-life use, these parameters are not nec-
essarily known, and must be marginalized over.
Finally, we also test the conventional interpolated cross-
correlation function (ICCF) method (Peterson et al. 1998;
Sun et al. 2018). This leads to the same conclusion as Jiang
et al. (2017); Yu et al. (2018), i.e. the lag distributions from
ICCF are significantly wider (& 0.8 day) than the distri-
butions from the previous three methods, to a point that
statistical error vastly dominate the systematic errors we
wish to study here. We therefore do not consider further
the ICCF method.
In the top row of Figure 3, we display the probability
distributions of the measured time lags τλ relative to the
reference band (λ0 = LSST− u in this work) from PyCS and
JAVELIN. We indicate the true delays as red vertical lines,
i.e., 〈δt〉λ − 〈δt〉λ0 using Equation (10). To estimate the
disk size, we adopt least-square fitting using the measured
delays τλ between the LSST bands. This is
χ2 =
∑
λ
[∆tλ − 〈δt〉λ]2
σ2λ
, (11)
where
∆tλ − 〈δt〉λ = τλ + 5.04(1 + z)
Rλ0
c
[1− (λ/λ0)4/3] (12)
and where σλ are the standard deviations of the distribu-
tions. The probability distributions for the source size at
the reference band RLSST−u are shown on the bottom-left
panel of Figure 3. Evidently, the smaller size measurements
of PyCS and JAVELIN are coming from the underestima-
tion of time lags in comparison with the mean delays of
the transfer function 〈δt〉λ − 〈δt〉λ0 . The effect is stronger
for light curves displaying sharp peaks, i.e. when the driv-
ing light curve is dominated by high frequency structures
acting on time-scales similar to the (temporal) size of the
transfer function. Both PyCS and JAVELIN seem sensitive
to such structures, which are most affected by the skewed
transfer functions. This results in estimated source sizes
about 20% smaller than the true size for our simulations,
but this should degrade even more with increasing level of
sharp structures in the DRW, hence the bias depends on
every object.
In contrast to the previous methods, both CREAM and
JAVELIN-Ext fit the source size directly, but the main dif-
ferences are: 1- JAVELIN-Ext adopts a shifted top-hat trans-
fer function while CREAM has a realistic thin-disk model,
and 2- CREAM represents the driving source with a prior on
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the Fourier power density spectrum while JAVELIN-Ext as-
sumes that the driving light curve is a DRW. The posteriors
of DRW parameters from JAVELIN are shown in Figure A.1.
3.1. Consequences on future observational strategies
CREAM outputs the posterior of accretion rate M˙ and the
mean delay of each transfer function 〈δt〉λ. The number of
total iteration is 20,000, and only the samples after itera-
tion larger 5,000 are used for size measurement. To avoid
confusion in converting CREAM’s measurement of M˙ to Rλ,
we use 〈δt〉LSST−u as our estimate to measure the disk size,
using Equation (3). The MCMC fit of CREAM is illustrated
in Figure A.2. More inputs/outputs of CREAM are discussed
in Appendix A.
The results of JAVELIN-Ext and CREAM are also shown
in Figure 3. We note an even larger bias for JAVELIN-Ext
which lead to an underestimate of the size by 30%. The re-
sult of JAVELIN-Ext has the same trend as shown in Figure
11 of Mudd et al. (2018). CREAM obtains the unbiased mea-
surement with a rms uncertainty of ∼ 4%. However, there
are so far very few direct comparisons of different time lag
measurement algorithms on real data. Based on the present
experiment, we conclude that it is crucial to consider asym-
metric transfer functions to infer the disk size using contin-
uum reverberation mapping data.
We now investigate the precision of the disk size mea-
surement from simple observational strategies using CREAM,
as this is the method giving the best performances in the
previous sections. We use the same light curve simulation
as for CREAM, as shown in Figure A.2 (∆m = 0.01), but
we increase cadence gradually from 1 day to 5 days. Fur-
thermore, we randomly add 3 inter-night gaps to each ob-
servation season (240 days) and 10% loss of observation to
mimic bad weather or technical issues at the telescope. Each
inter-night gap is one week. These observing conditions are
typical for the COSMOGRAIL program and should also
apply to e.g. LSST. The numbers of epochs of each ob-
servation strategy is listed in Table 1. The total number
of iterations is 20,000. We choose the samples after itera-
tion 5,000 and then measure the probability distributions
for 〈δt〉LSST−u . The corresponding source sizes at the ref-
erence band RLSST−u from CREAM are shown in Figure 4.
In general, CREAM can measure disk sizes with a rms error
below 10%, even for a cadence of 5 days and with data loss.
A cadence better than 2 days even achieves errors below
the 5% level.
4. Conclusions
We show that most current methods to analyze contin-
uum reverberation mapping data lead to underestimates
of accretion-disk sizes if the transfer function is skewed.
To illustrate our finding, we simulate light curves using
an AGN model based on a combination of thin-disk, lamp-
post and damped random walk for the driving function. We
estimate the time lags using both PyCS’s free-knot splines
estimator and JAVELIN and we use the measured lags to
derive the disk size. We also use JAVELIN-Ext and CREAM to
directly fit the disk size, with the former adopting a shifted
top-hat transfer function. Our findings are as follows:
– Because the transfer function of thin-disk model is
asymmetric, multi-band continuum light curves are not
only shifted and smoothed w.r.t. each other, but also
skewed.
– Curve-shifting techniques that are sensitive to sharp fea-
tures, acting on similar time scales as the transfer func-
tion, underestimate multi-band time delays by up to
20%, hence translating into a source size estimate also
20% smaller than the truth. We note that the num-
ber quoted here depends on the level of high frequency
structures (e.g. sharp peaks) in the actual DRW used.
– Direct disk size estimates using JAVELIN-Ext do not
perform better, with fitted size being 30% smaller than
the truth.
– Taking the proper transfer functions into account, such
as CREAM, is essential to reach an unbiased measurement
of the disk size.
– To achieve the size measurement with errors below 5%,
a cadence of at least one observation every 2 days is
needed, assuming photometric errors of the order of
∆m = 0.01 mag rms over a period of ∼ 3 years.
A long-standing problem in quasar accretion disk studies
is that measurements of their size are larger than predic-
tions of the thin-disk model by factors as large as 2 − 3.
Recently, Yu et al. (2018) reported that the measured disk
sizes are consistent with the predictions after taking the
disk variability into account, assuming that disks illuminate
following the lamp-post model, because this increases the
flux-weighted mean disk size by up to 50% (See Equations
(8) and (9) in Yu et al. 2018). However, the discrepancy
still exists if the effect of the skewed transfer function is ig-
nored. In this work, we choose the traditional disk model to
demonstrate the effect. Although the details of the trans-
fer function may vary from other models, we show that
accounting for its skewness, which is a general property
shared by many models, is necessary to converge towards
unbiased measurements of the disk size.
Our results based on numerical experiments suggest
that future generations of continuum reverberation map-
ping studies should consider the transfer function shape in
detail, or potentially attempt to reconstruct it during the
time-lag measurement process.
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Appendix A: The fits from JAVELIN and CREAM
The posterior distribution of the DRW’s parameters from
JAVELIN are shown in Figure A.1.
In the case of CREAM, we model the driving light curve
with frequencies in the range 0.0005 to 0.4 cycles/day. The
number of Fourier frequencies is ∼ 800. The time sam-
pling both for light curves and for the transfer functions
is 0.1 days.
We set the black hole mass Mbh = 2 × 108M and
the initial mass accretion rate is M˙ = 0.5M/yr, vary-
ing with a step 0.01 M/yr. We ignore the inner edge in
CREAM to match our simplified model. In practice, the posi-
tion of the inner edge is outside the Schwarzschild radius,
Rs = 2GMbh/c
2. A full account of the size of the inner edge
is beyond the scope of this work. The power law indices of
the viscous and irradiation components of the temperature-
radius profile are fixed to be −3/4. We also fix the inclina-
tion to be 0 degree as the results do not change qualitatively
by changing this parameter.
The MCMC fit of CREAM is shown in Figure A.2. The left
column shows the inferred transfer functions with vertical
lines showing the mean time delay. The right column shows
the response light curves in the LSST ugrizy filters includ-
ing 1σ uncertainty envelopes. CREAM outputs the posterior
of accretion rate M˙ and the mean delay of each transfer
function 〈δt〉λ, and the samples. These are shown in Fig-
ure A.3. We notice that in Figure A.2 the light curve error
envelopes do not sufficiently expand and contract in the sea-
sonal gaps, indicating that the number of MCMC samples
do not adequately cover the posterior parameter distribu-
tion, due to the computational limit on this high cadence
and high accuracy data set. As a consequence, the accuracy
of the disk size measurement is insensitive to the number
of MCMC samples, but some of the error distributions of
the CREAM parameters are likely to be underestimated and
biased as shown in Figures 3 and 4.
One can convert M˙ to the source size following the con-
vention adopted in the CREAM code:
Rλ = 5.16× 1012cm
× [3 + 4δη(1−A)]1/3
(
λ
µm
)4/3(
MbhM˙
M2yr−1
)1/3
, (A.1)
where δ = 0 is the ratio of lamp-post height and inner
edge in Schwarzschild radius units Rs = 2GM/c2, and A =
0 is the disk albedo. We note at this stage that users of
CREAM do not have access to all of the code parameters. We
therefore use the mean output delays to infer the source size
according to Equation (3). Although we use only LSST− u
as a reference to estimate the disk size, we still find that
using other filters as a reference leads to consistent result.
We fix the nominal error bars of the input light curves.
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Fig. A.1. Posterior distributions of the DRW parameters from JAVELIN: the structure function at infinity SFinf (left) and the
characteristic time-scale τ at the rest frame (right). The values on the top-right of each panel represent the 50th, 16th and 84th
percentiles of the respective probability distribution. The result shows that JAVELIN can recover the input parameters SFinf = 2
(lnSFinf = 0.69) and τ = 200 (ln τ1+z = 4.89), which are highlighted with dotted lines.
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Fig. A.2. Left: Transfer functions in each filter, as recovered with CREAM, along with their means in the observed frame represented
as dot-dashed vertical lines. The input transfer functions are shown as black curves and the means are labelled as black dot lines,
which agrees well with the CREAM’s outputs. Right: The inferred light curves from CREAM, plotted as the mean and rms envelope of
the MCMC samples, along with the simulated data, which are sampled with ∆m = 0.01 mag over a period of 1000 days using a
1-day cadence and adding season gaps of 120 days every 240 days.
Article number, page 10 of 11
J. H-H. Chan et al.: Twisted quasar light curves
0.1
0.2
0.3
0.4
0.5
ac
cr
et
io
n 
ra
te
 M
0 2500 5000 7500 10000 12500 15000 17500 20000
Iteration
1
2
3
4
5
6
7
t
LSST-u
LSST-g
LSST-r
LSST-i
LSST-z
LSST-y
Fig. A.3. The samples for the accretion rate, M˙ , and the mean delays 〈δt〉λ from CREAM.
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