Introduction
Let (M, g) be a smooth compact Riemannian manifold of dimension n ≥ 3. A conformal metric to g is a metricg which expresses as a smooth positive function multiplied by g.
The conformal class [g] of g is the set of such metrics. Ifg is a conformal metric to g, we write thatg = u 4/(n−2) g, where u ∈ C ∞ (M), u > 0. The scalar curvatures S g and Sg of g andg are then related by the equation
1)
where ∆ g = − div g (∇) is the Laplace-Beltrami operator, 2 = 2n/(n − 2) is critical from the Sobolev viewpoint, and c n = (n − 2)/4(n − 1). The problem of finding a metric conformal to a given one with a constant scalar curvature is known as the Yamabe problem (see Yamabe [29] ). The Yamabe invariant µ g is defined by
2)
where Vg denotes the volume of M with respect tog. Trudinger [28] solved the Yamabe problem for nonpositive Yamabe invariant µ g . In this case, the solution is unique up to multiplication by a constant scale factor if the scalar curvature is not normalized. The positive case µ g > 0 is more intricate and the problem reduces to finding a smooth positive solution of the Yamabe equation
3)
The problem was solved in large dimensions when the manifold is not conformally flat by Aubin [2] and in the more difficult remaining cases by Schoen [20] . Moreover, there are examples of manifolds for which (1.3) possesses multiple solutions (see Hebey and Vaugon [13] , Pollack [19] , and Schoen [23] ).
Schoen considered in [22, 23] the fascinating question of the compactness of Yamabe metrics. Let (M, g) be a smooth compact manifold of dimension n ≥ 3 with µ g > 0.
Let (u i ) be any sequence of smooth positive solutions of equations like
4)
where 2 + ε 0 ≤ q i ≤ 2 , with ε 0 > 0 fixed. In [22] , when the manifold is not the standard sphere (a necessary assumption), Schoen announced that the u i 's, if bounded in H the result when the manifold is conformally flat in [22] . Then, still in the conformally flat case, Schoen proved in [23] that one can get rid of the bound on the H 2 1 -norm. The proof in [23] uses the injectivity of the developing map and the Alexandrov method. In [21] , Schoen also gave strong indications for the proof of the result for arbitrary manifolds.
We refer also to Schoen and Zhang [27] . In [7] , we proved compactness for sequences (u i ) of solutions of equations like
when the u i 's are bounded in H 2 1 (M), and (a i ) is a converging sequence of functions on M. We refer to [7] for a precise statement and point out the fact that the H 2 1 -bound is necessary for such general equations (see [9] ). The proof in [7] is based on the very general C 0 -theory for blowup developed by Druet, Hebey, and Robert in [10] .
In this paper, we are interested in proving compactness results on general compact n-manifolds, 3 ≤ n ≤ 5, when we do not assume any H 2 1 -bound on the solutions. We follow Schoen's approach [21] and provide a detailed proof of his theorem. The 3-dimensional case was already written by Li and Zhu [18] . We let (M, g) be a smooth compact manifold of dimension 3 ≤ n ≤ 5 and let (a i ) be a sequence of smooth positive functions on M such that 6) where a ∞ ∈ C 2 (M) is such that the operator ∆ g + a ∞ is coercive, namely, such that its energy controls the H Equation (1.7) reduces to the geometric equation (1.3) when a i ≡ c n S g and q i = 2 . A sequence (u i ) is said to be a sequence of solutions of (1.7) if for any i, u i is a solution of (1.7). We prove here the following result.
Theorem 1.1. Let (M, g) be a smooth compact manifold of dimension 3 ≤ n ≤ 5 with µ g > 0. We let (a i ) and (q i ) be as above. We assume that a i ≤ c n S g for all i and that (M, g)
is not conformally diffeomorphic to the standard sphere if a ∞ ≡ c n S g and q i → 2 as i → +∞. Then compactness holds for (1.7) in the sense that any sequence (u i ) of solutions of (1.7) is bounded in C 2,α (M), α ∈ (0, 1), and thus precompact in C 2 (M). In particular, when 3 ≤ n ≤ 5 and the manifold is not the standard sphere, the set of Riemannian metrics with constant scalar curvature 1 in a given conformal class is precompact in the C 2 -topology.
Note that compactness for (1.7) does not hold in general if the condition a i ≤ c n S g is false (see [6, 9, 15] ). Independently, note that another proof of the theorem when n = 4, a i = c n S g , and q i = 2 for all i follows from the combination of Druet [7] and Li and Zhang [17] . As a general remark, the blowup analysis we develop below, and in the related works of Druet [7] and Druet, Hebey, and Robert [10] , is valid in any dimension.
The proof we present here in dimensions n = 3, 4, 5, which, as already mentioned, mainly follows the approach developed by Schoen in [21, 22] , should easily extend to higher dimensions with the difficulty that, in the final computation where the Pohozaev identity is involved, one more term (the Weyl tensor and then its derivatives) arises with each pair
The case of dimensions n = 6, 7 should follow from the material we develop here; the case of dimensions n = 8, 9 will be more involved; the case of dimensions n = 10, 11 is again more involved, and so on. The difficult problem would be to do the compactness for arbitrary dimensions without assumptions on the Weyl tensor. That pairs-of-dimensions occurrence was first noticed by Schoen [23, 24] . A very clear explanation of the phenomenon is given by Hebey and Vaugon [14] .
The paper is organized as follows. In Section 2, we derive various asymptotic estimates for an arbitrary sequence (u i ) of solutions of equations like (1.7) around one of its possible concentration points. This section is divided into several claims. The first two ones are rather standard now: they provide fine asymptotic pointwise estimates on [10] , it revealed to be powerful in a Riemannian setting (see, e.g., Druet and Hebey [8] ). At last, Claims 2.6 and 2.7 make an intensive use of the Pohozaev identity derived in the appendix. The restriction on the dimension of the manifold appears in the computations involved in these claims (see also Remark 3.6). We get estimates relating the weight of the concentration point, the size of the neighborhood of this concentration point, where u i is controlled by a standard bubble, and the underlying geometry of the manifold. Section 3 is devoted to the proof of the theorem. We prove the theorem by contradiction assuming that some sequence of solutions of equation (1.7) develops a concentration phenomenon. We first prove that concentration points are necessarily isolated. Such a fact follows mainly from Claim 2.7. Then the u i 's are bounded in H 2 1 (M) and we are in some sense back to Druet [7] , with a slight difference from [7] , where q i = 2 for all i. Compactness with the H 2 1 -bound-which relies essentially on Claim 2.6 and thus on the Pohozaev identity-is proved at the end of Section 3.
Pointwise estimates around a concentration point
We let (M, g) be a smooth compact Riemannian manifold of dimension 3 ≤ n ≤ 5 and we let (a i ) be a sequence of smooth functions on M such that (1.6) holds and such that
We let also q i ∈ [2 + ε 0 ; 2 ], with ε 0 > 0 fixed. We need to consider sequences of solutions of a slightly more general equation than (1.7). This will allow us to perform a suitable conformal change of the metric in Section 3. Thus we let ϕ ∈ C ∞ (M), ϕ > 0, and we consider (u i ) a sequence of solutions of
Throughout this section, we assume that there exist a sequence (x i ) of local maxima of u i in M and a bounded sequence (ρ i ) of positive real numbers such that the following assertions hold:
(H2) there exists C 0 > 0 independent of i such that
We divide this section into many claims, being more and more precise in the estimates on u i around x i . We let µ i > 0 be defined by
so that 5) thanks to assumption (H1). Claim 2.1 is really standard now.
Claim 2.1. We have that, after passing to a subsequence,
Moreover, we have that q i → 2 as i → +∞.
Proof of Claim 2.1. We let (z i ) be a sequence of points in B x i (ρ i ) such that
8)
and we set
Thanks to (H2), we have that
Fix 0 < δ < inj(M), with inj(M) the injectivity radius of M. We set for x ∈ B 0 (δμ
i ) the Euclidean ball of center 0 and radius δμ
(2.11)
, with ξ the Euclidean metric.
Independently,ũ i verifies
(2.12)
Thanks to (2.4), (2.5), (2.8), (2.9), and (2.10), we have that
It follows from the standard elliptic theory (see, e.g., [12] ) that after passing to a subse-
14)
where
15)
q 0 = lim i→ +∞ q i , and z 0 = lim i→ +∞ z i . Thanks to [11] , it is possible if and only if q 0 = 2 , which proves the second assertion of Claim 2.1, and thanks to [5] , we have that
Thus we have obtained that
Thanks to (2.10), we have that, up to the extraction of a new subsequence, 18) for some x 0 ∈ R n . Moreover, since x i is a local maximum of u i for all i, we get that x 0 is a local maximum of U. This implies x 0 = 0. In turn, this clearly implies thatμ i /µ i → 1 as i → +∞. Claim 2.1 easily follows.
For 0 ≤ r ≤ 3ρ i , we set 19) where dσ g denotes the (n − 1)-dimensional Riemannian measure. If we let (X i ) be a sequence of positive real numbers converging to some X > 0 as i → +∞, it is easily checked, thanks to Claim 2.1, that
We let R 0 ≥ 2 n(n − 2) and we define r i by
Claim 2.2 provides strong pointwise estimates on u i in B x i (2r i ).
Claim 2.2.
There exists C 1 > 0 such that for any i,
Proof of Claim 2.2. First, we note that it follows from assumption (H2) and from Harnack's inequality (see, e.g., [12] ) that there exists C 2 > 1 such that for all r ∈ [0; (5/2)ρ i ]
and all i,
As a consequence, we can write, thanks to (2.20) and (2.21) , that for all R > R 0 , all r ∈ [Rµ i ; r i ], all i, and all x ∈ ∂B x i (r),
Thus we have that
where ε(R) → 0 as R → +∞. We introduce the operator
which verifies the maximum principle since L i u i = 0 and u i > 0 (see [3] ). We let G i be the Green function of ∆ g + a i . Standard properties of the Green function (see, e.g., [10,
Appendix A]) give that there existρ > 0, C 3 > 1, and C 4 > 1 such that for all x, y ∈ M,
(2.28)
For 0 < σ < 1, we write that
in B x i (ρ)\{x i } thanks to (2.28). We then obtain, thanks to (2.26) and to the fact that q i →
for all i. Note that this is possible thanks to (1.6). Applying (2.30) with σ = ν and σ = 1−ν, it is easily checked that we can choose R ν > R 0 large enough such that
for i large, wherer i is given bȳ
Thanks to Claim 2.1 and (2.28), we have that
Applying the maximum principle, we thus get, thanks to (2.32), to the fact that L i u i = 0 in M, and to these last two relations, that
, which gives with (2.28) that 
Since q i → 2 and ν < 1/2, we can choose β > 0 small enough such that
for i large in order to obtain that
Coming back to (2.37) with this last relation and using the fact that
, we get the existence of some C ν > 0 such that
Since this relation obviously holds in B x i (R ν µ i )\{x i } thanks to Claim 2.1 and in B x i (r i )\B x i (r i ) thanks to (2.21), (2.24), and (2.33), we have obtained the following result: for any 0 < ν < 1/2, there exists C ν > 0 such that
for all i. We claim now that the following assertion implies Claim 2.2:
Applying (A), we get that
.
(2.47)
Assume by contradiction that the left-hand side of this equation goes to +∞ as i → +∞.
Then it will always be possible to choose a sequence
i → +∞, which violates the above equation. Just take, for instance, s i such that
Thus we have proved that as i → +∞. We assume that
Otherwise, (A) obviously holds for (s i ) thanks to (2.20). We set for x ∈ B 0 (1) the Euclidean ball of center 0 and radius 1,
Thanks to (2.43) and (2.50), we have that
Then standard elliptic theory gives the existence of some λ i → +∞ such that
is nonincreasing in (0; 1] so that H must be singular at the origin. Thus we can write H as
where h ∈ C 2 (B 0 (1)) is harmonic and λ > 0 is some constant. We let η ∈ C ∞ (B 0 (1)) be the first positive eigenfunction of the Euclidean Laplacian in the unit ball with Dirichlet boundary condition, that is, ∆ ξ η = λ 1 η, η > 0 in B 0 (1), with λ 1 the first Dirichlet eigenvalue of ∆ ξ . We multiply equation (2.52) by η and integrate on B 0 (δ), 0 < δ < 1. This leads after integration by parts to the following:
(2.57)
) and s i → 0 as i → +∞, we obtain that
in B 0 (δ) for i large. Thus the above equation leads, thanks to (2.54) and to the fact that
It is easily checked, thanks to Claim 2.1 and (2.43) (applied with ν > 0 small enough),
where ω n−1 is the volume of the standard unit sphere in R n . We thus obtain that
(2.62)
This leads with (2.54) to the estimate (A) for the sequence (s i /2). Then it holds for (s i ) thanks to (2.21) . This ends the proof of assertion (A). As already said, this also ends the proof of Claim 2.2.
Lack of compactness can occur only if the equation is almost critical as proved in Claim 2.1 (q i → 2 as i → +∞). Here we prove that q i must go to 2 quite fast. More precise information on this speed of convergence may be deduced from Claim 2.6 but the following claim is easier to prove and sufficient for the moment.
Claim 2.3. We have that
(2.63)
Proof of Claim 2.3. We write the Pohozaev identity (see the appendix) applied to u i in
where A i is the boundary term:
(2.65)
Thanks to Claim 2.2, we have that
It is also easily checked that
Thanks to Claims 2.1 and 2.2, we have that
(2.69)
Coming back to (2.68) with all these estimates, we obtain Claim 2.3.
We project u i on a set of bubbles (defined below). Let η ∈ C ∞ (R) be such that
. We consider the function
defined by
for y ∈ M and ν > 0. We define the set Λ i by
Since Λ i is compact and J i is continuous, there exists
Claim 2.4. We have that
Proof of Claim 2.4. First, we note that (x i , µ i , 0) ∈ Λ i . Moreover, we can write with (2.22)
for all R > 0. Thanks to Claim 2.1, we have that, for all R > 0,
77)
while, thanks to Claim 2.2, to (2.22), and to some computations, we have that
78)
where ε R → 0 as R → +∞. Thus we obtain that
By definition (2.74) of (y i , ν i , θ i ), we thus have that
We set
and we write that
(2.82)
This leads first to
It is easily checked, thanks to Claims 2.1 and 2.2 and to (2.22) , that
while direct computations give also that
Thanks to (2.80) and (2.83), we can conclude that θ i → 0 as i → +∞. Coming back to (2.82) with (2.80) and these last results, we also obtain that 
It is easily checked to be possible if and only if the two remaining assertions of Claim 2.4
hold. This ends the proof of Claim 2.4.
We set for x ∈ B 0 (2) the Euclidean ball of center 0 and radius 2,
(2.88)
We let
As a consequence of Claims 2.1 and 2.4, we have 
93)
for some C > 0 independent of i. Thanks to standard elliptic theory (see, e.g., [12] ), equations (2.89) and (2.92) give that (B) (γ
94)
The first variation formula associated to (2.74) gives after some computations that
97)
and, thanks to Claim 2.3,
for all α = 1, . . . , n.
The next claim provides fine integral estimates on R i . We state this claim only for dimensions n = 3, 4, 5. Similar estimates hold, and follow from the proof given here, in higher dimensions. These kinds of estimates were first obtained by Druet and Hebey [8] .
Claim 2.5. The following estimates hold:
99)
(2.100)
Proof of Claim 2.5. We write with (2.94) and (2.96) that
which leads with (2.89) and (B) to 
Independently, we write that
for all R > 0 and i large. It is easily checked, thanks to Claims 2.3 and 2.4 and to (2.91), 
Coming back to (2.102) with all these relations, we obtain that
Let us be more precise now. We write, thanks to not only (2.94) and (2.107) but also Claims 2.3 and 2.4, that Since
thanks to Claim 2.3, we obtain with Hölder's and Sobolev's inequalities that 
Using Hölder's and Sobolev's inequalities, one also gets after some computations
Coming back to (2.102) with (2.108), (2.112), and this last relation, we obtain the following:
We now consider the following eigenvalue problem:
115) 
117)
with (ζ α , τ α ) the solutions of the following eigenvalue problem:
119)
Thanks to the work of Bianchi and Egnell [4] , we know that
, τ α = n + 2 n − 2 , for α = 2, . . . , n + 1,
120)
where λ 2 , . . . , λ n+2 are some positive real numbers, and that
We now write that
for α = 1, . . . , n + 2. In particular, we obtain, thanks to (2.116), that
We also have
thanks to (2.115). At last, we can write that
We now estimate the D i,α 's. We write, thanks to (2.115), (2.117), and (2.123), that
(2.128)
It is then easily checked that
for α = 1, . . . , n + 2, thanks to (2.96), (2.97), (2.98), (2.118), (2.120), and Claim 2.3. Thus we obtain that
Then (2.126) becomes
and (2.127) becomes
Using (2.114), (2.121), and (2.125), we deduce (2.99). It remains to prove (2.100). For that purpose, we first write that
thanks to (2.94) and (2.96). Direct computations lead then with the Cartan expansion of the metric h i around 0 and with Claim 2.3 to
(2.134)
We thus obtain, thanks to (2.99), that 
137)
so that
(2.138)
We now write with (2.94) that
(2.139)
This leads, thanks to (2.99), (2.112), Claim 2.3, and direct computations, to
Combining (2.135), (2.138), and (2.140), we obtain (2.100) thanks to Claim 2.3. This ends the proof of Claim 2.5.
We let 0 < δ < 1/2. We apply the Pohozaev identity to v i in B 0 (δ) with test function f = (1/2)|x| 2 (see the appendix):
141)
where M i is the boundary term
(2.142)
In the next claim, we estimate M i thanks to (2.141). In Claim 2.7 and Section 3, we will estimate M i thanks to (2.142) in order to get contradictions (in different settings).
Claim 2.6. We have that
for some C > 0 independent of i and δ.
Proof of Claim 2.6. Thanks to (2.140), we have that
while (2.91) and (2.92) lead to
Since B i is radially symmetrical and η ≡ 1 in B 0 (δ), we have that
thanks to the Cartan expansion of h i around 0. We get then, thanks to Claim 2.5, that
, using (2.94), we write that
(2.149)
By Hölder's and Sobolev's inequalities, thanks to Claims 2.3 and 2.5, we get after some computations that
We write now, with the Cartan expansion of h i around 0, and since B i is radially symmetrical, that
which gives after some computations, and thanks to Claim 2.3, that
Coming back to (2.150) with this last relation and Claims 2.3 and 2.5, we get that
(2.153)
We write now, thanks to the expansion of the metric h i around 0, that
where 0)). Using the fact that B i is radially symmetrical, we get then with (2.94) that
(2.155)
This leads after some computations, thanks to Hölder's and Sobolev's inequalities and to Claim 2.5, to The next step is crucial in order to prove during Section 3 that concentration points are isolated and thus the energy of solutions of (2.2) is a priori bounded.
Claim 2.7.
If r i → 0 as i → +∞, then we necessarily have that r i = ρ i for i large. Moreover, we have that
and h some smooth harmonic function in B 0 (2) such that h(0) ≤ 0.
Proof of Claim 2.7. Assume that r i → 0 as i → +∞. Thanks to (2.88), (2.89), and (B), after passing to a subsequence, we have (2.157), where H satisfies
The classification of singularities of harmonic functions then gives the existence of some λ ∈ R and of some smooth harmonic function h such that
In order to compute λ, we integrate equation (2.89) on B 0 (1) to obtain
(2.162)
Thanks to (2.91), (2.92), and Claim 2.3, we get that
(2.163)
Thus we obtain that
which leads to
Thanks to (2.157), we can estimate M i , given by (2.142): since r i → 0 as i → +∞,we obtain that
Claim 2.6 independently gives that
since a i ≤ c n S g , q i ≤ 2 , and r i → 0 as i → +∞. Thus we obtain that
It remains to prove that r i = ρ i for i large. Assume that, on the contrary, there is a subsequence such that r i < ρ i for i large. Then, by definition (2.21) of r i , we have that
where ψ i is defined by (2.19). Thanks to Claim 2.4, to (2.22), and to (2.157), this leads to
Thanks to (2.161), we have that
so that we obtain h(0) = λ which is in contradiction with (2.168). This ends the proof of Claim 2.7.
Proof of Theorem 1.1
We prove the theorem in this section. The notations of this section are independent of those of the previous one. We use the results of Section 2 with different sequences (x i ) and (ρ i ) satisfying assumptions (H1) and (H2) at the beginning of Section 2. We let (M, g) be a smooth compact Riemannian manifold of dimension 3 ≤ n ≤ 5 and we let (a i ), (q i ), and (u i ) be as in the theorem. If
in C 2 (M) thanks to standard elliptic theory (see, e.g., [12] ), and the conclusion of the theorem holds. We assume by contradiction that
We claim first the following.
Claim 3.1. We have that q i → 2 as i → +∞.
Proof of Claim 3.1. We let x i ∈ M be a point where u i achieves its maximum. By (3.1), we have that
Fix 0 < δ < inj(M). We set for x ∈ B 0 (δu i (x i ) (q i −2)/2 ) the Euclidean ball of center 0 and
Moreover, we have that
Standard elliptic theory (see, e.g., [12] ) then gives that, up to a subsequence,
Here, q 0 = lim i→ +∞ q i , which does exist up to extracting a new subsequence. Thanks to [11] , this is possible if and only if q 0 = 2 . This ends the proof of Claim 3.1. 
then u i possesses a local maximum y i ∈ M\S i which satisfies
We allow S i to be the empty set with the convention that d g (y, ∅) = 1 for all y ∈ M.
Proof of Claim 3.2. Fix R > 0. We prove the claim by contradiction. We assume that, for some subsequence, there exists D i → +∞ as i → +∞ and there exists a compact set
and such that there is no local maximum point of u i satisfying the conclusion of the claim with D i and S i . We let z i ∈ M\S i be such that
We also have, thanks to (3.10) and (3.11), that
Fix δ > 0 small. We set for x ∈ B 0 (δε
i ) the Euclidean ball of center 0 and radius δε 15) so that
Thanks to (3.13), we also have that
We let R > 0 and we let (z i ) be a sequence of points in B 0 (R). Since
18)
we get, thanks to (3.14), that
This leads, thanks to (3.11), tō
This proves that (ū i ) is locally uniformly bounded in R n . Standard elliptic theory (see, e.g., [12] ) then gives that, after passing to a subsequence,
we have that
This clearly proves that for i large, u i possesses a local maximum point y i satisfying that
, and
for i large. We thus constructed a local maximum of u i satisfying the conclusion of the claim with D i and S i . This is a contradiction. Claim 3.2 is proved. 
for all i large and all x ∈ M.
Proof of Claim 3.3. We fix R > 0. We let D 0 > 2R and i 0 ∈ N be given by Claim 3.2. We fix
Note that this is always possible thanks to (3.1). For (x 1 , . . . , x k ), k ∈ N, a family of local maxima of u i , we consider the following assertions:
We say that (P k ) holds for u i if there exists a family (x 1 , . . . , x k ) of local maxima of u i such that the above assertions (3.27), (3.28) , and (3.29) hold for this family.
We note first that (P 1 ) holds for (u i ). This is a consequence of Claim 3.2: thanks to (3.26), we can apply Claim 3.2 with S i = ∅. Let k ≥ 1 be such that (P k ) holds for some family (x 1 , . . . , x k ) of local maxima of u i . Then either (P k+1 ) holds for u i or
We now prove (3.30) For that purpose, we assume that
for some y ∈ M. Thus we can apply Claim 3.2 with
This gives a local maximum x k+1 ∈ M\S i of u i which satisfies
We prove that assertions (3.27), (3.28) , and (3.29) of (P k+1 ) hold for the family (x 1 , . . . , x k+1 ). Assertions (3.28) and (3.29) hold for x 1 , . . . , x k thanks to (P k ), while they also hold for x k+1 thanks to (3.33). Thanks to assertion (3.27), it just remains to prove that for any α ∈ {1, . . . , k},
Thanks to (3.33), since D 0 > 2R, we have
Definition (3.32) of S i then clearly gives the equation we were looking for. This ends the proof of (3.30).
We apply now (3.30) by induction of k. The process will necessarily stop for some k = N(i) since assertions (3.27) and (3.29) imply that
Then we have the existence of (x 1 , . . . , x N(i) ), a family of local maxima of u i , such that assertions (3.27), (3.28) , and (3.29) of (P N(i) ) hold for this family and that
Thanks to assertion (3.27) of (P N(i) ), we have that
thanks to assertion (3.29) of (P N(i) ). If
we let β ∈ {1, . . . , N(i)} be such that
and we write min α=1,...,N(i) The next claim is a technical step toward this result.
Proof of Claim 3.4. Up to reordering the x i,α 's, we may assume that α i = 1 for all i. We assume that
and assume by contradiction that
By Claim 3.3 and thanks to definition (3.44) of d i , we have that
and we set for x ∈ B 0 (δ µ Since µ i → 0 as i → +∞ (thanks to (3.49)), we obtain that
Thanks to (3.48), (3.49), and (3.51), we also have that ( u i ) is uniformly bounded in all compact subsets of R n . Since u i verifies
we get by standard elliptic theory that
is a bounded sequence of points in R n so that
This is in contradiction with (3.47) and (3.49). This proves Claim 3.4. Proof of Claim 3.5. Up to reordering the x α,i 's, we may assume that
We assume by contradiction that
We set for x ∈ B 0 (δd
i ) the Euclidean ball of center 0 and radius δd
(3.58)
We letx
x 2,i (3.60) so that |x 2,i | = 1. Up to a subsequence,x 2,i →x 2 as i → +∞. For R > 0, we seť
Thanks to the definition of d i and to (3.56), we have that, up to a subsequence,
withŠ R a finite set which contains 0 andx 2 . Also leť
We assume that there exists β i = 1, . . . , N(i) such that
We claim that (3.64) =⇒ ǔ i is uniformly bounded in all compact subsets of R n . (3.65)
In order to prove (3.65), we first note that, for a sequence α i = 1, . . . , N(i) such that 
Applying Claim 2.7 with x i = x α i ,i and ρ i = d i /6, we obtain thatǔ i → 0 in C 2 loc (Bx(1/9)\{x}), wherex = lim i→ +∞xα i ,i . We let R > 2|x|. We know, thanks to Claim 3.3 and to definition (3.44) of d i , that (ǔ i ) is uniformly bounded in all compact subsets of B 0 (R)\Š R . But, thanks to (3.64) and to Claim 3.4, (ǔ i ) is uniformly bounded on By(1/2), wherey = lim i→ +∞xβ i ,i . We thus obtain, thanks to Harnack's inequality, thať
This is in contradiction with the first assertion of Claim 3.3.
Thus we have proved that, for all . Thanks to Claim 3.3, we also know thatǓ possesses at least two local maxima, namely 0 andx 2 . By the work of Caffarelli, Gidas, and Spruck [5] , this is impossible. Thus (3.64) leads to a contradiction.
Thus, for any
i → +∞ and we can apply the results of Section 2 with x i = x α i ,i and ρ i = d i /6. Applying, in particular, Claim 2.7, we obtain thať
whereŠ is as in (3.63) anď
withȟ a nonnegative harmonic function in R n \{Š\{0,x 2 }}, λ 1 > 0, and λ 2 > 0. Then we can write thať
around 0 with A > 0. This is easily checked to be in contradiction with the last part of Claim 2.7. Thus this second situation also leads to a contradiction. This clearly proves that (3.57) is absurd. Claim 3.5 is proved.
Now, that we know that d i ≥ d > 0, we are ready to end the proof of the theorem.
The arguments are really similar to those used at the end of [7] . We recall them briefly
here. Up to a subsequence, we may assume that N(i) = N for all i. We let (x α,i ) α=1,...,N be the family of local maxima of (u i ) given by Claim 3. Here, G is the Green function of the limit operator ∆ g + a ∞ . Note also that λ α > 0 for all α = 1, . . . , N thanks to (3.70). Now we let ϕ ∈ C ∞ (M), ϕ > 0, be such that It is always possible to find such a ϕ (see, e.g., [16] ). We set w i = u i ϕ so that w i verifies ∆ h w i + α i w i = ϕ 2 −q i w At last, the maximum principle gives that eitherβ > 0 in M orβ ≡ 0 in M, and α ∞ ≡ c n S h in M.
Thanks to the choice of h we made, see (3.76), we know that (see [16] This result comes from the positive mass theorem and has been proved by [25, 26] . Summarizing, we arrive at ϕH = 1 n(n − 2) . This can be seen by noticing that the leading term in the formula of Claim 2.6 will always be the term involving the scalar curvature in this case. And this is true whatever the dimension is. With this remark, it is easily checked that the subsequent arguments of the proof continue to hold in all dimensions and lead to a contradiction.
