Large scale variational calculations for the vibrational states of HOCl are performed using a recently developed, accurate ab initio potential energy surface. Three different approaches for obtaining vibrational states are employed and contrasted; a truncation/recoupling scheme with direct diagonalization, the Lanczos method, and Chebyshev iteration with filter diagonalization. The complete spectrum of bound states for nonrotating HOCl is computed and analyzed within a random matrix theory framework. This analysis indicates almost entirely regular dynamics with only a small degree of chaos. The nearly regular spectral structure allows us to make assignments for the most significant part of the spectrum, based on analysis of coordinate expectation values and eigenfunctions. Ground state dipole moments and dipole transition probabilities are also calculated using accurate ab initio data. Computed values are in good agreement with available experimental data. Some exact rovibrational calculations for Jϭ1, including Coriolis coupling, are performed. The exact results are nearly identical with those obtained from the adiabatic rotation approximation and very close to those from the centrifugal sudden approximation, thus indicating a very small degree of asymmetry and Coriolis coupling for the HOCl molecule.
I. INTRODUCTION
Hypochlorous acid, HOCl, plays a role in ozone layer depletion. [1] [2] [3] This fact, coupled with its intrinsic interest in purely scientific terms, motivates continued research on its spectroscopy and dynamics. A detailed understanding of its high resolution infrared spectroscopy, for example, might help in monitoring the atmospheric HOCl concentration. 4 Due to the substantial dissociation threshold ͑Ϸ60 kcal/mol͒, HOCl has a large number and density of states. Extrapolation of an empirical Dunham expansion 5 for HOCl to the dissociation limit suggests there are approximately 780 bound states, with a density of states near dissociation of 0.13 cm
Ϫ1
. Analysis of the experimental data indicates that the HOCl spectrum is regular, 5 and therefore band assignment should not be a daunting task. Still, only a few vibrational bands, mostly in the lower the part of the spectrum, have been experimentally assigned. The first infrared spectrum of the OH fundamental, 1 , in HOCl was reported by Hedberg and Badger, 6 and subsequently accurate spectra of the fundamentals and a number of higher energy overtones and combination bands have been reported by several groups. 5,7-13 A significant obstacle in spectroscopic studies of HOCl is the low absorption intensity of all but the fundamentals and a few lower order overtone and combination bands. To overcome this problem, a double-resonance technique was employed recently by Barnes and Sinha 14, 15 and Wedlock et al. 16 to study unimolecular dissociation of HOCl from the 6 1 and 7 1 overtones. From these experiments the dissociation energy and band origins for the 6 1 and 7 1 overtones have been accurately determined. A number of ''dark'' states have also been assigned by Abel and co-workers 5, 11, 13 based on the effect of these states on the nearby ''bright'' states.
Recently, several of us determined a semi-global, threedimensional potential energy surface ͑PES͒ for HOCl based on accurate ab initio data. 17 Preliminary tests showed that this PES is able to reproduce HOCl experimental vibrational energies up to 7 1 to within a few cm
. The purpose of the present study is to extend the previous calculations, and to conduct a comprehensive analysis of the vibrational spectrum including normal mode assignments, the computation of infrared intensities, and statistical analysis.
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The large number of HOCl bound states requires implementation of state-of-the-art computational quantum chemical methods. The only other systems with a comparable number of bound states that has been extensively treated theoretically up to the dissociation limit are H 3 ϩ , with 962 and 860 bound states in its even and odd parity blocks, [18] [19] [20] respectively, and NO 2 , with 2967 bound states. 21 Implementations of exact variational methods for small molecules vary widely depending on specific molecular details and also the preferences of researchers. However, two general approaches should be noted.
The first approach relies on explicit diagonalization of a compact, dense Hamiltonian matrix, which can be obtained by using some kind of basis set contraction scheme. 22, 23 Due to the unfavorable scaling of memory storage for the Hamiltonian matrix (ϰN 2 ) , and the CPU time for explicit diagonalization (ϰN 3 ), this approach is typically limited to basis sets of dimension NϽ10 000 and becomes too slow to be practical for larger basis sets. The largest calculations with this approach were done for H 3 ϩ by Henderson et al. 18 and for HO 2 by Dobbyn et al. 24 and involved Nϭ8500 and N ϭ8779, respectively.
The second approach is to use large direct-product basis sets and to rely on an iterative matrix eigenvalue method such as the Lanczos method. [25] [26] [27] [28] [29] [30] In this approach, an Ndimensional vector is iterated according to a simple rule that involves at least one Hamiltonian matrix-vector product per iteration. Analysis of quantities inferred from the iterations leads to estimates of the eigenvalues. Basis sets with N Ϸ10 6 and larger are possible 30 because only a few vectors need be kept in memory for each iteration and the generally sparse character of the Hamiltonian matrix implies that the full NϫN matrix need not be stored. Furthermore, for sparse matrices, the CPU effort associated with the matrix-vector product scales better than N 2 . For example, with a discrete variable representation ͑DVR͒ ͑Ref. 31͒ for each degree of freedom, the effort typically scales as N⌺ k n k , where n k is the number of grid points associated with the kth degree of freedom and Nϭ⌸ k n k .
Actually, wave packet propagation coupled with Fourier analysis of relevant time-dependent quantities such as correlation functions, 32 or even simpler iterative processes involving matrix-vector products such as Chebyshev iteration coupled with Fourier analysis [33] [34] [35] [36] [37] [38] are also iterative methods. ͑It is interesting to note that Lanczos 33 first suggested Chebyshev iteration coupled with Fourier analysis, which he termed ''spectroscopic eigenvalue analysis.''͒ The filter diagonalization method 39 is an interesting and useful approach for accomplishing the spectral analysis that, when properly implemented, is superior to traditional discrete Fourier transforms. ͑Another alternative spectral method is the Prony method. 40 ͒ The Chebyshev iteration/filter diagonalization approach has been efficiently implemented for bound 21, 37 as well as resonance 37 states of small molecules. In the present study we have calculated eigenvalues and eigenvectors of HOCl bound states with direct diagonalization of Hamiltonian matrices based on contracted basis sets, and eigenvalues only with two iterative methods applied to simpler ͑but larger͒ direct-product representations; the Lanczos method and Chebyshev iteration coupled with filter diagonalization. Section II briefly reviews the methods that are applied and contrasted for total angular momentum Jϭ0 vibrational states in Sec. III. Section III also presents some numerically exact results and results obtained from adiabatic rotation and centrifugal sudden approximations for vibrational states with Jϭ1. Consistent with the previous HOCl study, 17 the adiabatic rotation ͑AR͒ approximation for describing JϾ0 is found to be very accurate owing to the low degree of asymmetry and Coriolis coupling of the HOCl molecule. Section IV summarizes our main conclusions.
II. METHODS
We use the standard body-fixed Hamiltonian in atomdiatom Jacobi coordinates. Let us denote the OH internuclear distance by r, the distance from center of mass of OH to Cl by R, and the angle between vectors r and R by ␥, where ␥ϭ0 corresponds to a linear HOCl arrangement. The total angular momentum zero (Jϭ0) Hamiltonian is
where is the reduced mass of Cl and OH and OH is the reduced mass of O and H.
A. Truncation/recoupling with direct diagonalization
The first method employed here is a variation of a previously used truncation/recoupling technique, 23, [41] [42] [43] which is close in spirit to the sequential adiabatic diagonalization method. 22 The basic idea behind this approach is to obtain the most suitable ͑and thus as compact as possible͒ threedimensional basis by doing a number of diagonalizations of smaller one-and two-dimensional reference Hamiltonians, while discarding high energy eigenfunctions at each step. To demonstrate this approach let us rearrange terms in Eq. ͑1͒ as follows:
where R e , ␥ e , and r e are the coordinates at the HOCl equilibrium geometry. Ĥ 2D (R,␥) is the two-dimensional reference Hamiltonian,
ϩV͑R,␥,r e ͒ϪV͑ R,␥ e ,r e ͒, ͑3͒
and ĥ 1 (R), ĥ 2 (␥), and ĥ 3 (r) are the one-dimensional reference Hamiltonians, which are expressed as follows: 
͑6͒
Finite matrix representations of ĥ 1 (R) and ĥ 3 (r) were obtained with the appropriate ͑evenly spaced͒ sinc-DVRs of Colbert and Miller, 44 and ĥ 2 (␥) was represented with Legendre polynomials. These matrices, typically of dimension 300, were directly diagonalized to obtain the required zeroorder eigenvalues and eigenfunctions.
While one could use the zero-order eigenfunctions directly, it is computationally very convenient to replace them with DVRs designed to be equivalent to them. Significant computer memory and CPU savings result because the potential can then be taken to be diagonal in the DVRs, and the kinetic energy is block diagonal. Echave and Clary 45 have described how to construct such a potential-optimized DVR ͑PODVR͒. For example, a PODVR for R can be obtained by taking the first n 1 zero-order eigenfunctions i (R), constructing the coordinate matrix ͗ i (R)͉R͉ j (R)͘, and diagonalizing this matrix. The eigenvalues are the PODVR points, and the eigenvectors form the matrix of the transformation U between the i (R) and the PODVR representation,
This procedure was used for all three coordinates. The twodimensional reference Hamiltonian was diagonalized in a direct-product PODVR basis R and ␥. The final 3D basis, formed as the direct-product of 2D eigenfunctions, ⌿ i (R,␥), and 1D eigenfunctions, ⌽ j (r), was truncated by keeping only the n lowest energy eigenfunctions. For the largest truncation/recoupling calculation reported here PODVRs were constructed from the lowest 130 eigenvectors for R on the grid from 2.4 a 0 to 12.0 a 0 , 15 lowest eigenvectors for r on the grid from 1.0 a 0 to 6.0 a 0 , and lowest 60 eigenvectors for ␥ on the grid from 0 to 180 deg. The corresponding direct-product 2D Hamiltonian in R and ␥ was constructed and diagonalized using the relevant PODVRs. The 1600 lowest energy 2D eigenfunctions were then recoupled with 15 1D eigenfunctions for r to obtain 7800 3D basis functions.
Due to the relatively small size of the Hamiltonian matrix, it is possible to save all the necessary eigenfunctions in memory for further use. The expectation values of coordinates were routinely used for the analysis of eigenfunctions and spectral assignment. We also used eigenfunctions to evaluate dipole transition probabilities through
where d x and d y are the dipole moments of HOCl along the A and B principal axes, respectively. Finally, the eigenfunctions were used for successive exact calculations of rovibrational coupling at J 0 as discussed below. The J 0 body-fixed frame Hamiltonian can be written as
͑9͒
Here the first term is the Jϭ0 Hamiltonian defined by Eq. ͑1͒, the second term is an effective centrifugal sudden ͑CS͒ potential, and the last term corresponds to Coriolis coupling. 
B. Lanczos diagonalization
The second approach used in the present work employed a large direct-product basis coupled with the standard Lanczos method, [25] [26] [27] [28] [29] [30] the most commonly used iterative matrix eigenvalue method. Given an NϫN Hamiltonian matrix H, one starts from a random N-dimensional vector, q 0 , and generates a sequence of vectors q k , kϭ0,1,2,..., with each q k being given by a simple iteration involving q kϪ1 , q kϪ2 , and Hq kϪ1 . At any stage k ͑Krylov subspace size͒ one may construct and diagonalize a certain tridiagonal matrix that yields estimates of the eigenvalues. As k increases the lowest ͑and highest͒ eigenvalues of H become some of the eigenvalues of the tridiagonal matrix. However, multiple copies ͑false degeneracies͒ of good eigenvalues, as well as incorrect or spurious eigenvalues also arise. One must take care to filter out any incorrect eigenvalues. Since the character of the incorrect values changes from iteration to iteration, a simple filtering procedure was employed that involves saving the set of eigenvalues ͑ignoring degenerate ones͒ from a previous Krylov subspace size, and comparing them with the current set of eigenvalues. An eigenvalue is considered to be a good one if it occurs, to within a specified tolerance, in both sets. ͑Cullum and Willoughby 25 have suggested a slightly differ-ent filtering procedure.͒ We carry out the Lanczos iterations until we reach a k such that we have converged all the eigenvalues desired. The Lanczos method employed here cannot resolve any degeneracies ͑which is not an issue for HOCl͒ and, moreover, an additional calculation would be required to obtain eigenvector information. ͑More sophisticated Lanczos-based methods, e.g., the implicitly restarted Lanczos method [47] [48] [49] are capable of overcoming such difficulties but at the cost of increased computer memory.͒
The matrix representation for carrying out the Lanczos iterations is based on Eq. ͑1͒ with basis sets similar to that used in a recent study of resonance decay in HCO. 50 An evenly spaced DVR was used to describe R, with 256 grid points ranging from 2.4 to 11.36 a 0 . ͑grid spacing of 0.035 a 0 ͒ and 20 PODVR points were used to describe r. A difference with respect to the HCO calculation is that an angular DVR ͑as opposed to Legendre basis set͒ is employed for the angle: 51 50 Gauss-Legendre quadrature points corresponding to 50 normalized Legendre polynomial basis functions were employed. The vectors q k are then components of an expansion
where ͉R i ͘, ͉r j ͘, and ͉␥ k ͘ are formal kets denoting the DVRs. In evaluating the effect of H on a vector q, the purely three-dimensional grid representation is convenient since the potential matrix is diagonal and the kinetic matrix is block diagonal. In the calculation reported here the total size of the Hamiltonian matrix was Nϭ256 000. Approximately 50 000 iterations were found sufficient to converge all bound states employing a tolerance of 10 Ϫ5 cm Ϫ1 .
C. Chebyshev propagation with filter diagonalization
The third method employed here is the low-storage Chebyshev iteration/filter-diagonalization approach developed recently by Mandelshtam and Taylor. 37 This method is conceptually based on the filter-diagonalization procedure of Wall and Neuhauser, 39 which extracts the system eigenenergies by harmonic inversion of a time correlation function. Actually, a Chebyshev iteration 33, 34, 38, 52 is used to propagate a random starting vector q 0 , and so ''time'' is taken to be the iteration number, n. The method of Ref. 37 is designed for a direct harmonic inversion of the Chebyshev autocorrelation function
for the eigenenergies E k ϭa cos k ϩb and amplitudes d k .
Here, H s ϭaHϩb, where a and b are chosen such that the eigenvalues of H s lie within ͑Ϫ1,1͒. The computation of the c n sequence is done to essentially the machine precision using a numerically very inexpensive and stable iterative scheme,
with c n being generated using c 2n ϭ2͗q n ͉q n ͘Ϫc 0 , c 2nϪ1 ϭ2͗q nϪ1 ͉q n ͘Ϫc 1 . As with the Lanczos method, this approach requires storage of only a few vectors at a time, assuming that the matrix-vector multiplication is implemented without explicit storage of the Hamiltonian matrix. The spectral analysis part ͑i.e., the harmonic inversion of c n by the filter-diagonalization͒ is carried out independently and efficiently after the sequence c n is computed. All these features imply a very high performance for the overall numerical procedure. The Hamiltonian was represented in a manner similar to the Lanczos calculations above, although slightly different ranges and grid point numbers were employed. The coordinate ranges were 1.8 a 0 рRр12 a 0 , 1.1 a 0 рr р4.5 a 0 , and 0р␥р180°, with 280, 22 ͑potential-optimized from 88 equally spaced points͒ and 60 grid points, respectively. Three-dimensional grid points with energies larger than 60 000 cm Ϫ1 were discarded, resulting in a final matrix size of 340 000. Up to 60 000 iterations were used to compute energies of all bound states of HOCl.
D. Computational efficiency
The memory requirement for the truncation/recoupling method grows as N 2 with the increase of Hamiltonian size and becomes the major limitation when N is about 10 000 or larger. About 400 Mb was necessary to carry out the present calculations with Nϭ7800. In contrast, both iterative methods used here required rather modest ͑9 Mb for Lanczos and 15 Mb for Chebyshev propagation͒ memory and scaling is linear in N. Note that, significant memory would be required to compute all relevant eigenvectors using iterative methods. With large direct-product bases employed here one would need more than 1.5 Gb to get all the bound states eigenvectors in a single calculation. However, memory requirements can be adjusted to match available resources at the expense of increase in CPU, while such a trade-off is not possible for direct diagonalization.
To provide a fair comparison of CPU time of the three methods, we carried out test calculations on the same SGI workstation using grid and matrix sizes as described above but a smaller number, 1000, of iteration steps for Lanczos and Chebyshev propagation methods. Extrapolating these data to the 50 000 and 60 000 iterations required by the two iterative methods, we estimate total calculation times as 28 and 134 h for Lanczos and Chebyshev propagation, respectively. Note that a larger grid and larger number of iterations were used in the Chebyshev propagation method. Accounting for these differences we found that the present Lanczos diagonalization code carries out matrix-vector multiplication by a factor 2.5 faster than the Chebyshev propagation code. We attributed this difference to the implementation of a fast Fourier transform ͑FFT͒ algorithm 53 for the calculation of the R part of the kinetic energy operator in the Lanczos code. The FFT is not a specific feature of the Lanczos method and can, of course, be implemented in Chebyshev propagation as well. The timing refers to completely optimized ͑-O3 option of our SGI 64-bit Fortran compiler͒ codes. Somewhat surprisingly, with the lowest level of optimization ͑-O option͒, both the Chebyshev iteration and Lanczos codes required about the same CPU time. Note that timing of iterative methods refers to the calculation of eigenvalues only, and it would at least double if calculation of eigenfunctions is of interest. Truncation/recoupling calculations of eigenvalues and eigenvectors took 66 h of CPU time for code compiled with just the -O option. ͑We were not able to compile this code with the -O3 option on the SGI, while it was possible on a RISC/6000 workstation but did not give any significant CPU reduction.͒ Only a fraction of this time, less than 2 h, was spent on calculation of eigenfunctions, with the rest of the time evenly divided between construction of the Hamiltonian matrix and two diagonalizations of large matrices.
III. RESULTS AND DISCUSSION

A. Bound state spectrum
The recently developed 17 . Excellent agreement has been also achieved between experimental and computed vibrational and rovibrational energies. 17 The two iterative ͑Lanczos and Chebyshev propagation/ filter diagonalization͒ methods both yielded a total of 814 bound states for HO 35 Cl for zero total angular momentum. Test calculations involving slightly smaller basis set sizes in all the degrees of freedom indicated that the number of bound states is correct for the PES. This number of bound states is somewhat larger than the number of states, 780, estimated from experimental data. 5 The truncation/ recoupling scheme, while yielding energy levels generally in excellent agreement with the iterative methods for most energies ͑see below͒, yielded slightly fewer ͑810͒ bound states. Unfortunately, we have not been able to reconcile this relatively minor difference by increasing the matrix sizes in the truncation/recoupling calculations. The apparent underestimate of the number of bound states by the truncation/ recoupling approach is perhaps due to difficulties in this method describing near threshold states which have large extents in R, the OH to Cl distance, that are better described by dense, evenly spaced grids as employed in the iterative calculations than by finite basis functions or PODVRs.
Assignments were made for about one-third of the energy levels based on the analysis of expectation values of coordinates, and in some cases examination of wave functions. The band origins for selected vibrational states in the upper half of the spectrum ͑above 10 000 cm Ϫ1 ͒ are reported in Table I along with available experimental data ͑the complete set of eigenvalues is available upon request͒. There is a good agreement between experimental and computed vibrational energies, as well as between current results and the results of previous calculations 17 employing the same PES and the vibrational configurational interaction ͑VCI͒ method. For the part of spectrum below 10 000 cm Ϫ1 the present results are essentially identical with those listed in 
20
In contrast to Lanczos and filter diagonalization methods, vibrational energies obtained by the truncation/ recoupling technique do not converge well near the dissociation limit ͑Fig. 1͒. Due to the unfavorable scaling with memory (ϰN 2 ) in the present implementation of the truncation/recoupling scheme, we were not able to diagonalize larger matrices on our 512 Mb workstation. One way around these problems would be to save the matrix on disk with successive iterative diagonalization. ͑Of course, the matrix will remain dense but an unfavorable N 2 scaling will be less critical.͒
B. Energy level statistics and density of states
Knowledge of all the bound state eigenvalues of a system allows one to characterize the system's spectral properties. One approach, originating from nuclear physics, is to carry out various statistical analyses and contrast the results with the predictions of random matrix theory. 54, 55 This approach has proved useful in drawing connections between classical chaos and quantum mechanics, 56, 57 and has also been applied to many molecular systems, including, for example, NO 2 , 58 HO 2 , 24,52 and H 2 O. 59 While no substitute for a systematic and detailed analysis of the energy levels and eigenfunctions ͑if available͒, 60, 61 energy level statistics can provide a crude gauge of the degree of chaos in the underlying classical system, and some idea of the degree of complexity and unassignability of the corresponding quantum eigenstates. 56, 57 In order to contrast statistical properties of a particular system with certain ''universal'' predictions based on random matrix theory, it is necessary to ''magnify'' the original spectrum of energies, ͕E i ͖, in such a way that there is a constant average level spacing. 24, 56, 58 This effectively subtracts out the system dependent tendency of the density of states to increase with energy ͑''secular variation''͒. There is no unique procedure for unfolding a spectrum, and the results to be presented are based on the following unfolding procedure. 24, 58 First, the numerically determined quantum sum of states, N(E), is fit to a smooth polynomial F(E) with order equal to the number of degrees of freedom present. In this case,
The unfolded ''energies'' ͑actually they are unitless͒ ͕x i ͖ are then simply defined to be
This definition ensures that the spacing between unfolded levels, x iϩ1 Ϫx i , is, on average, always unity. The ͕x i ͖ can
also be interpreted as being the eigenvalues of F(H), where H is the original Hamiltonian matrix. Note that the very same eigenfunctions of H are the eigenfunctions of F(H).
An alternative unfolding procedure which is commonly used 58, 59 is to simply define each x iϩ1 Ϫx i to be E iϩ1 ϪE i divided by the average local level spacing in some interval that contains x iϩ1 and x i . Results can and do change with the size of the ͑moving͒ energetic window chosen to determine the local average and one must experiment to obtain ''stable'' results. ͑In general we find that stable results obtained this way agree reasonably well with those based on the sum of states approach above͒. Figure 2 shows the original sum of states, N(E), and that corresponding to the unfolded system, n(x). After unfolding, an approximate linear dependence of n(x) indicates that the secular variation has been eliminated in the unfolded spectrum.
Next we examine the nearest neighbor level spacings distribution function, P(s), i.e., the probability distribution are the Poisson and Wigner distributions. [54] [55] [56] [57] 62 The Poisson distribution, which is peaked at sϭ0, corresponds to no level repulsion and thus regular dynamics. ͑Note that the actual s i are then distributed in the same manner as random numbers.
56
͒ The second limiting case, the Wigner distribution, displays a maximum for sϾ0 that reflects level repulsion [54] [55] [56] [57] 62 and thus chaos. The Wigner distribution is a good approximation to the distribution of energy level spacings that results from analyzing the eigenvalues of a large random real symmetric matrix ͓or Gaussian orthogonal ensemble ͑GOE͔͒. There are several examples of completely chaotic classical systems that lead to Wigner distributions when their quantum analogs are considered, and so it is sometimes conjectured that the presence of this distribution implies complete classical chaos in the underlying classical system. 56, 57 Both the Poisson and Wigner distributions are ''universal'' in that they involve no system dependent parameters. However, many molecular systems exhibit less than complete chaos and might be expected to fall between these two limits in some system-dependent fashion. Brody introduced a distribution for this purpose, 63 with a systemdependent fitting parameter, q. The Brody distribution smoothly switches from a Poisson to a Wigner distribution as q varies between 0 and 1,
with ␤ϭ͕⌫͓(qϩ2)/(qϩ1)͔͖ qϩ1 , assuming sϭ1, which is guaranteed by our particular unfolding procedure. The q parameter is then used as a gauge of the degree of chaos in the system.
Our numerical P(s) is represented as a histogram in Fig.  3͑a͒ . We also include the Poisson, Wigner and our best fit Brody distributions for comparison. Notice that the Wigner distribution is a relatively poor description of the correct result, and that the Poisson and especially the Brody distributions are more adequate. The value obtained for the Brody parameter, qϭ0.23Ϯ0.06, is relatively small in comparison with a study of the vibronic levels of NO 2 , which yielded qϭ0.71 ͑Ref. 58͒ and a study of the vibrational levels of HO 2 , which yielded qϭ0.92. 24 We also carried out similar statistical analyses on the lower and upper halves of the spectrum separately. We found qϭ0.16 for the lower half, and qϭ0.29 for the upper half. On this basis one anticipates that HOCl has a small but noticeable degree of classical chaos which implies, particularly at higher energies, that some difficulties will occur in quantum state assignments.
As a kind of ''control experiment,'' it is also of interest to estimate P(s) for a completely regular approximation to the energy levels of HOCl using the same procedure. Reference 11 presented a Dunham expansion ͑energy level formula͒ fit to experimentally inferred band origins. We used this simple low order polynomial function in three, ''good'' quantum numbers to generate energy levels and carry out a statistical analysis. Figure 3͑b͒ displays the result, which is, as would be expected, described by a Poisson distribution.
Another important statistical property is the spectral rigidity 56, 57, 64 which measures the deviation of the spectrum from uniformity. In contrast to the nearest neighbor level spacing distribution, it reflects long range correlations since its estimation involves all states in specified intervals along x. Consider the unfolded energy axis, x, and divide it up into N ␣ evenly spaced intervals, ͓␣, ␣ϩL), ␣ϭ0, L, 2L,...,(N ␣ Ϫ1)L. ͑Note, one does not define any intervals beyond the one that contains the upper bound of the levels.͒ An interval-dependent rigidity is defined as follows. In each interval labeled by ␣, one fits the ͑unfolded͒ sum of states, n(x), to a least squares line and computes the associated sum of squares error,
The average spectral rigidity, which is the object we will focus on, is given by the average over the N ␣ intervals,
As with P(s), ⌬(L) has two limiting cases; the line ⌬(L) ϭL/15 is associated with Poisson ͑uncorrelated͒ energy level spacings and ⌬(L)ϭ͓ln(L)Ϫ0.0687͔/ 2 is consistent with GOE level statistics and is considered to represent the completely chaotic limit. A complicating factor that can occur in the analysis of ⌬(L), however, is that the Poisson statistics limit of a straight line is too ideal, even for many rigorously regular systems; 64 a ''saturation'' effect can occur in the limit of large L values, which could erroneously be taken as a tendency towards the GOE limit. Figure 4͑a͒ shows our calculated ⌬(L) and the two limiting cases noted above. The ⌬(L) initially follows the Poisson or uncorrelated energy level limit at small L and starts to deviate by Lϭ5. At larger L, say LϾ20, the curve begins to saturate and thus deviate more strongly from a linear dependence. The saturation effect itself, as noted in the above para- graph, can also occur in regular systems. Figure 4͑b͒ shows ⌬(L) computed using the ͑regular͒ energy levels inferred from the Dunham expansion of Ref. 11. While it adheres to a linear dependence in L to about Lϭ20, saturation also occurs for LϾ20. Nonetheless, because ⌬(L) in Fig. 4͑a͒ is a little closer to the GOE limit than its regular counterpart in Fig. 4͑b͒ , one can conclude that the ⌬(L) statistic further affirms the P(s) distribution result above, i.e., that a small degree of chaos is present in the system. The result obtained here is quite different from that obtained for HO 2 , 24 for example, which showed much better agreement with the GOE limit.
We also carried out a direct Monte Carlo integration over phase space to estimate the semiclassical sum of states. The calculation is similar to that carried out in Ref. 24 for HO 2 , and includes the Whitten-Rabinovitch 24,65 zero-point energy correction. The sum of states estimated in this fashion ͑line in Fig. 5͒ follows closely the exact quantum sum of states. Small, but noticeable deviations from the exact quantum counterpart start to appear at energies near E Х20 308 cm Ϫ1 , which is the classical energy threshold for dissociation. ͑Due to OH zero-point energy, the quantum threshold for dissociation is higher.͒ The errors in the Monte Carlo integration below the classical energy threshold are less than 5%. It is also interesting to note, for such an almost regular classical system, that phase space integration can provide a reliable sum of states estimate. In contrast, the direct count of states within the harmonic normal-mode approximation leads to about three times smaller density of states near dissociation threshold, ϭ0.07 state/cm
Ϫ1
, as compared to exact density ϭ0.2 state/cm Ϫ1 .
C. Dipole moments and IR transition intensities
Dipole moments were calculated as expectation values of internally contracted multireference configuration interaction ͑icMRCI͒ wave functions 66, 67 with the aug-cc-pVQZЈ basis set 68, 69 ͑standard aug-cc-pVQZ set without the diffuse f and g functions on O and Cl or the diffuse d and f functions on H͒. The calculations were carried out over a grid including 756 HOCl geometries, the same one used for fitting the PES for HOCl. 17 The details of these calculations can be found elsewhere. 17 In addition, the dipole moments were rotated into an Eckart reference frame. 70 For the purposes of the present study it is necessary to have a continuous threedimensional dipole surface in order to carry out the integration in Eq. ͑8͒. Due to the quite complicated topology of the dipole surface, we decided to use spline interpolation rather than to fit it analytically. The accuracy of the spline interpolation was checked against accurate near-equilibrium dipole functions analytically fitted to the same data. The average relative deviations were found to be 2% and 0.3% for the x ͑along the a principal axis͒ and y ͑along the b principal axis͒ components of the dipole moment, respectively.
The ground vibrational state dipole moments for HOCl were computed to be x ϭ0.402 D and y ϭ1.464 D, in very good agreement with experimental values of Singbeil et al. 71 0.3627 and 1.471 D, respectively. An essentially negligible isotope effect of about 10 Ϫ5 D was observed upon substitution of 35 Cl by 37 Cl. The infrared band intensities for all ground state transitions with intensities larger than 0.0001 km/mol for both HO 35 Cl and HO 37 Cl isotopomers are listed in Table II . The intensities for the 1 , 2 , and 3 fundamentals were computed to be 52.5, 42.8, and 5.4 km/mol, respectively. These are in reasonable agreement with experimental values of 57, 66-74, and 11 km/mol, respectively. 72, 73 The intensity of the OCl stretch, 3 , appears to be half that of its experimental counterpart, and it is also somewhat smaller than the value of 7 km/mol computed earlier by Peterson. 74 Table II shows that 3 high order combination bands, namely, 027, 038, and 073 have unexpectedly strong intensities. ͑We use n 1 n 2 n 3 , where n i is the number of quanta of i .͒ One can also notice that the intensities of these transitions are strong only in the spectrum of the HO 35 Cl isotopomer and that they are very close ͑within 1.5 cm
Ϫ1
͒ to other intense bands. These characteristics indicate that the 027, 038, and 073 combination bands are ''dark'' states borrowing intensity from nearby ''bright'' states. We should note, however, that our assignment of these states as ''dark'' is very tentative. The present PES predicts vibrational energies within about 5 cm Ϫ1 accuracy on average; it might not be good enough to predict accurate intensities of ''dark'' states which might be very sensitive to minor perturbations.
Using a simplified two-state interaction model, Abel and co-workers 5, 11, 13 have assigned a number of ''dark'' states based on the effect they cause on the spectra of nearby ''bright'' states. In particular, they suggested that the 213 state is a perturber of the ''bright'' 300 state. From Table II one can see that the intensity of the 213 state indeed increases by a factor of 4 in the spectrum of HO 37 Cl as compared to the spectrum of HO 35 Cl. This increase in intensity is consistent with a decrease in the energy difference between the 300 and 213 states in the HO 37 Cl isotopomer, and thus indicates interaction between these two states. We applied a similar qualitative analysis to identify possible perturbers for the ''bright'' 310, 320, 400, and 500 states considered by Abel and co-workers. The intensities of these ''bright'' states and the corresponding candidates to be perturbers are listed in Table III. As seen from Table III Ϫ1 and the analysis of expectation values this state was assigned as 163. In the spectrum of HO 35 Cl, the intensities of 233 and 163 are about 3% of the intensity of the 320 state, while they are drastically reduced in the spectrum of HO 37 Cl. These changes in intensity are again consistent with changes in energy splitting between ''dark'' and bright'' states and thus indicate interaction between these states. Similar qualitative analysis also indicates mixing of the 500 and 421 states in agreement with earlier predictions. 11 However, we found no substantial interaction ͒. Two other nearby states, 313 and 226, do show some small degree of mixing ͑Table III͒ with state 400 and might be responsible for the observed spectral perturbation. We should note, however, that present analysis is limited to the case of a nonrotating molecule, while experimental assignment of ''dark'' states was based the analysis of ro-vibrational spectra with J up to 30.
D. Vibrational states for J‫1؍‬
Vibrational state energies for total angular momentum Jϭ1 were computed by diagonalization of the exact Hamiltonian, Eq. ͑9͒, and also by using the centrifugal sudden and adiabatic rotation approximations ͑symmetric top version͒. 75 The results of these calculations for the first 20 states are presented in Table IV . The results of approximate calculations in Table IV are labeled by ͉K͉, while the results of exact calculations are also arranged according to state parity, pϭ0,1. One can see that the asymmetry splitting is very small, 0.01-0.02 cm
Ϫ1
. From the numbers in Table IV , respectively. The numbers in Table IV indicate that the asymmetry splitting is not only very small, but also does not change much with the variation of vibrational quantum numbers, thus justifying the approximation of HOCl by a symmetric top. The AR approximation appears to be highly accurate, the differences between exact and AR energies are within 0.01 cm
. The CS energies are somewhat less accurate ͓for the even parity block the CS approximation is exact for Jϭ1, Kϭ1 because the second term in Eq. ͑9͒ is zero͔, although providing an excellent approximation to the exact energies.
IV. CONCLUSIONS
We have presented accurate variational calculations of the complete bound state spectrum of HOCl for Jϭ0, using three different methods, a truncation/recoupling method with explicit diagonalization, and two iterative methods, the direct product Lanczos and Chebyshev iteration/filter diagonalization methods. Regarding the relative pros and cons of these methods, we note that the two iterative methods are roughly comparable to one another regarding computer memory requirements and the total number of iterations. Yet the present implementation of the Lanczos method is much faster than filter diagonalization. The truncation/recoupling code for eigenvalues and eigenfunctions is comparable to the Lanczos code but faster than the Chebyshev iteration/filter diagonalization one but required significantly larger memory and had difficulties converging a few of the highest bound states. However, the latter method yields the eigenfunctions as well, whereas significant additional computational effort and significant memory resources would be required to compute all or most of the eigenfunctions in the two iterative approaches.
Statistical analysis of the energy levels indicates the spectrum is almost regular, with a small degree of chaos. We also tested harmonic and semiclassical approximations for density of states vs our exact calculations. The former underestimates the density of states by a factor of 3, while the latter appears to be very accurate. State assignments were carried out for a significant part of the spectrum and the computed band origins are in excellent agreement with available experimental data. The IR intensities for HO 35 Cl and HO 37 Cl were computed from accurate ab initio dipole moments. The intensities of the fundamentals are in reasonable agreement with available experimental data. We reported all states with strong IR intensities, as well as a number of ''dark'' states borrowing intensity from nearby ''bright'' states. These results could be of significant importance for future experimental spectroscopic studies of HOCl.
Exact rovibratonal calculations at Jϭ1 were carried out for the lower portion of the spectrum. Excellent agreement was found between exact energies and those obtained from adiabatic rotation and the centrifugal sudden approximations.
