In this work, a novel approach to multiple sequence alignment based on Particle Swarm Optimization (PSO) is introduced. The proposed approach tries to improve a sequence alignment previously obtained using Clustal X. Special representation and operators are designed to deal with the sequence alignment problem. Some experiments over families of proteins were carried out in order to test the proposed approach. In most cases, the PSO algorithm was able to improve the starting alignment obtained using Clustal X.
I. Introduction
One of the main problems in Bioinformatics is the alignment of multiple biological sequences. The resulting aligned sequences are used to construct phylogenetic trees, to find protein families, to predict secondary and tertiary structure of new sequences, and to demonstrate the homology between new sequences and existing families [1, 2] . The work in this problem has relied on computational techniques, which include dynamic programming [3] , neighborjoining algorithms [4] and genetic algorithms [5] . In this work, an algorithm to address the multiple sequences alignment problem is proposed. The algorithm is based in swarm intelligence [7] . Particularly, it uses the well-known algorithm Particle Swarm Optimization (PSO). Although most implementations solve the problem from scratch, starting with a set of unaligned sequences, the algorithm proposed in this work begins with an alignment obtained with another algorithm, Clustal X [6] , and it gradually improves the quality of such initial alignment through a process based on swarm intelligence. The rest of this paper is organized as follows. First, the multiple sequence alignment problem is introduced in section II. Then, the PSO algorithm is summarized in section III. Subsequently, an adaptation of the PSO algorithm to the sequence alignment problem is presented in section IV, including the representation details and operators. Section V presents the experimental results of the proposed algorithm. Finally, some conclusions are devised in section VI.
II. The sequence alignment problem
Among the main data sets in Bioinformatics are biological sequences, such as DNA molecules and proteins. A DNA molecule can be viewed as a sequence of nucleotides, represented by the letters A, G, C and T. Similarly, a protein can be seen as a sequence of aminoacids. It is frequently needed to establish the similarity of two or more biological sequences. The similarity is thus used to establish evolutionary relations among species (one sequence is transformed in the other through an evolutionary process or they have a common ancestor), or to establish functional similarities in proteins. However, this similarity measure must take into account that an evolutionary process can insert, delete or mutate elements of the sequences. Thus, in order to highlight the similarities of the sequences it is often convenient to insert gaps in them, leading to a higher number of symbol matches. The similarity of two aligned sequences is measured using a scoring function, which is based on a matrix that assigns a score to every pair of symbols (based on a mutation probability). Additionally, a penalization to the insertion of gaps is required in order to avoid the insertion of an excessive number of them. The process of finding an optimum (or at least good) match between the sequences is called sequence alignment.
A. Substitution matrices
It is important to notice that the mutation of the elements in a sequence is not uniform, in other words, a symbol has a higher probability to mutate to certain other symbols. Thus, the scoring functions are usually based on matrices which assign higher values to combinations of symbols with higher probability. For proteins, the most commonly used matrices are PAM (Percent Accepted Mutation) and BLOSUM (Blocks Substitution Matrix) [9] . PAM matrices, formulated by Dayhoff in 1978, are based on the concept of punctual mutation. The PAM1 matrix indicates the probability that a symbol mutates into another in one time step, and is constructed based on sequences that differ only in 1% or less. Matrices corresponding to more time steps are obtained by multiplying the PAM1 matrix by itself. In this matrix negative values means unfeasible mutations, positive values indicates probable mutations and a value of zero indicates a mutation which is perfectly random. Figure 1 shows the PAM250 matrix. The BLOSUM matrices, proposed by Steven Henikoff y Jorja G. Henikoff, are obtained from aligned sequences from the BLOCKS database [6] . Sequences with similar identity percentages are grouped and used to calculate the mutation probability, and the mutation probability is contrasted with the probability expected from random mutation. Thus, the BLO-SUM80 is obtained from a group of sequences with identity percentage of 80%. Figure 2 shows the BLOSUM62 matrix.
B. Sequence alignment algorithms
Given a set of biological sequences, informally, the sequence alignment problem consists of finding a set of suitable shifts of the sequences and locations to insert gaps in each of the sequences in order to maximize the number of symbol matches among all the sequences. The problem of aligning two sequences has been addressed using dynamic programming. Thus, there are efficient algorithms to this problem. Some examples are Needleman & Wunsch and Smith & Waterman [3] . The multiple sequence alignment is a highly computationally demanding task due to the huge size of the search space. Moreover, algorithms which work well for two sequence alignment become too computationally expensive when they are extended to multiple sequences. Most of the approaches to the multiple sequence alignment problem are based on the progressive approach proposed by Feng and Doolittle, or modifications of it [4] . This heuristic algorithm use pairwise alignments to constructs a global alignment by aligning the two more similar sequences, and then adding the other sequences one by one. This algorithm, though fast and simple, tends to fall into local optima, and does not provide a scoring function, which is needed to rank alignments. Other approaches use a scoring function in order to be able to rank the alignments and to find the one with the highest score. However, these algorithms are computationally expensive even for a small number of sequences [5] . There are also some non-deterministic approaches using genetic algorithms, such as SAGA [5] , which was reported to find optimal alignments even in search spaces of a considerable size (more that 10 sequences). In this work, a novel approach to address the multiple sequence alignment problem based in swarm intelligence is proposed. More specifically, an algorithm based on the Particle Swarm Optimization is used. Thus, next section will be devoted to describe the PSO algorithm.
III. Particle swarm optimization
In computational intelligence, some algorithms based on the social behavior of some animals, such as ants, bees, some birds and human beings, have been developed. One of these algorithms is called Particle Swarm Optimization (PSO) [7] , an optimization algorithm which is briefly described next. The PSO algorithm is inspired in the behavior of flocks of birds looking for food or water. The birds fly keeping some distance between them, meanwhile the swarm moves together as a whole. In bird flocks, all the birds search food sources while they follow the leader's path. When a bird observes a food source, it becomes the leader and the rest of the swarm will follow it. However, it is possible that on the way to reach a food source, one of the birds in the swarm sees a better food source, then it will become the new leader, and the rest of the swarm will follow it. This process continues till the whole flock reaches a food source. James Kennedy and Russel Eberhart [8] proposed PSO as a model of the behavior of bird flocks in the search for food. PSO is a population based search and optimization algorithm, similar to a genetic algorithm: particles (individuals) are elements in the search space; then each particle moves towards the leader, by applying some genetic operators. This search process continues until a termination criterion is satisfied. In PSO an individual corresponds to a phenotype in a genetic algorithm, which represents a solution to a specific problem. The main idea behind PSO is the movement of particles in the direction of the leader, denoted gbest, and also keeping track of the best location where each particle has been in the past, denoted pbest. The leader is the particle, in the swarm, for which the value of an objective function is maximum (or minimum). In general, a particle is represented as an n-dimensional vector, and the coordinates of each particle are moved towards the corresponding coordinates of the leader particle, in an amount proportional to the distance that separates them. The movement produced is then determined by a constant k and a random number in the interval [0,1]. A general outline of the PSO algorithm is shown in figure 3 . PSO ( ) 1. Generate a set of initial particles 2. Determine the leader particle gbest 3. Repeat until the termination criterion is met a. Update every particle (p) coordinate (x) according to
. Update pbest for every particle c. Determine the leader particle gbest When the termination criterion is met, for instance, that the swarm does not improve after several iterations, then the leader particle is output as a solution to the problem. Next section will present the PSO algorithm applied to the problem of multiple sequence alignment.
IV. Proposed approach
The sequence alignment problem can be considered as an optimization problem in which the objective is to maximize a scoring function. Thus, the PSO algorithm was adapted to be used with biological sequences. In the adapted PSO algorithm, a particle represents a sequence alignment. Thereby, as the main mechanism of the PSO algorithm is the movement of the particles towards the leader, suitable operators to implement this mechanism are proposed. The general algorithms is shown in figure 4 .
PSOAlign ( ) 1. Generate a set of initial particles 2. Determine the leader particle gbest 3. Repeat until the termination criterion is met a. Measure distance between gbest and every particle b. Move every particle towards gbest c. Determine the leader particle gbest The termination criteria can be a maximum number of iterations, or a number of iterations after which the best score does not improve. The implicit idea of the PSO algorithm is that a set of particles that are randomly sparse over a search space will progressively move to regions which will provide better solutions to the problem, until the swarm finds a solution that it can not improve anymore. In the sequence alignment problem the search space is huge and exploring the whole search space is very demanding, computationally speaking. Therefore, in order to reduce time complexity of the algorithm, the initial set of particles is located in a region of the search space that provides good solutions to the problem. To achieve this, the initial swarm of particles is generated by applying mutation (a genetic algorithm operator) to the solution obtained by the Clustal X algorithm. The solution obtained by clustal X is also added to the swarm. Thus, he algorithm will progressively improve the quality of such solution through the PSO algorithm dynamics. Next, some implementation details will be discussed, such as the particle representation, scoring function and the implementation of the particle movement mechanism.
A. Data representation
In general, a swarm is made up by a set of particles, and a particle of the swarm is designated as the leader (gbest). Additionally, each particle preserves a memory with its best historical location (pbest).
As mentioned above, in the adapted PSO algorithm, a particle will correspond to a sequence alignment. An alignment is then represented as a set of vectors, where each vector specifies the positions of the gaps for one of the sequences to be aligned. Thus, a coordinate of the particle corresponds to a sequence to be aligned, and is represented with a vector of size s, where s is the maximum allowed number of gaps, which may be different for each sequence. Therefore, a set of n sequences to be aligned correspond to an n-dimensional search space. As each particle is represented by a set of gaps, it is not necessary to store the whole sequence, but only the positions where the gaps are inserted. Therefore, the sequences are stored in a different structure, and the particles only include the information about the positions in which the gaps are added. An example of the particle representation is shown in figure 5 .
Set of three sequences to be aligned: Alignments represented by the particles: Leader: 
1) Particle initialization
The size of the swarm (i.e., the number of particles) is determined by the user. Additionally, the length of the alignment has a minimum value given by the length of the largest sequence, and a maximum length given, for instance, as twice the length of the largest sequence.
The initial set of particles is generated using the solution obtained from the Clustal X algorithm. That solution is mutated several times in order to generate new particles in the same region of the search space. Finally, that solution is also added to the swarm.
2) Scoring function
The global alignment score is based on the score of the alignment of each pair of sequences. Thus each sequence should be aligned with the every other sequence. In general, the score assigned to each particle (alignment) is the sum of the scores of the alignment of each pair of sequences. The score of each pair of sequences is the sum of the score assigned to the match of each pair of symbols, which is given by the substitution matrix. This matrix includes all the possible symbols, including the gap and the related penalization.
3) Distance measure
The PSO algorithm specifies that all the particles in the swarm will move towards the leader at a speed proportional to the distance between each particle and the leader. Thus, the algorithm requires that a measure of the distance between particles be specified. The distance will be measured as the proportion of gaps that do not match in the sequences, according to the formula Distance = matching gaps total gaps Accordingly, two gaps match if they are in the same position in the particle and represent the same position in the alignment. An example of this is given in figure 6 . A distance measure can be defined in several ways, but clearly it should reflect the similarity of the alignments.
Particles:
Leader: Matching gaps are highlighted. There are 18 gaps (9 from each particle), and 4 of them match. Thus the distance is = 0.77. Notice that although the gap 5 in the first sequence is in the leader and in the particle, it is not in the same position and then it is not considered a match. Same happens for 5 and 6 on the second sequence.
B. Operators
In the PSO algorithm each particle moves towards the leader at a speed proportional to the distance between the particle and the leader. Consequently, an operator similar to the crossover operator from genetic algorithms is proposed. The proposed algorithm requires the selection of a crossover point which divides the alignment into two segments, and then a segment of the particle is replaced with a segment from the leader. This replacement is achieved removing from the particle the gaps that are in the segment, and then adding the gaps from the leader's segment. This can be seen in figure 7.
Before movement:
After removing third sequence last gap: Figure. 7: Example of particle movement. The distance between particles is 0.77 and the length of the particle is 9. Thus, the crossover point must be between 1 and 0.77 * 9 = 7. Let's suppose it is 5. As the distance is greater that 0.5, the first segment of the particle is replaced with the one of the leader. The particle is now shorter than before, because the first and second sequences became shorter and the third one ends in a gap.
The crossover point is selected at random, but it depends on the distance between the particle and the leader. The selection of the particle's segment which is replaced with the leader's segment will also depend on such distance. The distance between a particle and the leader will determine a range where the crossover point will be located, and then the exact position of the crossover point is determined by generating a random number in that range.
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It is important to notice that after copying the segment from the leader, the aligned sequences could have different lengths, and that they are required to be of the same length. Thus, some operations have to be done to determine the exact length of the particle and the positions of the gaps. Therefore, it may be necessary to add or eliminate some gaps. When a sequence becomes larger than it was before, it is necessary to add some gaps at the end of the other sequences. Notice that, in some cases, the final symbol of all the sequences in an alignment become gaps, therefore, they can be removed and consequently the alignment becomes shorter. This process is shown in figure 7 .
V. Experimental results
The proposed algorithm, called PSOAlign, was implemented in order to test its performance. The amount of memory used by the algorithm was relatively low, because most memory is used to keep track of the particle population. The number of particles is determined taking into account the length of the sequences and the number of sequences to align. In order to test the algorithm, seven protein families of different length and different percentages of sequence identity were selected from the alignments database BALiBASE, available in [10] . One protein family was selected from each length category (short, medium and large), and one from each range of identity percentage (less that 25%, between 25 % and 40% and greater that 35%). Figure 8 presents the protein families used in the experiments. These protein families were previously aligned using the wellknown algorithm Clustal X 1,8. The alignment obtained using Clustal was evaluated using a PAM250 matrix. The alignment was obtained using a penalty of 10 for each gap. The alignment produced was used as the starting point of the PSOAlign algorithm. The algorithm stopped after 10 consecutive iterations without improving the quality of the solution. Figure 9 shows the results of the experiments. The best results were obtained with the proteins of medium identity percentage (in general, higher than 20%). Only in a few cases the algorithm did not improve the quality of the results produced by Clustal, most of them were protein families with low identity percentage. In most cases, the proposed algorithm was able to improve the results obtained by the Clustal X algorithm.
VI. Conclusions
In this work an algorithm based on swarm intelligence, particularly the PSO algorithm, was proposed to address the multiple sequence alignment problem. The proposed approach was tested using some protein families, in order to improve the alignments generated by the clustal X 1.8 algorithm. In most of the cases, the proposed algorithm significantly improved the results obtained by clustal X. In the proposed algorithm, every aligned sequence was taken as a coordinate, and a distance measure between alignments was proposed, as well as a movement mechanism for the particles.
It is important to notice that the results obtained depend highly on the initial set of particles. Additionally, the speed of the algorithm can be improved through a parallel implementation. In future work, additional experimentation should be performed, including experimentation with sequences of nucleic acids, the use of other algorithms to find initial sequence alignments and the use of other scoring schemes based on PAM or BLOSUM matrices. Some heuristics for the initialization of the swarm could be also studied.
