Partial Wave Mixing in Hamiltonian Effective Field Theory by Li, Yan et al.
Partial-wave mixing in Hamiltonian effective field theory
Yan Li,1 Jia-Jun Wu,1 Curtis D. Abell,2 Derek B. Leinweber,2 and Anthony W. Thomas2, 3
1School of Physical Sciences, University of Chinese Academy of
Sciences (UCAS), Beijing 100049, China
2Special Research Centre for the Subatomic Structure of Matter (CSSM),
Department of Physics, University of Adelaide, Adelaide, South Australia 5005, Australia
3ARC Centre of Excellence for Particle Physics at the Terascale (CoEPP),
Department of Physics, University of Adelaide, Adelaide, South Australia 5005, Australia
The spectrum of excited states observed in the finite volume of lattice QCD is governed by the discrete sym-
metries of the cubic group. This finite group permits the mixing of orbital angular momentum quanta in the
finite volume. As experimental results refer to specific angular momentum in a partial-wave decomposition, a
formalism mapping the partial-wave scattering potentials to the finite volume is required. This formalism is de-
veloped herein for Hamiltonian effective field theory, an extension of chiral effective field theory incorporating
the Lu¨scher relation linking the energy levels observed in finite volume to the scattering phase shift. The for-
malism provides an optimal set of rest-frame basis states maximally reducing the dimension of the Hamiltonian,
and it should work in any Hamiltonian formalism. As a first example of the formalism’s implementation, lattice
QCD results for the spectrum of an isospin-2 pipi scattering system are analyzed to determine the s, d, and g
partial-wave scattering information.
I. INTRODUCTION
The established nonperturbative approach to understand-
ing the emergent phenomena of the relativistic quantum field
theory of the strong interactions, quantum chromodynamics
(QCD), is the numerical approach of lattice QCD. While ex-
periment probes QCD through infinite-volume scattering ob-
servables such as the phase shift and inelasticity, the finite-
volume and Euclidean-time aspects of the lattice formulation
render the accessible quantity to be the spectrum of states in
the finite-volume lattice. For the case of elastic two-body scat-
tering in the rest frame, Lu¨scher [1–3] proved that these ob-
servables are related by what is now known as Lu¨scher’s for-
mula.
Up to exponentially suppressed corrections, the proof
shows that a quantum field theoretic system can be reduced to
a quantum mechanical system with an effective potential. The
infinite-volume phase shift and the finite-volume spectrum are
then related by the potential independent Lu¨scher’s formula.
An equivalent approach is Hamiltonian effective field theory
(HEFT). In the standard approach, a potential is parametrized,
fit to the finite-volume lattice QCD spectrum, and the infinite-
volume phase shift is then derived from the fit. HEFT was
formulated in the baryon sector with reference to the Delta
baryon resonance. In the simplest case, the scattering of a nu-
cleon and a pion through an intermediate Delta baryon basis
state was considered. Upon rearranging the formal equation
arising from det(H − λI) = 0, one can make contact with
the established result of chiral perturbation theory, either in
a finite volume or in the continuum. Indeed, the structure of
the terms of the Hamiltonian is dictated by chiral perturbation
theory. In the weakly interacting perturbative limit, HEFT re-
produces chiral perturbation theory in a finite volume.
The equivalence, up to exponentially suppressed correc-
tions, between Lu¨scher’s method and HEFT has been exam-
ined in detail for the single partial-wave case in Ref. [4].
In other words, HEFT provides an alternate bridge connect-
ing the finite-volume spectrum and the infinite-volume phase
shifts, but does not change the fixed relationship between
them.
HEFT also provides insight into the structure of the finite-
volume eigenstates. In solving the Hamiltonian eigenvalue
equation for the finite-volume energy eigenstates, one obtains
an eigenvector describing the composition of the eigenstates
in terms of the basis states of the Hamiltonian matrix. The
energy eigenvector describes the contribution of each basis
state in the Hamiltonian to the eigenstate. When the reg-
ulator takes phenomenologically motivated forms associated
with the finite size of the hadrons participating in the scatter-
ing, one gains insight into the manner in which the Hamil-
tonian model states are constructed by the basis states of the
Hamiltonian [5]. For example, in the low-lying nucleon spec-
trum, scattering states excited by lattice QCD interpolating
fields are described within the Hamiltonian effective field the-
ory in terms of the same hadronic scattering degrees of free-
dom [6–9].
While the model-independent finite-volume quantization
condition approach, based upon the Lu¨scher method, has been
extended to various cases, including asymmetric boxes [10–
12], moving frames [13–18], the multichannel case [19–24],
nonzero spins [25–28], twisted-boundary conditions [29–32],
and the multibody case [33–50], HEFT is still in the early
stages of development.
HEFT was first introduced in Ref. [51] to study a ∆→ Npi
system, and was developed further in a series of works [4–9,
52]. It is worth mentioning that it is straightforward to include
more channels in the HEFT framework [4–9]; however, it has
not been extended to the high partial-wave case yet. Until
now, HEFT has only been applied to single partial-wave cases,
in which the high dimension of the Hamiltonian matrix can
be significantly reduced through the consideration of C3(N)
symmetry, i.e. the symmetry associated with summing the
squares of three integers to the value N .
Once the mixing of higher partial waves is taken into ac-
count one must abandon the use of C3(N) and work with
higher dimension matrices. The focus of this investigation is
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2to create an optimal set of rest-frame cubic-group basis states,
maximally reducing the dimension of the Hamiltonian and en-
abling the determination of several partial-wave scattering pa-
rameters simultaneously. The formalism developed herein for
partial-wave mixing is easily generalized to the nonzero spin
case. For the moving-frame case, a method based on the for-
malism here is under development and will be presented in a
future work. We also note that the formalism works not only
in HEFT, but also in any Hamiltonian formalism, e.g., the har-
monic oscillator basis effective theory [53, 54].
In Sec. II, the infinite-volume and finite-volume Hamilto-
nians are introduced and relations between infinite- and finite-
volume potentials are established. Sec. III presents the new
formalism for creating the rest-frame cubic-group basis states
required to accommodate partial-wave mixing. In Sec. IV,
lattice QCD results for isospin-2 pipi scattering [55] are ex-
amined to illustrate the formalism in practice and examine the
consistency between the formalism created here and Lu¨scher’s
method. Finally, results are summarized in Sec. V.
II. INFINITE- AND FINITE-VOLUME HAMILTONIANS
The Hamiltonian operator of a three-dimensional infinite-
volume (IFV) system can be written in bra-ket notation as
Hˆ = Hˆ0 + Vˆ =
∫
d3k
(2pi)3
h(k) |k〉 〈k|
+
∫
d3p
(2pi)3
d3k
(2pi)3
V (p,k) |p〉 〈k| , (2.1)
with the conventions
1 =
∫
d3x |x〉 〈x| =
∫
d3k
(2pi)3
|k〉 〈k| , 〈x|k〉 = eik·x ,
〈y|x〉 = δ3(y − x) , 〈p|k〉 = (2pi)3 δ3(p− k) , (2.2)
where h(k) and V (p,k) are the total kinematic energy and the
momentum-dependent potential of two particles, respectively.
Then from
〈x| Vˆ |k〉 =
∫
d3y V (x,y) 〈y|k〉 , (2.3)
we have
V (p,k) = 〈p| Vˆ |k〉
=
∫
d3x d3y e−i(p·x−k·y) V (x,y) , (2.4)
where V (x,y) (instead of V (x) δ3(x− y)) is introduced to
allow for the consideration of nonlocal potentials.
Correspondingly, in the finite periodic volume (FV) where
momenta are discrete, the Hamiltonian can be written with
bra-ket notation as follows:
HˆL = Hˆ0L + VˆL =
∑
n∈Z3
h
Å
2pin
L
ã
|n〉 〈n|
+
∑
n′,n∈Z3
VL
Å
2pi n′
L
,
2pi n
L
ã
|n′〉 〈n| ,
(2.5)
with the conventions
1 =
∫
L3
d3x |x〉 〈x| ,1 =
∑
n∈Z3
|n〉 〈n| , 〈n′|n〉 = δn′,n ,
〈y|x〉 =
∑
n∈Z3
δ3(y − x+ nL) , 〈x|n〉 = L−3/2 ei 2piL n·x ,
(2.6)
where the subscript L denotes the periodic boundary condi-
tion of length L, and
∫
L3
d3x denotes an integral over the first
period of coordinate space.
The relationship between V (p,k) of Eq. (2.1) and
VL (2pi n
′/L, 2pi n/L) of Eq. (2.5) is obtained through the
consideration of the conventions,
1 =
∫
d3k
(2pi)3
|k〉 〈k|
→
Å
2pi
L
ã3 ∑
n∈Z3
1
(2pi)
3L
3/2 |n〉 〈n| L3/2 , (2.7)
where |k〉 → L3/2 |n〉 to ensure the convention∑
n∈Z3 |n〉 〈n| = 1. Now,∫
d3p
(2pi)3
d3k
(2pi)3
V (p,k) |p〉 〈k|
→
∑
n′,n∈Z3
Å
2pi
L
ã6 1
(2pi)
6 L
3/2 |n′〉 〈n| L3/2
× V
Å
2pi n′
L
,
2pi n
L
ã
, (2.8)
≡
∑
n′,n∈Z3
|n′〉 〈n| VL
Å
2pi n′
L
,
2pi n
L
ã
, (2.9)
where VL = V/L3.
Lu¨scher’s formula is a one-to-one relation only in the sim-
plest cases. In more general cases, most data fail to find
the partners required to apply Lu¨scher’s formula directly. As
a consequence, a fitting process is necessary. In the nor-
mal Lu¨scher approach, e.g. Ref. [55], the phase shift is
parametrized and constrained by lattice results. In contrast,
the potential is parametrized and constrained in this approach.
The phase shifts can be solved from the Lippmann-
Schwinger equation
Tˆ = Vˆ + Vˆ (E − Hˆ0 + iε)−1 Tˆ , (2.10)
where E is the total energy of system in the rest frame. With
the partial-wave expansions
〈p| Vˆ |k〉 =
∑
l,m
vl(p, k)Ylm(pˆ)Y
∗
lm(kˆ) ,
〈p| Tˆ |k〉 =
∑
l,m
tl(p, k;E)Ylm(pˆ)Y
∗
lm(kˆ) , (2.11)
we have
tl(p, k;E) = vl(p, k) +
∫
q2 dq
(2pi)3
vl(p, q) tl(q, k;E)
E − h(q) + iε .
(2.12)
3Then the phase shift is given by
e2i δl(E) = 1− i q¯
2
4pi2
Å
dh(q)
dq
ã−1 ∣∣∣
q=q¯
tl(q¯, q¯;E) , (2.13)
where q¯ is the on-shell momentum, i.e., h(q¯) = E.
With a suitable momentum cutoff, the dimension of the FV
Hamiltonian of Eq. (2.5) remains too high to solve for the
spectrum. Moreover, one encounters an overwhelming num-
ber of degeneracies in the spectrum. In the next section, a for-
malism providing an optimal set of rest-frame basis states is
developed. The formalism maximally reduces the dimension
of the Hamiltonian, and thus resolves the degeneracy problem.
III. MIXING BETWEEN PARTIAL WAVES
From rotational invariance, the infinite-volume potential
can be expanded as in Eq. (2.11),
V (p,k) =
∑
l,m
vl(p, k)Ylm(pˆ)Y
∗
lm(kˆ) . (3.1)
Then we will have
VˆL =
∑
n′,n
∑
l,m
L−3 vl(kN ′ , kN )Ylm(nˆ′)Y ∗lm(nˆ) |n′〉 〈n| ,
=
∑
N ′,N
∑
l,m
1
4piL3
vl(kN ′ , kN )
×
(∑
nˆ′
√
4pi Ylm(nˆ
′) |n′〉
)(∑
nˆ
√
4pi Y ∗lm(nˆ) 〈n|
)
,
=
∑
N ′,N
∑
l
v˜l(kN ′ , kN )
∑
m
|N ′; l,m〉 〈N ; l,m| , (3.2)
where we use N to represent n2, and we introduce
v˜l(kN ′ , kN ) =
1
4piL3
vl(kN ′ , kN ) ,
kN =
2pi
√
N
L
and
∑
nˆ
=
∑
n2=N
, (3.3)
to simplify the notation. We also define
|N ; l,m〉 =
®∑
nˆ
√
4pi Ylm(nˆ) |n〉 N 6= 0
δl,0 |n = (0, 0, 0)〉 N = 0 , (3.4)
In fact, if we hold kN = 2pi
√
N/L fixed and let L go to
infinity, then N will also go to infinity. Then the summation
in Eq. (3.4) will be approximately proportional to an integral
over solid angle, and hence, |N ; l,m〉 will be approximately
proportional to an IFV form, (Nk ≡
(
kL
2pi
)2
)
|Nk; l,m〉 :=
∫
dΩkˆ Ylm(kˆ) |k〉 . (3.5)
In the case of the infinite volume, with rotational invariance,
we can label the energy spectrum in a spin-l representation of
the orthogonal group O(3), and the spectrum can be extracted
from a reduced Hamiltonian
Hˆl =
∫
k2 dk
(2pi)3
h(k)
∑
l,m
|Nk; l,m〉 〈Nk; l,m|
+
∫
p2 dp
(2pi)3
k2 dk
(2pi)3
vl(p, k)
∑
l,m
|Np; l,m〉 〈Nk; l,m| .
(3.6)
When we make the system finite, however, we can only de-
scribe the energy spectrum in an irreducible representation Γ
of the cubic group Oh. But the Γ is also constrained by the
initial rotational-invariant potential and the structure of the lat-
tice momentum sphere.
As states with differentN are orthogonal to each other (this
is correct both for |n〉 and |N ; l,m〉), we will restrict our dis-
cussion to a fixed N first.
It is important to note that states |N ; l,m〉 defined by
Eq. (3.4) are linear combinations of the C3(N) states |n〉 with
n2 = N . Recall that C3(N) is the number of ways to repre-
sent the integer N as a sum of squares of three integers. The
states |N ; l,m〉 are not necessarily orthonormal nor linearly
independent. If we define
VN = span{|n〉
∣∣∣n2 = N} ,
VN ;lcut = span{|N ; l,m〉
∣∣∣l ≤ lcut, all m} , (3.7)
we will have
dim(VN ;lcut) ≤ dim(VN ) = C3(N) ∀ lcut ∈ N . (3.8)
Moreover, a positive definite Hermitian matrix PN for each
N can be introduced to represent their inner products as fol-
lows:
[PN ]l′,m′;l,m = 〈N ; l′,m′|N ; l,m〉
=
®∑
nˆ 4pi Y
∗
l′m′(nˆ)Ylm(nˆ) N 6= 0
δl′,0 δl,0 N = 0
,
(3.9)
PN reflects the degree of partial-wave mixing for a given N .
Examples are provided in Appendix B. For values of N hav-
ing relatively small values of C3(N), [PN ]l′,m′;l,m contains
many large elements off the diagonal of l′ = l and m′ = m
indicating significant angular momentum mixing. However,
for other values ofN , where C3(N) is relatively large, the av-
eraging process brings [PN ]l′,m′;l,m closer to the diagonal. In
fact, as N tends to infinity, PN/C3(N) will approximate an
identity matrix with index (l,m).
Considering the definition Eq. (3.4), |N ; l,m〉 behaves as
the vectors of the irreducible representations (irreps) of O(3).
The irreps of O(3) indicated as spin-parity JP will decom-
pose into the irreps of Oh. For l = 0, ..., 4, the decomposition
4is
0+ = A+1 ,
1− = T−1 ,
2+ = E+ ⊕T+2 ,
3− = A−2 ⊕T−1 ⊕T−2 ,
4+ = A+1 ⊕E+ ⊕T+1 ⊕T+2 . (3.10)
Thus, it is convenient to introduce another basis as follows:
|l; Γ , f , α〉 =
∑
m
[Cl]Γ,α;m |l,m〉 , (3.11)
with matrix elements of Cl given in Table I for l ≤ 4. Here,
Γ indicates the irrep, α runs from 1 to the dimension of the
irrep Γ, and f runs from 1 to the number of occurrences of the
irreducible representation Γ in the angular momentum l. For
l ≤ 4, as shown in Table I, the value of f always equals 1.
Now, we can define a new basis as follows:
|N, l; Γ, f, α〉 =
∑
m
[Cl]m;Γ,f,α |N ; l,m〉 . (3.12)
As Cl is a unitary matrix and independent of N , we have∑
m
|N ′, l;m〉 〈N, l;m| =
∑
Γ,f,α
|N ′, l; Γ, f, α〉 〈N, l; Γ, f, α| ,
(3.13)
and the potential Eq. (3.2) will be
VˆL =
∑
N ′,N
∑
l
v˜l(kN ′ , kN )
∑
Γ,f,α
|N ′, l; Γ, f, α〉 〈N, l; Γ, f, α| .
(3.14)
Now |N, l; Γ, f, α〉 with different N,Γ, α are orthogonal, so
we can define matrix PN ;Γ,α to represent their inner products,
[PN ;Γ,α]l′,f ′;l,f = 〈N, l′; Γ, f ′, α|N, l; Γ, f, α〉 ,
=
∑
m′,m
[Cl′ ]
∗
m′;Γ,f ′,α [PN ]l′,m′;l,m [Cl]m;Γ,f,α .
(3.15)
That is, we first perform a unitary transformation to the P
matrix of Eq. (3.9) to make it block diagonal according to
the irreps of the cubic group and then isolate the Γ, α part
submatrix.
Now we can impose an angular momentum cutoff lcut such
that
VˆL =
∑
N ′,N
lcut∑
l=0
v˜l(kN ′ , kN )
∑
Γ,f,α
|N ′, l; Γ, f, α〉 〈N, l; Γ, f, α| .
(3.16)
To extract the spectrum in a given representation Γ, we only
need a reduced potential
VˆL;Γ,α =
∑
N ′,N
lcut∑
l=0
v˜l(kN ′ , kN )
×
∑
f
|N ′, l; Γ, f, α〉 〈N, l; Γ, f, α| , (3.17)
TABLE I. Matrix elements of Cl for l = 0, 1, 2, 3, 4. This table is
provided in many papers, e.g., Table A.2 of [56], and the parity is
suppressed here.
l Γ α
∑
m[Cl]m;Γ,f=1,α |l,m〉
0 A1 1 |0, 0〉
1 T1 1
1√
2
(|1,−1〉 − |1, 1〉)
2 i√
2
(|1,−1〉+ |1, 1〉)
3 |1, 0〉
2 E 1 |2, 0〉
2 1√
2
(|2,−2〉+ |2, 2〉)
T2 1 − 1√2 (|2,−1〉+ |2, 1〉)
2 i√
2
(|2,−1〉 − |2, 1〉)
3 − 1√
2
(|2,−2〉 − |2, 2〉)
3 A2 1
1√
2
(|3,−2〉 − |3, 2〉)
T1 1
√
5
4
(|3,−3〉 − |3, 3〉)−
√
3
4
(|3,−1〉 − |3, 1〉)
2 −i
√
5
4
(|3,−3〉+ |3, 3〉)− i
√
3
4
(|3,−1〉+ |3, 1〉)
3 |3, 0〉
T2 1 −
√
3
4
(|3,−3〉 − |3, 3〉)−
√
5
4
(|3,−1〉 − |3, 1〉)
2 −i
√
3
4
(|3,−3〉+ |3, 3〉) + i
√
5
4
(|3,−1〉+ |3, 1〉)
3 1√
2
(|3,−2〉+ |3, 2〉)
4 A1 1
√
30
12
(|4,−4〉+ |4, 4〉) +
√
21
6
|4, 0〉
E 1 −
√
42
12
(|4,−4〉+ |4, 4〉) +
√
15
6
|4, 0〉
2 − 1√
2
(|4,−2〉+ |4, 2〉)
T1 1 − 14 (|4,−3〉+ |4, 3〉)−
√
7
4
(|4,−1〉+ |4, 1〉)
2 i
4
(|4,−3〉 − |4, 3〉)− i
√
7
4
(|4,−1〉 − |4, 1〉)
3 1√
2
(|4,−4〉 − |4, 4〉)
T2 1
√
7
4
(|4,−3〉+ |4, 3〉)− 1
4
(|4,−1〉+ |4, 1〉)
2 i
√
7
4
(|4,−3〉 − |4, 3〉) + i
4
(|4,−1〉 − |4, 1〉)
3 1√
2
(|4,−2〉 − |4, 2〉)
for any α.
As we know, the angular momentum quantum number l
is not a good quantum number in the finite volume. There-
fore, l cannot appear in a good basis. Indeed, the states la-
beled as |N, l; Γ, f, α〉 are not orthogonal. Shells defined in
[37] can show this point clearly. Shells can divide states |n〉
with n2 = N further, and there are seven different kinds of
shells: (0, 0, 0)× 1, (0, 0, c)× 6, (0, b, b)× 12, (0, b, c)× 24,
(a, a, a)× 8, (a, a, c)× 24, and (a, b, c)× 48, where the num-
bers indicate how many different states are referred. As shells
are representations of Oh, they can be decomposed into irreps
5as well. The decomposition is given as follows:
(0, 0, 0) = A+1 ,
(0, 0, c) = A+1 ⊕E+ ⊕T−1 ,
(0, b, b) = A+1 ⊕E+ ⊕T−1 ⊕T+2 ⊕T−2 ,
(0, b, c) = A+1 ⊕A+2 ⊕ 2E+ ⊕T+1 ⊕ 2T−1 ⊕T+2 ⊕ 2T−2 ,
(a, a, a) = A+1 ⊕A−2 ⊕T−1 ⊕T+2 ,
(a, a, c) = A+1 ⊕A−2 ⊕E+ ⊕E− ⊕T+1 ⊕ 2T−1
⊕ 2T+2 ⊕T−2 ,
(a, b, c) = A+1 ⊕A−1 ⊕A+2 ⊕A−2 ⊕ 2E+ ⊕ 2E−
⊕ 3T+1 ⊕ 3T−1 ⊕ 3T+2 ⊕T−2 . (3.18)
It is easy to find only one shell in N = 1, namely,
(0, 0, 1). As there is no T+2 in (0, 0, 1), the state
|N ; l,m〉 = |1; 2,m〉 has no T+2 , even though l =
2 has. Similarly, there is only one A+1 in (0, 0, 1),
so A+1 in |1; 0,m〉 and |1; 4,m〉 will be linearly depen-
dent. Therefore, |N = 1, l = 0; Γ = A+1 , f = 1, α = 1〉 and
|N = 1, l = 4; Γ = A+1 , f = 1, α = 1〉 are linearly depen-
dent.
Furthermore, there are two shells in N = 9, (0, 0, 3)
and (2, 2, 1). Some irreps, such as A+1 , appear more than
once, which means |N = 9, l = 0; Γ = A+1 , f = 1, α = 1〉
and |N = 9, l = 4; Γ = A+1 , f = 1, α = 1〉 can be linearly
independent. Thus, another state label, F , is introduced to re-
place l and f . The largest value of F is denoted as Fmax and
this value is governed by Γ, lcut andN , i.e., Fmax(Γ, lcut, N).
Fmax is at most Fcut, which counts the l and f , and does not
depend on N , i.e., Fcut(Γ, lcut).
For example, when Γ = A+1 and lcut = 4, Fcut(A
+
1 , 4) =
2, as A+1 appears twice in Eq. (3.10). For N = 9,
Fmax(A
+
1 , 4, 9) = 2, as there are two independent states
originating from shells (0, 0, 3) and (2, 2, 1). However,
Fmax(A
+
1 , 4, 1) = 1 for N = 1. In Appendix A, we give
a detailed calculation for N = 1 and 9 cases.
Now, we proceed to orthonormalize the basis |N, l; Γ, f, α〉
to get the final basis labeled as |N ; Γ, F, α〉. From the Wigner-
Eckart theorem, vΓ,F ′,F (kN ′ , kN ) is α independent and we
have
VˆL =
∑
N ′,N
∑
Γ,F ′,F
vΓ,F ′,F (kN ′ , kN )
×
∑
α
|N ′; Γ, F ′, α〉 〈N ; Γ, F, α| . (3.19)
Using Eq. (3.14),
vΓ,F ′,F (kN ′ , kN ) = 〈N ′; Γ, F ′, α| VˆL |N ; Γ, F, α〉
=
lcut∑
l=0
v˜l(kN ′ , kN )
×
∑
f
〈N ′; Γ, F ′, α|N ′; l,Γ, f, α〉
× 〈N ; l,Γ, f, α|N ; Γ, F, α〉 ,
=
lcut∑
l=0
v˜l(kN ′ , kN ) [Gl;Γ]N ′,F ′;N,F ∀α ,
(3.20)
where
[Gl;Γ]N ′,F ′;N,F =
∑
f
[Ml;Γ,α]
∗
f ;N ′,F ′ [Ml;Γ,α]f ;N,F ∀α ,
(3.21)
with
[Ml;Γ,α]f ;N,F = 〈N, l; Γ, f, α|N ; Γ, F, α〉 . (3.22)
The inner product matrix Eq. (3.15) tells us not only how to
do the orthonormalization, but also how to compute the mixed
inner product in Eq. (3.22), so it summarizes all the things
needed to solve for G.
As a specific implementation of the orthonormalization
procedure, we present an eigenmode-based method here. An
alternative approach based on the Gram-Schmidt procedure is
presented in Appendix A. We discuss the case Fcut(Γ, lcut) =
1+1 (we use 1+1 to mean that the two l containing Γ are dif-
ferent) here, and the generalization should be straightforward.
One proceeds by selecting particular values for N , Γ, α, and
f and constructing the inner-product matrix
P˜N ;Γ,α =
Å〈l1|l1〉 〈l1|l2〉
〈l2|l1〉 〈l2|l2〉
ã
. (3.23)
Here indices N , Γ, α and f have been suppressed in the bra-
ket notation, i.e. |l1〉 = |N, l1; Γ, f, α〉. One then solves the
eigenvalue equation
P˜N ;Γ,αX
i = λiXi , (3.24)
providing the orthonormalized eigenvectorsXi with eigenval-
ues λi. States |N ; Γ, F, α〉 ≡ |F 〉 can be constructed from
|F˜1〉 = X1j |lj〉 ,
|F˜2〉 = X2j |lj〉 . (3.25)
These states are easily normalized via the consideration of
〈F˜i|F˜i〉 = Xi∗j 〈lj |lk〉 Xik ,
= Xi∗j
î
P˜N ;Γ,α
ó
jk
Xik ,
= λiXi†Xi = λi . (3.26)
Thus, the orthonormal vectors |N ; Γ, Fi, α〉 are
|N ; Γ, Fi, α〉 =
®
0 , λi = 0
Xij√
λi
|N, lj ; Γ, f, α〉 , λi 6= 0 . (3.27)
6Fmax is given by the number of nonzero eigenvalues, i.e. the
rank of P˜N ;Γ,α .
Now we have the correct orthonormal basis |N ; Γ, F, α〉
with the mixed inner products of Eq. (3.22) given by
[Mlj ;Γ,α]f ;N,Fi = 〈N, lj ; Γ, f, α|N ; Γ, Fi, α〉
=
∑
k
1√
λi
î
P˜N ;Γα
ó
jk
Xik ,
=
λiXij√
λi
=
√
λiXij . (3.28)
With a momentum cutoffNcut imposed such thatN ≤ Ncut,
a Hamiltonian of dimension at most Ncut Fcut(Γ, lcut) + 1
is generated to extract the spectrum of the representation Γ.
Here, Fcut(Γ, lcut) counts the representation Γ in all l ≤ lcut
and the +1 accounts for N = 0.
In summary, the general approach proceeds as follows.
First, one performs the summation in Eq. (3.9) to get the
(lcut + 1)
2× (lcut + 1)2 matrices PN≤Ncut . Second, the unitary
transformation of Eq. (3.15) is performed to make these matri-
ces block diagonal according to the irreps of the cubic group.
One then considers the Γ, α portions, which are Fcut × Fcut
matrices. Finally, one uses these inner product matrices to
orthonormalize the states |N, l; Γ, f, α〉 to construct the final
|N ; Γ, F, α〉 basis states and compute the combination coeffi-
cients G through Eqs. 3.21 and 3.22.
At last, we generalize our discussion for particles with spin.
The first step is to add the spin quantum number (s, sz) to
|k〉 to give |k; s, sz〉, then one combines them with spherical
harmonics as in Eq. (3.5) to define
|k; l, lz; s, sz〉 :=
∫
dΩkˆ Yl,lz (kˆ) |k; s, sz〉 , (3.29)
and it can be further combined with the ClebschGordan coef-
ficients 〈l, lz; s, sz|j, jz〉 to produce
|k; l, s; j, jz〉 :=
∑
lz,sz
|k; l, lz; s, sz〉 〈l, lz; s, sz|j, jz〉 .
(3.30)
Since (j, jz) are now the good rotation quantum numbers,
Wigner-Eckart theorem will only allow the interactions built
with
|k′; l′, s′; j, jz〉 〈k; l, s; j, jz| . (3.31)
We also note that when in the finite volume, one will need the
P -matrix for |N ; l, s; j, jz〉 (that is the finite-volume counter-
part for |k; l, s; j, jz〉) defined as
[PN ;s]l′,j′,j′z ;l,j,jz = 〈N ; l′, s; j′, j′z|N ; l, s; j, jz〉
=
∑
l′z,lz ;sz
〈j′, j′z|l′, l′z; s, sz〉 [PN ]l′,l′z ;l,lz
× 〈l, lz; s, sz|j, jz〉 , (3.32)
where PN is the P -matrix defined in Eq. (3.9). Second, one
constructs the cubic basis as in Eq. (3.12) to be
|N ; l, s; Γ, f, α〉 =
∑
m
[Cj ]Γ,f,α;jz |N ; l, s; j, jz〉 , (3.33)
where the coefficient matrix Cj can be found in many papers,
e.g. Table A.2 (for bosons) and Table A.4 (for fermions) of
Ref. [56]. It is now straightforward to get the P -matrix for
|N ; l, s; Γ, f, α〉, to use it to orthonormalize these states, and
to obtain the final combination coefficients.
IV. EXAMPLE OF ISOSPIN-2 pipi SCATTERING
In this section, the formalism developed herein is applied
to analyze lattice QCD results for the isospin-2 pipi scatter-
ing system. In doing so we will explore the consistency of
a separable potential analysis result with that from Lu¨scher’s
method.
The lattice QCD results are from Ref. [55] where an
anisotropic action is used. They quote the spatial lattice spac-
ing as ∼ 0.12 fm, temporal lattice spacing a−1t ∼ 5.6 GeV,
and the anisotropy ξ = as/at = 3.444(6). When setting the
scale, we refer to at and ξ. The pion mass for the simula-
tion results atmpi = 0.06906(13) ∼ 396 MeV. In our anal-
ysis, only ξ = 3.444(6) and atmpi = 0.06906(13) will be
used, since we did not find sufficiently precise values for as
and at in Ref. [55]. In the analysis of Ref. [55] lattice results
above the 4pi threshold are not included and since our formal-
ism does not include the four-body contributions, we apply
the same cut. The results we fit are illustrated in Fig. (1).
A. Separable potential analysis
Following Ref. [55], we work with dimensionless lattice
units. The energy h of Eq. (2.1) is taken as
at h(k) = 2
»
(atmpi)2 + (at k)
2
, (4.1)
and when going to the finite-volume system, we have
at k → at kN = at 2pi
√
N
L
. (4.2)
Only s, d, and g waves will be taken into account as in
Ref. [55]. With the partial-wave expansion of Eq. (3.1), the
partial-wave potentials are taken to be of a simple separable
form
a−2t vl(p, k) =
Gl
(atmpi)2
fl(p) fl(k) , (4.3)
with
f0(k) =
1
(1 + (d0 at k)2)2
,
f2(k) =
(d2 at k)
2
(1 + (d2 at k)2)3
,
f4(k) =
(d4 at k)
4
(1 + (d4 at k)2)4
, (4.4)
with parameters Gl and dl dimensionless.
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FIG. 1. Lattice spectrum for irreps A+1 , E
+, T+2 from Ref. [55].
Dashed curves represent the noninteracting rest-frame pion-pair en-
ergies 2
√
m2pi + k2N .
There are two fit parametersGl and dl for each partial wave.
The amplitude of the potential is governed by Gl. The s-wave
potential reaches its peak value at k = 0, while the peak
positions of the d- and g-wave potentials are determined by
dl. The shapes of these potentials are shown in Fig. (2). for
G0 ∼ G2 ∼ G4 the potentials have the natural progression
v0 > v2 > v4.
The spectrum is solved from the reduced Hamiltonian
discussed in Sec. (III). Then the phase shifts are deter-
mined through the Lippmann-Schwinger as discussed around
Eq. (2.10). With the cutoff Ncut chosen to be 600 (∼ 10 GeV)
as in Ref. [4], the full Hamiltonian involves
∑600
N=0 C3(N) =
0 1 2 3
4
8
12
FIG. 2. The s, d, and g partial-wave potential, a−2t vl(k, k), with
illustrative parameters G0 = 1/20 and G2 = G4 = d0 = d2 =
d4 = 1.
61565 states and can be reduced to Hamiltonians of dimension
923, 965, and 963 for A+1 , E
+, and T+2 respectively.
B. Fitting to Lattice QCD Results
Our fitting procedure is to minimise the χ2 defined by
χ2 = [ESep − ELattice]T [C]−1 [ESep − ELattice] , (4.5)
where ESep −ELattice denotes the vector of the differences be-
tween the spectrum obtained in the separable potential model
and the lattice. The covariance matrix C denotes the covari-
ances in the lattice spectrum of Ref. [55].
When fitting with all six parameters free, the phase shifts
δ2 and δ4 show an unreasonable behaviour in the high-
momentum range due to the exclusion of high-energy lattice
QCD results above the 4pi threshold which would otherwise
constrain the regulator parameters d2 and d4. In the absence
of lattice constraints we consider three models for the param-
eters d2 and d4.
Introducing the more familiar regulator parameter Λ via
k
Λi
= di atk , (4.6)
we consider values dA = 7.17, dB = 4.78, and dC = 3.58
corresponding to ΛA ∼ 0.8 GeV, ΛB ∼ 1.2 GeV, and ΛC ∼
1.6 GeV, respectively.
We proceed with d0 as a fit parameter and constrain d2 =
d4 = di with i = A, B, or C. The resulting parameters are
shown in Table II The volume-dependent spectra are shown in
Fig. (3) using the parameters for case B with ΛB ∼ 1.2 GeV.
The phase shifts and potentials are illustrated in Fig. (4) for
all three cases considered.
In the top pair of figures in Fig. (4), the phase shifts and po-
tentials for s-wave scattering are given. Because of the similar
fit parameters in the three cases considered, it is not surprising
8TABLE II. Parameters optimising the fit of the separable potential
model to the lattice QCD results of Ref. [55] for isospin-2 pipi scatter-
ing. Three cases for the regular parameters d2 and d4 are considered
as described in the text. In each case, four parameters are constrained
by 11 lattice QCD results leaving seven degrees of freedom.
` = 0 ` = 2 ` = 4
Case χ2 G0 d0 G2 d2 G4 d4
A 13.4 68.5 4.63 56.4 dA 7.43× 101 dA
B 10.5 67.8 4.57 90.6 dB 3.40× 102 dB
C 9.8 67.2 4.54 187. dC 2.34× 103 dC
that their corresponding phase shifts and potentials are simi-
lar. It illustrated how these lattice QCD results constrain the
s-wave phase shift of pipi scattering well. Moreover the sepa-
rable potential model result is consistent with that of Ref. [55]
employing Lu¨scher’s method.
In the remaining panels of Fig. (4), the d- and g-wave phase
shifts and potentials are shown. They show different features
from the s-wave case. In the low-momentum range where lat-
tice QCD results constrain the effective field theory, all three
cases predict phase shifts in a consistent manner and in agree-
ment with Lu¨scher’s method for the phase shifts away from
the 4pi cut [55]. Beyond the 4pi cut, the various cases diverge.
The behaviour of the potentials provides an explanation for
this. The lattice QCD results prefer a potential increasing
steadily in the low-momentum range. However, there is free-
dom to lower the value of dwith a suitable increase inG at the
same time to maintain the behaviour of the potential in the low
momentum regime. If we increase d, we do get smaller χ2,
but that may not be reasonable. If one expects v0 > v2 > v4,
d2 = d4 = dB is favoured over dC . To constrain these pa-
rameters, one needs information from the lattice at higher en-
ergies.
We now proceed to estimate the uncertainties associated
with the separable potential analysis. Here we focus on the
preferred case with ΛB ∼ 1.2 GeV.
Our covariance for parameters λi is defined as [H/2]−1,
where [H] is the Hessian of χ2, the matrix of second-order
partial derivatives over parameters
[H]i,j = ∂
2χ2
∂λi ∂λj
. (4.7)
As two dl are fixed, we only have four parameters and the
final covariance returned by MINUIT 2 (ordered as G0, d0,
G2, G4) isÖ
11.4 0.674 58.4 −1.97 ∗ 102
0.674 0.0773 1.53 −9.61
58.4 1.53 8.02 ∗ 102 −1.28 ∗ 103
−1.97 ∗ 102 −9.61 −1.28 ∗ 103 9.45 ∗ 104
è
.
(4.8)
As the different values of l are decoupling in solving for the
phase shifts, the values underlined in Eq. (4.8) are used in
calculating the errors in the phase shifts. To obtain error es-
timates, we re-sample the parameters by using Eq. (4.8) to
give 10000 sets of parameters for each l. These parameter
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FIG. 3. Finite-volume spectrum fit of the separable potential model
to the lattice QCD results of Ref. [55] for isospin-2 pipi scattering.
Solid curves illustrate the energies resolved in the separable potential
model as the fit parameters of Table II CaseB are optimised to fit the
lattice QCD results (square points). Dashed curves illustrate the non-
interacting rest-frame pion-pair energies as in Fig. (1).
sets are then used to solve for the phase shifts at 10000 differ-
ent momenta, as illustrated by the scattered points in Fig. (5).
Results from our analysis and from Ref. [55] are consistent,
as shown in Fig. 5. Thus the reduction formalism is work-
ing well and the Hamiltonian formalism is indeed consistent
with the Lu¨scher method. Furthermore, one advantage of our
method might convey is that to formally disentangle unphys-
ical partial wave mixing using the Lu¨scher method without
any assumptions (even EFT assumptions), one needs differ-
ent physical volumes where the same scattering momentum
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FIG. 4. Phase shifts (left) and potentials (right) for s, d, and g waves from the separable potential model are illustrated by the curves for
the three cases considered as described in the text. The square points from Ref. [55] are those that can be extracted from the finite-volume
spectrum of Fig. (1) using Lu¨scher’s method. The vertical lines denote the 4pi threshold with (at k)2 = 0.0143.
is allowed. Arranging this for each energy level is, compu-
tationally, impractical, at least in a Lattice QCD setting. On
the other hand, it is worth mentioning that the pipi phase shifts
are all very small in our calculation. Noting our energy range
is below the 4pi threshold, we expect Chiral perturbation the-
ory (χPT) to be applicable in this energy regime. Thus it is
no surprise that the spectrum and resulting phase shifts can
be described by our phenomenological model with four free
parameters.
We can also examine the free state constituents of the en-
ergy eigenstates. Table III describes the composition of the
first three levels for L = 24 and Γ = A+1 . Note that the fur-
ther an eigenenergy is away from the free energy, the more
complex is its structure. Only when an eigenstate is close in
energy to the non-interacting basis state will the eigenstate be
dominated by single free state. For the first few energy eigen-
states in the other representations considered, it is not surpris-
ing that they are almost 100% composed by a single free state
as their energies are almost the free energies .
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FIG. 5. Phase shifts predicted by the separable potential model for
s (top), d (middle) and g (bottom) partial waves. Solid curves illus-
trate the central value of our fit as in Fig. (4) and the scattered points
describe the uncertainty.
V. SUMMARY
In this work, a formalism based on Hamiltonian Effective
Field Theory has been developed to address partial-wave mix-
ing in a periodic finite volume. The formalism is required to
connect infinite-volume partial-wave scattering phase shifts to
the finite-volume spectra of lattice QCD. Our formalism has
been developed with reference to the rest frame.
A key step is to introduce a momentum cut and an angular-
momentum cut in the finite volume, enabling one to reduce the
dimension of the Hamiltonian in the finite volume. Indeed, the
formalism presented herein provides an optimal set of rest-
frame basis states maximally reducing the dimension of the
Hamiltonian. To obtain the optimal rest-frame basis states, we
introduced several intermediate bases as shown in in Eq. (3.4)
TABLE III. The non-interacting (free) basis-state composition of the
first three energy eigenstates for L/as = 24 and Γ = A+1 . Basis
states with momenta kN span the columns. Each row describes the
contributions of the basis states as a percentage to an energy eigen-
state.
Eigenstate N = 0 N = 1 N = 2 N = 3 N = 4 · · ·
1st 99.7 0.2 0.0 0.0 0.0 · · ·
2nd 0.1 97.4 1.9 0.2 0.0 · · ·
3rd 0.0 1.5 94.5 2.8 0.3 · · ·
and Eq. (3.12). Calculation of their inner products not only
illustrates partial wave mixing but also enables the determi-
nation of the link from the original infinite-volume Hamilto-
nian, where the scattering potentials are defined, to the finite-
volume of the lattice where irreps of the cubic group are con-
sidered. Finally, we presented a specific step-by-step imple-
mentation of the process to determine the infinite-volume po-
tentials contributing to the irreps of the finite-volume.
We then considered an in-practice example of isospin-2 pipi
scattering to test the consistency between a separable poten-
tial model and Lu¨scher’s method as implemented in Ref. [55].
The results demonstrate that the formalism developed herein
is consistent with that of Lu¨scher.
While relating the finite-volume spectrum and phase shifts
as in Lu¨scher’s method, a Hamiltonian formalism also pro-
vides insight into the composition of the finite-volume energy
eigenstates. In this analysis, one observes only mild mix-
ing between the non-interacting basis states. This provides
a deeper understanding of why current lattice methods for ex-
citing these two-particle states are so effective.
Additional information is available from the consideration
of scattering systems in moving frames. In light of the lim-
ited information available in contemporary lattice QCD sim-
ulations in the rest frame, we consider the development of
the moving frame formalism to be necessary. The moving
frame formalism is also necessary for a three-body formalism,
since two of the three particles can have a nonvanishing total
momentum. In the three-body case, a direct Hamiltonian fit
should be formally simpler than the three-body Lu¨scher for-
malism. Of course, one of the challenges is the significant
increase of the dimension of the Hamiltonian matrix.
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Appendix A: Example of Solving For the Combination
Coefficients G through the Gram-Schmidt Process
We will discuss Fcut(Γ, lcut) = 1 and Fcut(Γ, lcut) = 1 + 1
(we use 1 + 1 to mean that the two l containing Γ are differ-
ent) cases in detail, these cases cover all cases of lcut ≤ 4.
The P-Matrix Eq. (3.15) is assumed to be solved already, as
the calculation process is straightforward by using Eq. (3.9),
Eq. (3.15) and Table I.
1. Case of Fcut(Γ, lcut) = 1
There is only one l ≤ lcut containing Γ now. For any α,
|N ; Γ, F = 1, α〉 are just normalised |N ; l,Γ, f = 1, α〉. So
from Eq. (3.22), we have
[Gl;Γ,α]f=1;N,F=1 =
»
[PN ;Γ,α]l,f=1;l,f=1 , (A1)
and states with [Gl;Γ,α]f=1;N,F=1 = 0 should be discarded.
Then
[Gl;Γ]N ′,F ′=1;N,F=1
=
»
[PN ′;Γ,α]l,f=1;l,f=1 [PN ;Γ,α]l,f=1;l,f=1 , (A2)
so we have
VˆL;Γ,α =
∑
N ′,N
v˜l(kN ′ , kN )
×
»
[PN ′;Γ,α]l,f=1;l,f=1 [PN ;Γ,α]l,f=1;l,f=1
× |N ′; Γ, f ′, α〉 〈N ; Γ, f, α| . (A3)
Cases of Pure s-wave and Pure p-wave
As
[PN ;A+1 ,α=1
]l=0,f=1;l=0,f=1 = [PN ]l=0,m=0;l=0,m=0
= C3(N) , (A4)
and
[PN ;T−1 ,α
]l=1,f=1;l=1,f=1 = [PN ]l=1,m;l=1,m
= C3(N) ∀α,m , (A5)
we have the same combination coefficients
[Gl;Γ]N ′,F ′=1;N,F=1 =
»
C3(N ′)C3(N) , (A6)
for the pure s-wave and pure p-wave cases. So we just repro-
duce the result in Ref. [4].
In fact, there can be no state in some N , e.g., we know
C3(7) = 0. If these states are not discarded, there will be
spurious states in the spectrum, which are not physical.
Splitting of the d-wave
Here only N = 1 (6 states) and N = 9 (30 states) will be
considered, then we have
[Gl=2;E+,α=1]f=1;N=1,F=1 =
√
15 ,
[Gl=2;E+,α=1]f=1;N=9,F=1 =
…
65
3
,
Discarded: [Gl=2;T+2 ,α=1]f=1;N=1,F=1 = 0 ,
[Gl=2;T+2 ,α=1
]f=1;N=9,F=1 =
√
320
3
. (A7)
So the matrix form of the reduced VˆL in E+ will be
1
4piL3
Å
15 v2(k1, k1) 5
√
13 v2(k1, k9)
5
√
13 v2(k9, k1)
65
3 v2(k9, k9)
ã
, (A8)
and the matrix form of the reduced VˆL in T+2 will be
1
4piL3
(
320
9 v2(k9, k9)
)
, (A9)
where vl(k, k′) is the l partial wave potential and ki =
2pi
√
i/L is the discrete momentum.
2. Case of Fcut(Γ, lcut) = 1 + 1
For the case Fcut(Γ, lcut) = 1 + 1 , f is always one,
and therefore there are two states |N ; l1,Γ, f = 1, α〉 and
|N ; l2,Γ, f = 1, α〉 , for some fixedN,α .We follow the same
notation introduced around Eq. (3.23), which is suppressing
the indices N, Γ, α and f , and using |li〉 and |Fi〉 to rep-
resent |N ; li,Γ, f = 1, α〉 and |N ; Γ, Fi, α〉 respectively. For
completeness, we reintroduce the reduced P-Matrix Eq. (3.23)
P˜N ;Γ,α =
Å〈l1|l1〉 〈l1|l2〉
〈l2|l1〉 〈l2|l2〉
ã
. (A10)
To calculate the combination coefficients [Mli;Γ,α]f=1;N,Fj =
〈li|Fj〉, the states |li〉 must be transformed to the new, or-
thonormal basis in |Fi〉 . This orthonormalisation can be per-
formed in a number of ways, one is the eigenmode-based
method introduced around Eq. (3.23), another is the Gram-
Schmidt process.
For this process, the projection of |Y 〉 onto the span of |X〉
is defined as
proj|X〉 (|Y 〉) =
®
0 , |X〉 = 0
〈Y |X〉
〈X|X〉 |X〉 , |X〉 6= 0
. (A11)
Defining some |F˜ 〉 , where |F 〉 = |F˜ 〉 /
»
〈F˜ |F˜ 〉 , the Gram-
Schmidt process gives
|F˜1〉 = |l1〉 , (A12)
|F˜2〉 = |l2〉 − proj|F˜1〉 (|l2〉) . (A13)
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Normalising these states requires careful consideration of
the cases where |l1〉 = 0 and |l2〉 = 0 . When the orig-
inal states |li〉 are non-zero, |F˜i〉 must be normalised to
|Fi〉 = |F˜i〉 / 〈F˜i|F˜i〉 . These normalisation factors 〈F˜1|F˜i〉
and 〈F˜2|F˜2〉 are given by
〈F˜1|F˜1〉 = 〈l1|l1〉 , (A14)
〈F˜2|F˜2〉 = 〈l2|l2〉 − 〈l2|l1〉
2
〈l1|l1〉 ,
=
1
〈l1|l1〉
Ä
〈l1|l1〉 〈l2|l2〉 − 〈l1|l2〉2
ä
,
=
det(P˜N ;Γα)
〈l1|l1〉 . (A15)
Therefore the final, orthonormal states are given as
|F1〉 =
{
0 , |l1〉 = 0
|l1〉√
〈l1|l1〉
, |l1〉 6= 0 , (A16)
|F2〉 =

0 , |l1〉 = |l2〉 = 0
|l2〉√
〈l2|l2〉
, |l1〉 = 0 , |l2〉 6= 0
|l2〉− 〈l2|l1〉〈l1|l1〉 |l1〉√
det P˜N;Γ,α/〈l1|l1〉
, |l1〉 6= 0 ,det(P˜N ;Γ,α) 6= 0
.
(A17)
From these expressions of |Fi〉 , we see that there are three
possible values for Fmax . When |F1〉 and |F2〉 both vanish,
we have that Fmax = 0 . Fmax = 1 when only one |Fi〉 van-
ishes but the other does not, and Fmax = 2 for only the second
entry of Eq. (A16) and the third entry of Eq. (A17). As these
states are now constructed in terms of only |li〉 as given in the
elements of P˜N ;Γα from Eq. (3.15), it is therefore simple to
calculate the matrix defined in Eq. (3.22),
[Ml;Γ,α]f ;N,F = 〈N, lj ; Γ, f, α|N ; Γ, Fi, α〉 ,
= 〈lj |Fi〉 . (A18)
Mixing between s-wave and g-wave
Here only N = 1 (6 states) and N = 9 (30 states) will be
considered as before, we have
P˜N=1;A+1 ,α=1
=
Å
6 3
√
21
3
√
21 632
ã
, (A19)
and
P˜N=9;A+1 ,α=1
=
(
30 − 253
»
7
3
− 253
»
7
3
9835
162
)
. (A20)
The determinants give
det(P˜N=1;A+1 ,α=1
) = 0 , det(P˜N=9;A+1 ,α=1
) =
44800
27
,
(A21)
so there is only one state in N = 1, while there are two
states in N = 9. Then we have (we use [Gl]N,F to repre-
sent [Gl;Γ=A+1 ,α=1]f=1;N,F )
[Gl=0]N=1,F=1 =
√
6 , [Gl=0]N=9,F=1 =
√
30 ,
[Gl=0]N=9,F=2 = 0 , [Gl=4]N=1,F=1 = 3
…
7
2
,
[Gl=4]N=9,F=1 = −5
9
…
35
2
, [Gl=4]N=9,F=2 =
8
9
√
70 .
(A22)
So the matrix form of the reduced VˆL in A+1 will be
1
4piL3
×Ü
12 v1,10 +63 v
1,1
4
2
√
5(36 v1,90 −35 v1,94 )
6
56
√
5 v1,94
3√
5(36 v9,10 −35 v9,14 )
6
5(972 v9,90 +175 v
9,9
4 )
162
−1400 v9,94
81
56
√
5 v9,14
3
−1400 v9,94
81
4480 v9,94
81
ê
,
(A23)
where vi,jl = vl(ki, kj) .
Appendix B: Characteristics of the P-Matrix
The P -matrix is calculated via the definition of Eq. (3.9).
Here we provide a few examples of the numerical values for
PN = P1, P581 and P941 in Figs. 6, 7, and 8 respectively. The
off-diagonal nature of the matrices is a direct illustration of
partial-wave mixing in the periodic finite-volume of the cubic
group.
The values of N selected provide an overview of the char-
acteristic properties of PN . P1 is characteristic of low values
of N where off-diagonal elements can be the same order of
magnitude as the diagonal elements. The values of N = 581
and 941 illustrate moderate and large levels of shell mixing
which can aid in suppressing off-diagonal elements. As N
grows, the opportunity for shell mixing increases and the P-
Matrix will approach the identity as discussed in Sec. (III).
Also, we note the P-Matrix of the cubic-group basis defined
in Eq. (3.15) also respects this behavior, as the unitary trans-
formation of an identity matrix is still an identity matrix.
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,
FIG. 6. P1/C3(1) with C3(1) = 6: 25 × 25 matrix ordered as (l,m) = (0, 0), (1,−1), (1, 0), (1, 1), · · · , (4, 4). As only one shell is
contributing, off-diagonal elements can be the same order of magnitude as the diagonal elements.
FIG. 7. P581/C3(581) with C3(581) = 336: 25 × 25 matrix ordered as (l,m) = (0, 0), (1,−1), (1, 0), (1, 1), · · · , (4, 4). Here the
contributions of several shells provide an opportunity for cancellations in the evaluation of the P matrix and the matrix approaches the identity.
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FIG. 8. P941/C3(941) with C3(941) = 552: 25 × 25 matrix ordered as (l,m) = (0, 0), (1,−1), (1, 0), (1, 1), · · · , (4, 4). In this case
C3(N) takes the very large value of 552, reflecting the contributions of many shells. Averaging over these shells enables this P matrix to
approximate the identity. However the energy associated with N = 941 is very large on contemporary lattices.
