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THE STOKES SYSTEM ON CYLINDERS BY 
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By J. I. DiAZ and A. V. FURSIKOV 
ABSTRACT. - We give some negative and positive results on the approximate controllability of the Stokes system 
formulated on a cylinder 62 = G x W  of R’ when the control is a density of external unidirectional forces. We 
distinguish the case where the direction of the conrrols e is parallel to the cylinder generatrix (e = q ) from 
the one where e is orthogonal to this gencratrix (e = ej). A  negative result in the case of e = ei is proved 
for periodic boundary conditions on .z’:x and homogeneous Dirichlet conditions on 132 x R where G is a general 
set of W ”. In contrast to that, the approximate controllability is proved for homogeneous Dirichle~ conditions 
on i)l2 (i.e. zero on X x R and solutions in (L’JG x R))” f or any I), when C: is a rectangle and e = el is 
orthogonal to the cylinder generntrix. 
1. Introduction 
This paper is devoted to the study of the approximate controllability of the Stokes system 
yt - Ay + Up = uxwe, in (0.T) x f2. 
m 
div y = 0, in (O:Iz’) x 12; 
Y(O, .) = 0, in 0, 
By = 0, on (0. T) x 32, 
where 0 is an infinity cylinder, R = G x R c R” with G an open bounded set of R2, 
e is a given vector of R”, xw denotes the characteristic function of an open subdomain 
w of bZ (1:X. XU = 1 over w and x*, = 0 over IR” \ w) and B is a boundary operator 
which denotes either Dirichlet or periodic boundary conditions or a combination of both. 
The flow velocity and the pressure of the flow are denoted by y = (~1, ~1, ~3) and p 
respectively. The control is a scalar function u and the term ux4e represents the density of 
some external forces spatially concentrated on w and acting merely in the direction e and 
during a given period of time T. We note that the zero initial condition does not represent 
any restriction because of the linearity of the problem. 
One formulates the approximate controllability problem as follows: Let X be a functional 
space with norm 11 . (I, and let t be a small fixed positive number. Find a control II, such 
that the solution y to the associated problem (7’) approximates at time T a saught velocity 
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(1) IW - Ycc .)I1 5 f. 
We shall mainly work with the (L”(R))“- norm, and shall take as X a certain closed 
subspace of (L’(a))“. Th’ 1s is so because we seek admisible velocities Y(X) that must 
satisfy div 9 = 0 in R together with suitable boundary conditions (at least in a weak sense). 
If we replace the right hand side of the equation of (P) by a general vectorial control 
uxw, it is easy to prove the approximate controllability assumed u E ( L2(w x (0, T)))“. 
This can be obtained by the (already classical) arguments of J.-L. Lions, (i.~. the Hahn- 
Banach theorem and the Mizohata unique continuation theorem; see, c.<l. Lions IS], [6] 
for details). However, many interesting questions arise if the controls are subject to some 
complementary constraints. Some of them have been solved in Fursikov and Imanuvilov 
[ 11, [2]. Here we consider the case of directional constraints on the control, more precisely, 
the case when the control is a one-directional vector field of the kind, 
(2) u = ue, 
where e is a fixed vector from R”. The case of two-directional control of the form 
(3) u = (Ul> u2.0) 
was considered by J.-L. Lions in 16, p.781, [7]; in these publications he also attracted the 
attention of specialists to the case (2). 
So, the main goal of this article is to study the approximate controllability of the Stokes 
system when the control is unidirectional as in the formulation of (P). As was said already, 
we restrict ourselves to the cases in which IR is a cylindrical domain, %.cr. 
(4) ft = G x R. 
where G c R2 is an open bounded set. Furthermore, we shall distinguish the cases when 
the control direction e is parallel to the cylinder genera&ix and when e is orthogonal to the 
genera&ix. First we prove that this problem is not approximate controllable in the case of 
the boundary condition y = 0 on dG x W in the class of periodic solutions with respect 
to the last spatial variable (i.e. Y(~,cc~:x:~,z~ + L3) = y(t,zl, x~,Q) for some L3 > 0 
and almost any t E (0, T) , ( x~,z~) E G and x3 E R). This is proved for &-periodic 
external unidirectional parallel controls with e = e3, where e3 is the third element of the 
orthonormal basis in R3, The result holds even for w = 0. 
We prove also a positive assertion on the approximate controllability of the Stokes 
problem (P) in the case of Dirichlet boundary conditions y = 0 on (0, T) x i3G x W and 
y(t, .) E (L2(G x R))3. Th’ 1s is obtained in the following case: 
(5) e is orthogonal to the genera&ix, and G is a rectangle. 
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The organization of this paper is as follows. The uncontrollability of LJ-periodic solutions 
is proved in Section 2. The rest of the paper is devoted to give some positive answer on 
the approximate controllability problem: Firstly we reduce the problem to the investigation 
of the unique continuatian property for an overdeterminated boundary value problem for 
the linear heat equation having an harmonic function as right-hand side. This is presented 
in Section 3. In Section 4 we use the Fourier transform and apply complex analysis in 
order to prove this property, i.e. we show that any solution of the above overdetermined 
problem must be identically zero. Thanks to the Hahn-Banach theorem this proves the 
approximate controllability of the corresponding Stokes systems. 
After the completion of a first version of this article the authors become aware of 
a recent result by Lions and Zuazua [9] where problem (P) is considered for controls 
paralelly directed to the cylinder genera&ix (e = e3). They show that the approximate 
controllability is a generic property with respect to the domain G  (the answer is positive 
if the eigenvalues are simple and the problem becomes uncontrollable if G  is a ball). 
2. Uncontrollability of Ls-periodic solutions of the Stokes system. 
Let L3 > 0 and G  be a regular open bounded domain of R2. Let w0 be an open 
set of G  x (0, L,) and define w as the periodic extension of w0 to the set G  x R 
(‘i.e.(zr, x2, 3~~) E w iff there exists n E Z such that (zr, x~, zQ + nL3) E wa). We consider 
the L3-periodic Stokes problem 
Yt - & + VP = ~(4 z)xs, 
div y = 0, 
Y(O, .) = 0, 
y(t, Xl! x2, x3) = 0, 
y(t, :c1> x2,23 + LY) = y(t, 21, x2, x3), 
in (0,T) x R, 
in (0,T) x R, 
in Q , 
t E (0,T); (x1, ~2) E dG, x3 E W. 
t E (0,T); (1c1,z2) E G, x3 E R . 
We introduce the functional spaces: 
(6) L;&) = (6 : fl --+ R, 6 E L2(G x (0, Ls))}, ‘u(~1,~2,~3 + L3) = 6(2@2,Z3)}, 
(8) 
HA,,,,(R) = {U E H:,,(R),v = 0 on dG x R}, 
H,t,,W = {w E (L2,,,PN3J’w E (L;er(Wg}~ 
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(9 Vprr = {w E (C” (cl))“, w = 0 in a neighbourhood of X2. 
div w = 0 in 52 and w (:I: ,, x2; Q) = w (x1, xq, x-3 + &A)}. 
$,, = closure of Vpcr in (I&.(62))‘3, 
(11) ‘H:,,,r = closure of VpPr in H:,,,(Q). 
Sets (I&(Q))’ and H&,(62) are Hilbert spaces with respect to scalar products: 
(w, V)Hfcl ((2) = 
I 
w . vh + 
. Cx(0.L:) /’ 
uw . VVdl. 
c’X(O.L$) 
‘Ft;er and y&r are closed subspaces of (L&y(62))3 and H:,,,,(0) respectively, so they are 
also Hilbert spaces. We shall use the notation 
We also introduce 
(12) 
(13) 
H$ (0) = dual space of H&,(62) with respect to the duality 
generated by the scalar product of L&,(0). 
3-t;Jr = dual space of IFlk,, with respect to the duality 
generated by the scalar product of (L&, (12)) “. 
Finally, let 
(14) 
The existence and uniqueness of a solution (y,p) of (‘PPer) with y E YI,c, and 
Vp E L*(O,T : H;&(0)), assumed 11. E L’(O, T; L&(62)), can be easily proved by 
standard methods (see Ladyzenskaya [4] and Temam [ 121). We also remark that if we 
eliminate the control constraint (by replacing ‘IL in (P,,,,.) by a genera1 vectorial control 
u E Xi,,) then we can apply the arguments of Lions [5], [6] and Fursikov and Imanuvilov 
[l], [2] showing the 7-t:,, -approximate controllability of (Pi,Pr). As we shall see, the 
situation is radically different for unidirectional controls. We assume that e is parallel to 
the cylinder generatrix %.e., 
(15) e = ey. 
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where e3 is the third element of the orthonormal basis of R3. Roughly speaking, we 
shall show that 
has the direction e3 and so the approximate controllability can not hold over ‘Hi,,. More 
precisely, we define the subspace H of Xi,, by the formula: 
THEOREM 1. - Assume (15). Let u E L2(0, T : L&,(n)) and let (y, p) be the solution to 
(P,,er). Then Y(T, .) is orthogonal to the subspace H, i.e. 
h particular, problem (P,,er) is not ?-tie, -approximately controllable. 
Proof. - Let g E H and consider the adjoint problem: 
(17) 
The existence and uniqueness of such solution (a, Vq) E YI,,, x L2(0, T; H;;(R)) is 
again standard. It is easy to see that 
(18) a(t, .) E H for t E (0, T). 
Indeed, by assumption g(zi, x2) = (g ( 1 3:1,.~2)rg2(21,Z2),0) for some gi E L’(G), 
Z = 1,2 and if we consider the two-dimensional Stokes problem 
-bt-Ab+Ve=O, in (OPT) x G , 
div b = 0, in (O;T) x G , 
b = 0, on (0,T) x dG, 
W,n,:d = (gl( n,~b),g2(a,m)), (:GI,x~) E G , 
we know that problem (19) has a unique solution (b(t,x1,x2), Vl(t,:cl,z2)). Then it is 
clear that the pair ((b, 0), Vl) satisfies problem (17) and so, by uniqueness, it must coincide 
with (a, Vq) which proves (18). Multiplying the equation of (P,,er) by a, using (18) and 
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I Vq . wdx = 0 for any w E I-&. . Gx(0.L.~) 
and integrating by parts we get: 
0= .I uXwa. edxdt = (O,T)xGx(O,h) ia++-Ay+b)dxdt 
=s g(x) . y(T, x dz + G x (&&I) I’ . (o T) Gx(O L: )(-at - Aa+ 3) . ydxdt , x , 1 
=.I’ 
g(x) . y(T, x)dx: 
Gx(O.L<) 
where we have identified g(z) with g(11;.1,22) for any n: = (:c~~z~; x3) E G x R. q 
Remark 1. - We point out that Theorem 1 holds even for the case w = 0. 0 
3. Approximate controllability: an overdeterminated auxiliary problem 
This section and the following one are devoted to prove the approximate controllability of 
the Stokes system with Dirichlet boundary conditions by means of unidirectional controls. 
Again, we assume R + G x R with G c R2 a bounded open set with Lipschitz boundary 
3G and w c R. Moreover, we shall assume that 
(20) G = {(x1,x2) E W2 : lZll < ?J.xzI < l}. 
The lenghts rr and 2 of the rectangle sides are not essential and can be changed to be 
arbitrary ones. Let consider the Dirichlet problem for the Stokes system 
( 
yt - AY + VP = uxs, in (0, T) x R, 
(pd 
div y = 0, in (0,T) x 0, 
Y(O, .I = 0, in 0, 
y = 0, on (0,T) x 85% 
We will use the well-known functional spaces: 
(21) V = {w E (C,“(R))“; div w = 0 in R}, 
(22) 7f” = closure of V in (L2(R))“, 
(23) X1 = closure of V in (I~P(flt)))~, 
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where Hl(i2) is the usual Sobolev space Hi(R) = {?I E L2(R), Vu E (L2(bt))“}, 
(24) H-‘(R) = dual space to H:(0) with respect to the duality 
generated by the scalar product of L’(Q) 
where HA(R) = {V E H’(R), U(X) = 0, :I: E XI}, 
X-l = dual space to X1 with respect to the duality 
generated by the scalar product of (L2(R))“, 
(33) 2 = y E L2(0, T : 3-1l) : $ E L2(0, T : 7-l-l) 
> 
G iven ‘u E L2(0,T : L2(i2)) the existence and uniqueness of a solution (y, Vp) E 
2 x L2(0,T : H-‘(R)) of (Po) can be found, for instance, in Ladyzenskaya [4] or 
Temam [ 121. 
Our main goal is to study the ‘FI’-approximate controllability property when the vector 
e is given by, 
(27) e = el 
where el is the first element of the orthonormal basis of W”. 
If we assume that the ‘MO-approximate controllability does not hold then it must exist 
f E X0; f # 0, such that 
(28) 
/ 
y(T, cc) . f(z)& = 0, 
n 
for the solution y of (PD) corresponding to an arbitrary u E L2 (0, T : L2(R))! 
supp u C (0, T) x w. To get a contradiction, we consider the adjoint problem: 
-at-Aa+Vq=O, in (0,T) x 62, 
div a = 0, in (0,T) x it, 
a = 0; on (0,T) x Xi, 
4T .) = f(.), in It. 
Below we need to consider problem (29) not only on (0,T) x 62 but on the set (-cc, T) x f2 
also. As f E V”, the proof of the existence and uniqueness of the solution (a, q) of (29) 
on (0, T) x R as well as on the set (-03, T) x 0 is standard. The special structure of the 
controls defined in (27) leads to the following result. 
LEMMA 1. - Let f E X0 satisfying (28) and let (a, 0s) be the solution of (29). Then 
if a = (aI, a2, us) we have 
(30) al(t,:c) E 0 fo7. (t,x) E (-cm,T) x ft. 
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In particular fz = 0 on 0. Moredver, ,for a.(:. t E (-+s,T): 
(31) 
{ 
q(t, .) is an harmonic f unct%on and 
does 7101; depend on the x1 liarl.able. 
Proof. - Multiplying the first equation in (29) by y that is solution of (PD) with arbitrary 
IL E L’(O,T : L’(w)), suppu E (0; T) x w , and using (28) we get: 
) . ydxdr= , iO,TjXcl a-( $ - A,),,, 
IZ 
I 
a. (uxwel - Vp)dxdt = 
s 
ualdxdt. 
* (0,T)xR (O,T)xw 
As u is arbitrary we conclude that 
(32) al(t,x) = 0 a.e. (t,:‘:) E (0,T) x w 
and therefore (using the first equation in (29)) 
(33) 2it.x) = 0 a.e. (t,x) E (0,T) x w. 
Applying the divergence operator to the first equation in (29) and using that div a = 0 
and div (Aa) = A(div a) we get that 
(34) Aq = 0 in (0,T) x 62. 
This also shows that *(t, .) is an harmonic function. By well-known results, property 
‘ a51 
(33) implies that $(I, .) E 0 on 0 which proves (31). Using this information in (29) 
and (27) we obtain ‘that: 
1 
-2 - Aa, = 0, in (0, T) x a, 
al =‘O: on (0, T) x dR, 
al(T .I = fl(.), on R. 
From (32) and the Mizohata unique continuation theorem (see Mizohata [lo]) we obtain 
(30) for (t, x) E (0, T) x 0, that yields the identity fr = 0 on R. 
We consider the boundary value problem 
Ia2 + $(t,x1,22,23) = 0, , . in (-m,T) x 0, 
6 ,x1, x2, x3) - Aa + ~(t,x1,22,23) = 0, in (-c0,T) x 0, 
< ,3 
in(-m,,T) x R, 
a3(T,x) = fs(x), in 0, 
( a2 = a3 = 0, on (-m,T) x Xl, 
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where %fL ?b - 0 W  as2 + i3Z,3 - e want to establish the solvability and uniqueness of the solution of 
this problem. To do this we introduce the spaces which are analogous to spaces (21)-(26): 
v = {w = (wz,ws) E (c,“(62))2 : + 2 = O }, /‘ 
3-10 = closure y in (L’(n))“, 
& = closure v in (H1(S2))2, 
7--l = dual space to x1, - 
g = {y E P-00, T; El) : g E L2(-m,T;~-l). 
Using these spaces and repeating the proof of existence and uniqueness of solutions for 
the Stokes boundary value problem (see Temam [12], Ladyzhenskaya [4]) we get the 
desired result. Let (ua, aa, JJ) be the obtained solution of the above mentioned boundary 
value problem. By means of a straightforward verification we establish that quadraplet 
(ur , u2, a3, p) E (a, Q)  with a1 = 0 satisfies the boundary value problem (29) considered 
on (-co, 2’) x R. This fact and the uniqueness of the solutions for the Stokes boundary 
value problem (29) yield assertions (30), (31) for (t: ~1) E (-ok. T) x a. 0 
G iven xy E R, we denote by P(x~) the plane in R” which is orthogonal to the axis x1 
and intersects this axis at a point (~7,0,0). We shall use the notation: 
(35) O(X~) = flnp(~y). 
Notice that if ~(cJ$) is not void then 0(x:) is of the form {$} x I x R’ with 
I = {x2 E R : llc2] < 1) (recall (20)). 
Using (30) and div a = 0 we have that: 
(36) 
i)a2+i)aJzo 
i322 (3x3 
in (-co,T) x R. 
Moreover from (31) we deduce that a2 and a3 are regular functions and so, for any 
( CL.:, 22, ~3) E R(xy) and t E (- 00, T), we can define the potential function: 
(37) V(t,4,22,x3) = 
.I 
(a&+ix2 - u2(t,+ix3), 
Y 
where 7 is any curve in n(xy) joining (xy, x2, x3) with a fixed point (z:, xi, x$!) E 3R(zT). 
The definition of V is, in fact, independent on y because the field (u3, -a2) is conservative 
with respect to (x2, ~3) (due to (36)) and 0(x:) . IS a simply connected set (due to (20)). 
Function V is then well defined on a. 
LEMMA 2. - Assume that G  is the rectangle (20). Then the potential function V given 
in (37) satisjies the equation 
(38) g(t, x) + AV(t, x) = A(t, x2,x3) + B(t,xl) in (-cx~,T) x R 
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and the two boundaT conditions 
1 
v = 0 071. (-co,T) x m, 
(39) ‘ 
$- :I:] ) x:2. 2:j) j /,r2 ,=1 = 0 if (t, :I;], 111~, :I::~) E (-00, T) x (32 n X~(X:~)). 
Function V also satisjies (in a weak sense) the jinal condition: 
where y is an arbitrary curve joining :I: = (~1, :x:2, ~3) E Sl with a $xed point 
(x~,:I$,z~) E dO(x1). In addition, we have: 
,for some positive constant C. Moreover, function A(t, :c 2. x3) is harmonic with respect to 
x2! :cs and we have the a priori estimate: 
where $I1 = {(I?, ~3) : Ix21 < 1, :cj E W} . 
Proof. - Equality (37) implies: 
and 
Notice that function V does not depend on the choice of the point ($, :I:!, :z:!j) in 
XI(x~). From (20), G is a rectangle and we can take, for instance, :I;: = -1 in the 
definition (37) of V. But then, obviously, V = 0 on the parts of the boundary of 
the form (1x11 < 7r/2,x2 = -1:x3 E R} and {x1 = f7~/2! x2 < 1,:~~ E R} since 
qxy) = {(zy, ~2, :cg) : [:x:2 I < 1. :x3 E W} and we can chose the path y belonging to 
XI where (~2 = (~3 = 0. On the surface {lx11 < 7r/2, :I;:! = 1, xg E R} the function 
V(t,xl, 1,.x3) does not depend on x3 (i.e. V(t,:c 1,1,:1:3) = V(t,:cl,l,l)). Let us show 
that V(t, x1, 1,l) = 0. The solution a of (29) satisfies the energy estimate: 
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Therefore, if V(t”,xl, , ” 1 1) # 0 for some (t”. x~) then by choosing the path in (37) as 
y = y1 U y2 with 
71 = (x1 = :r:y,n:2 = -1,x:3 E (O,N)}. 
y2 = {q = x:):3;, E (-1; 1),:1.:3 = N}. 
we deduce, from (29), that the integral along y1 vanishes for any arbitrary number N. 
From the interior regularity for problem (29) we know (see Ladyshenskaya [4]) that a is 
smooth in (-‘x. T) x 0. Then, we can choose N so large that the integral in (37) will 
be as small as we want, and, for instance, will be less than IV(t”. :I:!: 1, 1)1/a. This is a 
contradiction which proves (39). To prove (38) we point out that using (43) we can rewrite 
the first equation of (29) in the following form 
(46) 
We can assume that Ix1 1 < 5, so (x1, 0; 0) E 0. Integrating (45) and (46) along a path y 
that joins the points (:I; 1, 0,O) and (x1: :I:~, XJ) we get 
where 
(48) 
Notice that by (3 1) function A does not depend on n:]. Moreover 
fY2A a2q d2A Pq 
@-= ~ XI 
-~ 
i3:1;:3d:1:2 ’ i)x; i):r2ax:3 
and therefore A is an harmonic function with respect to :c~.:c:~. Thus, (38) follows from 
(47) - (49). Estimate (41) is obtained from (37) and (44). By virtue of the interior and 
boundary regularity theorems for solutions of the Stokes system the functions CI,~, o., and ‘1 
are smooth functions and thus the same property holds for functions A and B. Estimate 
(42) follows from L2-estimates for solutions of the Stokes system. •i 
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Since the .rl-projection of 12 is a bounded interval we can reduce problem (38), (39), 
(40) to a family of two-dimensional problems of the form 
(?-,O) (:I:2,:I::j) E 0, T E (0, +x2). 
(52) o(0, 3’2, .1::j ) = .111(.x-,. :r:,), on 0, 
where 0 = { 1.1.~ / < 1 } x R, !I( 7. .I:~~ A.:~) IS an harmonic function with respect to :c~.:I:~. 
LEMMA 3. - Let C hc rwtrmgle (20). Then problem (38), (39), (40) can be reduced to 
prohlr177 (SO), (5 I), (52) w h crc 0, (11 crnd g are dqfined by relations (58), (59) below. Besides 
we have the estinmte 
. ‘f . ‘1’ 
(53) 
L 
llu(t. gllfJ2(qdt + 
I, 
Il.& &,)dt < x. 
Prooj: - We decompose functions k’, A + B and Vr in their Fourier series: 
where, for instance, 
The rest Fourier coefficients are determinated by similar well-known formulae. Substituting 
this series into (38) we obtain the equation: 
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Making the change of dependent and independent variables: 
we get equation (50). As A is harmonic the same holds for !I. Relations (39) and (40) leads 
to (51) and (52), with ‘1~ determined in (59) with help of the Fourier coefficient u,, of the 
final datum I$ defined in (40). Estimate (53) is easily deduced from (41) and (42). 0 
The next section will be devoted to prove that any solution 11 of (SO), (51) and (52) 
must be identically zero leadind to the approximate controllability through the Hahn- 
Banach theorem. This kind of vanishing result is usually known as the unique continuation 
property (see e.g. Mizohata [lo] and Saut and Scheurer [ 111). A related result for .q = 0 
can be found in [ 11, Remark 2.31. Nevertheless we point out that in our case [I is not zero 
and so the technique used in [ 1 l] does not seem to work. We shall use as key information 
that !I is an harmonic function. 
4. Approximate controllability: case of an infinite 
rectangular cylinder and orthogonal control directions 
The main result of this section is as follows: 
THEOREM 2. - Assumed e = el the Stokes houndcrg value problem (‘P,) on the domain 
R = G  x R, where G  is rectangle (20), is ?I”-upproximate controllable. 
Suppose, by contradiction, that there exists f E ti”. f # 0 such that (28) holds. Let 
(rj,.q, w) be the functions satisfying (50), (51) (52) associated to the adjoint problem (29). 
In our case, the set 0 has the form 
(60) 0 A {I:c‘J < 1.X:3 E Iw} = (-1,l) x Iw. 
Let 6 be the Fourier transform of ‘u along :I:~: 
.K 
rci(t,:1:2,X) t e~‘X.“‘,~i(t,:C2.:I:3)d:I:~. 
I . -x 
Analogously, let ,@(t, :c2, A) and vU(:c2, A) be the Fourier transforms of g, w. For X fixed 
we define: 
~(6 52) - e %(t, x2, A), h(t, x2) + e A2+$(t, x2. A), ‘f/1(.1:2) A 7zI(:c2, A). 
In the rest of the section we shall denote ~1:~ by :I:. Obviously (50), (51), (52) imply 
the relations 
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(63) p(O, :r) = Y/J(X), .I’ E (-1.1). 
Notice that the functions (cp(t, --:I:), A,(t. -X),$(-J:)) and 
( 
cp(i, :J;) f p(t. 61.) qt, 2:) zk h(Z, -:r) !p(:JJ) f p( -3.) 
2 * 2 i 2 > 
also satisfy (61), (62), (63). Thus, it is sufficient to study (61), (62), (63) when 
(W 
and when 
cp(t,x), qt. :I:)* T/ (,.) I .I, are even functions with respect to :I 
(65) cp(f, :c), Il(t, x). ?/ (. :) ) I are odd functions with respect to .I’. 
Since y is harmonic then /~(t. :I:) satisfies the equation 
Hence, Ie(t, X) can be rewritten as follows: 
(66) h(i, :I:) = o(t) c0s11 kr:, (case of (64)) 
(67) h(t, :I:) = a(t) sin11 XX, (case of (65)) 
Let us start by considering the case of even solutions of (61), (62) (63). 
THEOREM 3. - Assumed (64) und (66) the ,functions (p, h. 7/b) are necessarily identicall>> 
zero. 
Pruo$ - We extend by zero the functions p(t.:~:) and h(t.:c) outside the set 
[w4 x FL 11 on the whole plane R2 and the function ,uI(:I:) outside the interval [-1, 11. 
We denote again those extensions by cp: A, and mu respectively. Thanks to (62) cp is solution 
of the Cauchy problem associated to (61) and (63) %.c. with t E (0, x) and :I’ E R. 
Consider the Fourier transform of those functions with respect to t and :I:: 
(68) $(p, <) = ix /m e-‘(r’t+“t)p(f, x)&&c = 1% /I e-‘(“““f)cp(t,:J~)dtd:r:. . --M. --31 . -1 
Taking into account (66), then 
(69) 
.li 
h(p) = i e-‘J’ttr(t)dt = e-‘z’+tr(t)dt, . --ru 
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where X(X:) = 1 for :c E (-l,l), X(X) = 0, for :c $ (-1,l). 
Equation (61) becomes the identity: 
where G(t) is the Fourier transform from II: to < of the function $(z). We point out that 
since the supports of cp and h are bounded along z-direction then their Fourier transforms 
are entire analytical functions with respect to I. Besides, ‘p, o are equal to zero for t < 0 
and therefore their Fourier transforms are’ analytical functions with respect to p, in the 
halfplane {Imp < 0). Hence, (71) implies that if p = at” then the right hand side of (71) 
vanishes. Consequently we get the equality 
(72) ci(i<“) ( sin(< + iA) r( + ix + sin(< - iX) < - ix > = -qcg, 
for c2 < 0. By formula (72) we can construct an analytical extension of the function 
&(i<“) from the halfplane {E2 < 0) up to {t2 > 0). Hence, this function is meromorphic 
one with the poles at the roots of the equation: 
(75) @ (E,X) =
sin(c + iA) 
< + ix 
+ sin([ - l:X) = o 
<-ix . 
These roots are real and simple. Indeed, it is evident if X = 0. If X # 0 then multiplying (73) 
by (< + iX)(< - l:X) and doing simple transformations we get equation < tan t = -A tanh A. 
Solving this equation by graph method we establish that all its roots, except [ = fl:X, are 
real and simple. But straightforward verification shows that [ = fiX are not the roots of 
(73) if X # 0. Thus, thanks to (72), we have: 
&(q2) = - ( sin(< + iX) ([ + iA) + sin(< - ;A) -’ (< - iA) > W). 
Since (P(<, A) is even with respect to I, we can write for any positive integer N: 
where SN(<) is an analytic function for [Ret1 < < N+i and {&,/G = I,&. .} is the set of 
all positive roots of equation (73). Evidently, SN(<) is even and therefore: 
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Hence, for any positive integer N we can rewrite (74) in the form 
(75) 
where k(p) is an analytical function defined for Irnlj < <$+, and 
(76) (Y/, = -a~,.,cIl(~,.)/(a~((,.. X)/3() 
We substitute p = a<’ into (75) and apply to the obtained equality the inverse Fourier 
transformation F,;d+. As a result we obtain the equality: 
0. wllc~ll I < 0, 
(77) (Y(t) = - t, rvf(c’--+ + I?,y(L). WllC~ll f > 0. 
where R,(t) = F,;A,(&)) is the function satisfying the relation 
The following assertion is true: 
LEMMA 4. - Let ok he thr n~mhers given in (76). Then ,jbr dmost ull X E El 
We will prove this Lemma after finishing the proof of Theorem 3. 
Continuation c?f’ the Theorrm 3 Proof: ~ In virtue of Lemma 4 and (75) the function 
(74) is an entire analytical function. Let us prove that this function is a constant. We point 
out that if Cp is defined by (73) then 
e’ie--(‘l+Ai 
@(<.A) = ~ 
_ e-‘ie(‘/+“! e’ie-(‘/-“’ _ e-‘ie(“-“) 
a,;(( + i(7/ + A)) + a;(( + i(// - A)) - 
where ( = { + /7/. Let us estimate this function from below when 11~r/,(()l = 1711 > 21XI. 
Suppose, for instance, that ‘~1 2 2X > ci (other situations are treated in a similar way). Then 
for some c = c(X) > 0. It is easy to see that (81) (without the middle term) also holds for 
X E [O, 3) when ‘r/ > 6. To estimate G(<) from above we recall that p(I, .) E H’(t), I.) and 
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cp satisfies (62). We can assume also that 111 E H”(0. 1) and that 7~ satisfies (62). Indeed, 
if this is not the case, we consider the problem (61), (62) on the interval (F. ‘DC.), replacing 
(63) by V(F. :I:~. :I;:$) = (P(F, :I:~,x:~). Using the properties of 711 we get: 
if [ = ( + %r/. From (74), (80) (81) and (82) we conclude that the right hand side 
term of (74) is an entire function of the variable < = ( + ir/ which is bounded for 
(?/I > rnax(6, alAl>. 
Now we prove its boundedness for [r/l < max{b;,21X/}. To make it we firstly prove the 
boundedness of & on Us=“=, (4 E a3 : I< - tn.1 < E). Note that in virtue of Lemma 4 and 
(76) G(&) = 0. S’ mce [r; are the roots of equation 
(83) tar1 < + 
x t,a1111 x 
< 
= 0. 
then, <A. = kz + CY~ where CL~ is small enough for large X.. After substitution of this 
representation for & into (83) we get that for large X:: 
(84) e‘k. = X:n + (YA. = x:7r - 
x tall11 x 
?Tx. 
+(I i’; 
(. 1 
We differentiate the function a(<; X) in (73) and make simple transformation taking into 
account (84). Then, we have: 
= (-1)” 2 cosh A(7rX: + ok) - 2Xnk sirili X 
(7rk: + rYk.y + A” +(I $ ( 1 
Therefore, we obtain: 
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Differentiating on a([, X) two times yields: 
(87) 
where (8 does not depend on <. As in (82) we obtain: 
(88) 
Let Ql.,E = (( E 63 : 1% - (r.1 < E} h w ere E is small enough and X: > I;(,, with li:(, 
sufficiently large. Applying to (74) the Taylor formula with the remainder Lagrange term 
and taking into account equality G(&) = 0 and estimates (86)-(88) we get: 
We prove now boundedness of & on the set: 
x. 
(90) DDE = {< = ( + i7) : c E R. I,$ < max{6,2~XI}} \ U{( E 43 : 1% - <I;/ < E} 
l/=1 
where {&} is the set of all roots of equation (73) and t7 > 0 is sufficiently small. 
To make it we rewrite function (73) in an other form. After elementary transformations 
we get: 
2[ sin < c:os(i.X) - 24X cos < sin(i./\) = 
(2 + x2 
2k c0s11x . 2X sinh X 
= t2+x2 SlIl%f t2+x2 c:os% 
XI 2 J[” cosh2 X + X2 sinh2 X 
t2 + x2 
sin(< + H(C, X)), 
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where: 
(92) H((, A) = arccos 
< cash x 
JXz sinh’ X + c’ co&* X . 
H E [O. x]. ( E R. 
This function can be extended up to a bounded analytical function H(<; A) for 
< E {IR,e<] > &(A), Jim/ < 2]A]}, where &)(A) > 0 is a certain number and Im 
H(<. A) # 0 if Im [ # 0. Hence, function (74) can be rewritten in the form: 
(93) <’ +x2 lil(() ‘(“‘) = 2 J(2&2X + ),*&*A (sin(< + ti(<, A))) 
The representation (93), (74) and estimate (82) imply that, for an arbitrary small E > 0, 
the function (85) is bounded on D,. 
Estimate (89) and the boundedness of function (93) on the set (90) prove the boundedness 
of rr(2t2) on the set {< E C : dims] < max{6,2~X(}}. Hence the function ~(a<“) is 
bounded on whole complex plane and by the Phragmen-Lindeloff principle (see Hille [3]) 
this function must be a constant. Then, from (74) (81) and (82) we deduce that 
and so G(p) = 0. Therefore, by (74) f&(t) E 0 and f rom (7 1) $(p, <) = 0. This implies 
that cp(t, :c) G  0, V’t E (t. T) with F > 0 arbitrary. Thus, by continuity, cp(t,:r:) z 0 for 
any t E (O;T) and hence W(X) G  0. cl 
Proof of Lemma 4. - We consider the problem (61)-(63) where h is defined by (66), 
(77) and 1/(,.) I .L is an even function. Obviously, the solution cp(t, XJ) of this problem is even 
with respect to n:. That is why we can develop cp(t, X) in its Fourier series with respect 
to functions {cos z(2k + l), k = 0,1,2,. . .}: 
(94) 
Suppose that X # t(2k + l), k E Z+. Then 
(95) 
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where: 
(‘33) 
.I 
/I& = 
.I_, 
cos( X:r) (‘OS (;(.,A: + l).r:)rl:,: 
1(-l)“’ 
( 
sin(X + $(2k + 1)) + sin(X - 5(2k; + 1)) 
x + 32x: + 1) x - 7r2(2x: + 1) ) 
= (-1)~(WSX);(2k: + 1) 
(32x: + 1))2 - A” 
The substitution (94) (95) into (61) yields the equalities for pk: 
Moreover, if $41 are the Fourier coefficients of the decomposition 
qq.r) = 2 ,Y/lk (Xx5 (;(26: + l).,;) 
1=0 
then in virtue of (63) we have: 
(‘38) pk(f)lt=(l = ‘(ilk 
Equalities (97) (98), (77) imply the identity 
Taking into account (62) and (94) we get the equality: 
(100) 
To justificate equality (100) we have to prove the absolute convergence of series (100). The 
solution cp(t,x) of problem (61)-(63) belongs to C”(R+ x [-1, l])nC”(??.+; H2(-1, 1)n 
IId (- 1.1)). Therefore for any f > 0, we obtain: 
‘X 
c l(pk(t)12k:J < c < 3.x. 
k=O 
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where C does not depend on t. Hence 
m m 
c IwM~i2b: + 1) 5 ; 
k=O 
-g I4),“(2k + 1)“)li2( 5) (2k ; 1)2) < CYJ. 
k=O 
The substitution of (96) into (99), and, after that, (99) into (100) yields the desired identity: 
x (& _ e-(:(‘k+l))2t) 
((32k + 1))2 - c,“, 
+ ( -VOW + 1) cmx 
(5(2#4I + 1))2 - x* I 
.t ,-(32k+l))q-T)X ..&I I c,. (t) If = 0. 
. () >> 
Since <j in ( 101) are the positive roots of the equation tan [ = -X( tab A)/[, the 
following inequalities are true: 
(102) 
7T 
5 < (1 < . . < <,j < 5(2j + 1) < cj+l < i(2j + 3)k:. 
We can rewrite (101) in the form: 
2((;(2x: + 1))2 - X2) 1 
We will use (103) to prove, by induction, that trj = 0 for any ,j. Suppose that we prove 
already that ok as well as the coefficients contained in square brackets in (103) with an 
arbitrary integer N > k are equal zero for ,4 = 1,2,. . . . I: - 1. (The first induction step 
k = 1 is proved as well as the step A: = II which is realized below.) Let prove the same 
assertion for k: = 1. For this we take in (103)N = 1, transfer the term containing e-cft to 
the right side of (103) and divide the obtained equality on &ft. Then we get: 
1 (u 
c 
7r(2rn + 1)’ cos X (Pl 
z m=l ((q(2m + 1))2 - A”) ((5(2m + l))* - <P) 3c, =c ,-((4w+‘))‘-E3t 
k=l 
(-l)ki(2k: + l)?/I’k 
,(~(*k+1))‘~)R.N(7)d7 + (Xl 
7?(21c + 1)2 cos x 
;(ak + 1))2 - c: 2(($(2k + 1))2 - X2) > . 
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Passing to the lim it, as t --+ 3~. in this equality we obtain with help of relation (78) that: ?c1 (11 -c (7r(27n + 1))2 cos x 2 ,,,=1 ((;(%r/. + I))* - x2)(($(2m + 1))” - <;) = (” 
The function 
(10-1) Z(X) = g 
(+?rn + I))* (:OS x 
Irr=l ((;(arrh + I))* - P)((:(27[). + l))* - E?(W) 
is analytical in a neighbourhood of real straight line R. Indeed, when the term 
(;(h+ 1))’ - A’ . in t e h d enominator is equal zero, then cos X is equal to zero also. The 
factor (f(2m + 1))’ - c:(X) in denominator does not equal zero in virtue of (102). Since 
Z(X) is an analytical function, the equation Z(X) = 0 has not more than a countable set 
Z. of roots. We suppose that X satisfies the property 
Then (104) implies the equality (~1 = 0. 
Let N > 1 + 1 in (103) be arbitrary. Transfer now the term from (103) containing 
I: -($(21+1))‘t to the right side, divide the obtained equality on c p($(*l+l))‘f and pass on 
to the lim it as t + ccj. As a result we get that the coefficient before c p($(21+1)2f is equal 
to zero, that completes the induction step. 0 
Let us consider now the case of odd solutions of (61), (62) and (63). 
THEOREM 4. - Assume (65) and (67). Then the equality (p. it,, $) s (0, 0: 0) holds. 
Proof. - It follows the same line as the Theorem 3 proof. Taking Fourier transforms 
we obtain: 
Therefore, instead of (74), we get: 
&(ip) = - ( sin(< + i:X) sin(< - IX) -’ <+ix - <-iA > Cl((). 
It is easy to see that we can repeat the arguments of the proof of Theorem 3 and the 
conclusion holds. Cl 
The proof of Theorem 2 is now a trivial consequence of Theorems 3 and 4 and the 
Hahn-Banach theorem. 
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