Abstract-The asymptotic covariance matrix of the empirical cepstrum is analyzed. We show that for Gaussian processes, cepstral coefficients derived from smoothed periodograms are asymptotically uncorrelated and their variances multiplied by the sample size T tend to unity. For an autoregressive process and its autoregressive cepstrum estimate, somewhat weaker results hold.
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types of feature vectors, the cepstrum provides the best performance in speech recognition [6] and speaker verification [2] applications.
It is of interest, in light of this fact, to investigate the asymptotic statistical properties of the empirical cepstral vector. We examine both analytically (Section 11) and experimentally (Section 111) the covariance matrix of this vector when extracted from a stationary random process in two cases. First, an underlying stationary Gaussian process is assumed and we confine interest to the cepstrum derived from the smoothed periodogram [7] . The cepstral components are shown to be asymptotically uncorrelated and their variances, when multipled by sample size T, tend to unity as T + W . In the second case, an autoregressive (AR) process (not necessarily Gaussian) is assumed and we focus on the cepstrum derived from the empirical AR power spectrum density (PSD), which is a parametric estimator of the PSD. Here the covariance matrix, when multiplied by T, tends to the identity matrix in the weak norm sense (Hilbert-Schmidt), which is a weaker form of convergence than in the former case. Thus, in both cases the asymptotic covariance matrix is, in a sense, equivalent to the identity matrix independently of the underlying PSD.
This "orthonormality " property of the cepstral vector regardless of the PSD, does not exist in many other feature vectors commonly used in speech processing, e.g., the AR parameter vector, the vector of reflection coefficients, and the DFT coefficients. It is interesting to note, however, that the log-spectral energies (which are related to the cepstrum via a Fourier transform) do have the above mentioned covariance orthonormality property under some conditions [lo] . This will be discussed more deeply in Section 11.
One implication of these results is that, essentially, only the cepstral means carry useful information regarding the PSD, while the cepstral variances are relatively insensitive to the PSD. This observation has been also supported experimentally by earlier studies [ 5 ] , [11] - [13] . Another implication of the results is that they provide some theoretical motivation for the use of diagonal covariance matrices in cepstral hidden Markov model of speech signals.
MAIN RESULTS
Consider a stationary process { y l } , 2 I with an autocorrelation sequence R(7) = E( y,y,+ T ) and power spectrum density (PSD), $0) = C , "= -m R(r)e -Jwr satisfying the following regularity conditions. A l ) There exist Smi, > 0 and S,,, < w such that Smi, I S(w) I S, , , for all -7r 5 w < 7r. A2) { R ( w ) } is absolutely summable, i.e., E,"= -m IR(r)I < W .
A3) The sequence { R 1 ( r ) ) , to think that Lemma 1 can be deduced from this covariance orthonormality property of the log periodogram because the cepstrum is obtained from the inverse Fourier transform which is a unitary transform. However, this is not quite the case unless one shows that the above cross covariances in the frequency domain decay much faster. The reason is that in practice (1) is computed by the IDFT and hence the covariance between two cepstral components is given by a weighted sum of O(T2) covariances among the DFT components In $(2nk/T) whose overall relative contribution does not necessarily vanish with T.
EXPERIMENTAL RESULTS
We examined experimentally the validity of Lemmas 1 and 2 for finite length data records. In our first set of experiments, Lemma 1 has been examined. In each experiment, we have generated an ensemble of 500 examples of the random process y, = w, -0.8w, -+ O . 1 6~, -~, I = 1, 2, . . . , T, where {w,} are zero mean, unit variance, independent Gaussian random variables. For each example i, 1 5 500, we computed the empirical cepstrum vector t L ( i ) , where the Fourier integral of (1) was approximated by the IDFT. Finally, we computed the empirical covariance matrix over the 500 examples defined as
1 500 500 i = l has been computed and the empirical covariance matrix p over the 500 examples has been calculated similarly to (2) . Table I1 is the inverse Fourier transform of the product of l / S L ( w ) and Al?(T)e-Jrw. Hence, it is equal to the convolution between the corresponding inverse Fourier transforms R f ( t ) and
where the second equality follows from the symmetry of both convolved sequences. Thus, TO compute E[Ak(t)A&s)] we use the fact that for a zero-mean 
Gaussian quadruple E(XYZW) = E(XY)E(ZW) + E(XZ)E(YW) + E(XW)E(YZ)
where R I ( . ) is as in A3. Since R2(t) = R(r)*R(t) and R(t)*RI(t) = 6(0, where * denotes convblution and a(-) denotes the Kronecker delta function, the first t $! i #b in (A.5) becomes 6k/ and the second is zero for every 1 L 1 add k 2 1. ,=o 
Proof of
+ ~( r -t -s)R(r -z + t)] = ( 1 -F) [R(k)R(k -s + t) T k = -( T -I ) + R(k -s)R(k + t)].
I. INTRODUCTION
The interest for the synthesis of rational spectral densities by means of finite sequential machines (SM's) is twofold: first, this synthesis may be applied to design encoders often used for spectral shaping purposes in digital data transmission or recording; second, it may be used for the numerical simulation of processes with assigned spectral density, as an alternative method to the classical approach of passing a white noise signal through a suitable digital filter.
Let us recall that any rational spectral density may be represented in the form [l] where * denotes conjugate and the zeros Ck and poles ek satisfy the conditions: I Fk 1 5 1, I ek 1 < 1. Moreover, if the process is real, to every zero and pole there corresponds its complex conjugate.
The synthesis through a linear filter requires a factorization R(z) = o2h(z-')h*(z*); then h ( z -' ) provides the transfer function of the filter and a' gives the variance of the filter input. The general problem of synthesizing an assigned rational spectral density by means of an SM fed by a suitable input formed by independent and identically distributed (i.i.d.) symbols was dealt with by Mullis and Roberts [2] , who proved that such a synthesis is possible for any rational spectral density. Unfortunately, the proof is not constructive and does not convey any suggestion about the choice of the SM and of the input probabilities. A complete solution to the problem has been given by Mullis and Steiglitz [3] for a particular case, namely, for those spectral densities which qn obtained by summing up elementary spectral densities haviqg only a single pole inside the unit disk. In their solution, each elefnentary spectral density requires a separate SM and the machine inputs must be independent.
In the following we consider the same class of spectral densities as in [3] , but use a different approach. Our solution, in which a fundamental role is played by circulant matrices as well, leads to a simpler structure involving a single sequential machine.
REVIEW OF THE SPECTRAL ANALYSIS OF THE OUTPUT OF AN SM
As it is known, an SM (in particular, reference will be made to a Moore machine) may be specified [4] as a quintuple 3n = {a, a, S, g, h ) where 63 is the input set, Q. is the output set, S = {al, a,, . . '-, a,} is the state set, g: S x 63 --t S is the state transition function, and h: S -+ Q. is the output function; explicitly, (s,, b,) , a, = h(sJ (2) where s,, b,, and a, denote the state, input, and output processes.
If the input process b, is composed of i.i.d. symbols, the state process 9, is a homogeneous Markov chain [5] whose transition probability matrix ll can be determined from the probability mass function of the input and the state transition function of the automaton. By assuming that the Markov chain is ergodic, the state prob- We recall that the transition probability matrix II of an ergodic
