Abstract. The problem of creating eigenfunctions which are localized arises in the study of photonic bandgap structures. A model problem, that of finding material inhomogeneity in a domain so that one of its Dirichlet eigenfunctions is localized, is considered in this work. The most difficult aspect, that of formulating the problem, is described, and well-posed variational problems are given. A computational approach, based on gradient descent with projection and trajectory continuation, is devised to solve the optimization problem. Numerical examples are provided which demonstrate the capability of the computational method.
Introduction.
We study a problem arising in the design of optical devices that exploit the photonic bandgap phenomenon. This phenomenon occurs in the optical wavelength regime in certain nanostructures with periodic index of refraction. Such materials, called photonic bandgap (PBG) structures by John [8] and Yablonovitch [12] , are conceived to be optical analogues of electronic semiconductors. By introducing patterned defects into a photonic bandgap structure, it is possible to control the propagation of light within the structure. Photonic bandgap structures are anticipated to play important roles in future generations of optical devices.
Photonic bandgap phenomenon refers to the existence of a certain frequency band in which waves having frequency in that band cannot propagate in the medium. A bandgap can be created in a medium with periodic structure [7] . If a bandgap exists, it is possible to create a standing wave with frequency in the gap by introducing a so-called "point defect." In its simplest form, a point defect is a localized perturbation to the underlying periodic index of refraction. It is known that such a standing wave will be spatially localized [4] . Optimizing the properties of localized modes is the subject of this work.
To be specific, let us consider the transverse electric-mode for electromagnetic waves in two dimensions. The medium is characterized by the real dielectric property p (x), which is unit periodic. It is assumed that the medium p (x) has a bandgap. That is, the spectral problem ∆u + ω The stability theorem (see, e.g., [10] ) states that the essential spectrum of the perturbed problem is equal to that of the periodic problem. One can interpret the result as saying that the perturbation can only create an additional discrete spectrum.
Defect modes are solution pairs (ω, u(x)) to (1.1) which have the property that ω is in the frequency gap of the periodic medium, and u(x) decays exponentially away from the defect. The existence of these defect modes has been addressed in the work of Figotin and Klein [6] (see also a review of mathematical results on photonic bandgap structures in [10, 5] ). It is known, for example, that if the perturbation η(x) is sufficiently strong and the frequency bandgap is sufficiently large, then a defect mode can be created.
In this work, we address a more practical question, that of finding η(x) so that the defect mode produced has desired attributes. For example, we may wish to create a defect mode that concentrates energy in the smallest spatial region, which is useful in applications for enhancing nonlinear optical effects, or we may wish to create a defect mode with a specific frequency.
We note that one possible way of creating defect modes that are highly localized is to start with an underlying periodic medium that has a large gap. The theoretical results of Figotin and Klein (see, e.g., [6] ) state that localization length is minimized by creating a defect mode whose frequency is as far away as possible from the band edge. Maximization of bandgaps has been treated in the work of Cox and Dobson [2, 3] . However, this previous work does not address the issue of how to create defect modes with specified properties.
To simplify the analysis and computation even further, we pose a model problem on a bounded domain Ω. We will look at the Dirichlet eigenvalue problem in the domain and attempt to find material properties that lead to eigenfunctions that are "most localized." This model problem avoids the difficulty of dealing with the original unbounded domain and also lumps the discovery of (x) and η(x) in a single formulation. It also avoids the issue of explicitly satisfying the conditions needed to create defect modes in a photonic bandgap structure.
We believe that this simple model problem exhibits many of the challenges posed by the original problem and feel that the more complex physics of light can be treated by the approach we propose in this work. Moreover, the eigenfunctions, when highly localized, can be interpreted in terms of unbounded photonic bandgap structures. This is because defect modes in photonic bandgap structures are highly localized and can be well approximated by functions which are zero outside of a bounded domain.
The paper is organized as follows. We first provide a statement of the optimal design problem. In section 3 we investigate conditions under which mathematically sound formulations of the design problem can be posed. We find two well-posed formulations, each of which has some practical deficiencies. In section 4, we present a numerical method for solving the optimal design problem which explicitly assumes a finite-dimensional implementation. The method does not directly solve either of the two optimization problems formulated in section 3 but could be adapted to do so and is quite efficient at finding good designs. We show numerical examples of designs created by our approach. We find the results quite startling in the sense that the process often produces what appears to be a periodic structure with a defect. The paper ends with a discussion section that outlines some open theoretical and computational issues.
Problem description.
We assume that the dielectric coefficient (x) of the medium satisfies 0 < 0 ≤ (x) ≤ 1 < ∞. We are interested in modes u ∈ H 1 0 (Ω) satisfying the Dirichlet eigenvalue problem
for some eigenvalue λ. Here Ω is a simply connected bounded domain in R 2 with Lipschitz continuous boundary. The quantity u 2 is proportional to energy density in the medium. Normalizing the eigenfunctions to have unit energy in the domain, we specify
Associated with problem (2.1) is the following variational problem:
, and the problem (2.3) is equivalent to
The admissible class of dielectric coefficient is defined
Since the operator A −1/2 BA −1/2 is compact and self-adjoint, the spectral theorem implies that for each given ∈ A, problem (2.3) admits an infinite sequence of nonnegative real eigenvalues
listed according to multiplicity, and associated eigenfunctions u j ( ), j = 1, 2, . . . , ∞, (assumed to be scaled so that u 2 j = 1). For each fixed , the set of eigenfunctions {u j ( )} forms an orthogonal basis for L 2 (Ω), although the sequence u j ( ) is not uniquely defined, due to sign ambiguities and the possibility of multiple eigenvalues.
Our goal is to find material parameters ∈ A such that a particular corresponding eigenfunction u( ) is "most localized" at a particular point. We measure the degree of localization by the moment
where w is some fixed prescribed weight function. In the numerical experiments to follow, we will assume 0 ∈ Ω and take w(x) = |x| 2 .
3. Optimization problems. The purpose of this section is to investigate conditions under which a well-defined optimization problem can be formulated. In the minimization method to be described in the following section, we will specifically make use of the finite-dimensionality of the numerical implementation in order to justify the algorithm. Before doing so, it is important to understand the difficulties associated with the underlying problem before discretization.
Without some constraints, the problem of minimizing J( , u( )) over A is not wellposed. By considering eigenfunctions corresponding to higher and higher frequencies, a sequence n could be constructed which drives J( n ) to zero, but for which n does not converge in A. For example, one could choose n to be a sequence of truncated photonic bandgap structures with point defects, with spatial frequency tending toward infinity. To ensure existence of a solution, we must further constrain the problem. We will consider two ways of imposing constraints, leading to a "global problem" and a "local problem."
Global problem. For each fixed ∈ A, the sequence of eigenvalues
Note that E N ( ) is finite-dimensional for each , but its dimension may change as is varied due to multiple eigenvalues. The global problem we consider is
The variational problem (2.3) then immediately gives a uniform upper bound on u H 1 (Ω) for all u ∈ E N ( ), independent of ∈ A. Considering then a minimizing sequence n with some subsequence (still denoted n ) converging weak * to some ∈ A, any corresponding minimizing eigenfunctions u n ∈ E N ( n ) have a subsequence (again indexed by n) such that u n converges weakly in
The global problem (3.1) is interesting in that it seeks an absolute minimum over all admissible designs with a prescribed upper bound on frequency. This is very close to the problem that we would like to solve computationally. It does, however, have some drawbacks. First, nothing in the problem formulation prevents solutions from occurring at a multiple eigenvalue, in which one eigenfunction is localized while others are not. Second, the problem is computationally awkward, since the objective function is not everywhere differentiable.
Next we propose another problem which removes each of these drawbacks but introduces a new objection in that it is "local." 3.2. Local problem. Choose some 0 ∈ A which yields an associated eigenvalue
In other words, the kth eigenvalue is distinct and separated from the other eigenvalues by 2δ. Then define a new admissible set
where it is assumed that the eigenvalues are ordered according to multiplicity as in (2.4). Thus A δ contains a set of material parameters for which the kth eigenvalue is always distinct and bounded away from all other eigenvalues. Note that A δ is not empty, since it at least contains 0 . Because of the weak * continuity of λ( ), it follows that A δ is weak * compact. Unfortunately, however, it is not necessarily convex. Nevertheless, we can formulate the "local problem"
where ±u k is a basis eigenfunction which spans the one-dimensional eigenspace associated with λ k ( ), again normalized so that u
Proof. The proof follows essentially the same direct method argument as Proposition 3.1. The key point is that the weak * continuity of λ k ( ) establishes both the compactness of A δ and the fact that sup ∈A δ λ k ( ) < ∞. The latter fact yields the uniform H 1 0 upper bound on the eigenfunctions, and the argument follows that of Proposition 3.1.
The advantage of this problem formulation is that it excludes multiple eigenvalues and the associated changes in dimension of eigenspaces as moves through the design space. The disadvantage is that due to the nonconvexity of the admissible set A δ , any derivative-based minimization method would be forced to search for solutions locally near the known design 0 .
A minimization method.
In this section, we introduce a computational method which can be adapted for solving either problem (3.1) or problem (3.2). However, as pointed out in the previous section, each problem has some practical deficiencies. The method developed here is a somewhat more general algorithm which starts with an eigenfunction of an initial design medium and iteratively decreases the objective function associated with this particular eigenfunction as it updates the medium. The algorithm handles the situation when the eigenvalue associated with the eigenfunction becomes a repeated eigenvalue at some design and can be viewed as a steepest descent approach with trajectory continuation. The continuation is needed to track the same eigenfunction as the algorithm explores the admissible designs through the iterations.
From now on, we tacitly assume that the eigenproblem (2.1) has been discretized, for example, by finite differences, into a corresponding matrix eigenproblem
where u and now represent finite-dimensional vectors, and S( ) is a diagonal matrix which multiplies the entries of u pointwise by the elements in . Most of the following still carries through when A and S are infinite-dimensional operators. Assume that the discretization makes A and S symmetric and positive definite. 
Here, W is a symmetric matrix which represents multiplication by the weight function w on the discretized vector v.
Let δb be a small perturbation in b.
The linearized response DJ(b)(δb) in the objective J(b) is

DJ(b)(δb) = δv, W v ,
where δv is the linearized response in v to δb. Differentiating (4.3), we find that δv satisfies
where δB = DB(b)(δb) is simply the diagonal matrix with δb on the diagonal. Now define an adjoint vector q as the solution to the equation
Assuming that the unit eigenvector v is associated with a simple eigenvalue, the operator BAB − v, BABv I has a one-dimensional null space, spanned by v. Also BABv = λv, so the third term is the rank-one projection −2λvv
T . The sum of the three operators acting on q thus has a trivial null space, and the adjoint equation has a unique solution q.
By a straightforward calculation using (4.4) and (4.5) we then have
we have DJ(b)(δb) = δb, g ; hence we identify the vector g with the gradient of J.
Gradient descent.
As mentioned above, the gradient g (4.6) is not necessarily well defined unless the eigenvector v used in the objective is associated with a simple eigenvalue.
The (negative) gradient at a given point b gives a direction to move in the design space which will result in a particular eigenvector becoming more localized. It is important to note that the same calculation above applies to any eigenvector v(b), provided it is associated with a simple eigenvalue. This actually creates an algorithmic problem: suppose we implement a simple gradient descent algorithm in which steps are iteratively taken in the direction of −g. One would expect that in moving through the design space, eigenvalues will cross, and it may quickly become unclear which eigenvector we are supposed to be localizing. If we jump back and forth between different eigenvectors during the course of the optimization, there should be no expectation of convergence. In fact, this behavior was observed in preliminary numerical experiments.
A solution to the problem of tracking eigenvectors is provided by the following theorem. 
5. Set n = n+1 and check for convergence. If no convergence and τ is not too small, continue with step 2.
The idea in step 3 is to select, out of all eigenvectors at the next iterate, the one closest to the current eigenvector (modulo sign). Since each eigenvector varies analytically with respect to the step length, and the new eigenvectors are mutually orthogonal, for small enough step length we are guaranteed that this will select the analytic continuation of the current eigenvector. The operator P in step 4 simply projects the step back into the admissible set, i.e., P is defined by P (b) = max{min{b, b 1 }, b 0 }, where b 0 = 1/ √ 1 is the lower bound for b, and b 1 = 1/ √ 0 is the upper bound. This basic algorithm solves neither the global problem nor the local problem described in section 3 but instead tracks along a single well-defined eigenvector, which thanks to Theorem 4.1, can be followed all over the design space. The algorithm could be modified to find approximate local minima for either of the problems in section 3 but the basic implementation described here seems to be more versatile and of greater practical use.
Numerical results.
To implement the basic algorithm, problem (2.1) was discretized by a simple 5-point finite difference scheme on a uniform square grid. Each step in the basic algorithm is then a relatively straightforward linear algebra operation. Our implementation uses Matlab with sparse matrix data structures wherever possible. For efficiency, eigenvalues and eigenvectors are found iteratively, using data from the previous optimization step as starting points. The adjoint equation (4.5) is also solved iteratively, using a biconjugate gradient algorithm. In the following we illustrate the results of three numerical experiments.
In the first experiment, we start with a homogeneous initial design (x) ≡ 1. After discretizing problem (2.1) on a 112 × 112 grid, the first several eigenvalues and eigenvectors were computed. The homogeneous medium admits numerous multiple eigenvalues. A distinct eigenvalue λ 11 was chosen whose associated eigenvector v 0 has the energy distribution pictured in Figure 5 .1(b). The initial value of the objective was J(v 0 ) ≈ 6.44 × 10 −1 . The initial gradient g is shown in Figure 5 .1(a). We set the upper and lower bounds on (x) at 1 = 8 and 0 = 1. After approximately 2000 iterations of the algorithm, the design shown in Figure 5 .2(a) was obtained, with energy density as pictured in Figure 5.2(b) . The algorithm produced a localized eigenfunction despite the poorly localized initial guess. This was the case in all of our experiments: the algorithm does not seem to require a "good" initial guess. The final value of the objective was J(v f ) ≈ 9.71 × 10 −2 . For the second experiment, we begin again with a homogeneous background on a 112 × 112 grid, but now with a single point material defect centered at the origin, as shown in Figure 5.3(a) . The inclusion separates some of the eigenvalues and provides more variety for the choice of initial eigenvectors. An eigenvector v 0 associated with a distinct eigenvalue λ 22 , whose frequency is somewhat higher than in the previous (a) Gradient at first step. example, was chosen. The energy density of the initial eigenvector is pictured in Figure 5.3(b) . The initial value of the objective was J(v 0 ) ≈ 6.59×10 −1 . The material constraints were set at 1 = 8 and 0 = 1. After approximately 3000 iterations, the design shown in Figure 5 .4 was obtained. Perhaps the most interesting feature of this example is the nearly periodic structure of the design away from the defect, resembling a photonic bandgap structure. The final value of the objective was J(v f ) ≈ 8.91 × 10 −2 . This example achieves higher energy density at the origin than the previous example, due to the higher frequency of the mode.
For the final numerical experiment, we take as an initial guess a hexagonal photonic bandgap structure with localized point defect as shown in Figure 5 .5(a). The white areas in the image represent dielectric coefficient 1 = 9; the black areas (holes) are 0 = 1. The gray defect hole is filled with a material with = 5. This structure, with periodic boundary conditions, exhibits a complete photonic bandgap for E-parallel wave propagation in a narrow frequency range and admits a localized mode with most of the energy concentrated within the defect. Such a localized mode, calculated by a "supercell" method with periodic boundary conditions, is pictured in Figure 5 .5(b). The structure, discretized on a 96 × 96 grid, was taken as the initial design b 0 . We then changed to Dirichlet boundary conditions, recalculated the The irregularities in the outer ring of the design may be due to the influence of the Dirichlet boundary conditions; i.e., it is possible that on a larger domain the optimal solution would be concentric annuli.
The large number of iterations exhibited by the algorithm in each of the previous examples is partly due to obvious deficiencies in the algorithm and partly due to inherent difficulties with the problem. The main weaknesses of the algorithm are poor step size control and inefficient parameterization of the design space. The numerical experiments presented here suggest that optimal designs are "bang-bang," i.e., optimal (x) designs take on only the values 1 or 0 (analysis to support this assertion will be presented in another paper). For this reason, an approach based on a level-set parameterization of the designs (see [11] ) would probably be more efficient.
The large number of iterations required by the algorithm is also a symptom of the inherent ill-conditioning of the problem. Near an optimal design, modal energy decays very rapidly away from the origin. It follows from (4.6) that the magnitude of the gradient also decays rapidly with increasing |x|. The objective J is thus increasingly insensitive to changes in the design away from the origin. As the algorithm iterates, rapid local "convergence" near the center of the picture is normally observed (producing large decreases in J), followed by extremely slow changes further away from the origin, and much smaller decreases in J.
In computing the examples above, eigenvalue crossings often occurred as the iteration proceeded. The algorithm had no problems tracking the correct eigenvector through the crossings. In the second example, a nearby eigenvalue asymptotically approached the eigenvalue being optimized but never crossed. When the iteration stopped, the distance between the two was less than 10 −4 , so that a small perturbation of the design could result in the eigenspace associated with the optimized eigenvector becoming multidimensional.
6. Discussion. We studied a simplified version of a problem arising in the design of photonic bandgap devices. The problem solved involves finding a distribution of the material properties in an inhomogeneous medium such that one of its Dirichlet eigenfunctions is highly localized. We describe two versions of well-posed optimization problems associated with the design problem. A numerical method, which essentially is a descent algorithm with trajectory following, is devised to solve the problem numerically. We demonstrate the behavior of the algorithm in several examples.
We find that the results are remarkable not only in that we find a highly localized eigenfunction, but that the resulting medium resembles a photonic bandgap structure consisting of a periodic background and a defect. It is important, however, to emphasize that the designs produced by this algorithm are not themselves necessarily photonic bandgap structures. Each structure obviously supports modes other than the highly localized state which is optimized. If the defect design is inserted in an infinitely periodic photonic bandgap structure, the other modes may propagate, or they may remain localized, depending on the bandgap frequencies of the surrounding structure.
This demonstration project points to several research directions. First, as described in the previous section, it would be desirable to develop a faster algorithm for solving the optimization procedure. Second, the approach described in this work should be applied to a more realistic model governed by the vector Maxwell equations.
Finally, as pointed out in the numerical examples, the basic computational approach does not control the separation between the frequency of the localized mode and that of neighboring modes. As a practical consequence, particularly when losses are included, the frequency response of the structure to broadband sources may be somewhat spread out, without the narrow peak associated with high quality resonators. The quality factor "Q" of a resonator (or resonance) is usually defined to be inversely proportional to the width of the peak. For some engineering applications, it would be useful to modify this approach to produce designs for defect resonances with a specified quality factor "Q." This could be achieved by controlling the distance between the optimized eigenvalue and its neighbors across a family of eigenproblems associated with various propagation directions through the structure.
