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The sustenance of life depends on the high degree of organization that prevails through different
levels of living organisms, from subcellular structures such as biomolecular complexes and organelles
to tissues and organs. The physical origin of such organization is not fully understood, and even
though it is clear that cells and organisms cannot maintain their integrity without consuming en-
ergy, there is growing evidence that individual assembly processes can be thermodynamically driven
and occur spontaneously due to changes in thermodynamic variables such as intermolecular inter-
actions and concentration. Understanding the phase separation in vivo requires a multidisciplinary
approach, integrating the theory and physics of phase separation with experimental and computa-
tional techniques. This paper aims at providing a brief overview of the physics of phase separation
and its biological implications, with a particular focus on the assembly of membraneless organelles.
We discuss the underlying physical principles of phase separation from its thermodynamics to its
kinetics. We also overview the wide range of methods utilized for experimental verification and
characterization of phase separation of membraneless organelles, as well as the utility of molecu-
lar simulations rooted in thermodynamics and statistical physics in understanding the governing
principles of thermodynamically driven biological self-assembly processes.
I. INTRODUCTION
According to the second law of thermodynamics, uni-
verse is inevitably moving towards increasing its entropy,
which is usually interpreted as lack of order and or-
ganization [1]. Living organisms, however, maintain a
high level of intercellular and subcellular organization
and compartmentalization by consuming energy. Subcel-
lular organization provides cells with specialized micro-
environments for different cellular functions, while in-
tercellular organization within multicellular organisms
makes the formation and functioning of specialized tis-
sues and organs possible. Due to this preponderance of
order, it was generally thought that the emergence of
order in biological cells can only occur through active
processes. A new paradigm that is becoming increasingly
popular recently, however, questions this widely accepted
viewpoint, and argues that even though energy needs to
be consumed for maintaining the integrity of biological
cells and organisms, individual assembly processes within
them can still occur via thermodynamically-driven phase
transitions [2].
For instance, consider the structural organization of
biological cells, which are comprised of two types of or-
ganelles. Many intracellular organelles are membrane-
bound, and their composition is maintained through ac-
tive transport of molecules and ions across their sur-
rounding membranes. Examples include endoplasmic
reticulum [3], mitochondria [4] and lysosomes [5]. A sec-
ond class of intracellular organelles, such as nucleoli [6, 7],
Cajal bodies [8], and stress granules [9], lack bounding
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membranes, and are instead comprised of highly concen-
trated assemblies of different proteins and RNAs. The
question of how membraneless organelles form has fasci-
nated biologists since the initial discovery of the nucle-
olus, the quintessential membraneless organelle, in the
18th century. For instance, as early as 1898, Mont-
gomery conducted a comprehensive investigation of nu-
cleoli in different cell types, and presented his findings
in the form of 346 hand-drawn figures (a sample shown
in Figure 1A)[6]. He characterized nucleoli as ”masses
of varying dimensions, which may be either globular or
irregular in shape, according as they are fluid or viscid in
consistency“. He further described the nucleoli to form
via ”coalescence of numerous small portions of nucleo-
lar substance“, consistent with its fluidity[6]. However,
this model faded away due to advancements in cell biol-
ogy and genetics, which demonstrated that nucleoli form
around ribosomal DNA (rDNA) repeats, which are sites
of active transcription and processing of ribosomal RNA
(rRNA), and ribosomal biogenesis. By the end of the
20th century, membraneless organelles were commonly
thought to form via active processes, commensurate with
their active biological function. A number of influential
works by Sear [2], Brangwynne et al.[10], Li et al.[11], and
Kato et al.[12], however, redirected the focus to the liq-
uid/gel nature of membraneless organelles, and the possi-
bility that thermodynamically driven liquid-liquid phase
separation (LLPS) might be responsible for their in vivo
assembly[13–25].
Another possible example of thermodynamically-
driven phase separation in living systems is the reorgani-
zation of lipids and proteins within biological membranes
(Figure 1C-D). In principle, the biological membranes
that encompass cells and bounded organelles are spatially
inhomogeneous two-dimensional mixtures of a wide vari-
ety of proteins and lipids. Lipid drafts, or microdomains
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 Fig. 6. Section through an aggregate formed by dissociated 4-day limb-bud chon-
 drogenic cells and 5-day heart ventricle cells of chick embryo. The reconstructed
 heart tissue envelops the now-differentiated cartilage.
 Fig. 7. Section through a structure formed by an intact fragment of the chondrogenic
 zone of a 4-day limb bud laterally fused with a fragment of 5-day heart ventricle. The
 heart tissue had spread over and enveloped the chondrogenic tissue prior to the
 deposition of matrix by the latter.
 Fig. 8. Section through an aggregate formed by dissociated 5-day heart ventricle cells
 and 5-day liver cells. The reconstructed liver tissue envelops the reconstructed heart
 tissue.
 Fig. 9. Section through an aggregate formed by dissociated 4-day limb bud chon?
 drogenic cells and 5-day liver cells. The reconstructed liver tissue envelops the
 chrondrogenic tissue, in which the deposition of matrix has recently begun.
 0.1 mm
 It was experimentally established
 (28) that sorting out of the two types
 of cells, to yield configurations such
 as that shown in Fig. 3, normally was
 accomplished within 2Vi days. Reduc?
 tion of the proportion of heart cells to
 1 percent (by volume) of the popula?
 tion yielded aggregates whose surfaces
 at the end of this time were virtually
 devoid of heart cells, the latter being
 otherwise distributed apparently at ran?
 dom within the aggregates (Fig. 4).
 This result, in showing that heart cells
 do not "seek the center," would appear
 to exclude the possibility that directed
 migration plays a role in the sorting out
 of these cells.
 Prediction 3. Sorting out should pro-
 ceed by way of the progressive exchange
 of heteronomic adhesions for homonomic
 ones, in the course of which process the
 potentially internal tissue should appear
 as a discontinuous phase (that is, as
 coalescing islets), while the potentially
 external tissue should constitute a con-
 tinuous phase.
 Histological analysis of heart-retina
 aggregates fixed after graded intervals
 in culture bore out prediction 3 (27)
 (see Fig. 5). Similar observations have
 been reported for the sorting out of
 406
 mixed amphibian neurula chordameso-
 derm and endoderm cells (77) and of
 mixed pigmented retinal and wing bud
 cells from chick embryos (29).
 Prediction 4. If the distribution of the
 two phases after segregation is that at
 which the system is in thermodynamic
 equilibrium, this same terminal distribu?
 tion should be approached regardless of
 the initial distribution of the phases. Thus,
 lateral fusion of an intact fragment of
 tissue b with an intact fragment of tissue
 a should be followed by the progressive
 preading of the one over the surface of
 the other to yield the same configuration
 which is ultimately produced through the
 sorting out of intermixed a and b cells.
 The accuracy of this prediction has
 been established, to date, for 11 differ?
 ent combinations of tissue fragments
 and of their dissociated cells (30, 31).
 In each case, fusion of undissociated
 fragments of two tissues leads to the
 progressive envelopment of one frag?
 ment by the other, the final disposition
 of the two tissues being the same as
 that which is arrived at when the start-
 ing material is a mixed suspension of
the corresponding dissociated cells. Of
 these 11 combinations, nine behaved
 in the manner described for our case 2
 (Figs. 6 and 7), while two behaved in
 the manner described for our case 3.
 The latter showed partial retraction of
 the earlier continuous, external tissue
 after segregation within mixed aggre?
 gates; correspondingly, they showed
 only partial enclosure of one fragment
 by the other after fusion of intact frag?
 ments which had never been dissoci-
 ated.
 Prediction 5. In a segregating commu-
 nity composed of two kinds of mutually
 adhesive, motile units, the less cohesive
 phase will tend to envelop, partially or
 completely, the more cohesive phase at
 thermodynamic equilibrium. The motile
 cells of a series of different embryonic
 tissues constitute a series of phases, each
 of which is adherent to, yet segregates
 from, any of the others. Therefore, when
 the cell populations comprising such a
 series are intermixed in all possible binary
 combinations, the mutual positions which
 they come to assume at equilibrium should
 establish a hierarchy definable by the spe-
 cification that if a is covered by b and
 b is covered by c, a will be covered by c.
 In testing this prediction all possible
 binary combinations among cell sus-
 pensions derived from six different
 chick-embryo tissues have been used.
 There are, in all, 15 different combina-
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FIG. 1. Phase separation in biological systems. The formation of membraneless organelles is proposed to be driven by
LLPS. (A) Hand drawing of the nucleolus (n.) in the nuclei of differe t cell types by Montgomery in 1898[6]. Based on their
shape and behavior, he noticed that the nucleoli are liquid or vicid. Chr.: Chromat n. (B) Nucleolus i not homogeneous. Two
fluorescently-tagged nucleolar proteins, Fibrillarin (magenta) and Modulo (green), exhibit different localization patterns within
nascent nucleoli of Drosophila embryos. Images were obtained using expa sion mic osc py[26], and the dashed lines show
the boundaries of nuclei. (C-D) Lipid membranes are capable of separating into inh m ge ous subdomains through LLPS.
Macroscopic phases of ordered and disordered liquids separated in giant unilamellar vesicle (GUV) (C) or v sicles d rived from
plasma membranes (D) (From 27). (E-H) LLPS is also proposed to be ble to dr ve cellular organization. (E) A xt re of
dissociated 5-day heart ventricle cells and 5-day liver cells of chick embryo demix into a sphere, with the liver tissue enveloping
a core of heart tissue (from Steinberg 1963[28]). (F-H) Equilibrium distribut on f cells expressi g different levels and kinds
of Cadherins. (F) Mixture of N5A cells expressing the same type and level of Cadheri remain intermixed and fo m a sph re.
(G) Demixing of N5A cells (red) that express N-cad at levels 50% higher than N2 cells (green). (H) A mixture of B-cad
(green) or R-cad (red) expressing cells separate into clusters with red cells partially capping a B-cad-expressing mass. Adopted
from Duguay et al. 2003[29].
enriched in cholesterol and saturated lipids such as sph-
ingomyelin, are the most widely known manifestations of
such heterogeneity. They are proposed to play an impor-
tant role in the function and localization of certain mem-
brane proteins such as ion channels, and are suspected
to form as a result of thermodynamically driven phase
separation occurring within two-dimensional liquid-like
membranes[27, 30–32].
Phase separations in biology are not limited to intracel-
lular processes, and have also been invoked [28] to explain
the organization of tissues within multicellular organisms
(Figure 1E-H). For instance, the dissociated embryonic
cells originating from the same tissue are known to form
spherical bodies commensurate with a tissue constitut-
ing a distinct mesoscopic thermodynamic phase. Fur-
thermore, mixtures of cells originating from different tis-
sues tend to separate into clusters rich in cells belonging
to distinct tissues, and liquid-like cell aggregates with
lower effective surface tensions always envelop clusters
with higher effective surface tensions. This mesoscopic
demixing of cells is also concentration- and composition-
dependent [28]. All these features are consistent with
a liquid-liquid phase separation, which is thought to be
mediated by the differential adhesiveness of cells origi-
nating from different tissues. This difference in adhesion
propensity arises from different adhesion molecules such
as Cadherins[29, 33] at the surface of cells.
It is necessary to emphasize that biological phase sep-
arations are not limited to LLPS, and can sometimes
culminate in the formation of crystalline solids. Un-
like liquids, molecules in crystalline solids exhibit long
range order. A notable example is a process known as
biomineralization, which, for instance, results in the for-
mation of bones and teeth [34]. The formation of actin
filaments [35, 36] and microtubules [37] is also a phase
separation resulting in the formation of solids.
In addition to its suggested role in cellular organi-
zation under normal circumstances, phase separation
can also be pathological [38–40], and diseases such as
Alzheimer’s[41], Amyotrophic Lateral Sclerosis (ALS)[42,
43], Parkinson’s[44] and cataract[45] occur as a result of
the emergence of pathological assemblies within cells and
tissues. Understanding the role of thermodynamics in the
formation of such assemblies is key to identifying effective
treatments for these medical conditions.
In recent years, several excellent reviews [13–25, 46]
have been published on the subject of biomolecular
liquid-liquid phase separation. This current review has
3been written from a molecular thermodynamics perspec-
tive and aims at providing a brief overview of thermody-
namically driven phase separations in biological systems,
with a particular focus on the role of LLPS in membrane-
less organelle assembly. Understanding LLPS in biolog-
ical systems requires an interdisciplinary approach that
is built upon the theory of phase separation rooted in
classical thermodynamics and polymer physics, and ap-
plying the cutting-edge experimental and computational
approaches to address the complexity of biological sys-
tems. This paper is aimed at providing minimal concep-
tual ingredients of such an exploration and is organized
as follows. We dedicate Sections II A and ?? to discuss
the thermodynamics and kinetics of phase separations in
multi-component systems, respectively. Section III dis-
cusses experimental evidence for biological LLPS, with
in vitro and in vivo studies highlighted in Sections III A
and III B, respectively. Section IV is dedicated to molec-
ular simulations, and their usefulness in understanding
biomolecular phase separations. Finally, we put forward
some major unaddressed questions about biological self-
assembly and phase separation, and discuss some poten-
tial areas of future exploration in Section V.
II. THERMODYNAMICS AND KINETICS OF
PHASE SEPARATION
A. Thermodynamics of Phase Separation
Phase separation refers to a process that occurs in
multi-component mixtures, and culminates in the forma-
tion of new phases with densities and/or compositions
different from the original phase. The maximum number
of distinct coexisting phases that can emerge within a
mixture is given by the phase rule, which can be derived
from classical thermodynamics. According to phase rule,
a mixture of k nonreactive components can coexist in a
maximum of k + 2 distinct phases. In mixtures with re-
active components, this maximum is decreased by r, the
number of linearly independent chemical reactions in the
system, which is equal to the rank of the stoichiometry
matrix [47]. We will primarily focus on the coexistence of
two distinct phases, as three– or more– phases can only
coexist over a narrower range of thermodynamic vari-
ables. In a single-component system, for instance, it will
only be at the triple point where three phases can coexist
with one another.
In general, phase separation usually starts within liq-
uid (or gaseous) mixtures. One notable exception con-
stitutes multi-component crystals, such as metallic al-
loys [48] or colloidal mixtures [49], which can in prin-
ciple separate into two or more crystalline solids with
distinct compositions and symmetries. The new phase
that would emerge as a result of phase separation within
a liquid mixture can, however, be a solid or a liquid. The
corresponding phase transitions, which are referred to as
precipitation and liquid-liquid phase separation, respec-
tively, can both occur in biological systems. Precipitation
plays a pivotal role in the formation of ordered structures
such as actin filaments [35, 36] and microtubules [37], as
well as bio-mineralization (e.g., bone formation) [34]. It
can also be pathological e.g., in the formation of amyloid
plaques in Alzheimer’s disease [41, 50]. Precipitation is
also a key separation process in structural biology, uti-
lized for protein crystallization [51, 52]. The focus of this
paper is, however, on LLPS, which is thought to play
an important role in the assembly of membraneless or-
ganelles, the formation of lipid rafts in membranes, and
cell sorting in biological tissues. In general, the term
’liquid‘ usually refers to a phase that is amorphous, i.e.,
that its molecular structure lacks long-range translational
order. The particular term utilized for describing such
amorphous states of matter sometimes depends on its
mechanical and transport properties, i.e., its relaxation
dynamics. In a biological context, in particular, the term
liquid usually refers only to amorphous phases that re-
lax quickly and do not therefore withstand shear defor-
mation. This mechanical definition is of particular in-
terest to biology, due to the functional importance of
fast dynamics within the new phase (e.g., for transport
of ions and macromolecules). Amorphous phases that
relax more slowly, however, constitute a wide range of
materials, from gels to glasses, and exhibit interesting
dynamical properties such as aging[53–55] (i.e., time de-
pendent autocorrelation). The processes such as aggre-
gation and physical gelation that result in the formation
of such amorphous states fall into the general category of
liquid-liquid phase separation.
In order for LLPS to be thermodynamically favored, it
needs to result in a decrease in the mixture’s Gibbs free
energy. Let xi ≡ (xi1, xi2, · · · , xik) be the composition of a
homogeneous liquid mixture C, with xij ’s the mole frac-
tions of individual components. Upon phase separation,
C will separate into two coexisting phases, the original
phase with composition xf , and a new phase y with com-
position yf (Figure 2A). Note that xi will be located on
a tie line connecting xf and yf , i.e., there will be a par-
tition constant 0 ≤ λ ≤ 1 so that xi = λxf + (1− λ)yf .
Since the two phases x and y will be at equilibrium,
µx(x
f ) = µy(y
f ) with µα ≡ (µα1 , µα,2, · · · , µα,k) the
chemical potential vector for phase α = x, y. The change
in the free energy of the system as a result of phase sep-
aration will therefore be given by:
∆g = λgx
(
xf
)
+ (1− λ)gy
(
yf
)− gx (xi)
= λxf ·µx(xf ) + (1− λ)yf ·µy(yf )− xi ·µx(xi)
µx(x
f )=µy(y
f )
= xi · [µx (xf)−µx (xi)] (1)
Here gα(·) is the molar Gibbs free energy of phase α =
x, y. The described phase separation will be thermody-
namically favored if xi · [µx (xf)−µx (xi)] ≤ 0. Also,
the constraints imposed on chemical potentials and the
overall composition of the two phases imply that xf , yf
and λ can be uniquely determined from the temperature,
pressure and composition of the original mixture. In gen-
4eral, it is possible to obtain empirical or semi-empirical
expressions for µα, which can then be utilized to predict
the possibility– or lack thereof– phase separation for any
given mixture. For the special case of a binary system
with components A and B, the compositions of coexist-
ing phases can be uniquely determined for a given tem-
perature and pressure, and the phase separation will be
thermodynamically favored if:∫ xfA
xiA
[
xiA
1− xiA
− xA
1− xA
](
∂µA
∂xA
)
P,T
dxA < 0 (2)
Eq. (2) follows from (1) and the Gibbs-Duhem equation,
i.e., dµB = −xAdµA/(1− xA). Eqs. (1) and (2) describe
the necessary thermodynamic conditions for phase sepa-
ration, without telling us anything about its underlying
physics. The latter can be attained by decomposing ∆g
into its enthalpic and entropic contributions, which corre-
spond to the strength of intermolecular interactions, and
the number of accessible microstates, respectively. Let-
ting ∆g = ∆h− T∆s and assuming that neither ∆h nor
∆s are strong functions of temperature, one can imag-
ine the following scenarios. In the case of ∆h > 0 and
∆s < 0, phase separation cannot occur under any cir-
cumstances, and the system will remain mixed at all con-
ditions. If ∆h < 0 and ∆s > 0, the system will always
be demixed and a homogeneous mixture will be unsta-
ble. We will consider the other two scenarios in which
the system can remain homogeneous, or phase separate
depending on thermodynamic conditions.
The most common scenario is when ∆h < 0 and
∆s < 0, and corresponds to situations in which molecules
within the demixed phases experience stronger inter-
molecular interactions. The system, however, experi-
ences a decline in the number of accessible microstates
due to demixing. This usually occurs when there are un-
favorable intermolecular interactions between some com-
ponents within the original mixture, and results in the
separation of the components that do not ”like“ each
other into distinct phases. Such separation, however,
eliminates all the microstates in which molecules of differ-
ent types are randomly distributed within a homogeneous
liquid, and results in a decrease in entropy. The free ener-
getic penalty associated with such entropic loss, −T∆s,
will be proportional to temperature. Therefore, beyond
a critical temperature known as upper critical solution
temperature (UCST), demixing will become thermody-
namically unfavorable, and the system can only exist in
a mixed state.
Figure 2A depicts the prototypical phase diagram
for a binary mixture with a UCST. According to the
phase rule, temperature and the composition of the orig-
inal homogeneous mixture are sufficient for determining
whether phase separation occurs, and if so for predict-
ing the compositions of coexisting liquids. As can be
seen in Figure 2A, at concentrations outside the shaded
dome, the system will remain fully mixed. What is no-
table about binary– or pseudo-binary– mixtures is that
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FIG. 2. Schematic representation of different types of
phase diagrams. A solution that exhibits a phase separa-
tion: (A) with a UCST and a dome-shaped phase diagram;
(B-C) with both an LCST and a UCST. (B) When the LCST
is smaller than the UCST, the phase diagram will be loop-
shaped, while (C) if LCST is larger, it will have a regular
and an inverted dome; (D) with no critical temperature and
an hourglass-shaped phase diagram. In either case, at per-
missive temperatures, phase separation will occur only if the
mole fraction, xi, is within the light orange region of the phase
diagram, and will culminate in the formation of two phases
with mole fractions xf and yf , respectively. Note that xf and
yf only depend on temperature, and not the initial composi-
tion of the mixture. Dotted line shows the tie-line and dashed
line shows the spinodal line.
changing the concentration within the dome will not af-
fect the compositions of the coexisting liquids, and will
only alter the partition constant, λ. In biological sys-
tems, examples of UCST have been observed in vitro for
the low-complexity domain of the RNA binding protein
FUS [56], a disordered Nauge protein [57], and lipid bilay-
ers [58], and in vivo for the nucleolar proteins Fibrillarin,
Nopp140, RNA polymerase I, and Pitchoune[59].
The other less common situation occurs when the en-
tropy of demixing is positive, i.e., when the mixture is
more ordered than the separated phases. This can oc-
cur for one of the following reasons. One possibility is
the existence of very strong and/or highly directional
intermolecular interactions between non-identical com-
ponents in the original mixture. In a binary mixture,
for instance, this can occur if hydrogen bonds can only
form between A and B molecules. At low temperatures,
demixing will be thermodynamically unfavored since the
enthalpic cost of breaking such strong interactions be-
tween unlike molecules cannot be compensated by the
entropic gain due to demixing. Beyond a critical tem-
perature known as the lower critical solution temperature
(LCST), however, the entropic term will become domi-
nant and the system will phase separate. The existence of
LCST can therefore be attributed to effective interactions
that depend on temperature [46]. Such mixing-induced
5ordering will eventually fade at sufficiently high temper-
atures due to the weakening of the original directional
interactions, so a UCST will also exist, as depicted in
Figure 2B. In other words, when the LCST temperature
is smaller than UCST, the dome of Figure 2A will be re-
placed with a loop. This behavior has been observed in
vitro for a spindle-associated protein, BuGZ [60].
Another type of mixing-induced ordering can occur for
polymeric solutions close to the vapor-liquid critical point
of the pure solvent. Under such circumstances, critical
fluctuations in the solvent will decrease the number of
configurations accessible to polymeric chains, henceforth
culminating in a negative entropy of mixing. This sce-
nario, which is uncommon in biological systems, results
in phase diagrams shown in Figure 2C and 2D [61] de-
pending on the separation between the low-temperature
demixing region and the critical temperature of the sol-
vent.
Despite this lack of universality in how thermodynam-
ically driven phase separations are affected by changes
in temperature, they are distinct from active assembly
processes in that they are all reversible. In other words,
active assembly processes are driven by irreversible enzy-
matic reactions and proceed at higher rates when temper-
atures are higher. This means that changing temperature
will only impact their kinetics, and not their overall di-
rection. Thermodynamically driven assemblies, however,
can be reversed by changing temperature, e.g., increasing
it in the case of a UCST or decreasing it in the case of an
LCST. Such reversibility has been shown to be pivotal in
determining whether a particular in vivo assembly pro-
cess is thermodynamically driven or active, e.g., by mon-
itoring its response to oscillations in temperature[59].
At the end of this section, it is necessary to empha-
size that while we have only discussed phase separation
in mixtures, both liquid-liquid[62–65] and solid-solid[66–
72] transitions can also occur in single-component
molecular[62–66, 68, 69] and colloidal[67, 70–72] sys-
tems. Unlike phase separation in mixtures, the coexist-
ing phases in single-component systems can only differ in
density or symmetry (i.e., the arrangement of their con-
stituent molecules). The ability of a pure substance to ex-
ist in distinct crystalline and amorphous forms is referred
to as polymorphism and polyamorphism, respectively, and
has been extensively studied in experiments[63, 66, 68,
69, 72] and simulations[62, 64, 65, 67, 70, 71].
As a first-order phase transition, LLPS can occur via
two distinct mechanisms, depending on the magnitude
of the thermodynamic driving force ∆g. For small ∆g’s,
e.g., close to the phase boundaries of Figure 2, demix-
ing will occur through nucleation and growth (Figure 3).
During nucleation, which is an activated stochastic pro-
cess, instantaneous thermal and compositional fluctua-
tions result in the formation of small nuclei of the new
phase within the old mixture. Such nuclei will be ther-
modynamically unstable and will therefore be more likely
to melt due to their large specific surface areas, un-
less they are larger than a critical size. The free en-
ergetic cost of forming such a critical nucleus, ∆Gnuc,
is referred to as the nucleation barrier. The likelihood
that a critical nucleus will form within a mixture is
proportional to e−∆Gnuc/kT , with k the Boltzmann con-
stant. Therefore a larger ∆Gnuc will imply a lower like-
lihood for the formation of a critical nucleus. Upon
its formation, however, a critical nucleus can grow un-
til the system reaches the predicted partition constant
λ, and the growth timescale will scale with transport
properties of the original mixture. The separation be-
tween the nucleation and growth timescales will be larger
when ∆Gnuc  kT , and phase separation will become
a nucleation-limited rare event. The closer the nucle-
ation barrier is to kT , the smaller will such a separation
of timescales be. In the limit of ∆Gnuc → kT , LLPS
will be growth-limited. Whenever the nucleation rate is
large, e.g., in the growth-limited regime, multiple nucle-
ation events will occur within a single mixture, and the
completion of LLPS will proceed through several simul-
taneous non-equilibrium processes[73]. One such process
that occurs as a result of diffusion within the continuous
phase is known as coarsening or Ostwald ripening [74] in
which larger nuclei will grow in the expense of smaller
nuclei that melt due to their lower thermodynamic sta-
bility. Another important process is called coalescence
in which smaller nuclei collide and join to form a larger
nucleus.
This simplified picture is the essence of classical nucle-
ation theory (CNT) [75, 76], which is the most widely
used quantitative framework for understanding nucle-
ation. CNT assumes that nucleation is a single-step pro-
cess, and a steady-state distribution of precritical nuclei
is established at timescales that are orders of magnitude
shorter than the nucleation time. According to CNT,
nucleation barrier will be given by:
∆Gnuc =
16piσ3
3|∆g|2 (3)
with σ the interfacial tension between the two phases,
which only depends on temperature and the composi-
tions of the two coexisting phases. It can be generally
stated that the nucleation barrier is expected to decrease
upon increasing ∆g. It is necessary to emphasize that
the key assumptions of CNT might be violated in some
systems, and alternatives of CNT, such as multi-step
nucleation[77, 78], have been formulated in the literature.
Like other first-order phase transitions, nucleation in
LLPS can be homogeneous or heterogeneous. In homoge-
neous nucleation, the critical nucleus forms endogenously
within the mixture, while in heterogeneous nucleation,
an external entity such as an insoluble impurity provides
a template for nucleation, and results in a decrease in
the size of the critical nucleus and the magnitude of the
nucleation barrier. Heterogeneous nucleation generally
occurs at higher rates, and is a means of exerting spa-
tiotemporal control on phase separation in biological sys-
tems [79]. An extension of CNT for heterogeneous nucle-
ation was proposed by Turnbull [80], and predicts that
6∆Ghet = f(θc)∆Ghomo. Here f(θc) is called the potency
factor and depends on θc the contact angle between the
two phases and the external surface. From a physical
perspective, potency factor is a measure of differential
attractiveness of the interaction between the nucleating
surface and the two liquids[81]. Lower potency factors
correspond to situations in which the external surface
has a higher propensity for the new phase, which results
in smaller contact angles, and considerably larger nucle-
ation rates at identical ∆g’s.
Nucleation and growth is the mechanism of demixing
when the original mixture is metastable, i.e., when an
arbitrary concentration fluctuation will always be damp-
ened unless its amplitude is sufficiently large (e.g., in a
critical nucleus). Another regime, however, is possible in
which the mixture becomes mechanically unstable. From
a thermodynamic perspective, this will occur if the Hes-
sian of g(x)– or its generalized second-order derivative
with respect to its independent arguments– has at least
one negative eigenvalue. For a binary system, this will
imply a situation in which g′′(xA) < 0. Under such cir-
cumstances, concentration fluctuations with sufficiently
large wavelengths will be amplified, which will in turn
drive the system into a demixed state. Several mean-
field theories have been developed to describe this phe-
nomena, which is typically known as spinodal decomposi-
tion [82–84]. Within these theories, it is predicted that a
transition from the nucleation-and-growth regime to the
spinodal regime occurs at a spinodal line (Figure 2A),
which is the loci of inflection points of g(x). In the
case of binary mixtures, this will correspond to loci of
g′′(x) = 0. During spinodal decomposition, fluctuations
with different wavelengths get exponentially amplified,
but with different time constants. As a result, the mor-
phology of the system is dominated by the fastest grow-
ing wavelength, resulting in a characteristic length scale
for phase separated domains. There is extensive experi-
mental [85] and computational [86–88] evidence for spin-
odal decomposition. Spinodal decomposition has been
experimentally observed in the phase separation of Ddx4
protein[89]. Due to the mean-field approximation inher-
ent in the spinodal model, however, it is not trivial to pin-
point the boundary at which the phase separation mech-
anism transforms from nucleation and growth to spinodal
decomposition.
III. PHASE SEPARATIONS IN BIOLOGICAL
SYSTEMS: EXPERIMENTAL INVESTIGATIONS
As mentioned in Section I, phase separation can oc-
cur in many different biological settings. The resurgent
interest in the role of LLPS in biological assembly can,
however, be primarily attributed to their potential role in
the formation of membraneless organelles. Understand-
ing the mechanisms by which membraneless organelles
form, is particularly important as these cellular bodies
carry out several essential cellular functions [90]. In the
FIG. 3. Nucleation and growth in phase separation
processes. A first-order phase separation starts with nucle-
ation during which tiny assemblies of the new phase emerge
within the old phase. Smaller assemblies are thermodynam-
ically unstable due to their large specific surface areas, and
are therefore more likely to shrink unless they reach a criti-
cal size. If the nucleation barrier is large, then the formation
of new assembly becomes nucleation-limited. Otherwise, this
process becomes growth limited.
nucleus, for instance, Cajal bodies form at snRNA loci
and constitute the sites at which the splicing machinery
is assembled [91, 92]. Histone-locus bodies contain the
macromolecular machinery necessary for the transcrip-
tion and processing of histone mRNAs[92], and nucleoli
are the sites of ribosomal biogenesis and several other im-
portant cellular functions. In the cytoplasm, stress gran-
ules and processing bodies (P-bodies) form in response to
cellular stresses, and limit the translation of mRNAs [93].
Each of these organelles has a distinct composition; they
are rich in RNAs and proteins necessary for their unique
function, and lack the components that might inhibit
such roles[11, 94, 95]. Furthermore, these organelles are
not structurally homogeneous, and the macromolecules
within them tend to organize into smaller domains. For
instance, depending on the organism, nucleolus can be
comprised of two to three micro-domains that special-
ize in different steps of ribosomal biogenesis (Figure 1A-
B)[6, 96–98]. Understanding the underlying mechanisms
for the formation of such intricate, specialized structures,
and the regulation of the timing and location of their as-
sembly, is therefore critical to our ability to understand
the biological functions of such organelles.
In addition to their significant role in normal cellular
functions, membraneless organelles can exhibit anoma-
lous morphologies in several pathological disorders. For
instance, a hallmark of cancer cells is an increase in the
number and size of their nucleoli, a fact that was de-
scribed as early as 1896 by Giuseppe Pianese[99, 100].
Moreover, mutations in stress granule proteins such as
FUS have been associated with neurodegenerative dis-
eases such as ALS or frontotemporal dementia (FTD)
in which pathological aggregates form[21, 24, 93, 101].
This also underlines the necessity for a better mechanis-
tic understanding of the driving forces and the regulatory
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FIG. 4. Experimental investigations of liquid-liquid
phase separation in biomolecular systems. In Vitro
systems are typically comprised of a small number of macro-
molecules, such as RNAs and/or proteins, dissolved in an
aqueous solution, and, due to their well-defined compositions,
are ideal for examining the effect of different thermodynamic
factors on the phase behavior. Furthermore, in vitro studies
have made considerable contributions to our current under-
standing of the molecular properties that drive phase sepa-
ration, as well as the effect of pathological mutations on the
demixing propensity. In order to capture the inherent com-
plexity of biological systems, a number of in vitro investi-
gations have used cell lysates to study LLPS. Finally, sev-
eral studies have directly focused on LLPS and membrane-
less organelle assembly in vivo, in order to account for full
complexity of biological systems. Such studies examine three
main aspects of membraneless organelles: (i) mechanical and
transport properties, (ii) the effect of thermodynamic vari-
ables, such as concentration and temperature, on LLPS, and
(iii) kinetics and spatiotemporal regulation of membraneless
organelle assembly. See text for more details.
mechanisms of the membraneless organelle assembly.
In this section we describe the experimental ap-
proaches commonly used for studying phase separation
in biological systems (summarized in Figure 4). In each
case we describe what is measured by each technique,
how the results support the LLPS model, and also the
limitations of each approach.
A. In Vitro Investigation of LLPS
The propensity of protein/salt water mixtures to phase
separate in vitro is not new in biology. For instance, the
phase diagrams of globular proteins such as lysozyme,
and γII -crystallin dissolved in aqueous NaCl solutions
have been studied since 1970’s, and their demixing into
liquid-like, amorphous and crystalline phases at different
conditions has been reported [102, 103]. Such studies of
phase separation were primarily conducted with the aim
of understanding and optimizing protein crystallization,
which is an important technique in structural biology,
and a prerequisite for determining the three-dimensional
structures of proteins using X-ray crystallography. In this
context, liquid-like and amorphous assemblies of proteins
are unwanted products of processes aimed at producing
protein crystals.
With resurgent interest in the phase separation model
and the possible role of LLPS in membraneless organelle
assembly, similar in vitro assays are now utilized for
studying the condensation of proteins and/or RNAs that
localize to such in vivo assemblies. These studies primar-
ily focus on mapping out the phase diagrams of mixtures
with one– or a few– types of macromolecules, by varying
temperature, pH and ionic strength of the solvent, and
the concentrations of the constituent macromolecules.
Such in vitro approaches have proven invaluable in assess-
ing the sensitivity of the thermodynamics and kinetics of
phase separation to changes in molecular properties, and
comparing the phase separation propensity of different
proteins under well-defined conditions. Such molecular
properties, for instance, can be tuned by mutating dif-
ferent domains and residues of the phase-separating pro-
teins, or by engineering biology-inspired modules e.g., by
introducing sequence repeats [11, 56, 104–110]. These
approaches have been widely used in understanding the
role of mutations in proteins that can form pathologi-
cal aggregates. Mutations in the coding regions of cer-
tain proteins such as FUS [101, 111], TDP-43[112] and
hnRNPA1[113], which are all observed in pathological
disorders, are shown to change the boundaries of the
phase diagram, as well as the kinetics of phase separation
(referred to as aging). Other in vitro studies examine
the effect of introducing reactions that result in post-
translational modifications of proteins, such as phospho-
rylation, methylation or ubiquitination, on the phase
boundaries[25, 114–117]. The effect of post-translational
modifications has been observed in the assembly of pro-
teins such as Coilin [118], nucleolar proteins (reviewed
in Ref. 119), MEG proteins[120], eIF-2α[121], FUS[115],
Ddx4[57], UBQLN2[116], and LAT[122], and was also
used to engineer synthetic RNA-protein assemblies in
vitro[109, 114].
In vitro studies have been particularly pivotal in iden-
tifying the types of biological macromolecules that can
phase separate under physiological conditions [23]. Phase
separation has been observed in solutions of one or more
proteins, mixtures of RNA and protein[113], solutions of
RNA[123], and mixtures of protein and liposomes[117].
These phase separating biomolecules can be classified
into two distinct categories. The first class is comprised
of those with multivalent interactions. Similar to patchy
colloids (i.e., colloids with multiple interaction sites at
their surface), they typically contain repetitive modules
8that can attract and form non-covalent bonds with other
modules in their binding partners. For proteins, these
repetitive modules are often folded domains. Examples
include the signaling protein WASP, which has multiple
proline-rich motifs that can bind to the three SH3 do-
mains of Nck [11], or proteins with multiple RNA binding
domains. In the latter case, RNA can function as a cross-
linker between the proteins that contain multiple RNA
binding domains. The second class is comprised of pro-
teins with intrinsically disordered regions (IDRs), which
have also been observed to phase separate in vitro [12].
Such regions lack well-defined three-dimensional struc-
tures and are capable of forming multiple weak interac-
tions with other molecules. Polypeptides that are ex-
clusively comprised of IDRs are typically referred to as
intrinsically disordered proteins (IDPs) [124]. It is neces-
sary to emphasize that these two categories are not mutu-
ally exclusive, as many phase separating proteins contain
both repetitive modules and IDRs. In this paper, we will
mostly focus on IDPs and IDR-containing proteins and
the computational approaches to study their ability to
undergo phase separation.
Although such in vitro studies have been pivotal in
laying out of basic understanding of biological conden-
sates, they are incapable of properly accounting for the
complexity of in vivo systems that are comprised of mil-
lions of different components. This is due to the fact that
adding even one extra component to a mixture can po-
tentially result in a change in the phase boundary in favor
of mixing or demixing of original components, and can
even cause the emergence of new liquid or solid phases
that would otherwise not form in the original mixture.
For instance, adding nucleophosmin to a mixture of fib-
rillarin in buffer will result in the emergence of a new
liquid phase [97]. Therefore, it is not clear whether the
macromolecules that phase separate in vitro would also
condense inside cells in the presence of millions of other
components.
With the aim of better representing in vivo systems,
several groups have conducted in vitro assays of succes-
sively complex multi-component mixtures. For instance,
in a seminal work in Rosen’s lab, the twelve compo-
nents of the T-cell receptor signaling pathway were re-
constituted in vitro, which then segregated into a multi-
component assembly containing the kinase and depleted
of the phosphatase, and a second aqueous phase of the
phosphatase [122]. Similarly, the phase separation of the
six components of the post-synaptic density was studied
in vitro[125]. Interestingly, both these reconstitutions in-
volve lipid bilayers in order to mimic the in vivo localiza-
tion of the constituent proteins, which occurs through es-
tablishing attractive interactions between the transmem-
brane and cytoplasmic proteins. In both cases, only the
thermodynamics of phase separation was examined. It is,
however, entirely plausible that the surface of the lipid
bilayer can act as a heterogeneous nucleation site for the
formation of the respective assemblies, and therefore play
a role in the spatiotemporal regulation of the formation
of such condensates.
The in vitro systems that are the most similar to in-
tracellular conditions are cellular extracts, which contain
the bulk of components present in vivo. For instance,
Hankock showed that expanding intact nuclei in a hypo-
tonic medium will result in the disassembly of the nu-
cleoli, and the effect can be reversed by adding crowd-
ing agents[126]. This is consistent with the reversibility
of a thermodynamically-driven phase separation. Later,
Kato et al. showed that exposing cell or tissue lysates to a
chemical known as biotinylated isoxazole will induce the
formation of hydrogels that include many RNA-binding
proteins. These proteins mostly contain low complex-
ity domains, or IDRs, which are proposed to drive phase
separations in vivo [12]. Similarly, exposing Drosophila
egg chambers to a saline solution results in the emer-
gence of novel dynamic nuclear bodies that share sev-
eral features of other membraneless organelles, such as
rapid exchange of components [127]. While these experi-
ments demonstrate the ability of multi-protein mixtures
or extracts to undergo phase separation, they also indi-
cate the strong sensitivity of the phase boundary to small
changes in composition. Therefore, while in vitro stud-
ies provide invaluable information about the underlying
molecule driving forces for biopolymeric phase separa-
tion, in vivo studies are necessary to determine whether
the assembly of individual proteins and RNAs in living
cells is truly an LLPS process.
B. In Vivo Investigation of LLPS
The complex nature of living cells, which are comprised
of a large number of reactive components, makes testing
the validity of the LLPS model in vivo extremely chal-
lenging. In recent years, several studies have attempted
to address this grand challenge by examining: (i) the me-
chanical and transport properties of intracellular assem-
blies, (ii) their sensitivity to changes in thermodynamic
variables, and (iii) the in vivo kinetics of the self-assembly
process.
The majority of earlier in vivo studies of LLPS fo-
cus on examining the mechanical and transport proper-
ties of membraneless organelles [128, 129]. For instance,
Brangwynne et al. reported the liquid-like behavior of
P-granules, such as their propensity to wet external sur-
faces, and their ability to fuse with one another [10].
Subsequent studies on other intracellular assemblies, in-
cluding nuclear bodies[6, 130–132], and other cytoplas-
mic RNA granules[107, 123, 133, 134] demonstrated that
this ability to fuse is shared by all these organelles. In
addition, the dynamic nature of such organelles has been
extensively studied by measuring the mobility of com-
ponents that localize to those assemblies. This can, for
instance, be achieved by tagging the macromolecule of
interest with a fluorescent probe, and measuring the re-
covery rate after its photobleaching. It has been ob-
served that the tagged macromolecules that localize into
9membraneless assemblies can rapidly move in and out, or
within such assemblies [59, 135, 136]. However, not all
components of the membraneless organelles exhibit this
rapid dynamic behavior. For instance, the core of stress
granules, and the MEG protein that constitute the shell
of P-granules are stable structures with amorphous solid-
or crystal-like dynamics [137, 138].
In addition to these mechanical properties, the sensi-
tivity of such assemblies to changes in thermodynamic
variables have also been examined in vivo. As dis-
cussed in section II A, the thermodynamic driving force
for phase separation is determined both by the composi-
tion of the mixture, and temperature. Most in vivo stud-
ies examine how phase separation is impacted by changes
in concentration, and demonstrate that changing the con-
centration of the phase-separating component, either ge-
netically [106, 139, 140] or optically [141], will modulate
the phase separation process. Also, globally increasing
the concentration of macromolecules in HeLa cells by ex-
posing them to a hypotonic solution, or decreasing the
temperature results in the self-assembly of a germ granule
protein, Ddx4[57]. Interestingly, locally increasing the
concentration of specific nucleolar proteins, by tagging
them individually with LacI and targeting them to LacO
repeats, can enrich the nucleolar proteins not tagged with
LacI [142]. Together, these studies confirm the concen-
tration dependence of the assembly, as expected for a
thermodynamically-driven phase separation. Yet, active
processes also exhibit a similar dependence of rate on
concentration, rendering the findings of such studies in-
conclusive.
Recently, an in vivo assay was developed by Falahati
and Wieschaus that allows for distinguishing between the
LLPS model and an active assembly process for bona fide
organelles [59]. This assay is based on the two thermody-
namic properties that collectively distinguish LLPS from
an active assembly model, namely the temperature de-
pendance and reversibility. This assay was utilized to
study the mechanism by which six nucleolar proteins lo-
calize to the nucleolus. Using this approach they demon-
strated that Fibrillarin, Nopp140, Pitchoune and RNA
polymerase I, condense at low temperatures and dissolve
at ambient temperatures in Drosophila embryos, confirm-
ing a reversible phase separation with a UCST that is re-
sponsive to rapid changes in temperature. Interestingly,
not all nucleolar proteins in this study followed this be-
havior; During the initial growth stage, the assembly of
Nucleostemin1 and Modulo, the fly homologue of Nucle-
olin, was inhibited at low temperatures, did not show
reversibility in response to oscillations in temperature,
and became insensitive to changes in temperature when
a maximum size (saturation level) was achieved. This
is inconsistent with the LLPS mechanism, and can be
explained by an active reaction driving the assembly.
In addition to the thermodynamic conditions, the
cells also need to modulate the kinetics of condensa-
tion, to regulate when and where the assemblies would
form. Many membraneless organelles such as nucleoli
and histone-locus bodies form strictly at well-defined lo-
cations inside the cells, suggesting that the nucleation
barrier is smaller at those select locations. Interestingly,
the assembly of the phase separating components of nu-
cleolus loses its spatiotemporal precision and exhibits a
high degree of spatiotemporal variability in the absence
of such nucleolar organizer regions [79]. These nucleolar
organizer regions are sites of ribosomal RNA transcrip-
tion, and when activated, result in the transformation of
the assembly process from a nucleation-limited homoge-
neous assembly to a growth-limited heterogeneous phase
separation. Therefore, in addition to the role of riboso-
mal RNA in modulating the thermodynamics of nucleo-
lus assembly[140], it can also play a role in the spatiotem-
poral regulation of the nucleolus formation by changing
the kinetics of assembly [79].
IV. PHASE SEPARATIONS IN BIOLOGICAL
SYSTEMS: COMPUTATIONAL
INVESTIGATIONS
Experimental studies provide convincing evidence that
thermodynamically driven LLPS processes play a signif-
icant role in the assembly of membraneless organelles.
The existing experimental techniques can indeed be uti-
lized to characterize the thermodynamics and kinetics of
LLPS both in vitro and in vivo. Their major disadvan-
tage, however, is their inability to probe the molecular
level events that culminate in phase separation, due to
their limited spatiotemporal resolution. Similarly, exper-
iments are not well equipped to probe the conformational
ensembles and dynamics of IDPs and other phase sepa-
rating proteins. In addition to these limitations, it is
fairly expensive to use experiments for exploring large
parameter spaces, e.g., assessing the sensitivity of phase
separation propensity to changes in molecular properties
and environmental conditions. Theoretical and computa-
tional approaches, however, do not have any of these lim-
itations. They not only provide accurate molecular-level
information about the conformation ensemble of pro-
teins, and the molecular events that culminate in phase
separation, but can also be used for large-scale sensitiv-
ity analysis studies. In addition, they can be utilized for
probing length and timescales not otherwise accessible to
experiments.
Theoretical and computational studies of LLPS can be
broadly classified into two categories. In field-based stud-
ies, which are usually continuum in nature, the effect of
neighboring molecules on each molecule is represented
by an effective field that depends on spatial profiles of
thermodynamic variables, such as density and compo-
sition. The free energy of the system F [c(r)] is then
expressed as a functional of the density and/or com-
position profile c(r), which is then minimized analyti-
cally or numerically using variational methods, subject
to proper conservation constraints [82–84]. Within field-
based framework, demixing will occur under conditions
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FIG. 5. Classification of particle-based (molecular) simulations of biological systems, based on the sampling dynamics and
granularity of the utilized force-fields. Sampling the configuration space can be conducted using stochastic dynamics (in MC),
or Newtonian dynamics (in MD). The utilized force-field for the biomolecule can be atomistic or coarse-grained. In both
cases, solvent molecules can either be included explicitly in the simulation box, or their impact on the peptide/RNA chain can
be represented using an effective field or modified interaction parameters. Coarse-grained models can have different levels of
complexity, from each interaction site representing several atoms within a residue, to representing the entire macromolecule.
at which a non-uniform composition profile minimizes
the free energy functional. Such functionals can also be
utilized for constructing generalized partial differential
equations for transport of individual components, mak-
ing it possible to predict the spatiotemporal evolution of
composition in phase separating macroscopic and meso-
scopic systems. Such descriptions have been extensively
used to study flow [143] and phase separation [144] in
polymeric mixtures, and microphase separation in block
copolymers [145]. In general, these, alongside other fla-
vors of field-based methods, such as the self-consistent
field theory (SCFT) [146, 147], have been an integral
part of polymer physics in recent decades. Due to their
simplicity and versatility, they are excellent tools for un-
derstanding the underlying physics of phase separation,
and to assess how it is impacted by factors such as mixing
enthalpy and surface tension. In recent years, field-based
methods have been used for understanding LLPS in bio-
logical systems [140, 148, 149]. When it comes to phase
separation in a mixture of biomolecules with specific
sequences, however, standard field-based methods have
limited utility, as they lack the specificity and resolution
needed to faithfully account for specific interactions and
spatial correlations present in such aqueous biomolecu-
lar solutions. There have, however, been numerous at-
tempts [89, 98, 150] in recent years to alleviate some of
these limitations, via applying approaches such as the
random phase approximation (RPA) method [151, 152].
Such approaches resolve heterogeneity at a single-chain
level, but still depend on the core assumption that single-
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chain characteristics are predictive of phase separation
propensity [153]. The applications of field-based ap-
proaches in understanding biomolecular phase separation
has been the focus of several recent reviews [15, 16, 46],
and will not be discussed further in the current paper.
In particle-based methods (Figure 5), which are the
main focus of this section, a phase separating mixture
is represented as a collection of particles, which inter-
act according to a pre-determined potential energy func-
tion known as a force-field. A force-field is usually a
linear combination of bonded (such as bonds, angles, di-
hedrals, etc) and non-bonded (e.g., Columbic, dispersion,
etc) interactions. The primary advantage of particle-
based methods is their ability to account for interatomic
and intermolecular correlations without any a priori as-
sumptions about their nature, while in field-based meth-
ods, the mathematical form of such correlations– or
their lack thereof– usually needs to be explicitly incor-
porated into the model. Particle-based methods– also
known as molecular simulations– are classified into two
categories. While molecular dynamics (MD) simula-
tions [154] are based on integrating Newton’s equations
of motion, Monte Carlo (MC) simulations [155] utilize
an importance sampling stochastic scheme to generate
a statistically representative sequence of configurations
commensurate with the corresponding thermodynamic
ensemble. Given sufficiently long sampling, both MC and
MD are expected to yield identical averages for thermo-
dynamic and structural properties if the underlying sys-
tem is ergodic. They might, however, be different in their
efficiency, i.e., the statistical uncertainty of the desired
thermodynamic averages vs. the expended computational
time. The major advantage of MD is its ability to predict
dynamical properties, such as transport coefficients and
nucleation kinetics, a task that cannot be achieved with
MC due to lack of a rigorous mapping of MC moves to
actual time. MC, however, is advantageous when the un-
derlying force field is discontinuous, or when unphysical
trial moves are utilized to enhance the sampling efficiency
in slowly relaxing systems. Examples include particle
swaps in multiphase systems or mixtures [156], and con-
figurational bias approaches in simulations of polymers
and peptides [157]. Such unphysical moves are widely
used in studying the conformational space of peptides,
and the thermodynamics of biomolecular LLPS.
Molecular simulations can also be classified based
on the resolution of the utilized force-fields. The
most detailed force-fields are atomistic force-fields [158–
161], in which every atom is represented by one– or
sometimes several– interaction sites. Atomistic simula-
tions of biomolecular systems, however, are computa-
tionally expensive, and it is extremely difficult– if not
impossible– to simulate systems with more than a mil-
lion atoms, even with specialized hardware and massive
parallelization[162–164]. There are two not mutually ex-
clusive approaches for tackling these limitations. Coarse-
grained force-fields expand the range of accessible length
and timescales by averaging out atomistic details, and
representing groups of atoms (e.g., residues in a peptide
chain) as single interaction sites[165, 166]. In implicit-
solvent force-fields, which are used in both atomistic
and coarse-grained simulations, solvent molecules are ex-
cluded, and their impact is accounted for with an effec-
tive field, or through modifying interaction parameters
between the biomolecules [167]. As will be discussed
later, coarse-grained force-fields can have different lev-
els of granularity to the extent that a single interaction
site can represent anything from several atoms within a
residue, to the entire biomolecule.
One of the major limitations of conventional molecu-
lar simulations– irrespective of the utilized force-field– is
their inability to efficiently probe rare events, such as low-
probability conformational rearrangements (e.g., protein
folding) and nucleation. For that purpose, a wide range
of advanced sampling techniques have been developed,
which expand the range of accessible timescales. Ad-
vanced sampling techniques can be classified into two
categories. In bias-based methods, such as umbrella sam-
pling [168], flat histogram methods [169, 170] and meta-
dynamics [171, 172] the underlying Hamiltonian is modi-
fied in order to preferentially favor certain configurations.
In path sampling methods, such as transition path sam-
pling [173], forward-flux sampling [174–176], transition
interface sampling [177, 178] and parallel tempering [179–
181], the underlying Hamiltonian is not modified, and
trajectories are instead sampled in a targeted manner.
The remainder of this section will be dedicated to dis-
cussing the types of information that molecular simula-
tions can provide about LLPS in biological systems. The
studies discussed here utilize a wide variety of simulation
techniques, and can be conceptually categorized into two
groups. The first group deals with IDPs as main cul-
prits for LLPS in biological systems, and explores their
thermodynamics, conformational ensembles and dynam-
ics. The second group, however, directly deals with the
question of biological liquid-liquid phase separation, and
understanding its thermodynamics and kinetics.
A. Computational Investigation of IDPs, the Main
Culprits of Biological LLPS
While IDPs and proteins with IDRs have been known
for a long time, the origin of their disorder still remains
elusive. This question is closely related to a decades-old
problem in polymer physics, i.e., the question of what
dictates a polymer’s conformation in solution. The con-
ditions under which a polymer will collapse onto a com-
pact globule have been extensively studied, and it is
generally understood that it is rare for a heteropolymer
with a random sequence of solvophobic and solvophillic
residues to simultaneously fold into a globular structure
and remain solvated [182, 183]. In order for such fold-
ing to occur, a tight balance needs to be established be-
tween the entropic loss due to adopting a folded struc-
ture, and the enthalpic gain due to favorable energetic
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interactions among the core solvophobic residues, and
among the solvophilic residues and the solvent. Such a
condition is usually not met for a random heteropoly-
mer [184]. Peptides with well-defined folded structures
therefore constitute remarkable anomalies. This is not
surprising as naturally occurring peptides are not random
heteropolymers, and instead have sequences naturally se-
lected through evolution. Understanding the relationship
between sequence and folding propensity has been the fo-
cus of multiple studies. In a pioneering work, Uversky et
al. [185] demonstrated that the propensity of a peptide
to form well-defined folded structures is dictated by its
mean per-residue net charge, and the average hydropho-
bicity of its constituent residues, and the fact that IDPs
do not have well-defined folded structures is due to their
high net charge and low hydrophobicity. This minimal
model, however, cannot be fully predictive, as folding
propensity can be strongly impacted by subtle features
such as the linear distribution of charged residues along
a sequence [186]. Therefore, even though sequence-based
methods for predicting folding propensity have become
increasingly accurate over years [187–191], they are not
well-equipped to properly account for all such nuances.
Moreover, such approaches are usually incapable of pro-
viding molecular-level information about the conforma-
tional dynamics of the peptides that they might correctly
detect as intrinsically disordered.
In recent decades, molecular simulations have emerged
as attractive tools for inspecting the origin of IDP dis-
order, their conformational dynamics and their binding
propensity. The predictive power of such studies were,
however, limited until recently, primarily due to the
tendency of most classical protein force fields to over-
estimate the formation of secondary structures. This
problem is indeed universal across the board, and af-
fects both explicit- and implicit-solvent atomistic and
coarse-grained force-fields. This issue has, however,
been addressed [192] in more recent all-atom force-fields,
e.g., by strengthening water-protein interactions [193–
195] and utilizing more realistic water models [196]. Also,
newer force-fields, such as the Kirkwood-Buff force field
(KBFF) [197], have been developed with a focus on so-
lution properties. Similar improvements have been made
to implicit-solvent [167] and coarse-grained [198] models.
One of the most pressing question about IDPs is the
extent to which their disorderedness is impacted by fac-
tors such as amino acid sequence, temperature, and the
presence of inert crowders. A powerful way to address
these questions is to utilize highly coarse-grained force-
fields in which distinct amino acids with similar proper-
ties (e.g., charge, hydrophobicity) are encoded into a sin-
gle type of interaction site. Despite not being sequence-
specific, such models qualitatively capture the underly-
ing physics of interactions between a peptide and solvent
molecules. One major advantage of using such mod-
els is the computational efficiency at which ”generic“
peptides with a sufficiently wide range of desired solva-
tion and electrostatic properties can be simulated. For
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Peculiarities of the amino acid sequences of intrinsically disordered proteinsFig re 1
Peculiarities of the amino acid sequences of intrinsically disordered proteins. A. Mean net charge versus mean 
hydropathy plot (charge-hydropathy plot) for the set of 275 folded (blue squares) and 91 natively unfolded proteins (red cir-
cles) [37]. B. Amino-acid composition, relative to the set of globular proteins Globular-3D, of intrinsically disordered regions 
10 residues or longer from the DisProt database. Dark gray indicates DisProt 1.0 (152 proteins), whereas light gray indicates 
DisProt 3.4 (460 proteins). Amino acid compositions were calculated per disordered regions and then averaged. The arrange-
ment of the amino acids is by peak height for the DisProt 3.4 release. Confidence intervals were estimated using per-protein 
bootstrapping with 10,000 iterations [40].
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transitions might control the accessibility of SLiMs and MoRFs
or even modulate the conformations of these elements.
The impact of the net charge per residue on the conforma-
tional properties of IDRs can be summarized in a diagram-of-
states (Figure 10A),166 which generalizes the original charge-
hydropathy plot.31 The diagram classifies IDRs on the basis of
their amino acid compositions. Annotation using curated
disordered sequences from the DisProt database203 (Box 1)
initially suggests that a vast majority (∼95%) of IDPs have amino
acid compositions that predispose them to be globule formers
(Figure 10A).204 However, most of these predicted globule
formers are actually polyampholytes in that they are enriched in
charged residues but have roughly equal numbers of positive and
negative charges.204 Although such sequences are classified as
globule formers on the basis of their low net charge per residue,
in reality the conformational properties of polyampholytes are
governed by the linear sequence distribution of oppositely
charged residues. If the oppositely charged residues are
segregated in the linear sequence, then electrostatic attractions
between oppositely charged blocks cause chain collapse and
result in hairpin or globular conformations. In sequences with
well-mixed oppositely charged residues, the effects of electro-
static repulsions and attractions counterbalance. These mixed
sequences adopt random-coil or globular conformations,
depending on the total charge (in terms of the fraction of
charged residues) (Figure 10B). Many IDPs are strong
polyampholytes with well-mixed linear patterns of oppositely
charged residues.204 Thus, IDPs are actually enriched in different
classes of random coils that form swollen, loosely packed
conformations (Figure 10B). Such random-coil sequences are
likely to help improve the solubility profiles of connected
structured domains (see section 9.1) and to promote the
flexibility that is required for functions such as entropic tethers,
which promote high local concentrations of connected protein
parts, or entropic bristles, which occupy large volumes by rapid
exploration of conformations. These biophysical principles of
sequence−structural ensemble relationships enable the use of de
novo sequence design as a tool for modulating these properties
and assessing their impact on functions associated with IDPs and
IDRs.
Figure 10.Original166 and modified204 diagram-of-states to classify predicted conformational properties of IDPs (and IDRs modeled as IDPs). (A) The
original diagram predicts that sequences with a net charge per residue above 0.25 will be swollen coils. The three axes denote the fraction of positively
charged residues, f+, the fraction of negatively charged residues, f−, and the hydropathy. All three parameters are calculated from the amino acid
composition. Green dots correspond to 364 curated disordered sequences extracted from the DisProt database.203 These sequences have hydropathy
values that designate them as being disordered; that is, they lie in the bottom portion of the pyramid by definition. Additional filters were used for chain
length (more than 30 residues) and the fraction of proline residues ( f pro < 0.3). 97% of sequences used in this annotation have a net charge per residue of
less than 0.26 and are thus predicted to be globule formers.204 Adapted from ref 166. Copyright 2010 National Academy of Sciences of the United States
of America. (B) Modified diagram-of-states from panel (A) with a focus only on the bottom portion of the pyramid (i.e., stipulating that the hydropathy
is low enough to be ignored).204 The polyampholytic contribution expands the space encompassed by nonglobule-formers by subdividing the
disordered globules space in panel (A) into three distinct regions of which sequences in regions 2 and 3 actually may not form globules. In these
polyampholytic regions, one has to account for the total charge, in terms of the fraction of charged residues (FCR), as well as the net charge per residue
(NCPR) as opposed to NCPR alone. Conformations in regions 2 and 3 are expected to be random-coil-like if oppositely charged residues are well mixed
in the linear sequence. Otherwise, one can expect compact or semicompact conformations. The classification scheme uses only the amino acid sequence
as input. Reprinted with permission from ref 204. Copyright 2013 National Academy of Sciences of the United States of America.
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FIG. 6. (A) (Adapted and relabeled from Ref. 199) The origi-
nal hydrop hy/mean charge correl tion of Uversky e al. (B)
(Reproduced from Ref. 186) The three-dimensional correla-
tion of Mao et al. that describes the behavior of IDPs based
on the fraction of ositively a d negatively charged residues.
instance, the original idea of Uversky et al. [185] was
explored by Ashbaugh and Hatch [200] using a simple
bead-spring model of peptides in which each resid can
only be of three types: hydrop obic, polar, and posi-
tively charged polar. They simulated sequences wit a
wide range of lengths (N), net charg s (q) and hydropho-
bicities (H), with 15-20 random peptides generated for
each N , q and H. E en th ugh they observed that coil-
like and collapsed glob les occ py distinct regions of the
(q,H) space, the boundary between them only be omes
N -independent (as predict d by Uversky) when explicit
counterions are included for charged residues (v . utiliz-
ing scre n c arges). A simi ar appro ch was utilized
by Miller et al. [201] for probing the impact of crowders
on the compactness of peptides (e.g., their radii of gyra-
tion). In the presence of inert (i.e., repulsive) crowders,
they observed that coil-like peptides become more com-
pact, while no significant increase in compactness was
observed for globular peptides. In other words, crowding
can be used as a means of modulating IDP compact-
ness in biological systems. Note that it is not feasible
to use experiments or atomistic molecular simulations to
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explore the effect of crowders on the conformational en-
sembles of IDPs, and this is a question that can only be
addressed using such highly coarse-grained models.
Despite their usefulness in elucidating the qualitative
behavior of IDPs, such coarse-grained models are not
suitable for making quantitative predictions about the
conformational dynamics and binding propensities of a
particular IDP. Such detailed information about IDPs
can usually be obtained from atomistic simulations only,
which, thanks to recent advancements in computer ar-
chitecture, have become faster and more popular in re-
cent years [202]. For instance, numerous atomistic stud-
ies have been conducted with the aim of understand-
ing the effect of charge distribution on disorder propen-
sity. As an example, Mao et al. utilized the ABSINTH
implicit-solvent model [167] and MC simulations to ex-
plore the conformational ensemble of peptides with low
hydrophobicity [203]. As predicted by the Uversky et
al.’s hydrophobicity/mean net charge correlation [185],
such peptides tended to remain unfolded. Depending on
the fraction of positively and negatively charged residues,
however, they exhibited swollen coil, or disordered glob-
ule conformations. In other words, different IDPs can
have different levels of chain compactness, which is key to
their biological function. IDP conformation can also be
impacted by charge decoration, or the linear distribution
of positively and negatively charged residues along the se-
quence, as demonstrated in a recent work by Firman and
Ghosh[204]. They derived an analytical theory for coil-
to-globule transition in heteropolymers, and calibrated
it against findings of atomistic MC simulations of IDPs
in the DisProt [205] database. They observed that IDPs
with identical f+’s and f−’s can exhibit different confor-
mations, depending on factors such as charge decoration,
and post-translational modifications. The role of charge
decoration on phase separation propensity has also been
demonstrated in on-lattice MC [206] and coarse-grained
MD [207] simulations. Note that it is nontrivial to ac-
count for such effects in sequence-based methods, demon-
strating the importance of atomistic simulations in ac-
cessing the conformational ensemble of IDPs.
An interesting phenomenon that has been recently
studied using molecular simulations is the collapse of
some unfolded peptides– including some IDPs– upon in-
creasing temperature [208–210]. This behavior is in con-
trast to the tendency of most polymers to swell upon
heating [211], and has been attributed to temperature-
dependent per-residue hydration energies for such pep-
tides [212–214]. For instance, Wuttke et al. [212] in-
vestigate chain compaction in five proteins that can ex-
ist in an unfolded state under physiologically relevant
conditions using FRET experiments, theory and molec-
ular simulations. Using a theoretical description pro-
posed by Sanchez [211], they explained the observed
heat-induced compaction using a T -dependent effec-
tive monomer-monomer interaction parameter. They
also conducted molecular simulations using the implicit-
solvent ABSINTH model, and confirmed that the heat-
induced chain compaction will only occur if the temper-
ature dependence of per-residue hydration energies are
explicitly included in the ABSINTH model. Later stud-
ies using explicit-solvent force-fields confirm such com-
paction [213, 214], and the-dependence of solvent acces-
sible surface area (SASA) on temperature [213]. From
a molecular perspective, this effect can be attributed to
the preponderance of nascent structures in unfolded pep-
tides, which makes them distinct from random-coil poly-
mers [213, 214]. Note that it is extremely difficult to
attain such granular residue-level information using ex-
periments, and yet such information are pivotal for un-
derstanding IDP properties and function [215, 216]. Due
to the rugged free energy landscape of the large peptides
studied in Refs. 212–214, advanced sampling techniques
such as replica exchange molecular dynamics [217–219]
were utilized for generating statistically representative
peptide conformations.
Molecular simulations have also proven useful in ex-
ploring the effect of probes and chromophores on the con-
formational ensembles and dynamics of IDPs, an infor-
mation critical to interpreting data obtained from probe-
based techniques. One of these techniques is the Fo¨rster
resonance energy transfer (FRET) [220] in which two
chromophores, one energy donor and one energy accep-
tor, are covalently placed at select locations along a pep-
tide (usually at the C and N termini). Energy is then
transferred from the excited donor to the ground-state
acceptor through dipole-dipole coupling. The efficiency
of such energy transfer will be proportional to r−6, with
r the distance between the two probes. FRET energy
transfer efficiency is therefore a sensitive measure of the
distance between the two probes, and is widely used
for exploring the conformational ensemble and dynam-
ics of IDPs. In order to properly interpret FRET find-
ings, it is necessary to make sensible assumptions about
the impact of probes on the conformational ensemble,
dynamics, and long-range contact distribution of IDPs.
In recent years, this question has been extensively stud-
ied using molecular simulations [221–226]. For instance,
Zerze et al. investigated[221] the effect of fluorophores
on the compactness, secondary structure content, and
long-range contact distribution of three unfolded pro-
teins (the cold shock protein, CSP) from Thermotoga
maritima, the DNA-binding domain of l-repressor (LR),
and the N-terminal domain of HIV integrase (IN), using
replica exchange MD[227], and they did not find such
structural metrics to be strongly impacted by the fluo-
rophores utilized in FRET experiments. Since then, nu-
merous other computational studies have attempted to
characterize different aspects of FRET experiments [222–
226].
B. Computational Investigation of Biological LLPS
The computational studies discussed in Section IV A
involve simulating one (or a handful of) IDP chains, and
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can therefore be conducted using fully atomistic force-
fields. It is, however, far more expensive computation-
ally to study the thermodynamics and kinetics of LLPS
for the following reasons. First of all, it is not gener-
ally possible to obtain a realistic picture of LLPS with-
out simulating systems comprised of at least several hun-
dred IDPs (or other phase separating biomolecules), a
daunting and computationally intractable task if atom-
istic force-fields are to be utilized. Developing accurate
coarse-grained force-fields of proteins is therefore a pre-
requisite to studying the thermodynamics and kinetics
of LLPS in biological systems. Secondly, depending on
the magnitude of the thermodynamic driving force, LLPS
can be nucleation-limited. Crossing the nucleation bar-
rier will be a rare event under such circumstances, and
will occur over timescales much longer than what would
take for the conformational rearrangement of individual
chains. As discussed earlier, a wide variety of advanced
sampling techniques have been developed for studying
rare events in recent decades, which need to be used
for studying the kinetics and free energy landscape of
nucleation-limited LLPS in biological systems.
Due to these complexities, very few computational
studies of the actual LLPS process have been conducted.
Most such studies employ highly coarse-grained implicit-
solvent nonspecific models of proteins, and are thus
only designed to provide qualitative information about
the thermodynamics and kinetics of phase separation in
protein-like systems. Historically, studies of biological
phase separation predate recent interest in LLPS, and,
like experimental efforts, were originally conducted with
the aim of understanding the crystallization of globu-
lar proteins. In such representations, individual pro-
teins are treated as colloidal particles interacting via
isotropic [228] or patchy [229, 230] potentials. The inter-
est in probing the thermodynamics and kinetics of phase
transitions in patchy colloidal systems [231–236], how-
ever, extends far beyond understanding protein crystal-
lization, as patchy colloids are excellent model systems
for inspecting how a competition between isotropic and
directional interactions can impact the phase behavior,
e.g., the relative stability of different crystals and liquids,
as well as the kinetics of self-assembly.
In recent years, several qualitative studies of biologi-
cal LLPS have been conducted, mostly employing simple
on-lattice models. For instance, Jacobs and Frenkel [237]
used grand canonical Monte Carlo (GCMC) [238] to sim-
ulate an N -component lattice gas, in which the contri-
bution of two adjacent occupied sites of types i and j
to the total energy was given by ij . Inspired by the pi-
oneering theoretical work of Sear and Cuesta [58], who
had used random matrix theory to identify conditions for
LLPS in many-component biological systems, they drew
ij ’s from a Gaussian distribution of pre-specified mean
and variance, and observed that de-mixing will occur if
the standard deviation in interaction strength exceeds a
well-defined threshold. This study provides some clarity
to the otherwise hopeless question of LLPS in vivo, and
stipulates that the propensity of a complex biomolecular
mixture to undergo LLPS can be tuned by changing the
variance of interaction strength between its constituent
components.
Despite their utility in providing insight into how
demixing propensity is impacted by factors such as in-
teraction strength, such coarse-grained models cannot
be quantitatively predictive when a particular protein
is concerned, and are particularly unsuitable for study-
ing IDPs due to their poorly defined generic geometries
and conformational ensembles. In recent years, however,
there have been major advancements [198, 239] in de-
veloping accurate and computationally efficient coarse-
grained protein force-fields in which each amino acid is
represented using a single interaction site, and solvent
molecules are only considered implicitly. Also, charged
residues that are prevalent in IDPs interact via screened
electrostatic potentials [240, 241], as predicted by the
Debye-Hu¨ckel theory [242]. Therefore, due to the short-
range nature of such screened electrostatic interactions,
there is no need to utilize computationally costly meth-
ods such as the Ewald sum [243]. This latter fact makes
such coarse-grained representations even faster. It is
therefore now feasible to simulate hundreds of IDP chains
on existing computer architectures. This has resulted in
a few studies of direct coexistence of phase separating
IDPs. For instance, Dignon et al. [198] utilize the slab
method [244, 245] to study the phase separation of two
proteins, i.e., the low complexity domain of the RNA-
binding protein FUS and the DEAD-box helicase pro-
tein LAF-1. In the slab method, the coexisting densities
and compositions are accurately determined by placing
a slab of the peptide-rich phase in contact with vacuum,
which represents the solvent-rich phase. By doing so, the
thermodynamics of phase separation can be systemati-
cally investigated without a need to cross the nucleation
barrier. The question of interest in Dignon et al.’s work,
in particular, was to understand how LLPS is qualita-
tively affected by FUS mutations, and the presence– or
lack thereof– folded domains in LAF-1. In a separate
study[246], they utilized their coarse-grained force-field
alongside the slab method to demonstrate that there is a
close correlation between Tc, the critical demixing tem-
perature, Tθ the temperature at which coil-to-globular
transition occurs for an isolated chain, and TB , the Boyle
temperature at which the second virial coefficient van-
ishes. They established such correlation by simulating
20 different IDP sequences with a wide range of proper-
ties. This is a very important finding and demonstrates
that properties such as TB and Tθ that can be determined
from observing the behavior of isolated chains can be pre-
dictive of the propensity of a dense mixture of such chains
to undergo phase separation. These findings prove the
applicability of the random phase approximation method
that assumes the existence of such a correlation[153].
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V. EMERGING QUESTIONS AND PATH
FORWARD
Thermodynamically driven phase separations provide
an energetically inexpensive means for cells to concen-
trate certain proteins and RNAs. Such structures can be
liquid-like or solid-like, which determines the types of bi-
ological functions that they undertake. For instance, the
fact that membraneless organelles are liquid-like allows
for fast diffusion of components including substrates and
products in and out of such assemblies. Crystalline or
amorphous solid assemblies, however, can provide struc-
tural support to the cell. They can also attract and retain
certain molecules from the pool of readily available cel-
lular components, e.g., in the case of stress. Over all,
the phase separation model has been successful in ex-
plaining certain aspects of the assembly and function of
membraneless organelles. Yet, the complexity of biolog-
ical systems makes it extremely difficult to validate and
characterize the occurrence of LLPS processes in vivo.
One such complexity arises from the active nature of
living organisms. Despite growing evidence in recent
years in favor of the LLPS model, the contribution of ac-
tive reactions to the formation and disassembly of mem-
braneless organelles in vivo cannot be disregarded[119–
121, 137, 247–250]. For instance, depletion of ATP com-
pletely blocks the assembly of stress granules, whose pro-
teome contains a large number of ATP-dependent heli-
cases and protein remodelers [137]. In principle, the large
number of active reactions, such as RNA transcription,
that occur within membraneless organelles, can be suf-
ficient to locally concentrate macromolecules, and drive
the assembly of membraneless organelles[251–255]. For
instance, the local accumulation of the products of such
functional reactions can drive the recruitment of their
binding partners, such as processing factors, a process
that does not need to be a thermodynamically driven
phase separation[79, 140]. Another active process that
can culminate in the assembly of membraneless organelles
is the active transport of their constituent components.
For instance, the formation of stress granules and the
growth of P-bodies in response to stress, rely on motor
proteins [248, 249]. Interestingly, the formation of high
concentration assemblies with liquid-like properties have
also been observed in active swimmers whose motion is
powered by a chemical reaction even in the absence of
any attractive forces[256]. Finally, biochemical processes
such as transcription, translation, and post-translational
modifications, that result in the formation of the com-
ponents of membraneless organelles, are all comprised of
active chemical reactions that will proceed only in the
presence of ATP. While the contribution of such active
processes to the formation of membraneless organelles
can be through modulation of LLPS, they can also func-
tion as the sole driving force for the formation of mem-
braneless organelles. In other words, while each model
can explain certain aspects of the membraneless organelle
assembly, distinguishing between a solely-active assembly
mechanism, and a combination of active and LLPS is par-
ticularly challenging and requires a more extensive ther-
modynamic characterization of the macromolecules that
localize to such organelles in vivo. In recent years, numer-
ous phenomenological continuum models have been pro-
posed for understanding the role of reactions and concen-
tration gradients in phase separation[13, 257–261]. De-
veloping additional testable theoretical models based on
the predictions of the two mechanisms are pivotal for dis-
cerning the potential contribution of each mechanism to
a particular assembly process.
A second complication arrises from the complex-
ity of biomolecules, and the difficulty of probing all
timescales relevant to their conformational rearrange-
ments and assembly. Experimentally, this can, in princi-
ple, be addressed by using probe-based techniques such
as FRET[115, 262, 263], or nuclear magnetic resonance
(NMR) spectroscopy[56, 112, 115]. Unfortunately, these
techniques do not have the sufficient resolution for real-
time probing of biomolecular conformations. Developing
advanced spectroscopy and microscopy techniques with
increased resolution will be particularly helpful in this
regard. One possible avenue is to re-engineer techniques
such as femtosecond ultrafast scattering[264, 265] and
four-dimensional electron microscopy[266] to be compat-
ible with biomolecular systems. In addition, this is an
area that can benefit immensely from molecular simula-
tions. Despite major breakthroughs in recent decades,
we are only witnessing the beginning of using molecu-
lar simulations to investigate IDPs and biological LLPS.
With more accurate force-fields, more accurate and ef-
ficient advanced sampling techniques, and better and
faster hardware, it is now possible to investigate con-
formational rearrangements of a wide range of proteins,
as well as their propensity to bind other proteins and
ligands. Moreover, recent advancements in systematic
coarse-graining have made it feasible to explore biologi-
cal LLPS in real time. In particular, using such coarse-
grained force-fields in conjunction with advanced sam-
pling techniques can provide us with accurate informa-
tion about the kinetics and mechanism of phase separa-
tion, and thus help us address deep fundamental ques-
tions about proteins and protein folding and assembly.
One of the most pressing questions is the role and im-
portance of hydrophobicity in inducing biological self-
assembly. This question has fascinated statistical physi-
cists and biophysicists for decades [182, 267, 268], and
has been recently investigated for simpler hydrophobic
models using extensive molecular simulations and path
sampling techniques [269–273]. Nevertheless, the precise
kinetics and mechanism of hydrophobic assembly in bi-
ological systems is far from fully understood, and con-
sidering the power of state-of-the-art advanced sampling
techniques in elucidating the mechanism of other rare
events such as crystallization [274–280], they can be very
useful in understanding the hydrophobic effect. IDPs are
excellent systems in this regard, as they tend to phase
separate and assemble despite having low hydrophobic-
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ity, and understanding the molecular origins of such be-
havior is critical to unraveling the longstanding question
of hydrophobicity and biological assembly.
Finally, an important challenge in studying LLPS in
biological systems is the difficulty of controlling ther-
modynamic variables (such as temperature, concentra-
tion, pH) and operating conditions (such as hydrody-
namic shear) at a cellular level. Such a challenge not
only makes it difficult to obtain reliable data about the
kinetics of biomolecular assembly in vivo, but also makes
a robust analysis of the sensitivity of LLPS to such fac-
tors challenging. In recent years, optogenetic and mi-
crofluidic approaches have been successfully utilized to
address this issue. For instance, optogenetic approaches
can be used for spatial modulation of concentration lo-
cally and globally within cells[141, 281]. Another power-
ful approach that has gained increased popularity in the
soft matter community in recent years is microfluidics,
which allows for swift and precise control of operating
variables such as temperature, pressure, concentration,
pH and shear deformation. This feature makes microflu-
idics particularly ideal for rate measurements, as they
have been successfully used for probing nucleation ki-
netics in several systems[282–285]. Microfluidic devices
were recently employed for studying the impact of rapid
changes in temperature on the in vivo assembly of nu-
cleolar proteins in Drosophilla embryos[59]. Developing
similar experimental techniques that will enable us to ex-
plore the molecular driving forces and kinetics of LLPS
can be another potential area of future exploration.
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