In this paper, we study biconservative hypersurfaces of index 2 in E 5 2 . We give the complete classification of biconservative hypersurfaces with diagonalizable shape operator at exactly three distinct principal curvatures. We also give an explicit example of biconservative hypersurfaces with four distinct principal curvatures.
Introduction
Let E m s denote the pseudo-Euclidean m-space with the canonical pseudo-Euclidean metric tensor g of index s given by
where (x 1 , x 2 , . . . , x m ) is a rectangular coordinate system in E m s . Consider an n-dimensional oriented submanifold M of E m s with Laplace operator ∆ and mean curvature vector H. Let us consider an isometric immersion x : M → E m s . M is said to be biharmonic if x satisfies ∆ 2 x = 0. If the tangential part of ∆ 2 x vanishes identically, then M is said to be biconservative [4, 26] .
The well-known formula of Beltrami provides a relation between the position vector x and mean curvature vector given by ∆x = −nH.
(1.1) Equation (1.1) implies that biharmonicity of M is equivalent to have harmonic mean curvature vector, i.e., the equation ∆ 2 x = 0 is satisfied if and only if ∆H = 0. If M is minimal, i.e., H = 0, then from equation (1.1), it is biharmonic. Bang-Yen Chen conjectured that if the ambient space is Euclidean then the converse of this statement is also true [5, 6] . Although, Chen's biharmonic conjecture is still an open problem, there are a lot of results on submanifolds of Euclidean spaces which provide affirmative partial solutions to the conjecture [3, 5, 6, 13, 15, 16, 24, 27] . For example, recently, Yu Fu has studied biharmonic hypersurfaces in E 5 with at most three distinct principal curvatures and proved that the conjecture is true for this case [27] . It has been observed that if the ambient space is a semi-Euclidean space then there may exist non-minimal biharmonic submanifolds. For example, the surface given by x(u, v) = (φ(u, v), u, v, φ(u, v)) is a non-minimal biharmonic surface in E 4 1 whereas φ is a particular chosen smooth function [7] . One can also see [8] for non-minimal surfaces in E 4 2 . Many geometers studied biharmonic submanifolds in semi-Euclidean spaces and obtained some interesting results in this direction [1, 2, 14, 20, 25, 26] .
On the other hand, in order to understand the geometry of biharmonic submanifolds, geometers have shown attention to study geometrical properties of biconservative submanifolds and contributed accordingly [9, 11, 18, 21, 23, 24] . It has been observed that some authors have called biconservative hypersurfaces as "H-hypersurfaces" [18, 24] . For example, Chen and Munteanu showed that δ(2)-ideal biconservative hypersurface in Euclidean space E n is isoparametric [9] . Further, Caddeo et al. classified biconservative surfaces in the 3-dimensional Riemannian space form [21] . Montaldo, Oniciuc and Ratto studied SO(p + 1) × SO(q + 1) -invariant and SO(p + 1)-invariant biconservative hypersurfaces in Euclidean space by using framework of equivariant differential geometry [23] . Recently, authors classify biconservative surfaces in S n × R and H n × R in [11] . Most recently, the second named author obtained complete classification of biconservative hypersurfaces with three distinct principal curvatures in Euclidean spaces [18] . It has been observed that Papantoniou et al. proved that a nondegenerate biharmonic hypersurface with index 2 in E 4 2 is minimal [25] . Most recently, in [12] , authors presented a brief summary of work on pseudo-Riemannian submanifolds which show immense possibilities to investigate in this direction.
The purpose of the present paper is to study biconservative hypersurfaces of index 2 in E 5 2 . In Section 1, we have presented a brief introduction of the previous work which has been done in this direction. In Section 2, we have collected the formulae and information which are useful in our subsequent sections. In Section 3, we have obtained our main results whereas in Section 4, we have presented the conclusion of the work and explicit examples to support our results.
The hypersurfaces which we are dealing are smooth and connected unless otherwise stated.
Prelimineries
Let M be an oriented hypersurface in E m s with the unit normal vector field N associated with the orientation of M . We denote Levi-Civita connections of E m s and M by ∇ and ∇, respectively.
Then, the Gauss and Weingarten formulas are given by
for all tangent vectors fields X, Y , where h is the second fundamental form and S is the shape operator of M , related by h(X, Y ), N = S(X), Y . The Gauss and Codazzi equations are given, respectively, by
where R is the curvature tensor associated with connection ∇ and∇h is defined by
. We denote complete pseudo-Riemannian manifolds of signature (s, m − 1) by 
Biconservative Hypersurfaces in
2 be an isometric immersion of an index 2 hypersurface M in E 5 2 with the shape operator S. The mean curvature vector H of M is defined by
and H = HN , where H is the (first) mean curvature (function) of M . Consider an orthonormal base field {e 1 , e 2 , e 3 , e 4 } such that e i , e i = ε i , i = 1, 2, 3, 4. The Laplace operator ∆ is defined as
Moreover, gradient of a smooth function f : M 4 2 → R is given by
By direct computation, using equation (1.1), one can see that M is biconservative hypersurface if and only if it satisfies the equation
Remark 1. If M has constant mean curvature H, then it is obvious that equation (BC1) is satisfied. Therefore, we assume that H is not constant, i.e., ∇H = 0. One can also refer [4, 19] .
Lemma 2.1. Let M be a hypersurface of index 2 in E 5 2 with H as its (first) mean curvature. Assume that ∇H is not light-like. If M is biconservative, then with respect to a suitable frame field {e 1 = ∇H ∇H , e 2 , e 3 , e 4 }, its shape operator S has one of the following forms:
for some smooth functions k 2 , k 3 , k 4 , ν. In Cases I and III, the induced metric g ij = g(e i , e j ) = e i , e j of M is g ij = ε i δ ij ∈ {−1, 1}, while in Cases II and IV, it is given by 
Therefore, the matrix representation ofŜ has one of the following forms
with respect to a suitable frame field {e 2 , e 3 , e 4 }. Hence, the matrix representation of S with respect to the frame field {e 1 = ∇H ∇H , e 2 , e 3 , e 4 } takes one of these four forms of the Lemma.
Classification of Biconservative Hypersurfaces with Diagonalizable Shape Operator
A hypersurface is said to be isoparametric if its shape operator S is diagonalizable and has constant eigen values (principal curvatures). In this section, we obtain classification of the biconservative hypersurfaces which has diagonalizable shape operator.
Connection forms
Let M be a hypersurface of index 2 with diagonalizable shape operator S in E 5 2 . Consider an orthonormal frame field {e 1 , e 2 , e 3 , e 4 } of M consisting of its principal directions and k 1 , k 2 , k 3 , k 4 are the corresponding principal curvatures whereas {θ 1 , θ 2 , θ 3 , θ 4 } be the dual base field. The first structural equation of Cartan is given by
where ω ij denotes the connection forms satisfying ω ij (e l ) = ∇ e l e i , e j , corresponding to the chosen frame field. Then, the Levi-Civita connection ∇ of M becomes 
where indices i, j, k are distinct and varies from 1 to 4. Let M is a biconservative hypersurface, i.e., S and H satisfies equation (BC1). This implies that ∇H is a principal direction with the corresponding principal curvature proportional to H by a constant. Therefore, e 1 = ∇H |∇H| and
Since e 1 is proportional to ∇k 1 , we have
If k A = k 1 , A = 2, 3, 4, then (3.3a) leads to e 1 (k 1 ) = 0, which contradicts the equation (3.5) . Therefore, we locally assume that k A + 2H does not vanish for A = 2, 3, 4.
Lemma 3.1. Let M be a biconservative hypersurface of index 2 in E 5 2 with diagonalizable shape operator. Then connection forms of M satisfy ω 12 (e 1 ) = ω 12 (e 3 ) = ω 12 (e 4 ) = 0, ω 13 (e 1 ) = ω 13 (e 2 ) = ω 13 (e 4 ) = 0, ω 14 (e 1 ) = ω 14 (e 2 ) = ω 14 (e 3 ) = 0,
Proof. Combining equations (3.3a) and (3.5), we obtain ω 1A (e A ) = 0, A = 2, 3, 4. On the other hand, using [e A , e B ](k 1 ) = 0, we get ω 1A (e B ) = ω 1B (e A ), for A, B = 2, 3, 4 and A = B.
Therefore, equation (3.3b) yields that ω 1A (e B ) = 0 for i = A, j = B, l = 1 and
Remark 2. Using equation (3.6), we obtain [e 1 , e A ](k 1 ) = 0 which yields that e A (e 1 (k 1 )) = 0, for A = 2, 3, 4. Similarly, we have e A (e 2 1 (k 1 )) = 0 and e A (e 3 1 (k 1 )) = 0, whereas e n 1 (k 1 ) = e 1 e 1 . . . e 1 n times (k 1 ).
Remark 3. From Lemma 3.1, we have ω 1i = f i θ i for some smooth functions f i . Therefore, Cartan's first structural equation (3.1) implies that dθ 1 = 0, i.e., θ 1 is closed. But the Poincare Lemma implies that it is locally exact, i.e., there exists a local (orthogonal) coordinate system (s, t, u, v) on a neighbourhood of m ∈ M such that θ 1 = ds, from which we obtain e 1 = ∂ ∂s . Thus, we have
, the inverse function theorem implies that s = s(k 1 ) on a neighbourhood N m of m in M and we have
Three distinct principal curvatures
Let the hypersurface M has exactly three distinct principal curvatures and k 1 = −2H. Since we have k 1 = k i for i = 2, 3, 4, so without loss of generality, we may assume k 2 = k 3 . Thus, we have either e 2 , e 2 = − e 3 , e 3 = ε or e 2 , e 2 = e 3 , e 3 = ε.
Then, equation (3.4) becomes
Furthermore, the Codazzi equation (3.3a) takes the form
and the Gauss equation (2.3) gives
10)
By applying e 1 to equation (3.7) and using equations (3.8) and (3.9), we get
By applying e 1 to equation (3.12) twice and using equations (3.8)- (3.11) in the obtained equations, we get
and
(3.14)
From equations (3.7) and (3.12), we get
We use β in equations (3.13) and (3.14) to get
After a long computation, we remove α from these equations and get a non-trivial 14th degree polynomial equation of a, expressed as
with coefficients K 14 = 387200ǫH 6 e 1 (H) 2 and K 13 = −7040000ǫH(u) 7 e 1 (H) 2 . This yields that the principal curvature k 2 has the form k 2 = a(H, e 1 (H), e 2 1 (H), e 3 1 (H)) in O. Taking into account Remark 2, we obtain e A (k 2 ) = 0, A = 2, 3, 4 on O whereas due to equation (3.7), we also have e A (k 4 ) = 0. An analogous computation yields the same result if e 2 , e 2 = e 3 , e 3 = ε. Hence, the proof is completed.
Next, we would like to give the following result obtained from the above Lemma 3.2.
Corollary 3.3. Let M be a biconservative hypersurface of index 2 in E 5 2 with exactly 3 distinct principal curvatures k 1 , k 2 = k 3 , k 4 . Then, the corresponding principal directions e 1 = ∂ s , e 2 , e 3 , e 4 satisfy Let us consider the distributions given by
The following lemma follows from a direct computation using Corollary 3.3. Let x be a local parametrization of a neighbourhood of m in M where m ∈ M . Consider the integral submanifold of D passing through m. We put f 1 = e 2 |M , f 2 = e 3 |M , f 3 = e 1 |M , f 4 = e 4 |M , f 5 = N |M as local orthonormal frame field, consisting of restriction of vector fields e 2 , e 3 , e 1 , e 4 , N toM . Then {f 1 , f 2 } spans the tangent space ofM and {f 3 , f 4 , f 5 } spans the normal space ofM in E 5 2 . We denote δ x = f x , f x , x = 1, 2, . . . , 5 which obviously implies that
It is observed that equation (3.17c) yields that f 4 is a constant normal vector field oñ M whereas (3.18) yields that ω 12 (e 2 ) and ω 13 (e 3 ) are constant onM . Moreover, we have ∇ f i f 3 = α 0 f i for a constant α 0 . Furthermore, by the Lemma 3.2, we have k 2 = k 3 = β 0 on M . Hence, we have the following: 4 and f 5 are the vector fields defined above. Then f 3 , f 5 are parallel vector fields whereas f 4 is a constant normal vector field. The matrix representations of the shape operatorsS f 3 andS f 5 are given bỹ
where I is the identity operator acting on the tangent bundle ofM .
From Lemma 3.5, we have the following proposition [17, Lemma 4.2]:
Proposition 3.6. Let M be a biconservative hypersurface of index 2 in E 5 2 with diagonalizable shape operator. Then there exists a local coordinate system (s, t, u, v) such that with diagonalizable shape operator.
Proposition 3.7. Let M be a biconservative hypersurface of index 2 in E 5 2 such that, with respect to the orthonormal frame field {e 1 = ∇H ∇H , e 2 , e 3 , e 4 }, its shape operator is given by
where k 1 = −4H and k 2 = k 4 . Then, M has the following local parametrization
for some E 5 2 -valued functions Θ 1 , Θ 2 , Γ and some smooth real valued functions φ 1 , φ 2 .
Proof. From Lemma 3.2 and Codazzi equations (3.3), we obtain
Therefore, we put ε 2 ω 12 (e 2 ) = ε 3 ω 13 (e 3 ) = α(s), ε 4 ω 14 (e 4 ) = β(s) (3.24)
for some smooth functions α and β. From Corollary 3.3 and the coordinate system given in the Proposition 3.6, we obtain
Integrating these equations, we obtain the result. Next, we obtain integral submanifolds (surfaces) of the involutive distribution D and integral curves of the 1-dimensional involutive distribution e 4 . Proposition 3.10. Let M be a biconservative hypersurface of index 2 in E 5 2 with diagonalizable shape operator andM : x(s 0 , t, u, v 0 ) = y(t, u) be the integral submanifold of the distribution D, passing through a point p ∈ M . If M has three distinct principal curvatures, thenM is congruent to one of the following surfaces given by: (i). A totally geodesic surface of E 5 2 , i.e., a non-degenerated 2-plane;
(ii). A hyperbolic surface lying on a Lorentzian 3-plane, i.e.,
, given by y(t, u) = (0, rcosht, rsinht cos u, rsinht sin u, 0); (iii). A usual sphere lying on an Euclidean 3-plane, i.e.,M 2 ≃ S 2 (r 2 ) ⊂ E 3 ⊂ E 4 1 ⊂ E 5 2 , given by y(t, u) = (0, 0, r cos t, r sin t cos u, r sin t sin u); 
(viii).
A space-form lying on a 3-plane, i.e.,M 2 2 ≃ S 2 2 (r 2 ) ⊂ E 3 2 ⊂ E 4 2 ⊂ E 5 2 , given by y(t, u) = (rsinhtcosu, rsinht sin u, rcoshu, 0, 0);
Proof. LetM be the integral submanifold of the distribution D passing through a point p ∈ M . If p ∈ O, then by a direct computation, one can obtain that the second fundamental form of M vanishes identically, i.e., it is a totally geodesic surface of E 5 2 , where p ∈ O is the interior of {p ∈ M |k 2 (p) = 0}. Thus, we have the case (i) of the proposition. Now, we assume p ∈ O and consider the local orthonormal frame field {f 1 , f 2 ; f 3 , f 4 , f 5 } described above. From Lemma 3.5, we have
where α 0 and β 0 are constants defined above. Moreover,M lies on a hyperplane Σ 4 r with index r = 2 or r = 1 depending upon δ 4 = 1 or δ 4 = −1 whereas f 4 is a constant normal vector field ofM . Before considering these two cases separately, we define another normal vector field
which is constant because of equation (3.28).
Case I. δ 4 = 1. In this case, the index of the induced metric ofM is either 1 or 2 subject to δ 3 = −1 or δ 3 = 1, respectively.
Case Ia. δ 4 = 1, δ 3 = 1. In this case, ζ is a space-like constant vector field normal toM . Therefore,M lies on a 3-plane E 3 2 ≃ Π 3 2 ⊂ Σ 4 2 of E 5 2 . Furthermore, the normal vector field ofM in Π given by η = α 0 f 3 + β 0 f 5 , satisfies ∇ f i η = −(α 2 0 + β 2 0 )f i . Therefore, M is congruent to an isoparametric surface in E 3 2 with index 2. Hence, we have the case (viii) of the proposition. Case Ib δ 4 = 1, δ 3 = −1. In this case, the induced metric of M is Lorentzian. However, we have two subcases regarding to causality of ζ.
Case Ib.(i) ζ is not light-like. In this case,M lies on a 3-plane Π 3 r ⊂ Σ 4 2 of index r which is either 2 or 1 regarding to being space-like or time-like of ζ, respectively. If r = 2, then a similar argument to Case Ia yields that M is congruent to H 2 1 (−r 2 ) which gives case (v) of the proposition. On the other hand, if r = 1, then M is congruent to S 2 1 (r 2 ). Thus, we have the case (vii) of the proposition.
Case Ib.
(ii) ζ is light-like. In this case,M lies on a degenerated plane Π of Σ 4 2 . Up to congruency, we may assume Π = {(t, x, y, t, 0)|t, x, y ∈ R}.
Since ζ is light-like, we have β 0 = ±α 0 . By replacing e 3 with −e 3 if necessary, we may assume β 0 = α 0 . Thus, equation (3.20) impliesS f 3 =S f 5 = α 0 I which yields thatM is a flat, pseudoumbilical Lorentzian surface with parallel mean curvature vector. A direct computation yields thatM is congruent to the surface given in the case (vi) of the proposition. Case II. δ 4 = −1. In this case,M lies on a Lorentzian hyperplane Σ 4 1 of E 5 2 and its induced metric is either Riemannian or Lorentzian subject to δ 3 = −1 or δ 3 = 1, respectively.
Case IIa. δ 4 = −1, δ 3 = 1. In this case, by a similar way to Case Ia, we obtain thatM is a Lorentzian isoparametric surface lying on Π 3 1 ≃ E 3 1 . Thus, we haveM = S 2 1 (r 2 ) which gives gain the case (vii).
Case IIb. δ 4 = −1, δ 3 = −1. In this case, the induced metric ofM is Riemannian. Moreover, similar to Case Ib, we have two subcases regarding to causality of ζ.
Case IIb.(i) ζ is not light-like. In this case, similar to Case Ib(i), we obtain the case (iii) or the case (ii), if ζ is time-like or space-like, respectively.
Case IIb.
(ii) ζ is light-like. In this case, by a similar way to Case Ib(ii), we see that M is congruent to the surface given in the case (iv) of the proposition. Proof. Let γ(v) be an integral curve of e 4 , i.e, (e 4 ) γ = γ ′ . Then, k 4 | γ = β 0 and ω 14 (e 4 )| γ = α 0 for some constants α 0 , β 0 because of Lemma 3.2. Moreover, using equations (3.17b) and (3.17d), we get
where we put t = γ ′ = e 4 | γ as the unit tangent vector field of γ. If k 4 = 0 on a neighbourhood of p, then we have γ ′′ = 0 which implies the case (A) of the lemma. Therefore, we consider the case that γ ′′ = 0. Now, we have three cases subject to causality of γ ′′ . Case I. γ ′′ is space-like. In this case, equation (3.29a) gives
where n is the unit normal vector field of γ. By a direct computation using equation (3.17b) for A = 4 and ∇ e 4 N = −k 4 e 4 , we obtain
Therefore, γ is a planar curve with constant curvature. Hence, it is either a hyperbola or a circle regarding whether ε 4 = −1 or ε 4 = 1, respectively. Therefore we have either the case (B) or the case (C) of the lemma for some R > 0. Case II. γ ′′ is time-like. In this case, we have ε 1 = −1 and equation (3.29a) gives that
A similar arguement to Case I implies case (F) or the case (D) of the lemma for some R > 0 subject to ε 4 = −1 or ε 4 = 1, respectively. Case III. γ ′′ is light-like. In this case we have ε 1 = −1 and we may assume α = β = a by replacing N with −N if necessary. Thus, equation (3.29a) gives that
A further computation using equations (3.29b) and (3.29c), we obtain ∇ t γ ′′ = 0. Thus, γ ′′ is a constant, light-like vector. Up to isometries of E 5 2 , we assume γ ′′ = a(1, 0, 0, 0, 1). By integrating this equation, we obtain the case (E) and (G) of the lemma.
Classification Theorems
In this section, we obtain local parametrization of biconservative hypersurfaces with 3 distinct principal curvatures. We would like to mention that, in the theorems obtained, it is assumed that the gradient of the mean curvature vector H of M is not light-like. Theorem 3.12. Let M be an oriented biconservative hypersurface of index 2 in the pseudoEuclidean space E 5 2 . Assume that its shape operator has the form
Then, it is congruent to one of the following eight type of generalized cylinders over surfaces for some smooth functions φ = φ(s) and ψ = ψ(s).
Proof. Let k 2 vanishes identically on M andM be the integral submanifold of the distribution D passing through a point p = x(0, 0, 0, 0) ∈ M . Now, consider the local parametrization x(s, t, u, v) given in equation (3.22) for some smooth functions φ 1 , φ 2 and smooth mappings
Then, from Proposition 3.10, we see thatM is a 2-plane. Thus, up to isometries of E 5 2 , we may assume that y(t, u) = x(0, t, u, 0) is congruent to (t, u, 0, 0, 0) or (0, t, u, 0, 0) or (0, 0, 0, t, u). Furthermore, by redefining t, u, φ 2 , Γ appropriately, we may assume that Θ 1 (t, u) = y(t, u) and φ 1 = 1. We also put φ 2 = φ.
Case I. Let us consider y(t, u) = (t, u, 0, 0, 0). In this case, we have ε 1 = ε 4 = 1. Thus, by the Lemma 3.11, the integral curve of e 4 is a circle on a Riemannian plane and equation (3.22 ) becomes
Now from assumption, e 1 and e 4 are space-like vectors. Thus, by redefining φ and Γ, we may assume that Θ 2 is position vector of a circle of radius 1 with center at origin. Furthermore, since x t , x v = x u , x v = 0, by redefining Γ appropriately if necessary and applying an isometry of E 5 2 , we may assume that Θ 2 (v) = (0, 0, cos v, sin v, 0). Therefore, equation (3.31) becomes x(s, t, u, v) = (t, u, φ(s) cos v, φ(s) sin v, 0) + Γ(s). Considering {x s , x t , x u , x v } as an orthonormal base field, we obtain the case (i) of the theorem. and we have −ε 2 = ε 3 = 1. Therefore, we have two subcases: Case IIA. Firstly, we have ε 1 = 1 and ε 4 = −1. In this case, Lemma 3.11 implies that the integral curve of e 4 is congruent to the hyperbola 1 R (sinhRv, 0, 0, coshRv). By the same way to the case I, we have the case (ii) of the theorem.
Case IIB. Secondly, we have ε 1 = −1 and ε 4 = 1. In this case, the integral curve of e 4 is congruent to the circle 1 R (0, 0, cos Rv, sin Rv, 0) or the hyperbola 1 R (coshRv, 0, 0, 0, sinhRv) or the curve (av 2 , 0, v, 0, av 2 ). If it is congruent to the circle or hyperbola, we have either case (iii) or (iv) of the theorem, respectively. Now assume that the integral curve of e 4 is congruent to the curve (av 2 , 0, v, 0, av 2 ). Since
By redefining Γ appropriately, we may assume that c 2 = c 3 = 0. Therefore, up to isometries of E 5 2 , we may assume that Θ 2 (v) = (av 2 , 0, 0, v, av 2 ). Thus, equation (3.32) becomes
Now, up to a translation, we may assume that Γ 2 = Γ 3 = Γ 4 = 0. Thus, from equation (3.33), we get
Further, defining new coordinatess,ṽ bys = Γ 1 − Γ 5 ,ṽ = 2av, we obtain that M is congruent to the surface given in the case (v) of the theorem. Case III. Let us assume that y(t, u) = (0, 0, t, u, 0). In this case, we have ε 2 = ε 3 = 1. Therefore, we have ε 1 = ε 4 = −1. Furthermore, because of Lemma 3.11, the integral curve of e 4 is congruent to the hyperbola By an exactly same way with the proof of Theorem 3.12, we obtain the following theorem. Theorem 3.13. Let M be an oriented hypersurface of index 2 in the pseudo-Euclidean space E 5 2 . Assume that its shape operator has the form
Then, it is congruent to one of the following eight type of cylinders for some smooth functions φ = φ(s) and ψ = ψ(s).
(i). x(s, t, u, v) = (v, φcosht, φsinht cos u, φsinht sin u, ψ), φ ′2 − ψ ′2 = 1;
(ii). x(s, t, u, v) = (v, ψ, φ cos t, φ sin t cos u, φ sin t sin u), φ ′2 − ψ ′2 = −1;
(iii). x(s, t, u, v) = (φcosht sin u, φcosht cos u, φsinht, ψ, v), φ ′2 − ψ ′2 = 1;
In the next theorem, we obtain local parametrizations of biconservative hypersurfaces with 3 distinct non-zero principal curvatures.
Theorem 3.14. Let M be an oriented hypersurface of index 2 in the pseudo-Euclidean space E 5 2 . Assume that its shape operator has the form
for some non-vanishing smooth functions k 1 , k 2 , k 4 . Then, it is congruent to one of the following eight type of hypersurfaces for some smooth functions φ 1 = φ 1 (s) and φ 2 = φ 2 (s).
(vii). A hypersurface given by
for a non-zero constants a and a smooth function ψ = ψ(s) such that 1 − 2ψ ′ < 0;
(viii). A hypersurface given by
for a non-zero constants a and a smooth function ψ = ψ(s) such that 1 + 2ψ ′ < 0.
Proof. LetM be the integral submanifold of the distribution D passing through a point p = x(0, 0, 0, 0) ∈ M , where x = x(s, t, u, v) is the local parametrization of M near p given by the equation (3.22) for some E 5 2 -valued functions Θ 1 , Θ 2 , Γ and some smooth real valued functions φ 1 , φ 2 . From Proposition 3.6, we have
Because of Corollary 3.8 and Corollary 3.9, y(t, u) = x(0, t, u, 0) and γ(v) = x(0, 0, 0, v) are integral submanifolds of M . By redefining φ 1 , φ 2 , Γ properly and using an appropriated isometry of E 5 2 , we may assume that Θ 1 = c 1 y and Θ 2 = c 2 γ for any non-zero constant c 1 , c 2 . On the other hand, y is the position vector of one of the surfaces given in the case (ii)-(viii) of the Proposition 3.10. We consider these cases separately.
IfM is congruent to the surface given in the case (ii) of the Proposition 3.10, we may assume Θ 1 (t, u) = (0, cosht, sinht cos u, sinht sin u, 0). Therefore, we have ε 2 = ε 3 = 1 which gives ε 1 = ε 4 = −1. Moreover, by considering equation (3.37b), we assume that γ lies on the Lorentzian plane {(a, 0, 0, 0, b)|a, b ∈ R}. Now from the Lemma 3.11, the integral curve of e 4 is congruent to hyperbola 1 R (sinhRv, 0, 0, 0, coshRv). By a further computation using equation (3.37a), we obtain that M is congruent to the hypersurface given in the case (i) of the theorem.
By a similar way, we see that the case (iii), (v), (vii) and (viii) of the Proposition 3.10 gives the case (ii)-(vi) of the theorem (See Table 1 ). Now, assume thatM is congruent to the surface given in the case (iv) of the Proposition 3.10. So, we may assume Θ 1 (u, v) = (At 2 + Au 2 , 0, t, u, At 2 + Au 2 ). Thus, equation (3.22 ) becomes
In this case, we have ε 2 = ε 3 = 1, therefore, The case (B)
The case (vi) The surface given by (3.26) The case (G) The case (vii) The surface given by (3.27) The case (E) The case (viii) 
. Therefore, by considering Lemma 3.11, we see that redefining Γ properly, we may assume that Θ 2 (v) = (Bv 2 , v, 0, 0, Bv 2 ) for constant B. Thus, equation (3.38) implies that
for some constants a 1 , a 2 and Γ ′ i = 0, i = 2, 3, 4. Therefore, from equation (3.38), we see that M is congruent to the hypersurface given by
Finally, by defining new coordinatess = Γ 1 − Γ 5 + a 1 ,t = 2At,ũ = 2Au andṽ = −2Bv, we see that M is congruent to the surface given in equation (3.35) for a function ψ = ψ(s). It is noted that the induced metric of the surface given by equation (3.35) has the form g = (1 − 2ψ ′ )ds 2 + s 2 du 2 + s 2 du 2 − (s + a) 2 dv 2 . Since M has index 2, we have 1 − 2ψ ′ < 0. Hence, we have the case (viii) of the theorem. By a similar way, we see that ifM is congruent to the surface given in the case (vi) of the Proposition 3.10, then M is congruent to the hypersurface given by equation (3.36) which yields the case (viii) of the theorem.
Conclusions
It is observed that Theorem 3.12, Theorem 3.13 and Theorem 3.14 provide necessary condition for being biconservative of a hypersurface of index 2 in E 5 2 . However, choosing appropriate functions φ, ψ or φ 1 , φ 2 appearing in these theorems, one can see that there exists biconservative hypersurfaces belonging to each of these families obtained in the previous section. We also would like to mention that all the biconservative hypersurfaces obtained so far has at most three distinct principal curvatures. In this context, an explicit example of biconservative hypersurface in E 5 2 with four distinct principal curvatures has been presented. Moreover, particular choices of constants a and b in this example provides the existence of biconservative hypersurfaces belonging to the hypersurface family given in the case (vii) of the Theorem 3.14. form an orthonormal frame field for the tangent bundle of M such that −ε 1 = ε 2 = ε 3 = −ε 4 = 1 and the unit normal vector field of M is given by
A further computation yields that e 1 , e 2 , e 3 , e 4 are principal directions corresponding to principal curvatures k 1 , k 2 , k 3 , k 4 given by which provides an example of biconservative hypersurface for a particularly chosen smooth function ψ. Moreover, if all constants a 1 , a 2 , . . . a n−1 are distinct, then M has n distinct principal curvatures.
