This paper is devoted to the mathematical analysis and regularization of an identi cation problem related to non-isothermal crystallization of polymers, which can be modelled by an initial-boundary value problem for a coupled system of parabolic and hyperbolic partial di erential equations. The identi cation problem consists in estimating a material function of temperature, which appears as a nonlinearity in the equations.
Introduction
Various techniques of mathematical modelling have been used to derive reasonable models for non-isothermal crystallization of polymers under typical processing conditions. The use of such models is not only the insight into the crystallization process itself they might provide, but also the prediction of the structure development and nal morphology of the solidi ed material, which basically determines its mechanical properties (cf. 13]).
On a macroscopic scale, non-isothermal crystallization can be modelled by the following system of partial di erential equations, describing the evolution of the temperature T, the While many experiments show that the parameters e G (the growth rate) and e N (the nucleation rate) depend upon temperature only, all parameters appearing in the heat transfer model such as the density , the heat capacity c, the heat conductivity , the latent heat h and the heat transfer coe cient may also depend upon the degree of crystallinity (cf. 9]). However, since the variance of most parameters with respect to T and is rather low, we will analyze a simpli ed model, which avoids some technical complications, but still includes the essential nonlinearities and thus serves to obtain some insight into the problem's nature.
In the one-dimensional setup we may assume that is the open interval (x L ; x R ) The growth and nucleation rate are now denoted by a and b and include scaling of the problem.
For the sake of simplicity we assume most parameters in the heat equation to be constant and neglect the temperature-depence of a, which is certainly a simpli cation, but still provides the basic properties of the system with respect to the parameter b. Eliminating (1.1) and (1.7) we obtain (after simple transformations) the system T t = (DT x ) x (1.21) using the abbreviations I := (0; t ) and Q := I. We will assume that L and are positive constants and that there exists a positive real number D 0 such that D(x) D 0 for all x 2 , which is a reasonable assumptions upon a model for heat conduction.
Besides solving the model equations, an important problem in this context is the identi cation of the nucleation rate e N (respectively b in the scaled system) from indirect measurements, using data about the temperature at the boundary and the nal degree of crystallinity. A rst algorithm for the stable solution of this inverse problem has been developed in the case of one spatial dimension in 8]; it was based on several assumptions about the well-posedness of the 'direct problem', i.e., about the existence and uniqueness of a solution of the model equations and its stable dependence upon the parameter in appropriate function spaces. In this paper we will also study Newton-type methods for the solution of the inverse problem and rigourously prove well-posedness of the direct problem and other important properties, such as Fr echet-di erentiability of the parameter-to-output map. This is not only an important theoretical justi cation, but also yields further information about the correct choice of norms in the identi cation problem, which is crucial for the design of all algorithms. In general, Newton-type methods are expected to be faster than the explicit Landweber iteration, but due to the extremly high computional cost of computing the derivative and consequently the Newton-matrix together with the slow down caused by the ill-posedness of the problem, it will turn out that this is not the case for this application.
The estimation of the material function b is a parameter identi cation problem in a system of partial di erential equations (cf. 2, 10, 19] for a general reference on this topic); the majority of such problems are ill-posed, i.e., the solution does not depend on the data in a stable way. Due to this inherent instability, regularization methods have to be used in order to obtain stable approximations (cf. e.g. 14]). Our aim in this work is to apply iterative regularization methods to the identi cation problem and to investigate their convergence behaviour with respect to stability and e ciency. The numerical results will show that faster methods do not necessarily perform better if the problem is ill-posed.
We will proceed as follows: in Section 2 the direct initial-boundary value problem (1.14)-(1.21) will be analyzed. The various norms and function spaces which are used there are de ned and explained in detail in 23, 24] .
In Section 3 the inverse problem of identifying the nucleation rate b will be formulated in a mathematical way in the context of ill-posed problems. It can be interpreted as the solution of an ill-posed nonlinear operator equation involving the so-called parameter-tooutput map. Properties of this map, which are needed for the design of stable solution algorithms for the identi cation problem are analyzed in Section 4.
Section 5 is devoted to the realization of Newton-type regularization methods for this complicated inverse problem and the development of e cient numerical algorithms. We nally present numerical results and conclusions in Section 6.
2 The direct initial-boundary value problem
In this section we will prove existence and uniqueness of a solution of the initial-boundary value problem (1.14)-(1.21) using xed point arguments. This analysis will be carried out in di erent steps: rst we investigate separately the parabolic and hyperbolic part of the system in Sections 2.1 and 2.2, in Section 2.3 we nally put the solution operators of these two problems together and transform (1.14)-(1.21) to an equivalent xed point problem. It will turn out that the resulting nonlinear operator is contractive for small terminal time t , which allows to obtain the desired result by an application of Banach's xed point theorem.
The parabolic equation
We rst consider the problem of solving the parabolic equation for given u and v (respectively w), which allows us to focus on the linear part of this equation. Inserting (2.12) and (2.14) into (2.11) yields (2.9).
The additional result N 1 (0; 0) = 0 is obvious. Now we are able to apply the various results to the solution of (1.14), ( ], but there are two unusual e ects that require a special treatment. First of all, the boundary condition does not t into the usual form, which is rather a technical than a conceptual problem, and secondly we do not want to assume that a is bounded away from zero uniformly, which is not realistic for practical applications. A consequence of the latter is that we cannot expect (u; v) to be a classical solution, but only weak solution in L 2 (Q).
The weak formulation of (2. 
and = (x L ; x R ). In addition we will use the notation juj := p hu; ui in the following.
The crucial point in the proof of existence of a solution is the following a-priori estimate for su ciently smooth solutions Lemma 2.6. Let u; v 2 H 1;1 (Q), be a solution of (2.20 
Proof. Since u and v are su ciently regular we may choose = u and = v. 
On the left hand side we may estimate
L 2 (Q) ; which immediately yields the desired estimate with c = 1 1?(kaxk 1 +1)t . The existence of a weak solution can now be shown by applying a standard Galerkinmethod similary to 23, Chapter 6.8], which also implies that the stability estimate (2.27) holds for weak solutions, too. This immediately yields uniqueness of the solution due to the linearity of the problem. Summing up, we obtain:
By S 2 we will denote the solution operator of the linear hyperbolic problem (2.17) -
The nonlinearity arising in the hyperbolic system is the operator
For its analysis we can use realistic a-priori information about the nucleation rate, which is a function of special shape (cf We note that besides the smoothness required for the coe cients a and b, Assumption 2.12 holds for small nal time t . It seems that in a practical setup the bound upon t is still large enough for a typical process. If a result for a longer time interval is desired one may apply a similar technique successively to the intervals (t ; 2t ), (2t ; 3t ), which is avoided here for the sake of simplicity. Lemma 2.13. The operator P is contractive and maps M to itself. Now we are in position to prove our main result:
Theorem 2.14. Problem (1.14)-(1.21) admits a unique solution
Proof. We have seen above that solving (1.14)-( A natural alternative are iterative regularization methods (since iterative methods are usually employed for the minimization problem arising in Tikhonov regularization anyway), where the main regularizing e ect comes from an appropriate early termination of the iteration procedure. A popular method of choosing the stopping index k = k( ; y ), which is easy to implement, is the so-called generalized discrepancy principle:
with appropriately chosen > 1. The basic idea behind this principle is that due to noise in the data one should not distinguish between solutions which yield a residual less than . Thus, the iteration procedure can be stopped at the rst time, where the residual is of the order of the noise level.
Since all common iterative methods use derivatives of F, continuity and Fr echetdi erentiability of F is a fundamental requirement for their well-de nedness and convergence. In the following we sum up some of the most important methods (see 16] for a detailed overview):
The Landweber iteration is an explicit method de ned by
where ! is an appropriate damping factor that has to satisfy ! kF 0 (b)k < 1 in a su - where s k = b k+1 ? b k . In the noisy case, it seems advisable to replace the pseudoinverse B y k by a stable approximation, e.g. analogously to the iteratively regularized Gauss-Newton Method. Convergence and convergence rates for Broyden's Method applied to inverse problems have been shown by Kaltenbacher 22] .
Frozen Newton-type Methods are variants of the Levenberg-Marquardt method, the iteratively regularized Gauss-Newton Method or any other Newton-type method, based on keeping the Newton-matrix xed during several iteration steps. For the iteratively regularized Gauss-Newton Method, the frozen version reads
This method has been proposed by Kaltenbacher 4] and has similar properties as the non-frozen version of the iteration procedure.
We nally note that most of the above methods are a nely invariant and can also be analyzed under corresponding conditions (cf. 11]). 4 The parameter-to-output map
In the following we examine the continuity properties of the parameter-to-output map F. We rst note that by using the linear trace operator 1 
Similary we write Q(T; b) for P(T) with particular parameter b.
As a consequence of the xed point technique we have used for proving existence and uniqueness we may conclude almost without further e ort the following statement about the stable dependence upon b: The Lipschitz-continuity of G 0 under the additional assumption b 2 C 2;1 (R) follows from a straight-forward estimate.
In a similar way we analyze the second nonlinear operator involved:
Lemma 4.4. 
Because of and (4.12) by straight-forward application of the chain rule.
The contractivity of Q T follows from the fact that the norm of the derivative is bounded by the Lipschitz-constant of the operator, which is less than one due to Lemma 2.13. 5 Iterative Regularization of the Inverse Problem
In this section we sketch the development of numerical algorithms for the iterative regularization methods, which have been stated for abstract operator equations in Section 3, when applied to the operator F de ned by (3.4) . In any case we have to evaluate the adjoint of F 0 , when using Landweber-iteration, and F 0 itself, when using a Newton-type method. Any of these methods uses the residual y ? F(b k ) and thus, also the nonlinear operator F has to be evaluated. From (4. 3) we observe that we can evalute the explicitely de ned operators 1 and 2 after having computed R(b k ). The latter is realized by solving the direct problem (1.14)-(1.21) for b = b k , i.e., we have to solve a nonlinear initial-boundary value problem at each iteration step.
For the evaluation of F 0 we use the operator splitting introduced in (4.14). Again we can rst compute R 0 (b k )h and then evaluate 1 and 0 2 . In Section (4) we have shown that the derivative R 0 exists and we have computed it in an abstract way. For the sake of its numerical computation we will need a more concrete formulation, which can be derived by linearizing the direct problem around a solution (u; v; T) of (1.14)-(1.21) . A straightforward calculation shows that the directional derivative ( ; ; We note that the evaluation of the adjoint F 0 (b) involves the solution of an initialboundary value problem similar to (5.1)-(5.8); for further details we refer to 8], where F 0 (b) has been computed and used for the realization of the Landweber iteration.
Finally, we turn to the numerical realization of iterative regularization methods restricting our attention to Newton-type methods (cf. 8] for a realization of the Landweber iteration). A numerical algorithm does not only involve a discretization of the input b and the output (T ? ; ), but also a discretization of the initial-boundary value problems one has to solve for the evaluation of F and F 0 . Thus we start our considerations with an algorithm for the solutions of the systems (1.14)-(1.21) and (5.1)-(5.8). An obvious choice for the heat equation (1.14) is the classical Crank-Nicholson scheme, which is unconditionally stable, i.e., the semi-discretization (in time) is given by T j+1 = T j + (t j+1 ? t j ) D T j+1 + T j 2 x x + j+1 ? j ; (5.9) where T j denotes the temperature at time t = t j . Since j+1 occurs on the right-hand side of (5.9) we aim at using an explicit time step for (1.15) and (1.16) to avoid the solution of a coupled nonlinear system. In the simplest case, the semi-discretization in time reads u j+1 = u j + (t j+1 ? t j )(av j ) x + 2(b(T j ) ? b(T j?1 ) (5.10) v j+1 = v j + (t j+1 ? t j )(av j ) x ; (5.11) for the spatial discretization Lax's method can be used, which imposes an acceptable stability constraint of the form t j+1 ? t j < a x 2 ; (5.12) where x denotes the spatial step size. In order to be consistent with the second-order method in the heat equation an extension of the Lax-Wendro scheme for hyperbolic problems with sources (cf. e.g. 25, 29]) can be used, which is a second-order method in time under the stability constraint (5.12). This provides an e cient method for the numerical solution of (1.14)-(1.21) and similary for (5.1)-(5.8). The trace-type operators ? 1 and ? 2 (as well as its derivative) can be realized in a straight-forward way by interpolation on a time-and spatial grid x L = x 1 < x 1 < : : : < x m = x R (5.13) 0 = t 1 < t 1 < : : : < t p = t ; (5.14) using splines of order zero or one. The remaining part in the discretization of the inverse problem is the discretization of the parameter b in the space H ( z 1 ; z 2 ]), which can be performed using splines s i of order on an appropriate grid z 1 = 1 < 2 < : : : < m = z 2 , i.e., we may write where R n;p and R 0 n;p denote the evaluation of R and R 0 by numerical solution of the corresponding initial-boundary value problems. This means that the allocation of A k needs n solutions of the initial-value problem (5.1)-(5.8), which is an enormous computational e ort.
Once A k is known, one can easily compute the discrete adjoint of F 0 m;n;p using A T k . Let Q denote the matrix (Q) ij = hs i ; s j i : 
Numerical Results and Conclusions
In order to test and compare the behaviour of the di erent iterative methods, we have performed numerical simulations using arti cial data for T ? and . The data have been generated by solving the direct problem on a very ne grid and arti cially perturbed with high-frequency noise. The numerical solution of the inverse problem has been performed on a di erent grid, the values of the data there have been obtained by interpolation.
Since we know the exact solution b y for these data, we can compute error b y ? b k , e.g. in H 2 ( z 1 ; z 2 ]). For Broyden's method, we start with the Newton-matrix, for the frozen GaussNewton method we perform a restart with the Newton-matrix after every 5 iterations.
The rst Figure 1 shows the development of the error for xed noise level ( = 2% and = 5%) during the Newton-type iterations, i.e., a plot of b y ? b k vs. the iteration number k. These plots illustrate the behaviour of the methods with respect to convergence speed and stability. The results con rm the general idea about the iterative regularization of ill-posed problems: during the rst iterations the error decreases, but then starts to increase again (cf. e.g. 14]). Since the main regularizing e ect comes from the choice of a stopping index, it seems to be of advantage if several iterates are of a 'good quality', i.e., if several choices of the stopping index yield an approximate solution with small error. This means that the curve arising from the plot error vs. iteration number should not be to steep around the index with minimal error. Since for all methods, the rst step is the same, di erences between the methods arise from the second step on. It turns out that in general, the Levenberg-Marquardt method (LM) is faster than the iteratively regularized Gauss-Newton method (IRGN) and its frozen version (Frozen GN), i.e., it reaches the index with minimal error in less iterations, but as one can observe, the iteratively regularized Gauss-Newton method has better stability properties, since it produces several iterates with 'acceptable' error. This means that the choice of the termination index is more critical for the Levenberg-Marquardt method. A similar statement holds for Broyden's method, which is in general slower, but still critical with respect to the choice of the stopping index. The behaviour as the noise level tends to zero is illustrated in Figures 2 and 3 . The rst shows a plot of the minimal error obtained during the iteration procedure (for xed noise level) b k ( ) ? b y vs. the noise level . Obviously, the stopping index cannot be chosen by this criteria in practice, since the exact solution is not known in general. Nevertheless, it turns out, that the discrepancy principle (3.7) with = 1:3 yields the same stopping index in almost all cases. This can be observed from Figure 3 , which shows a plot of the residual F(b k ( ) ) ? y ; the resulting curves t the line r( ) = 1:3 very well. It turns out that all Newton-type methods perform similary with respect to the minimal error that can be achieved, while the Landweber iteration is more successfull for large noise level, but b y ? b k seems to converge slower as tends to zero. point operations FlOps(k ( )) needed until the iteration procedure is stopped, plotted vs. the noise level . Obviously all Newton-type methods need less iterations than the Landweber iteration, but with much higher e ort in each step. For the discretization we used, the Landweber iteration is almost as e cient as the Levenberg-Marquardt method and the iteratively regularized Gauss-Newton method. With growing number of nodes (m) in the discretization this e ect becomes stronger, since in one step of the Landweber iteration only one adjoint initial-boundary value problem has to be solved, while the allocation of the Newton-matrix requires m 2 solutions of the linearized initial-boundary value problem.
Finally, the quality of the approximations obtained using di erent methods is shown in Figures 6 and 7 , which con rm the above statements about the behaviour of the iterative methods investigated.
A possible conclusion from our results, is that Newton-type methods do not perform better than Landweber iteration in many cases. Although the number of iterations needed is much less, the high e ort in the allocation of the Newton matrix can lead to a higher number of oating point operations. Especially for high noise level, the Landweber iteration proves to be an e cient method, which yields better results than any other method.
Another outcome of our numerical experiments is that frozen Newton-type methods do not perform much worse than their non-frozen equivalents for this problem; it seems that F 0 (b) does not change strongly if b is close to the solution b y . Since the numerical e ort can be reduced signi cantly, frozen Newton-type method seem to be a good choice. 
