In this paper we introduce a new approach to the concept of multipolynomials and generalize several results of the homogeneous polynomials and symmetric multilinear applications. We also present an abstract approach to the concept of absolutely summing multipolynomials.
Introduction and background
The concept of multipolynomial was introduced by T. Velanga in [12, 13] , as an attempt to unify the successful theories of homogeneous polynomials and multilinear applications between Banach spaces. Among others advantages, the theory of multipolynomials contemplates, as a particular case, the multilinear operators and homogeneous polinomials theory.
In [13] it has been shown that each multipolynomial is, in particular, a homogeneous polynomial and, consequently, it can be associated to a single symmetric multilinear application, that is, each (n 1 , . . . , n m )-homogeneous polynomial P : E 1 × · · · × E m → F can be associated to the symmetric applicationP : (E 1 × · · · × E m ) (n 1 +···+nm) → F . Such application, although obtained in a natural way, presents many difficulties in practical use, due to the large size of its domain.
In an attempt to mitigate such difficulty, we introduce a new approach for multipolynomials where each of them is associated with a multilinear application with domain E This approach allows us to explore the class of absolutely summing multipolynomials, which in the case of multilinear applications and homogeneous polynomials have been studied by several authors, such as: the absolutely summing [2, 7] , the Cohen strongly summing [5] , the (s, q, p 1 , . . . , p n )-mixing summing [1, 8] , the mid summing [4, 6, 10] and the almost summing [9] . As such constructs followed a similar script, there arose the natural concern of constructing an abstract approach for such multilinear operators and the homogeneous polynomials [3, 10, 11] . In this spirit, we will construct in Section 3 an abstract approach to the absolutely summing multipolynomials.
From now on, E, E 1 , . . . , E m , F , G 1 , . . . , G m , H shall denote Banach spaces over K = R or C. By L(E 1 , . . . , E n ; F ) we denote the Banach space of continuous n-linear operators from E 1 × · · · × E n to F endowed with the usual uniform norm · .
The next two definitions were introduced in [3] . 
where e j is the vector with 1 in the j-th coordinate and zero in the other coordinates, and
In this case,
.
(ii) A sequence class γ s is said to be linearly stable if for every u ∈ L(E; F )
2 Multipolynomials (New approach)
We will present in this section a new approach to (n 1 , . . . , n m )-homogeneous polynomials. This approach associates each (n 1 , . . . , n m )-homogeneous polynomial with an (n 1 + · · · + n m )-linear application. We further define a new concept of symmetry and generalize the classical Polarization Formula.
Definition 2.1. Let m ∈ N and (n 1 , . . . , n m ) ∈ N m . A mapping P : E 1 × · · · × E m −→ F is said to be an (n 1 , . . . , n m )-homogenous polynomial if, for each i = 1, . . . , m, the mapping
is an n i -homogenous polynomial for all fixed x 1 ∈ E 1 , . . . , x i−1 ∈ E i−1 , x i+1 ∈ E i+1 , . . . , x m ∈ E m . The mapping P is a multipolynomial if it is an (n 1 , . . . , n m )-homogenous polynomial for some (n 1 , . . . , n m ) ∈ N m . The space of all continuous (n 1 , . . . , n m )-homogenous poly- 
Proof. "⇐" is immediate. "⇒" In [13, Theorem 2.1] it was shown that any (n 1 , . . . , n m )-homogeneous polynomials P : E 1 × · · · × E m → F can be written in the form
where
Now define
T :
It is easy to see that T is an (n 1 + · · · + n m )-linear application and
The next definition presents the concept of (n 1 , . . . , n m )-symmetric multilinear applications, which will be sufficient to ensure that each multi-polynomial can be associated with a unique (n 1 , . . . , n m )-symmetric multilinear application.
The linear space of all continuous (n 1 , . . . , n m )-symmetric applications is denoted by L (n 1 ,...,nm) s
Proof. The inclusion is immediate and item (2) of the Example 2.4 shows that the inclusion is proper.
The next result shows that every (
The next result, which is a consequence of the Polarization Formula for symmetric multilinear applications, will give us a formula that will be extremely important in proving the results that follow.
1 , . . . , x
(1)
An immediate consequence of the (n 1 , . . . , n m )-Polarization Formula, is the next result.
Corollary 2.9. (a) Let E, F be Banach space and T, R ∈ L (n 1 ,...,nm) s
for every x
The next result states that for each (n 1 , . . . , n m )-homogeneous polynomial, there is a unique (n 1 , . . . , n m )-symmetric (n 1 + · · · + n m )-linear application associated to it. Proposition 2.10. Let P ∈ MP(
Proof. Let P ∈ MP( n 1 E 1 , . . . , nm E m ; F ). By Theorem 2.2 and Corollary 2.9 item (b), there is T ∈ L( 
item (a).
It is known that each multilinear application can be associated with a homogeneous polynomial. From now on, we can associate, in an analogous way, each multilinear application T ∈ L( n 1 E 1 , . . . , nm E m ; F ) to an (n 1 , . . . , n m )-homogeneous polynomial, which will be denoted byT and defined as follows: 
Proof. It is not difficult to see that Φ is a isomorphism. Let T ∈ L
(n 1 ,...,nm) s
Thus, T ≤ T . The other inequality is an immediate consequence of the (n 1 , . . . , n m )-Polarization Formula.
Corollary 2.12. Let P ∈ MP( n 1 E 1 . . . . , nm E m ; F ). So,
In the next theorem, we will use the following notation
Theorem 2.13. Let M be an (n 1 + · · · + n m )-linear applications ideal. Define
. . , n m )-homogeneous polynomials ideal, where
Proof. It is not difficult to see that MP M ( n 1 E 1 , . . . , nm E m ; F ) is a linear subspace of MP( n 1 E 1 , . . . , nm E m ; F ), and using item (a) of Proposition 2.9 we conclude that the (n 1 , . . . , n m )-homogeneous polynomials of finite type belongs to it.
To prove the ideal property, let P ∈ MP M (
equal to zero in the (n 1 , . . . , n m )-Polarization Formula, we can conclude that (t
Thus, MP M is an (n 1 , . . . , n m )-homogeneous polynomials ideal. Now, if (M, · M ) is a normed (n 1 + · · · + n m )-linear applications ideal, it is easy to see that P MP M is a norm on MP M ( n 1 E 1 , . . . , nm E m ; F ), and defining Id
, it follows immediately from item (a) of Proposition 2.9 that
Finally, using the ideal property, it follows that
Absolutely summing multipolynomials
In this section, we will introduce the class of absolutely γ s,s 1 ,...,sm -summing (n 1 , . . . , n m )-homogeneous polynomials and present a norm that makes it a complete class.
Definition 3.1. We say that a continuous (n 1 , . . . , n m )-homogeneous polynomial P :
The set of all (n 1 , . . . , n m )-homogeneous polynomials which are absolutely γ s,s 1 ,...,smsumming in a = (a 1 , . . . , a m ) is denoted by MP (a)
If a is the origin, we will only write MP γs,s 1 ,...,sm (
γs,s 1 ,...,sm ( n 1 E, . . . , nm E; F ). Finally, when it is absolutely γ s,s 1 ,...,sm -summing everywhere, we will write MP (ev)
The proof of the following lemma is an immediate consequence of the definition of absolutely γ s,s 1 ,...,sm -summing homogeneous polynomials at the origin. Lemma 3.2. Let E 1 , . . . , E n and F be Banach spaces. So, P ∈ MP γs,s 1 ,...,sm ( n 1 E 1 , . . . , nm E n ; F ) if, and only if, the induced applicatioñ
given byP 
for every a 1 ∈ E 1 , . . . , a m ∈ E m and x
γs,s 1 ,...,sm ( n 1 E 1 , . . . , nm E m ; F ). The other implication is immediate from the (n 1 , . . . , n m )-Polarization Formula.
The next result is immediate of Theorem 2.2 and [11, Lemma 1] .
The argument used in the prove of next proposition is an adaptation of an origin argument due to M. C. Matos in [7] . For the next results, consider 
given by
is well-defined (n 1 , . . . , n m )-homogeneous polynomials. In addition, Φ(T ) is a continuous application.
(c) There exists C > 0, such that,
whenever
By straightforward computations, we can get the following result. 
γs,s 1 ,...,sm (P ) = Φ(P ) .
γs,s 1 ,...,sm (P ). Following standard arguments, it is possible to prove that: 
