High dimensional expanders is a vibrant emerging field of study. Nevertheless, the only known construction of bounded degree high dimensional expanders is based on Ramanujan complexes, whereas one dimensional bounded degree expanders are abundant.
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The construction of Ramanujan complexes is far from being simple in the sense that describing it requires the Bruhat-Tits buildings and the explicit construction in [13] is not straightforward. This highly involved construction makes it less accessible to potential "end-users" of high dimensional expanders from various areas of mathematics and computer science.
In this paper, we construct new families of bounded degree high dimensional expanders obeying the (one-sided) local spectral expansion property. To explain this notion, we recall that given an n-dimensional simplical complex X and a simplex τ in X , the link of τ denoted X τ is the complex obtained by taking all faces in X that contain τ and removing τ from them. Thus, if τ is of dimension i (i.e. τ ∈ X (i) ) then X τ is of dimension n − i − 1.
For every −1 ≤ i ≤ n − 2, the one skeleton of X τ is a graph. Its second largest eigenvalue is µ τ . Definition 1.1 (one-sided local spectral expander). A pure n-dimensional complex X is a one-sided λ-local-spectral expander if for every −1 ≤ i ≤ n − 2, and for every τ ∈ X (i), µ τ ≤ λ.
This property is very desirable because it was shown by the second named author in [17] that for partite complexes, local spectral expansion implies mixing and geometrical overlapping (see definitions in [17] ). Moreover, in [9] it was shown that one-sided local spectral expansion implies fast mixing of high order random walks. In [3] it was shown that two-sided local spectral expansion property (which is stronger than the one-sided version) implies optimal mixing of high order random walks, and this in turn is useful for obtaining PCP agreement tests, direct product testing and direct sum testing based on complexes with the two-sided local spectral expansion property. In [10] , the authors showed that one-sided local spectral expansion implies optimal mixing of the high dimensional random walk, and this in turn implies agreement expansion using [3] argument.
In the following, we provide an elementary construction of onesided local spectral expanders. It is elementary in the sense that describing it requires only basic matrix theory. The proof that this construction does in fact yield local spectral expanders is a bit more involved, but we also tried to keep the proof as self-contained as possible.
Since the 1-skeletons of local spectral expanders are expander graphs, our construction also yields new families of expander graphs.
We further show that our constructions are very symmetric, i.e., the group of simplicial automorphisms of the complexes we construct is shown to be large. We note that in this respect, our construction surpasses the symmetry properties of constructions of Ramanujan complexes. This comparison between the symmetries of our construction and the symmetries of the Ramanujan complexes is discussed in detail in the arxiv version of this paper [11] . The symmetry of the construction could be used, for example, to obtain good symmetric LDPC codes (see [12] ) that were previously based on Ramanujan graphs [8] .
We believe that the new constructions of bounded degree high dimensional expanders that we present in this work could contribute to the general study of the phenomenon of high dimensional expansion. Prior to out work, essentially, only one (highly non-trivial) construction of a family of bounded degree high dimensional expanders was known. Now, our work, provides many new examples of bounded degree high dimensional expanders. These new constructions could shed new light on the study of what high dimensional expansion should really mean, and how it can be used in various computer science and mathematical applications.
We remark that in our construction we use the following fact from [16] : for every λ > 0, and every simplicial complex X , if all the links of X of dimension ≥ 1 are connected and if all the 1dimensional links of X have spectral gap ≤ λ 1+(n−1)λ , then X is a one-sided λ-local spectral expander. This fact will be very useful below, because, when constructing our examples, we will only need to bound the spectrum of the 1-dimensional links and not have to analyse the spectrum of all the links.
Basic Construction
Here we explain how we construct basic examples of local spectral expanders with any assigned local spectral gap.
We will start by recalling some basic algebraic notations. Let q be a prime (or any prime power), let F q be the field of order q and let F q [t] be the ring of polynomials over F q , i.e.,
with the usual sum and multiplication of polynomials (where the sum and product of the coefficients are computed in the field F q ). For any l > 4, denote by I l = ⟨t l ⟩, the ideal of F q [t] generated by t l , i.e.,
With this notation, we note that the quotient ring F q [t]/I l is a finite ring and that
Recall that given a ring R, the group EL n+1 (R) is the group of elementary matrices with coefficients in R: for 1 ≤ i, j ≤ n + 1, i ̸ = j and r ∈ R, let e i, j (r ) be the (n + 1) × (n + 1) matrix with 1's along the main diagonal, r in the (i, j) entry and 0's in all the other entries. EL n+1 (R) are the matrices generated by {e i, j (r ) : 1 ≤ i, j ≤ n + 1, i ̸ = j, r ∈ R}. After reminding these notations, we are ready to describe our constructions. We will start by describing the two dimensional constructions and then generalize these constructions to any dimension n > 1.
The two dimensional case. Let l > 4 be some integer and q be some prime power. Define the following subgroups of EL 3 (F q [t]/I l ):
We note that these subgroups generate EL 3 (F q [t]/I l ). We define a two dimensional simplicial complex X = X (EL 3 (F q [t]/I l )) as follows: the 2-dimensional simplices of X are the elements д ∈ EL 3 (F q [t]/I l ) and each such simplex has 3 vertices labelled {0}, {1}, {2}.
This labelling induces a labelling on the edges in a natural way (see figure) . Next, we explain how the simplices are "glued together":
• two labelled simplices д, д ′ ∈ EL 3 (F q [t]/I l ) have a common
Theorem 1.2 (Main Theorem, two dimensional case). The above construction has the following properties:
(1) X is a finite, partite, simplicial complex and the number of vertices of X tends to infinity as l tends to infinity. (2) Each vertex of X is contained in exactly q 7 two dimensional simplices.
(3) The one-skeleton of X is connected and every link of X of dimension 1 is connected (in fact X gallery connected -see definition below). (4) Each 1-dimensional link of X has a spectral gap less or equal to 1 √ q . (5) The spectral gap of the one-skeleton of X is less or equal to
Thus, given any λ > 0, we can take q large enough such that
will be an infinite family of 2-dimensional λ-local spectral expanders which are uniformly locally finite.
We note that the fact that X is a clique complex give rise to the following alternative description of X . For i = 0, 1, 2, define the subgroups K {i } = ⟨K {i,i+1} , K {i,i+2} ⟩ (i + 1, i + 2 are taken modulo 3). Then the vertices of X are the cosets {дK {i } : д ∈ G, i = 0, 1, 2} and two vertices дK {i } , д ′ K {j } are connected by an edge if i ̸ = j and there is д ′′ 
Further more, the complexes of above construction discussed above have a large symmetry group (this fact is not proven in this paper and can be found in the extended Arxiv version of the paper [11] ): Theorem 1.3 (Symmetries in the two-dimensional case). Let X be as in the above construction and let Aut(X ) denote the group of simplicial automorphism of X . Then Aut(X ) acts transitively on:
(1) Vertices of X .
(2) Oriented edges of X .
(3) Oriented triangles of X . Moreover, the stabilizer of every vertex acts transitively on the edges attached to that vertex.
An immediate implication of this theorem is that the one-skeleton of X constructed above is an expander with a symmetry group in which the stabilizer of every vertex acts transitively on the edges that contain it. Thus, as to the work of Kaufman and Lubotzky [8] , we can use it to produce an explicit construction of a binary symmetric code with constant rate and constant distance.
The n-dimensional case. The construction in the general n-dimensional case is very similar to the one in the 2-dimensional case discussed above. Let l > 2 n+1 be some integer and q be some prime power such that √ q > n − 1. Define the following subgroups
We note that these subgroups generate EL n+1 (F q [t]/I l ).
) be an n-dimensional simplicial complex defined as follows: the n-dimensional simplices of X are the elements д ∈ EL n+1 (F q [t]/I l ) and each such simplex has n + 1 vertices labelled {0}, {1}, ..., {n} and labelling induces a labelling on the faces in a natural way. The simplices are "glued together" as follows: two labelled simplices д, д ′ ∈ EL 3 (F q [t]/I l ) have a common face labelled {i 0 , ...,
Theorem 1.4 (Main Theorem, n-dimensional case). The above construction has the following properties:
(1) X is a finite, partite, simplicial complex and the number of vertices of X tends to infinity as l tends to infinity.
(2) There is a number Q = Q(q) that does not depend on l such that each vertex of X is contained in exactly Q n-dimensional simplices, where Q(q) = n k =0 (k + 1)(2 n−k + 1). (3) All the links of X of dimension > 0 are connected (in fact, gallery connected). (4) Each 1-dimensional link of X has a spectral gap less or equal to 1 √ q . (5) X is a 1 √ q−(n−1) -local spectral expander. In particular, the spectral gap of the one-skeleton of X is less or equal to
will be an infinite family of n-dimensional λ-local spectral expanders which are uniformly locally finite.
As in the 2-dimensional case, X constructed above has a large symmetry group. For instance, the following holds (this fact is not proven in this paper and can be found in the extended Arxiv version of the paper [11] ): Theorem 1.5 (Symmetries of the n-dimensional case). Let X be as above and let Aut(X ) be the group of simplicial automorphisms of X . Then Aut(X ) acts transitively on (1) Top-dimensional simplices of X .
(2) Vertices of X .
(3) Simplices of co-dimension 1 of X . Remark 1.6. This basic construction can be generalized in several ways -see [11] for further details.
The Ideas behind the Construction
The motivation behind the above constructions is the work of Ershov and Jaikin-Zapirain in [5] in which they prove property (T) for various groups including EL n+1 (F q [t]) using ε-orthogonality between subgroups (see below). We combined their work with the following observations:
(1) Using the language of complexes of groups, we can use the subgroup structure of EL n+1 (F q [t]) to yield a simplicial complex X that arises naturally from
acts simply transitively on the top dimensional simplices of X ).
(2) Using the work of Ershov and Jaikin-Zapirain in [5] , the subgroups of EL n+1 (F q [t]) used in the construction are shown to be ε-orthogonal with ε = 1 √ q . (3) The ε-orthogonality is in fact the spectral gap of the 1dimensional links of the simplicial complex X , i.e., the εorthogonality argument gives a bound one the spectral gap of the one dimensional links and therefore, as explained above, gives λ-local spectral expansion. (4) By passing to quotients of EL n+1 (F q [t]), we get a family finite simplicial complexes that are λ-local spectral expanders and uniformly locally finite.
ε-Orthogonality and Spectral Gaps
Let G be a finite group generated by subgroups K {0} , K {1} < G. In this basic setting, we define the following (these definitions will be further explained and put into context in the body of the article):
ε-orthogonality. Given a unitary representation (π , H ) of G, denote by H π (K {0} ) , H π (K {1} ) the subspaces of invariant vectors under the action of π (K {0} ), π (K {1} ) on H respectively. We say that
The graph X G . We define a bipartite graph X G = (V G , E G ) as following: the vertices of X G are cosets of the form {дK {0} : д ∈ G}∪{дK {1} : д ∈ G} and two vertices
. Our construction is based on the following Theorem connecting the two concepts: Theorem 1.7. Let G be a finite group generated by subgroups K {0} , K {1} < G. For every ε ≥ 0, the spectral gap of the Markov matrix on X G is ≤ ε if and only if K {0} and K {1} are ε-orthogonal.
Remark 1.8. This Theorem was known to some experts: a partial proof of this Theorem appears in [4] [proof of Lemma 4.6] and this Theorem can also be deduced from the work of the second named author in [15] [Section 4.3]. However, we could not find an explicit proof of this Theorem in the literature and therefore we provided a proof in the body of this paper.
Questions for Further Study
Below we will only show that our construction yield λ-local spectral expanders, but it is very possible that it has other desirable properties. For instance, it may be that our examples will have the topological overlapping property (that was proven for Ramanujan complexes in [6] ). It is very interesting to understand what are the geometrical/combinatorial properties in which this construction is different than the Ramanujan complexes.
Organisation
The paper is organized as follows. In Section 2, we collect basic facts regarding spectral gaps of bipartite graphs. The reader familiar with this topic is advised to skim this section (and note that not all of our definitions, notations and results are completely standard). In Section 3, we cover the topic of ε-orthogonality of groups introduced in [5] . In Section 4, we present the ideas needed in our contruction that stem from the theory of complexes of groups. Again, our use is not entirely standard and even a reader who is familiar with this topic is advised to skim it. In Section 5, we prove that the notion of ε-orthogonality and the notion of (bipartite) spectral gap coincide.
In Section 6, we collect all the above information and prove the properties of our constructions.
SPECTRAL GAPS OF BIPARTITE GRAPHS
The aim of subsection is to describe the spectral gap of a biregular bipartite graph via norms of averaging operators. This description will be used in later sections, when analysing the spectral gaps of 1dimensional links of simplicial complexes that arise from complexes of groups.
We start by recalling a few general definitions and facts. Given a finite graph (V , E), we denote the valency of v ∈ V as w(v) = |{u : {v, u} ∈ E}|. We will always assume that (V , E) has no isolated vertices, i.e., that w(v) ≥ 1 for every v ∈ V . The Markov matrix (or Markov operator) of the graph is the |V |×|V | matrix with the entries
This is a stochastic matrix and therefore its largest eigenvalue is 1 and for every eigenvalue λ of M, |λ|≤ 1. If (V , E) is connected, then the eigenvalue 1 has multiplicity 1 and all the other eigenvalues are strictly less than 1. The spectral gap of a connected graph (V , E) is the second largest eigenvalue of M.
In the case of a biregular, bipartite graph, the spectral gap has an alternative description which we will now explain. Recall that a bipartite graph (V , E) is a graph with two disjoint sets of vertices V 0 , V 1 ⊂ V , that are called the sides of the graph, such that V = V 0 ∪ V 1 and every edge in the graph has one vertex in V 0 and one vertex is V 1 , i.e., {u, v} ∈ E implies that |{u, v}∩V 0 |= |{u, v}∩V 1 |= 1. A bipartite graph is called biregular or semiregular if there are constants d 0 , d 1 such that for every i = 0, 1 and every
Given a biregular bipartite graph (V , E), the Markov matrix in this case is the matrix
Define the space ℓ 2 (V ) to be the space of functions ϕ : V → C with the inner product
A direct computation shows that with respect to this norm M :
is a self-adjoint operator and therefore has an orthogonal basis of eigenfunctions with real eigenvectors. We note that if ϕ is an eigenfunction of M with eigenvalue µ, then
is an eigenfunction of M with eigenvalue −µ (this is shown by direct computation -the details are left for the reader). This implies that the eigenvalues of M are symmetric with respect to 0 (including the multiplicity), i.e., if µ is an eigenvalue of M with multiplicity l, then −µ is also an eigenvalue of M with multiplicity l. For U ⊆ V , denote χ U ∈ ℓ 2 (V ) to be the indicator function on U . We note that χ V is an eigenfunction with an eigenvalue 1 and χ V 0 − χ V 1 is an eigenfunction with an eigenvalue −1.
We denote
We note that ℓ 0 2 (V ) is exactly all the functions in ℓ 2 (V ) that are orthogonal to χ V and
Recall that eigenvectors of M are orthogonal and therefore for every ϕ ∈ ℓ 0 2 (V ), we have that Mϕ ∈ ℓ 0 2 (V ). This means that restricting M to ℓ 0
be a finite, connected, biregular, bipartite graph with more than 2 vertices and let λ be the second largest eigenvalue of M. Then λ = ∥M | ℓ 0 2 (V ) ∥, where ∥.∥ denotes the operator norm.
Proof. The graph (V , E) has more than two vertices and it is connected and therefore the matrix M has an eigenvalue different that 1 and −1, indeed, recall that if (V , E) is connected that 1 is an eigenvalue with multiplicity 1 and since the eigenvalues are symmetric with respect to 0, −1 is an eigenvalue with multiplicity 1 as well. Therefore λ ≥ 0 and (again using the symmetry of the eigenvalues), every eigenvalue µ of M | ℓ 0 2 (V ) has |µ |≤ λ. M is selfadjoint and therefore every ϕ ∈ ℓ 0 2 (V ) can be written as
The above inequality yields that for every ϕ ∈ ℓ 0 2 (V ), ∥Mϕ ∥≤ λ∥ϕ ∥, i.e., ∥M | ℓ 0 2 (V ) ∥≤ λ. To finish the proof we note that the eigenfunction of the eigenvalue λ is in ℓ 0 2 (V ) and therefore ∥M | ℓ 0 2 (V ) ∥= λ as needed.
In continuation to the above proposition, we will show that the spectral gap can be further described as a maximum of to operator norms. For i = 0, 1, define ℓ 2 (V i ) to be the space of functions ϕ :
and note that restricting
be a finite, connected, biregular, bipartite graph with more than 2 vertices and let λ be the second largest eigenvalue of M.
Proof. Note that M 0 and M 1 are adjoint operators, i.e., M * 0 = M 1 (this can be seen either by direct computation or by recalling the fact that M is self-adjoint and
∥ (adjoint operators have the same operator norm).
By Proposition 2.1, it is enough to prove that
By this definition ∥ψ ∥= 1 and
In the other direction, we note that for every ϕ ∈ ℓ 0
ε-ORTHOGONALITY
The notion of ε-orthogonality of groups was defined in [5] (relying on the work of [4] ) and was further developed in [7] and [15] . Below we will present the definition of this notion and show how it can be calculated in the case of finite groups. 
ε-Orthogonality of Subspaces
The definition of ε-orthogonality can be stated using orthogonal projections as follows: 
As a result,
This proposition is well-known (see for instance [2] [Lemma 9.5]) and we omit the proof.
ε-Orthogonality of Subgroups
Let G be a group (not necessarily finite) generated by subgroups K {0} , K {1} < G (the reason for using the notation K {0} , K {1} instead of simply writing K 0 , K 1 will be clear later). We will use the above definition of ε-orthogonality of subspaces to define εorthogonality of the subgroups:
Using this notation, we define
In the case where G is a finite group, we can define the notion of ε-orthogonality using only the irreducible representations or only the right regular representation.
Then the following are equivalent:
is obvious from the definition of ε-orthogonality of subgroups: is the condition of ε-orthogonality holds for every unitary representation, then in particular, it holds for ρ.
(3) ⇒ (2) is by Peter-Weyl Theorem: the right regular representation decomposes as an orthogonal sum that contains all the irreducible unitary representation and therefore if ℓ 2 (G) π (K {0} ) and ℓ 2 (G) π (K {1} ) are ε-orthogonal, then for every irreducible unitary
(2) ⇒ (1) is by also Peter-Weyl Theorem: every unitary representation can be decomposed to an orthogonal sum of irreducible unitary representations and therefore it is enough to check the ε-orthogonality condition in each component of this orthogonal sum, i.e., to check ε-orthogonality only for the irreducible unitary representations.
Observation 3.5. For a unitary representation (π , H ) of G as above denote
i.e., x ∈ H π (G) .
We saw above that the angle between subspaces can be described in terms of orthogonal projections. In the case where G is finite, these projections can be defined explicitly using the group algebra. Define the following elements in the group algebra C[G]:
Proof. We will prove the assertions for k {0} , the proofs for k {1} and k G are similar. Let д ∈ K {0} , then
For the second assertion, we have that by the first assertion
Also, 
Proof. By Proposition 3.6, for every i = 0, 1, (π (k {i } )) 2 = (π (k {i } )) * = π (k {i } ).
Also, (π (k G )) 2 = (π (k G )) * = π (k G ). Therefore π (k {i } ), i = 0, 1 and π (k G ) are orthogonal projections.
We will only show that π (k {0} ) is an orthogonal projection on H K {0} (the cases of π (k {1} ) and π (k G ) are similar). We note that for
and therefore Im(π (k {0} )) ⊆ H K {0} . In the other direction, we note that for every x ∈ Im(π (k {0} )) we have that x = π (k {0} )x. Therefore for every д ∈ K {0} , using Proposition 3.6,
Therefore H K {0} ⊆ Im(π (k {0} )) as needed.
The above discussion leads to the following corollary: We note that for some representations, one can see immediately
Proof. We note that in the case where π (k {0} ) and π (k {1} ) commute, one can easily verify that π (k {1} k {0} ) is an orthogonal projection. Also, for every x ∈ H , we have that
This yields that for every
In the other direction, if
i.e., H π (K {0} and H π (K {1} are 0-orthogonal. (1) For every 1-dimensional representation of G, H π (K {0} ) and H π (K {1} ) are 0-orthogonal, i.e., ε-orthogonality does not depend on 1-dimensional representations.
Proof. The corollary in both cases follows directly from Proposition 3.9 after showing that in both cases π (k {0} ) and π (k {1} ) commute.
(1) For every 1-dimensional representation (π , C), π (G) is an Abelian group and therefore π (k {0} ) and π (k {1} ) commute.
The above discussion of ε-orthogonality for subgroups of finite groups is summarized in the following theorem: Theorem 3.11. Let G be a finite group and K {0} , K {1} , k {0} , k {1} as above. For every 0 ≤ ε, the following are equivalent:
Proof. (2) ⇔ (4) is by Corollary 3.8 combined with the following observation: for every non-trivial irreducible representation (π , H ) we have (by irreducibility) that H π (G) = {0} and therefore π (k G ) = 0. This yields that for every irreducible representation π of dimension
ε-Orthogonal Subgroups of Heisenberg Groups
Let G be a finite group with subgroups K {0} , K {1} that generates G and K {0} ̸ = K {1} . We already saw that if K {0} and K {1} commute, then they are 0-orthogonal. Below, we will deal with a family of examples in which K {0} , K {1} "almost" commute, i.e., we will consider groups G of nilpotency class (exactly) two, where K {0} and K {1} are abelian subgroups. Explicitly, we will consider a family of groups, which generalize the Heisenberg group.
The results which we will state for this family is part of a larger theory developed in [5] [Section 4] for establishing ε-orthogonality. We will not review this complete theory here, but only state the results that we will use in this paper without proof.
The motivating example is the example where G = H q is the Heisenberg group modulo over F q where q is a prime power and K {0} , K {1} , i.e., G is the group of matrices
In order to describe the subgroups of G, we use the following notation (also used below): for a ∈ F q and 1 ≤ i, j ≤ 3, i ̸ = j, denote e i, j (a) the elementary matrix with 1's on the main diagonal and a in the i-th row and j-th column, e.g., In G, we take the subgroups
In this example, the irreducible representations of the Heisenberg group H q are well known (see [5] [Section 4.1]) and therefore one can show explicitly that K {0} and K {1} are 1 √ q orthogonal. Generalizing the Heisenberg groups, we define the group of matrices 
GENERAL CONSTRUCTION OF COMPLEXES
In this section, we will use ideas taken from the theory of complexes of groups (see Bridson and Haefliger's book [1] [Part 2, Chapter 12 and Appendix C]) in order to describe a general construction of complexes that arise from groups with a specific subgroup structure (see below). Our construction can be seen as a special case of (developable) simple complexes of groups. More general cases are explained in [1] , but our emphsis is different than the one in [1] : in [1] the main question that is studied is given a complex of groups is it developable and what is the fundamental group of it (if it exists). Our point of view is opposite: we start with a group G and describe a subgroup structure that gives rise to a simplicial complex on which G acts simplicially.
Construction of X G
Fixed notation: let △ denote the set {0, ..., n} and for every −1 ≤ k ≤ n, let △(k) denote the subsets of △ of size k + 1 (note that △(n) = △, △(−1) = ∅). Geometrically, we think on △ as an n-dimensional simplex and of △(k) as k-dimensional faces of △ (we are abusing the terminology a little, because the simplex is usually taken as the power set of {0, ..., n} and not {0, ..., n} itself). Let G by a group with subgroups K τ , τ ⊆ △ such that:
For a group G with subgroups K τ , τ ⊆ △ that fulfil (A1) − (A4) above, define an n-dimensional abstract simplicial complex X G = X G (K τ , τ ⊆ △) as follow: first, let the vertices of X G be
It is not hard to verify that X G is an abstract simplicial complex: for every τ ⊆ △ and every д ∈ G let
Then A is of the form
where v i ∈ τ and therefore
Remark 4.1. The notation X G is a bit misleading, because X G is not uniquely determined by G, but rather by the choice of subgroups K τ , τ ⊆ △ in G. Therefore, a more precise notation will be X G (K τ , τ ⊆ △). However, this full notation is a bit cumbersome and therefore whenever there is no chance of confusion we will use the abbreviated notation X G . Furthermore, for every τ , τ ′ ∈ −1≤k ≤n △(k) and every д, д ′ ∈ G,
Proof. We will start by showing that f is well defined: if τ ⊆ △ and д 1 , д 2 ∈ G such that
where the equality is by (A2). This yields that д 1 K τ = д 2 K τ as needed. By a similar argument, f is injective: if
and therefore
as needed.
It is obvious that f is onto and equivariant.
By the definition of f , this yields that
which in turn yields that τ ⊆ τ ′ and for every i ∈ τ the following holds:
where the last equivalence is due to (A2).
Conversely, assume that τ ⊆ τ ′ and (д ′ ) −1 д ∈ K τ , then, by (1), for every i ∈ τ , дK {i } = д ′ K {i } and therefore
The above proposition gives an alternative description of X G : for simplices η, σ in X G , denote η ≤ σ if η is a face of σ (we are not using the notation "⊆" to avoid confusion). Then, for every 0 ≤ k ≤ n we use the identification of function f in the above proposition and define: Observation 4.4. We note the following: (1) G acts on X G simplicially and type-preserving by д.д ′ K τ = дд ′ K τ . (2) The fundamental domain of the action of G, G \ X G , is an n-dimensional simplex that can be identified with the simplex spanned by K {i } , i ∈ △(0) and under this identification every
are compact subgroups of G, then the action of G on X G is proper. (5) X G is an (n + 1)-partite simplicial complex, i.e., its vertices can be partitioned into n + 1 sets V 0 , ..., V n (where V i is the set of all vertices of type {i}) and every n-dimensional simplex in X G has a vertex in each one these sets. (6) For every η ⊆ △, the group K η has the subgroups K τ , η ⊆ τ ⊆ △ and these subgroups fulfil (A1) − (A4) and therefore we can define the complex X K η = X K η (K τ , η ⊆ τ ⊆ △) as above (note that it is of dimension n − |η|). Using the description of X G that stems from Proposition 4.2, one can verify that for every д ∈ G and every τ ⊆ △, the link of the simplex дK τ in X G is isomorphic to X K τ .
Definition 4.5. Let X be an n-dimensional simplicial complex. A gallery in X is a sequence of top dimensional simplices τ 1 , ..., τ l ∈ X (n) such that for every i, τ i ∩τ i+1 ∈ X (n−1). X is called gallery connected if for every τ , τ ′ ∈ X (n) there is a gallery connecting τ and τ ′ , i.e., there are τ 1 , ..., τ l ∈ X (n) such that τ 1 = τ , τ l = τ ′ and for every i, τ i ∩ τ i+1 ∈ X (n − 1). Proposition 4.6. X G is gallery connected.
Proof. By the transitive action of G on n-simplices, it is enough to show that for every д ∈ G, there is a gallery connecting K △ and дK △ . Note that by the assumptions above K τ , τ ∈ △(n − 1) generate G and therefore д = д 1 ...д l such that for every 1 ≤ i ≤ l, there is τ i ∈ △(n − 1) such that д i ∈ K τ i . Note that for every
is a gallery connecting K △ and дK △ as needed.
Corollary 4.7. All the links of dimension ≥ 1 of X G are gallery connected.
Proof. As noted above, for every д ∈ G and every τ ⊆ △ the link of the simplex дK τ is isomorphic to X K τ . Therefore, for every τ ⊆ △, |τ |≤ n − 2, we can apply the above proposition.
Remark 4.8. The reader should note that under suitable conditions, every group acting on a simplical complex such that the action of the fundamental domain is a single simplex has a subgroup structure described above that recovers the complex and the group action. We will not go into the technicalities of this statement here, but only note that examples of groups meeting these conditions are groups with BN-pairs acting on Buildings. Remark 4.9. We note that in the above construction of X G the condition (A4) was never used. Indeed, this condition is not needed in order to define X G , but it prevents cases in which the geometry of X G is degenerate in some sense (we do not make this statement precise, since we will not consider these degenerate cases).
X G as a Clique Complex
Recall the following definition: 
Below, we give sufficient condition for X G constructed above to be a clique complex (we note that conditions (A1) − (A4) do not grantee that X G is a clique complex). Theorem 4.11. Let group G with subgroups K τ , τ ⊆ △ that fulfil (A1) − (A4) and let X G as above. X G is a clique complex if the following condition holds:
(A5) For every 2 ≤ k ≤ n − 2, every 0 ≤ i 0 < i 1 < ... < i k ≤ n the following holds:
Remark 4.12. One can also prove the other direction for the above theorem, i.e., the if X G is a clique complex, then condition (A5) is fulfilled. However, we will not use this direction below and the proof of this fact is left for the reader.
Proof. Let group G with subgroups K τ , τ ⊆ △ that fulfil (A1) − (A5) and let X G as above.
We note that we showed that X G is (n + 1)-partite and therefore there is no clique of size > n + 1. Therefore we only have to deal with cliques of size ≤ n + 1.
We will use induction on k to show that for every {v 0 }, ...,
If k = 1, there is nothing to prove. Assume that k > 1 and that every clique of size k spans a (k − 1)-simplex. Let {v 0 }, ..., {v k } ∈ X G (0) that form a clique in the 1-skeleton of X G . Without loss of generality, we can assume that
Therefore, by translate the clique using h, we can assume without loss of generality, that the vertices in the clique are K {0} , ..., K {k −1} , дK {k } . Also, note that for every 0 ≤ i ≤ k − 1, K {i } and дK {k } are connected by an edge and therefore there is h i ∈ K {i } such that (h i ) −1 д ∈ K {k } and therefore for every 0 ≤ i ≤ k − 1, д ∈ K {i } K {k } , which yields that
Applying (A5) (k − 1 times) yields that
i.e., there is h ′ ∈ K {0, ...,k −1} such that h ′ K {k } = дK {k } . Therefore the vertices K {0} , ..., K {k −1} , дK {k } are contained in the k-simplex h ′ K {0, ...,k } as needed.
Passing to Quotients
Let G be a group with subgroups K τ , τ ⊆ △ that fulfil (A1) − (A4) and let N ▹ G be a normal subgroup. The following proposition gives sufficient conditions in order to define a simplicial complex X G /N which have the same links as the original complex X G . The reader should think about this quotient as an analogue of passing to a quotient in the Cayley graph. Proposition 4.13. Let G be a group with subgroups K τ , τ ⊆ △ that fulfil (A1) − (A4) and let N ▹ G be a normal subgroup. Assume that for every τ ⊆ △, τ ̸ = ∅, K τ ∩ N = {e}. Then the following holds:
(1) The subgroups (K τ N )/N , τ ⊆ △ of G/N fulfil (A1) − (A4).
(2) For every 0 ≤ k ≤ n − 1, every τ ∈ △(k) and every д ∈ G, the link of (дN )(K τ N )/N is isomorphic to X K τ , i.e., X G and X G /N have the same links (apart from the link of the empty simplex which is different).
(3) If G/N is a finite group, then X G /N is a finite complex and |X G /N (n)|= |G/N |.
Proof. (A1) is fulfilled by definition K ∅ = G and therefore K ∅ N /N = GN /N = G/N . Denote Φ : G → G/N to be the quotient map Φ(д) = дN . We note that the assumption that for every τ ⊆ △, τ ̸ = ∅, K τ ∩ N = {e}, implies that Φ is injective on every K τ , τ ⊆ △, τ ̸ = ∅ and this implies (A2) − (A4).
Also by the injectivity of the quotient map Φ on every K τ , τ ⊆ △, τ ̸ = ∅, we deduce that the link of K τ N /N is X G /N is isomorphic to the link of K τ in X G and the second assertion follows.
The last assertion follows from the fact that G/N acts simply transitively on X G /N (n).
Conditions on Codimension 1 Subgroups
Let G be a group with subgroups K τ , τ ⊆ △ that fulfil (A1) − (A4) above. We observe that by applying condition (A3) iteratively, we have that for every τ ⊆ △, τ ̸ = △ the following holds:
Also, by (A2), for every η, η ′ ∈ △(n − 1), η ̸ = η ′ , K η ∩ K η ′ = K △ . Thus, we can define all the subgroups K τ , τ ⊆ △ in terms of the subgroups K η , η ∈ △(n − 1).
Following these observations, the following proposition states that conditions (A1) − (A4) can be written as conditions on the subgroups K η , η ∈ △(n − 1) and if the conditions are met, then the construction of all the other subgroups will follow as explained above. In other words, if we are given a group G with n+1 subgroups H 0 , ..., H n , for every η ∈ △(n − 1), we can define K η = H {0, ...,n }\η and check if these subgroups fulfil conditions (A1 ′ ) − (A4 ′ ) below. If so, we can define K τ for every τ ⊆ {0, ..., n} as above and these subgroups will fulfil conditions (A1) − (A4). This is useful, because when constructing examples below, we will only need to consider conditions on n + 1 subgroups and the whole construction will follow. Proposition 4.14. Let G be a group and let △ = {0, ..., n} (n ≥ 1). If G has subgroups K τ , τ ⊆ △ that satisfy the conditions (A1) − (A4), then the subgroups K η , η ∈ △(n − 1) that satisfy the following conditions:
(A1') ⟨K η : η ∈ △(n − 1)⟩ = G. (A2') There is a group, which we will denote as K △ , such that for every two η 1 , η 2 ∈ △(n − 1),η 1 ̸ = η 2 , we have that
where K △ is the subgroup defined by (A2 ′ ). (A4') For every η ∈ △(n − 1), K η ̸ = K △ and for every τ , τ ′ ∈ −1≤k ≤n−1 △(k), if τ ̸ = τ ′ , then
Conversely, if G has subgroups K η , η ∈ △(n − 1) such that conditions (A1 ′ ) − (A4 ′ ) hold, we can define subgroups K τ for τ ⊆ △ as follows: first, define K △ as
for some η, η ′ ∈ △(n − 1), η ̸ = η ′ (note it is well defined by (A2 ′ )). Second, for every τ ∈ −1≤k ≤n−1 △(k), define
With these definitions, the subgroups K τ , τ ⊆ △ satisfy conditions (A1) − (A4).
Proof. First, we assume that conditions (A1) − (A4) hold and prove that conditions (A1 ′ ) − (A4 ′ ) follow:
(A1 ′ ): we note that by (A1) and (A3)
(A3 ′ ): for every non empty sets τ ∈ −1≤k ≤n−1 △(k), we have by (A3) that
and then the condition (A3 ′ ) follows from (A2). (A4 ′ ): By condition (A4) it follows that for every η ∈ △(n − 1),
and therefore the condition follows from (A4).
In the other direction, we assume that conditions (A1 ′ ) − (A4 ′ ) hold and let K τ , τ ⊆ △ be defined as above. We will prove that conditions (A1) − (A4) are satisfied. 
THE SPECTRAL GAP OF X G VIA ε-ORTHOGONALITY
The aim of this section is to establish a bound on the spectral gap of X G in the case where G is a finite group and X G is a graph using algebraic properties of G. Let G be a finite group with subgroups K {0} , K {1} , such that
The group G with the subgroups K {0} , K {1} , K {0,1} fulfil the conditions (A1)−(A4) and therefore X G is a finite graph. For the reader's convenience, we repeat the construction of X G : the vertices of
and дK {0,1} ∈ E is the edge connecting дK {0} ∈ V 0 and дK {1} ∈ V 1 . This means that X G is a connected biregular bipartite graph: the number of edges connected to each vertex in V i is d i = |K {i } /K {0,1} | for i = 0, 1.
. Then: (1) For every дK {0} ∈ V 0 , дK {0} is connected by an edge to дh 0 j K {1} ∈ V 1 for j = 1, ..., d 0 and only to these vertices. (2) For every дK {1} ∈ V 1 , дK {1} is connected by an edge to дh 1 j K {0} ∈ V 0 for j = 1, ..., d 1 and only to these vertices.
Proof. Both claims are symmetric and therefore it is sufficient to prove only the first one.
i.e., if and only if there is h 0
, therefore we can always assume that д ′ = дh 0 j 0 . To conclude, дK {0} is connected to (and only to) the edges дh 0 1 K {0,1} , ..., дh 0
and therefore it is connected by an edge to the vertices дh 0 j K {1} ∈ V 1 for j = 1, ..., d 0 and only to these vertices. By Proposition 2.2, the spectral gap of X G (as defined in Section 2 above) can be bounded by bounding the norm of M 0 | ℓ 0 2 (V 0 ) . We will show that M 0 | ℓ 0 2 (V 0 ) can be bounded using the notation of εorthogonality between the groups K {0} and K {1} defined above. In order to prove this theorem, we will need the following lemma: Lemma 5.3. Let G be a finite group with subgroups K {0} , K {1} , such that ⟨K {0} , K {1} ⟩ = G. Define the following subspaces of ℓ 2 (G):
Then:
(1) I − ρ(k G ) is the orthogonal projection on ℓ 0 2 (G). Proof. For the first assertion, we note that for every ϕ ∈ ℓ 2 (G) and every д 0 ∈ G,
Therefore ρ(k G ) is a projection on the space of constant functions and I − ρ(k G ) is a projection on the space orthogonal to the space of constant functions, i.e., on ℓ 0 2 (G). We will prove the second and third assertions for the case i = 0 (the proof in the case i = 1 is similar). For every д 1 ,
. Therefore for every ϕ ∈ ℓ 2 (G) we have that
. This means that ρ(k {i } − k G )) is the product of commuting projections ρ(k {i } ) and I − ρ(k G ) and therefore Im(ρ(k {i } − k G )) = ℓ 2 (G) {i } ∩ ℓ 0 2 (G) = ℓ 0 2 (G) {i } as needed.
After this lemma, we turn to prove Theorem 5.2:
Proof. By Theorem 3.11, in order to prove the theorem it is enough to prove that for the right regular representation ρ,
Step 1: Using the notations of Lemma 5.3, we define maps
as follows: we recall that V i = {дK {i } : д ∈ G} and therefore, for every ϕ ∈ ℓ 0 2 (V i ) we define for every д ∈ G
We claim that L i is an isometric isomorphism of ℓ 0 2 (V i ) and ℓ 0 2 (G) {i } . Indeed, L i is invertible and its inverse is
this is well defined because of the definition of ℓ 0 2 (G) {i } ). To see that L i is an isometry, we note that for every ϕ ∈ ℓ 0 2 (V i ),
Step 2: We will prove that ∥ρ(k {1} k {0} −k G )∥= ∥ρ(k {1} )| ℓ 0 2 (G) {0} ∥. In the case where ρ(k {0} − k G )x = 0 for every x ∈ ℓ 2 (G), we have that for every x, ρ(k {1} k {0} − k G )x = 0 and therefore ∥ρ(k {1} k {0} − k G )∥= 0. In this case, ℓ 0 2 (G) {0} = {0} and therefore ∥ρ(k {1} )| ℓ 0 2 (G) {0} ∥= 0 and the equality is proved. Assume now that there is
where the second inequality is due to Lemma 5.3 in which we proved that ρ(k {0} − k G ) is the orthogonal projection on ℓ 0 2 (G) {0} . This yields that
In the other direction, using Lemma 5.3 again, we get that for every
Step 3: We will prove that M 0 | ℓ 0 2 (V 0 ) = L −1 1 (ρ(k {1} )| ℓ 0 2 (G) {0} )L 0 . Proving this equality will finish the proof because the L 0 , L 1 are isometric isomorphisms and therefore this equality implies that ∥M 0 | ℓ 0 2 (V 0 ) ∥= ∥ρ(k {1} )| ℓ 0 2 (G) {0} ∥ and this in turn implies that ∥M 0 | ℓ 0 2 (V 0 ) ∥= ∥ρ(k {1} k {0} − k G )∥ due to the previous step.
In the following computations, in order to ease the reading, we will drop the restriction notation and write ρ(k {1} ) instead of ρ(k {1} )| ℓ 0 2 (G) {0} . We note that for every ϕ ∈ ℓ 0 2 (G) {0} and every д ∈ G,
. Then for every ϕ ∈ ℓ 0 2 (V 0 ) and every д 0 ∈ G,
Therefore for every д 0 K {1} ∈ V 1 and every ϕ ∈ ℓ 0 2 (V 0 ),
By Proposition 5.1, we have that д 0 K {1} is connected by an edge to д 0 h 1 i K {0} , i = 1, ..., d 1 and therefore our computation yields that L −1 1 ρ(k {1} )L 0 is exactly the averaging operator M 0 on ℓ 0 2 (V 0 ), i.e., that for every ϕ ∈ ℓ 0 2 (V 0 ),
As a corollary, we get a proof of Theorem 1.7 that appeared in the introduction: Applying this corollary yields the following corollaries:
Proof. Combine Corollary 5.4 and Proposition 3.9.
Corollary 5.6. Let q be a prime power, let R be an associative ring with 1 over F q and let r 1 , ..., r l 1 , s 1 , ..., s l 2 ∈ R. Then for K {0} , K {1} < H q (R, {r 1 , ..., r l 1 }, {s 1 , ..., s l 2 }) defined in Section 3 above, the second largest eigenvalue of X H q (R, {r 1 , ...,r l 1 }, {s 1 , ...,s l 2 })
Proof. Combine Corollary 5.4 and Theorem 3.12.
ELEMENTARY MATRIX GROUPS AS A SOURCE FOR SIMPLICIAL COMPLEXES
For n ∈ N and a ring R, EL n+1 (R) are the elementary matrices with coefficients in R: for 1 ≤ i, j ≤ n + 1, i ̸ = j and r ∈ R, let e i, j (r ) be the (n + 1) × (n + 1) matrix with 1's along the main diagonal, r in the (i, j) entry and 0's in all the other entries. EL n+1 (R) are the matrices generated by {e i, j (r ) : 1 ≤ i, j ≤ n + 1, i ̸ = j, r ∈ R}. The idea is to use polynomial rings R = F q [t] and EL n+1 (R) in order to construct groups that act on simplicial complexes which are easily described. It is straightforward to check that K {0,1} , K {1,2} , K {0,2} fulfil conditions (A1 ′ )−(A4 ′ ) and therefore G acts on an infinite 2-dimensional simplicial complex. Using Theorem 3.12, we get that every pair of subgroups K {1,2} , K {0,2} , K {0,1} is 1 √ q -orthogonal (in the group that the pair generates) and therefore by Theorem 5.2 all the 1dimensional links have spectral gaps ≤ 1 √ q . We note that G has the following normal subgroups: let l > 4 be some integer and let I l be the ideal of F q [t] generated by t l . Then there is a homomorphism Φ l : G → EL 3 (F q [t]/I l ). Denote N l = Ker(Φ l ), then N l is a normal finite index subgroup of G. Also, l N l = {e}. One can check that for every l > 4, N l ∩ K {i } = {e} for every 0 ≤ i ≤ 2, where K {i } , i = 0, 1, 2 are the groups defined by K {1,2} , K {0,2} , K {0,1} as in Proposition 4.14. Therefore, by Proposition 4.13, we can define a finite simplicial complex X G /N l . In this can X G /N l has the following alternative description: start with the (finite) group EL 3 (F q [t]/I l ) with the subgroups K {1,2} , K {0,2} , K {0,1} above: again conditions (A1 ′ ) − (A4 ′ ) are fulfilled and therefore EL 3 (F q [t]/I l ) acts on the complex X EL 3 (F q [t ]/I l ) . We leave it to the reader to verify this is in fact a different description of X G /N l .
The Two Dimensional Construction
This construction brings us to Theorem 1.2 of the introduction:
Theorem (Theorem 1.2). For any l > 4, X = X EL 3 (F q [t ]/I l ) (= X G /N l ) has the following properties:
(1) X is a finite, partite, simplicial complex and the number of vertices of X tends to infinity as l tends to infinity. (2) Each vertex of X is contained in exactly q 7 two dimensional simplices. (3) X is gallery connected and every link of X of dimension 1 is connected. (4) Each 1-dimensional link of X has a spectral gap less or equal to 1 √ q . (5) The one-skeleton of X has a spectral gap less or equal to 1 √ q−1 . (6) X is a clique complex. Thus, given any λ > 0, we can take q large enough such that {X (EL 3 (F q [t]/I l )) : l > 4} will be an infinite family of 2-dimensional λ-local spectral expanders which are uniformly locally finite.
Proof. We will show that the properties noted above hold:
(1) We note that by the construction X is partite and the number of 2-simplices in X = X EL 3 (F q [t ]/I l ) is exactly |EL 3 (F q [t]/I l )| and thus X is finite and |X EL 3 (F q [t ]/I l ) (2)|→ ∞ as l tends to infinity. We will show below that each vertex of X is contained in at exactly q 7 two dimensional simplices and therefore the fact that the number of two dimensional simplices in X EL 3 (F q [t ]/I l ) tends to infinity with l will imply that the number of vertices in X EL 3 (F q [t ]/I l ) tends to infinity with l.
(2) By the construction, EL Moreover, for i = 0, 1, 2, K {i } acts simply transitively on the 2-simplices that contain the vertex {i} which it stabilized and therefore {i} is exactly in |K {i } | two dimensional simplices. Writing the K {i } 's explicitly yields that they are all isomorphic to the group H q (F q [t], {1, t }, {1, t }) discussed in Section 3.3 above. This shows that |K {i } |= q 7 for i = 0, 1, 2 as needed. (3) The gallery connectedness of the links follows directly from Proposition 4.6 and Corollary 4.7. (4) The spectral gap follows directly from Corollary 5.6. (5) This follows directly from a main theorem of [16] (see also [10] [Corollary 5.6]). (6) Proving that X is a clique complex is done by verifying condition (A5) and applying Theorem 4.11. We leave the details to the reader (all details are available in the extended Arxiv version of this paper [11] ).
The n-Dimensional Construction
The n-dimensional construction is very similar to the 2-dimensional construction described above and therefore we will leave some of the details of this case to the reader. For every n > 1, and every prime power q such that √ q > n − 1, we can take G = EL n+1 (F q [t]). For △ = {0, ..., n} we can take subgroups i = 0, ..., n − 1, K △\{i } = {e 1+i,2+i (a + bt) : a, b ∈ F q }, K {0, ...,n−1} = {e n+1,1 (a + bt) : a, b ∈ F q }.
One can check that subgroups fulfil (A1 ′ ) − (A4 ′ ). Again, let l > 2 n+1 be some integer and let I l be the ideal of F q [t] generated by t l . Then there is a homomorphism Φ l : G → EL n+1 (F q [t]/I l ). Denote N l = Ker(Φ l ), then N l is a normal finite index subgroup of G. We leave to the reader to check that l > 2 n+1 implies that for every K {i } , 0 ≤ i ≤ n, defined by Proposition 4.14, K {i } ∩ N l = {e} and therefore we can apply Proposition 4.13 and get X G /N l . As in the two-dimensional case, we can alternatively construct X G /N l by starting with the group EL n+1 (F q [t]/I l ) and the subgroups K △\{i } defined above.
This construction brings us to Theorem 1.4 of the introduction:
Theorem (Theorem 1.4). For any l > 2 n+1 , X = X EL n+1 (F q [t ]/I l ) (= X G /N l ) has the following properties:
(1) X is a finite, partite, simplicial complex and the number of vertices of X tends to infinity as l tends to infinity. (2) There is a constant Q = Q(q) such that each vertex of X is contained in exactly Q n-dimensional simplices. (3) X and all its links of dimension ≥ 1 are gallery connected. (4) Each 1 dimensional link of X has a spectral gap less or equal to 1 √ q . (5) X is a 1 √ q−(n−1) -local spectral expander. In particular, the spectral gap of the one-skeleton of X is less or equal to 1 √ q−(n−1) . (6) X is a clique complex. Thus, given any λ > 0, we can take q large enough such that {X (EL n+1 (F q [t]/I l )) : l > 2 n+1 } will be an infinite family of ndimensional λ-local spectral expanders which are uniformly locally finite.
The proof of the above theorem is just an adaptation of the proof in the 2-dimensional case is left to the reader.
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