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Abstract
In this paper the concept of near-exact approximation to a distribution is introduced. Based
on this concept it is shown how a random variable whose exponential has a Beta distribution
may be closely approximated by a sum of independent Gamma random variables, giving rise
to the generalized near-integer (GNI) Gamma distribution. A particular near-exact
approximation to the distribution of the logarithm of the product of an odd number of
independent Beta random variables is shown to be a GNI Gamma distribution. As an
application, a near-exact approximation to the distribution of the generalized Wilks L statistic
is obtained for cases where two or more sets of variables have an odd number of variables.
This near-exact approximation gives the exact distribution when there is at most one set with
an odd number of variables. In the other cases a near-exact approximation to the distribution
of the logarithm of the Wilks Lambda statistic is found to be either a particular generalized
integer Gamma distribution or a particular GNI Gamma distribution.
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1. Introduction
It is the aim of this paper to obtain a close approximation to the exact distribution
of the product of an odd number of particular independent Beta random variables in
a concise manageable form.
Let Yj ð j ¼ 1;y; pÞ represent p independent Beta random variables with
parameters aj and b=2; this is, let
YjBB aj;
b
2
 
; j ¼ 1;y; p;
where both p and b are odd integers. We are interested in the distribution of
W 0 ¼
Yp
j¼1
Yj ð1Þ
or the distribution of
W ¼ log W 0 ¼ 
Xp
j¼1
log Yj; ð2Þ
since such distributions are of key importance in Multivariate Statistics, where a
number of test statistics used, such as the Wilks L; have a distribution of this type.
However, the exact distributions of W 0 in (1) and W in (2) have rather
complicated forms and expressions, involving either incomplete Beta or Gamma
functions or, alternatively, generalized hypergeometric functions, usually rendering
the ﬁnal result not very adequate for further manipulation. Our aim is to obtain a
close approximation to this exact distribution by replacing some parts of its
characteristic function by adequate approximations with good convergence proper-
ties, so chosen that the resulting characteristic function corresponds to a known
distribution with manageable c.d.f., as illustrated in the next section. This approach
will be based on a distribution that we will call generalized near-integer (GNI)
Gamma distribution, that is the distribution of the sum of independent Gamma
random variables with different rate parameters and shape parameters that are all
integer except one. This distribution uses as a basis the generalized integer (GI)
Gamma distribution [4], that is the distribution of the sum of independent Gamma
random variables with all different rate parameters and integer shape parameters.
Finally we show that a ‘near-exact’ approximation to the distribution of the
logarithm of the generalized Wilks L statistic [2,3,7–9], when two or more sets of
variables have an odd number of variables, is either a particular GI Gamma or a
GNI Gamma distribution, according to the cases.
2. Some preliminary results
Whenever we are able to factor the characteristic function of a random variable
into several elementary components and replace one or just a few of those
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components by an asymptotic approximation, we will call the distribution obtained
from that characteristic function, a ‘near-exact’ approximation. Here ‘asymptotic’ is
used in the sense that the approximation is done in such a way that it will be of a
better quality for increasing values of some parameter. This parameter is chosen so
that when the distribution under study is used as the distribution of some statistic,
increasing values of the parameter are associated with increasing sample sizes.
Using this procedure we obtain a particular type of asymptotic distribution which
may be shown to have very good convergence properties (in terms of characteristic
function, moments, quantiles and distribution function converging to the exact ones
as the ‘asymptotic parameter’ increases) and which may be seen as lying between the
exact and an asymptotic distribution in the usual sense. If we replace all the
components of the characteristic function using the same asymptotic result then we
will get an asymptotic distribution.
The asymptotic replacement that may be found for one of such components is
usually of an even better quality than the one that may be used for the overall
characteristic function. Furthermore, if the number of factors of the characteristic
function replaced by these asymptotic approximations is kept to a minimum, the
resulting distribution will yield a very good approximation to the exact distribution
(in terms of moments, quantiles and distribution function itself). One of the aims in
obtaining this distribution is that it may be manageable at least in such a way that
the computation of quantiles is rendered reasonably easy.
2.1. Approximating a logBeta distribution with a sum of Gamma distributions
Let us consider the random variable X with a Beta distribution with parameters
a40 and b40; this is, let
XBBða; bÞ
and let Y ¼ log X : Then Y will have what we call a logBeta distribution with
parameters a and b; its probability density function (p.d.f.) being
fY ð yÞ ¼ 1
Bða; bÞ e
ayð1 eyÞb1:
Since we know that the hth moment of X is
EðX hÞ ¼ Bða þ h; bÞ
Bða; bÞ ¼
Gða þ bÞ
GðaÞ
Gða þ hÞ
Gða þ b þ hÞ ða þ h40Þ
the characteristic function of Y is
EðeitY Þ ¼ Eðeit log X Þ ¼ EðXitÞ ¼ Gða þ bÞ
GðaÞ
Gða  itÞ
Gða þ b  itÞ; ð3Þ
where i ¼ ﬃﬃﬃﬃﬃﬃ1p and t is real. But then, using Result A.2, in Appendix A, we may
write
EðeitY ÞCa a þ b
2
 1
2
 b
a þ b
2
 1
2
 it
 b
; ð4Þ
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which will be a fairly good approximation to the exact characteristic function of Y in
(3) for sufﬁciently large a and 0obo1; as stated in Appendix A (and where ‘Ca ’ has
the same meaning as in Appendix A).
It happens that for increasing values of b41; for given a and t; the approximation
in (4) begins to degrade, but what is interesting is that if bX1; we may consider, with
I  m denoting the ﬂoor of the argument,
r	 ¼ Ibm and r ¼ b  r	; or b ¼ r	 þ r; r	AN; 0pro1;
so that we may always write the characteristic function of Y as
EðeitY Þ ¼Gða þ bÞ
GðaÞ
Gða  itÞ
Gða þ b  itÞ ¼
Gða þ r	 þ rÞ
GðaÞ
Gða  itÞ
Gða þ r	 þ r  itÞ
¼Gða þ r
	 þ rÞ
Gða þ r	Þ
Gða þ r	  itÞ
Gða þ r	 þ r  itÞ
Gða þ r	Þ
GðaÞ
Gða  itÞ
Gða þ r	  itÞ
C
aþr	
a þ r	 þ r
2
 1
2
 r
a þ r	 þ r
2
 1
2
 it
 r


Yr	1
j¼0
ða þ jÞða þ j  itÞ1 ð5Þ
where we used Result A.2 in Appendix A, and the fact that r	 being a positive
integer, for all real or complex a
Gða þ r	Þ
GðaÞ ¼
Yr	1
j¼0
ða þ jÞ: ð6Þ
Expression (4) shows that if Y has a logBeta distribution with parameters a and b;
we may obtain as an asymptotic distribution a Gamma distribution with shape
parameter b and rate parameter a þ b=2 1=2; by directly applying Result A.2 in
Appendix A to its characteristic function. On the other hand (5) shows that, by
extracting from the exact distribution of Y the Gamma components with shape
parameter equal to one and then applying Result A.2 to the remaining logBeta with
parameters a þ r	 and r; we may obtain what we will call a ‘near-exact’
approximation to the distribution of Y : Such distribution is a sum of r	 þ 1 (with
r	 ¼ Ibm) independent Gamma random variables, r	 ¼ Ibm of which are
Exponentials, this is, Gamma random variables with shape parameter 1 and rate
parameter lj ¼ a  1þ j ð j ¼ 1;y; r	Þ and a further Gamma random variable with
shape parameter r and rate parameter a þ r	 þ r
2
 1
2
¼ a þ b  rþ1
2
: This distribution
is a particular case of a wider class of distributions, deﬁned in the next section, which
will be called generalized near-integer (GNI) Gamma distributions, that are the
distributions of the sum of a random variable with a generalized integer (GI)
Gamma distribution [4] with an independent Gamma random variable with a non-
integer shape parameter.
This latter distribution besides being also asymptotic to the exact distribution,
since it yields better approximations to the exact distribution for increasing values of
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the parameter a; which in the distribution of some statistics is an increasing function
of the sample size, it also shows high advantage over the asymptotic Gamma
distribution as it may be seen through straight computation of either the moments,
quantiles or even the distribution function. The approximation it gives also improves
for higher values of the parameter b; not only because the result is also asymptotic
for increasing values of r	 ¼ Ibm but also because for higher values of this
parameter, by following the procedure in (5), the part that is replaced by an
asymptotic result will represent a smaller part of the whole.
However, another approach, which will yield yet better results would be to
replace the part of the characteristic function we want to approximate asympto-
tically, and which corresponds to a logBeta distribution, by the characteristic
function of a Gamma distribution with the same two ﬁrst moments, as referred
at the end of Appendix A. Although it is too long to show, this approach will
also yield an asymptotic result in the sense that the approximation (in terms
of the characteristic function, moments, quantiles and distribution function)
gets better for increasing values of the parameter a; which, as noted above,
is an increasing function of the sample size in the distribution of some statistics.
Following the approach outlined in the second half of Appendix A, and similar steps
to the ones used in the decomposition of the characteristic function of Y in (5) we
could write
EðeitY Þ Caþr
	
lrðl itÞr
Yr	1
j¼0
ða þ jÞða þ j  itÞ1
with
l ¼ Cða þ bÞ Cða þ r
	Þ
C0ða þ r	Þ C0ða þ bÞ r ¼
ðCða þ bÞ Cða þ r	ÞÞ2
C0ða þ r	Þ C0ða þ bÞ ;
where CðxÞ ¼ d
dx
log GðxÞ is the digamma function and C0ðxÞ ¼ d2
dx2
log GðxÞ ¼
d
dx
CðxÞ is the trigamma function.
This result which yields an even much better near-exact approximation, with the
same two ﬁrst moments as the exact distribution, was obtained following an
insightful and kind lead given by one of the referees, upon a former version of the
manuscript.
In the next section the exact p.d.f. and c.d.f. (cumulative distribution function) of a
GNI Gamma random variable are obtained in a concise and highly manageable
form.
3. The generalized near-integer Gamma distribution
Let Y be a random variable with a GI Gamma distribution [4] of depth g; with
integer shape parameters r1;y; rg and different rate parameters l1;y; lg; this is, let
YBGIGðr1;y; rg; l1;y; lgÞ
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and let X be a random variable with a Gamma distribution with a non-integer shape
parameter r40 and rate parameter l; this is, let
XBGðr; lÞ:
Further, let X and Y be independent and let lalj ð j ¼ 1;y; gÞ: We will call the
distribution of
Z ¼ Y þ X
a GNI Gamma distribution of depth g þ 1; and we will write
ZBGNI Gðr1;y; rg; r; l1;y; lg; lÞ:
The p.d.f. and the c.d.f. of Z are given in the following theorem.
Theorem 3.1. Let
Z ¼ Y þ X
where
YBGI Gðr1;y; rg; l1;y; lgÞ
and
XBGðr; lÞ;
are two independent random variables, with lalj ð j ¼ 1;y; gÞ: We will say that Z
has a GNI Gamma distribution. The p.d.f. of Z is, in terms of the Kummer confluent
hypergeometric function, given by
fZðzÞ ¼ Klr
Xg
j¼1
elj z
Xrj
k¼1
cj;k
GðkÞ
Gðk þ rÞ z
kþr1
1F1ðr; k þ r;ðl ljÞzÞ
 
ð7Þ
or
fZðzÞ ¼ K lrelz
Xg
j¼1
Xrj
k¼1
cj;k
GðkÞ
Gðk þ rÞ z
kþr1
1F1ðk; k þ r; ðl ljÞzÞ
 
ð8Þ
and the c.d.f. by
FZðzÞ ¼ lr z
r
Gðr þ 1Þ 1F1ðr; r þ 1;lzÞ  Kl
r
Xg
j¼1
elj z
Xrj
k¼1
c	j;k
Xk1
i¼0
zrþilij
Gðr þ 1þ iÞ 1F1ðr; r þ 1þ i;ðl ljÞzÞ ð9Þ
or
FZðzÞ ¼ lr z
r
Gðr þ 1Þ 1F1ðr; r þ 1;lzÞ  Kl
relz


Xg
j¼1
Xrj
k¼1
c	j;k
Xk1
i¼0
zrþilij
Gðr þ 1þ iÞ 1F1ði þ 1; r þ 1þ i; ðl ljÞzÞ; ð10Þ
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where
K ¼
Yg
j¼1
lrjj and c
	
j;k ¼
cj;k
lkj
GðkÞ
with cj;k given by (11)–(13) in [4].
Proof. Given the independence between the two random variables Y and X and the
expression for the p.d.f. of the GI Gamma distribution given by (6) and (7) in [4] we
may write
fZðzÞ ¼
Z z
0
K
lr
GðrÞ
Xg
j¼1
Xrj
k¼1
cj;kðz  xÞk1eljðzxÞxr1elx dx
¼K l
r
GðrÞ
Xg
j¼1
elj z
Xrj
k¼1
cj;k
Z z
0
ðz  xÞk1xr1eðlljÞx dx
¼Klr
Xg
j¼1
elj z
Xrj
k¼1
cj;k
GðkÞ
Gðk þ rÞ z
kþr1
1F1ðr; k þ r;ðl ljÞzÞ
 
; ð11Þ
that is expression (7) and where Result B.1 in Appendix B was used in executing the
last step. In (11) we may use 13.1.27 in [1] which in this case may be written as
elj z1F1ða; b;ðl ljÞzÞ ¼ elz1F1ðb  a; b; ðl ljÞzÞ; ð12Þ
in order to obtain (8).
Then, to obtain the expression for the c.d.f., one simply has to use Result B.2 in
Appendix B, since
FZðzÞ ¼Klr
Xg
j¼1
Xrj
k¼1
cj;k
GðkÞ
Gðk þ rÞ



Z z
0
eljxxkþr11F1ðr; k þ r;ðl ljÞxÞ dx

¼Klr
Xg
j¼1
Xrj
k¼1
c	j;k
zr
Gðr þ 1Þ 1F1ðr; r þ 1;lzÞ
(
 elj z
Xk1
i¼0
zrþilij
Gðr þ 1þ iÞ 1F1ðr; r þ 1þ i;ðl ljÞzÞ
)
; ð13Þ
where
c	j;k ¼
cj;k
lkj
GðkÞ
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and where we may use the result right before expression (17) in [4] which gives
Xg
j¼1
Xrj
k¼1
cj;k
lkj
GðkÞ ¼ K1;
to obtain expression (9). In (13) above we may also use (12) to obtain (10). &
In order to obtain the p.d.f. of U ¼ eZ one simply has to follow the usual
procedure of replacing in (7) ez by u and multiply by dz
du
ðlog uÞ  ¼ 1=u; while in
order to obtain the c.d.f. of U ¼ eZ one simply has to use relation (21) in [4].
The GNI Gamma distribution may be seen as a further generalization of
the GI Gamma distribution since for rAN the GNI Gamma distribution
reduces to a GI Gamma distribution, as we expected, since in this case we may
apply the results in Appendix C. Also, when either r ¼ 0 or l tends to positive
inﬁnity the GNI Gamma distribution reduces to a GI Gamma distribution since then
in either case the random variable with a Gðr; lÞ distribution vanishes. In fact, if
r ¼ 0; the Kummer functions in (13) evaluate to 1, and if l tends to plus inﬁnity it
may be shown that
lim
l-N
lr1F1ðr; k þ r;ðl ljÞzÞ ¼ Gðk þ rÞGðkÞ z
r:
Although the Kummer conﬂuent hypergeometric function is a fairly manageable
function which is nowadays handled by a number of software packages, we may note
that using (B.3) in Result B.1 in Appendix B both the p.d.f. and the c.d.f. of a GNI
Gamma random variable may, for the referred cases, be written in terms of the error
function.
4. Approximating the distribution of the product of an odd number of particular
independent Beta random variables
Theorem 4.1. Let p be an odd integer and let
YjBB aj;
b
2
 
j ¼ 1;y; p
be independent random variables with Beta distributions, where b is also an odd positive
integer and aj ¼ k  j=2 ð j ¼ 1;y; pÞ; with k ¼ a þ p=2; aARþ: Further let
W 01 ¼
Yp
j¼1
Yj and W1 ¼ log W 01 ¼ 
Xp
j¼1
log Yj :
Let also
Y 	j BB a
	
j ;
p
2
 
j ¼ 1;y; b
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be independent random variables with Beta distributions, where a	j ¼ k	  j=2 ð j ¼
1;y; bÞ; with k	 ¼ a þ b=2; aARþ: Let then
W 02 ¼
Yb
j¼1
Y 	j and W2 ¼ log W 02 ¼ 
Xb
j¼1
log Y 	j :
Then a near-exact approximation to the distribution of W1 is a GNI Gamma
distribution of depth p þ b  2 with shape parameters r	j given by
r	j ¼
h	j ; j ¼ 1; 2;
r	j2 þ h	j ; j ¼ 3;y; p þ b  3;
1=2; j ¼ p þ b  2
8><
>: ð14Þ
with
h	j ¼
1; j ¼ 1;y;minð p; bÞ;
0; j ¼ 1þminð p; bÞ;y;maxð p; bÞ;
1; j ¼ 1þmaxð p; bÞ;y; p þ b  3
8><
>: ð15Þ
or equivalently,
h	j ¼ ðnumber of elements of f p; bg greater or equal to jÞ  1 ð16Þ
and rate parameters
lj ¼ a  1
2
þ j
2
ð j ¼ 1;y; p þ b  3Þ; and lpþb2 ¼ a þ p þ b
2
 5
4
: ð17Þ
Alternatively, we may define
lpþb2 ¼
C a1 þ b2
 C a1 þ b2 12 
C0 a1 þ b2 12
 C0 a1 þ b2  ð18Þ
and
rpþb2 ¼
C a1 þ b2
 C a1 þ b2 12  2
C0 a1 þ b2 12
 C0 a1 þ b2  ; ð19Þ
yielding an even better approximation, whose two first moments are the same as the two
first exact moments of W1:
The corresponding near-exact p.d.f. and c.d.f. of W1 are thus given by (7) or (8) and
(9) or (10) respectively, with g ¼ p þ b  3; r ¼ rpþb2 and l ¼ lpþb2: The
corresponding near-exact p.d.f. and c.d.f. of W 01 is then obtained simply by making
the appropriate change of variable.
The distribution of W2 is the same as the distribution of W1 and thus also the near-
exact approximations to their distributions are the same. For this reason also the exact
distributions and near-exact approximations to the distributions of W 02 and W
0
1 are the
same.
Proof. In order to obtain the best possible asymptotic result for the logBeta part of
the characteristic function left free, using the result in Appendix A, we have to leave
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free in the distribution of W1; the logBeta with the largest ﬁrst parameter and not the
one with the smallest, as it was done in [5]. On this logBeta we have then to
implement a procedure similar to the one used in (5), reserving the largest rate
parameter for the asymptotic Gamma with shape parameter 1/2. In order to
accomplish this objective we may write the characteristic function of W1 as
EðeitW1Þ ¼Gða1 þ b=2ÞGða1  itÞ
Gða1ÞGða1 þ b=2 itÞ
Yp
j¼2
Gðaj  itÞGðaj þ b=2Þ
Gðaj þ b=2 itÞGðajÞ
¼ Gða1 þ b=2Þ
Gða1 þ b=2 1=2Þ
Gða1 þ ðb  1Þ=2Þ
Gða1Þ

 Gða1 þ b=2 1=2 itÞ
Gða1 þ b=2 itÞ
Gða1  itÞ
Gða1 þ ðb  1Þ=2 itÞ


Yp1
j¼1
Gðaj  1=2 itÞGðaj  1=2þ b=2Þ
Gðaj  1=2þ b=2 itÞGðaj  1=2Þ
¼ G a1 þ
b
2
 
G a1 þ b2 12
  G a1 þ b2 12 it 
G a1 þ b2 it
  Y
b1
2
1
j¼0
a1 þ j
a1 þ j  it


Ypþb3
j¼1
a  1
2
þ j
2
 rj
a  1
2
þ j
2
 it
 rj
C
a1þb=2
a1 þ b
2
 3
4
 1=2
a1 þ b
2
 3
4
 it
 1=2


Yb32
j¼0
a þ p
2
 1
2
þ j
 
a þ p
2
 1
2
þ j  it
 1


Ypþb3
j¼1
a  1
2
þ j
2
 rj
a  1
2
þ j
2
 it
 rj
¼ a þ p þ b
2
 5
4
 1=2
a þ p þ b
2
 5
4
 it
 1=2


Ypþb3
j¼1
a  1
2
þ j
2
 r	
j
a  1
2
þ j
2
 it
 r	
j
ð20Þ
for r	j ð j ¼ 1;y; p þ b  3Þ given by (14)–(16) above, and where we used Claim A.1
and also, from the second to the third equality above, (6) and the fact that for aARþ
and positive integer p and b; where at least one of them is even,
Yp
j¼1
G a þ p
2
 j
2
þ b
2
 
G a þ p
2
 j
2
  ¼ Ypþb2
j¼1
a þ j
2
 1
2
 rj
ð21Þ
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where
rj ¼
hj; j ¼ 1; 2;
rj2 þ hj; j ¼ 3;y; p þ b  2

ð22Þ
with
hj ¼
1; j ¼ 1;y;minð p; bÞ;
0; j ¼ 1þminð p; bÞ;y;maxð p; bÞ;
1; j ¼ 1þmaxð p; bÞ;y; p þ b  2
8><
>: ð23Þ
or equivalently,
hj ¼ ðnumber of elements of f p; bg greater or equal to jÞ  1: ð24Þ
Relation (21) was obtained as a by-product in the proof of Theorem 2 in [4] and
we may notice that for odd p it yields
Yp1
j¼1
G aj  12þ b2
 
G aj  12
  ¼Yp1
j¼1
G a þ p1
2
 j
2
þ b
2
 
G a þ p1
2
 j
2
  ¼ Ypþb3
j¼1
a þ j
2
 1
2
 rj
with rj given by (22)–(24), with p replaced by p  1:
The last expression in (20) shows that a near-exact approximation to the
distribution of W1 is a particular GNI Gamma distribution, the sum of p þ b  2
independent random variables, p þ b  3 of which are Gamma random variables
with integer shape parameters r	j given by
r	j ¼
rj; j ¼ 1;y; p  1 and
j ¼ p þ 2n þ 1 n ¼ 0;y; b  5
2
 
;
rj þ 1; j ¼ p þ 2n n ¼ 0;y; b  3
2
 
;
1=2; j ¼ p þ b  2;
8>>>>><
>>>>:
where rj ð j ¼ 1;y; p þ b  3Þ are given by (22)–(24) above, with p replaced
by p  1; or equivalently, with r	j given by (14)–(16) and rate parameters
lj ð j ¼ 1;y; p þ b  3Þ given by (17) and a latter random variable with a
Gamma distribution with shape parameter 1=2 and rate parameter
a þ ð p þ bÞ=2 5=4: Alternatively, instead of using (A.4) in Appendix A to
asymptotically approximate the two ﬁrst factors in the third equality of (20) we
could have used the approach in A.2 in Appendix A and (A.15) to obtain an even
better approximation, whose two ﬁrst moments are the same as the exact ones, by
taking lpþb2 and rpþb2 given by (18) and (19).
Thus in order to obtain the corresponding near-exact p.d.f. and c.d.f. of W1 one
simply has to refer to the results in Theorem 3.1, being the corresponding near-exact
p.d.f. and c.d.f. of W 01 ¼ eW1 easily obtained by making the appropriate
straightforward transformation of variable.
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That the characteristic function of W2 is the same as the characteristic function of
W1 is most easily shown using, for positive integer p and b; the relation
Yp
j¼1
G a þ p
2
 j
2
þ b
2
 
G a þ p
2
 j
2
  ¼Yb
j¼1
G a þ b
2
 j
2
þ p
2
 
G a þ b
2
 j
2
  ð25Þ
that is derived from the results coming out of the proof of Theorem 2 in [4] and the
results in [5].
Then, for example, a direct application of (25) to the characteristic function of W2
leads us immediately to the characteristic function of W1; since
EðeitW2Þ ¼
Yb
j¼1
Gða	j  itÞGða	j þ p=2Þ
Gða	j þ p=2 itÞGða	j Þ
¼
Yb
j¼1
G a þ b
2
 j
2
 it G a þ b
2
þ p
2
 j
2
 
G a þ b
2
þ p
2
 j
2
 it G a þ b
2
 j
2
 :
Given that the characteristic function of W2 is the same as the characteristic
function of W1; W2 also has the same near-exact characteristic functions as W1 and
thus the same near-exact approximations to its distribution. Consequently, also W 02
and W 01 have the same exact characteristic function and distribution and thus bear
the same near-exact approximations. &
In the cases where either p or b is even or they are both even, the exact distribution
of W1 or W2 is known to be a GI Gamma distribution [4,5].
5. An application of the concept of near-exact approximation and the GNI Gamma
distribution
The generalized Wilks L statistic is the well-known statistic used to test the ﬁt of
the Generalized Canonical Analysis model [3] or the independence among m sets of
jointly normally distributed variables. Let us assume that
%
x ¼ ½
%
x01;y;
%
x0k;y;
%
x0m0BNpð
%
m;SÞ;
where
%
m ¼ ½
%
m0
1
;y;
%
m0
k
;y;
%
m0
m
0; S ¼
S11 y S1k y S1m
S21 y S2k y S2m
^ ^ ^
Sk1 y Skk y Skm
^ ^ ^
Sm1 y Smk y Smm
2
666666664
3
777777775
ð26Þ
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and
p ¼
Xm
k¼1
pk
is the overall number of variables, pk being the number of variables in
%
xk; the kth set.
The generalized Wilks L statistic [2,3,7–9]
L ¼ jV jQm
k¼1 jVkkj
where j  j stands for the determinant and V is either the MLE of S or the sample
variance–covariance matrix of
%
x; split in a manner similar to S in (26) (being thus
Vkk either the MLE of Skk or the sample variance-covariance matrix of
%
xk) is, for a
sample of size n þ 1; the ð2=ðn þ 1ÞÞth power of the likelihood ratio test statistic to
test the null hypothesis of independence of the m sets of variables,
H0 : S ¼ diagðS11;y;Skk;y;SmmÞ: ð27Þ
It may be shown that the generalized Wilks L statistic may be written as
L ¼
Ym1
k¼1
Lkðkþ1;y;mÞ; ð28Þ
where Lkðkþ1;y;mÞ denotes the Wilks L statistic used to test the independence between
the kth set and the set formed by joining sets k þ 1 through m: In other words, for
k ¼ 1;y; m  1; Lkðkþ1;y;mÞ is the Wilks L statistic used to test the null hypothesis
H
ðkÞ
0 : ½Sk;kþ1ySkm ¼ 0pk
ð pkþ1þ?þpmÞ ðk ¼ 1;y; m  1Þ:
Under the null hypothesis (27) the m  1 L statistics on the right-hand side of (28)
are independent [2,3]. Then, from (28) above we may write the hth moment of L
under (27), for a sample of size n þ 1; as
EðLhÞ ¼
Ym1
k¼1
Ypk
j¼1
G nþ1j
2
 
G nþ1qkj
2
þ h 
G nþ1j
2
þ h G nþ1qkj
2
 ; ð29Þ
where pk is the number of variables in the kth set and qk ¼ pkþ1 þ?þ pm:
In this section we will apply the results obtained so far and the concept of near-
exact approximation to the distribution of the generalized Wilks Lambda statistic,
when there are two or more sets of variables with an odd number of variables.
Namely when there are more than two sets with an odd number of variables,
approximating the exact distribution of the generalized Wilks L statistic is an
interesting problem. However, the concept of near-exact approximation and the
form obtained for the near-exact approximation to the distribution of the product of
an odd number of particular Beta random variables in Theorem 4.1 will enable us to
obtain a near-exact approximation to the distribution of the generalized Wilks L
statistic under a simple and highly manageable form.
As we will see, when the ﬂoor of half the number of sets of variables with an odd
number of variables is odd, a near-exact approximation to the distribution of the
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logarithm of the generalized Wilks L is a GNI Gamma distribution, and when that
number is even it is a GI Gamma distribution.
Theorem 5.1. When among the m sets of variables there are m  l that have an odd
number of variables, i.e. there are l sets with an even number of variables, then, for
k	AN0; write m  l ¼ 2k	 if m  l is even or write m  l ¼ 2k	 þ 1 if m  l is odd.
This is, let k	 ¼ Iml
2
m be the floor of ml
2
: Then, under (27) and for a sample of size
n þ 1; for k	 odd
WBne GNIG r	1; r
	
2;y; r
	
p2;
k	
2
;
n  p þ 1
2
;
n  p þ 2
2
;y;
n  2
2
;
n
2
 3
4
 
; ð30Þ
and for k	 even
WBne GIG r	1; r
	
2;y; r
	
p2;
k	
2
;
n  p þ 1
2
;
n  p þ 2
2
;y;
n  2
2
;
n
2
 3
4
 
; ð31Þ
where W ¼ logL:
This means that if k	 is odd, a near-exact approximation to the distribution of
W ¼ logL is a GNI Gamma distribution of depth p  1; where p ¼Pmk¼1 pk; with
rate parameters
lj ¼ n  p þ j
2
ð j ¼ 1;y; p  2Þ and lp1 ¼ n
2
 3
4
ð32Þ
and shape parameters r	p1 ¼ k	=2 and
r	j ¼
Xm2k	1
k¼1
rk; jp	
k
þ
Xm2
k¼m2k	
step 2
rk jp	
k
þ
Xm1
k¼m2k	þ1
step 2
r	k jp	
k
ð j ¼ 1;y; p  2Þ; ð33Þ
where p	k ¼
Pk1
l¼1 pl ;
rk jp	
k
¼ 0 if p	kXj;
r	k jp	
k
¼ 0 if p	kXj or j  p	k ¼ p  2;
and where for k ¼ 1;y; m  2k	  1 (by steps of 1), and for k ¼ m  2k	;y; m  2
(by steps of 2),
rkj ¼
hkj; j ¼ 1; 2;
rk j2 þ hkj ; j ¼ 3;y; pk þ qk  2

ð34Þ
with
hkj ¼ ðnumber of elements in f pk; qkg greater or equal to jÞ  1 ð35Þ
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and for k ¼ m  2k	;y; m  1 (by steps of 2)
r	kj ¼
hkj; j ¼ 1; 2;
r	k j2 þ hkj ; j ¼ 3;y; pk þ qk  3
(
ð36Þ
with hkj given by (35) above.
The corresponding near-exact p.d.f. and c.d.f. of W are thus respectively given by (7)
or (8) and (9) or (10), with g replaced by p  2; rj replaced by r	j ð j ¼ 1;y; p 
2Þ; lj ð j ¼ 1;y; p  2Þ given by (32), r replaced by r	p1 and l replaced by lp1; being
then the corresponding near-exact p.d.f. and c.d.f. of L ¼ eW easy to obtain from
these.
Expression (31) shows that if k	 is even, a near-exact approximation to the
distribution of W ¼ logL is a GI Gamma distribution of depth p  1 with similar rate
and shape parameters still given by (32) and (33)–(36), respectively.
Alternatively, and yielding an even better approximation, whose two first moments
are the same as the two first exact moments of W ¼ logL; we may define
lp1 ¼
C n
2
 C n
2
 1
2
 
C0 n
2
 1
2
 C0 n
2
  and r	p1 ¼ k	 C n2
 C n
2
 1
2
  2
C0 n
2
 1
2
 C0 n
2
  : ð37Þ
Expressions (30) and (31) yield the exact distribution if k	 ¼ 0; situation in which the
Gamma random variable with shape parameter k	=2 or k	
C n
2ð ÞC n212
  2
C0 n
2
1
2
 
C0 n
2ð Þ
vanishes.
Proof. From (29) we know that the characteristic function of W ¼ logL; where L
represents the generalized Wilks L statistic, may be written, for a sample of size
n þ 1; as
EðeitW Þ ¼
Ym1
k¼1
Ypk
j¼1
G nþ1j
2
 
G nþ1qkj
2
 it 
G nþ1j
2
 it G nþ1qkj
2
 ; ð38Þ
where i ¼ ð1Þ1=2; pk is the number of variables in the kth set ðk ¼ 1;y; mÞ and
qk ¼ pkþ1 þ?þ pm:
Without any loss of generality, let the sets with an odd number of variables be the
last ones among the m sets of variables, say l þ 1 through m:
If m  l; the number of sets with an odd number of variables, is even, write it as
2k	 and if it is odd write it as 1þ 2k	; this is, let k	 ¼ Iml
2
m; with k	AN0:
We will then always have k	 of the productsYpk
j¼1
G nþ1j
2
 
G nþ1qkj
2
 it 
G nþ1j
2
 it G nþ1qkj
2
  ð39Þ
in (38) where pk and qk are both odd. These products have to be handled in the same
way the characteristic function of W1 was in the proof of Theorem 4.1.
It will be for k ¼ m  2ðk	  j	Þ  1; ð j	 ¼ 1;y; k	Þ; that the products in (39) will
have both pk and qk odd. Then, using (21), for any k
	X0; we may write the
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characteristic function of W as
EðeitW Þ ¼
Ym2k	1
k¼1
Ypkþqk2
j¼1
n  pk  qk þ j
2
 rkj n  pk  qk þ j
2
 it
 rkj
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
pk even


Ym2
k¼m2k	
step 2
Ypkþqk2
j¼1
n  pk  qk þ j
2
 rkj n  pk  qk þ j
2
 it
 rkj
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
qk even


Ym1
k¼m2k	þ1
step 2
Ypk
j¼1
G nþ1j
2
 
G nþ1qkj
2
 it 
G nþ1j
2
 it G nþ1qkj
2
 
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
both pk and qk odd
where rkj is given by (34) and (35) and where each product with a lower bound larger
than the upper bound evaluates to 1. Then, using the same technique used in the
proof of Theorem 4.1, we may write
Ypk
j¼1
G nþ1j2
 
G nþ1qkj2  it
 
G nþ1j
2
 it G nþ1qkj
2
 
¼ G
n
2
 
G nqk
2
 it 
G n2 it
 
G nqk2
  Ypk
j¼2
G nþ1j
2
 
G nþ1qkj
2
 it 
G nþ1j
2
 it G nþ1qkj
2
 
¼ G
n
2
 
G n
2
 1
2
 it 
G n
2
 1
2
 
G n
2
 it G
n
2
 1
2
 
G nqk
2
 it 
G n
2
 1
2
 it G nqk
2
 


Ypk1
j¼1
G nj
2
 
G nqkj
2
 it 
G nj2  it
 
G nqkj2
 
C
n n
2
 3
4
 1=2
n
2
 3
4
 it
 1=2 Yqk12 1
j¼0
n  qk
2
þ j
  n  qk
2
þ j  it
 1


Ypkþqk3
j¼1
n  qk  pk
2
þ j
2
 r0
kj n  qk  pk
2
þ j
2
 it
 r0
kj
¼ n
2
 3
4
 1=2
n
2
 3
4
 it
 1=2


Ypkþqk3
j¼1
n  qk  pk
2
þ j
2
 r	
kj n  qk  pk
2
þ j
2
 it
 r	
kj
;
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where r	kj is given by
r	kj ¼
r0kj ; j ¼ 1;y; pk  1 and
j ¼ pk þ 2n þ 1 n ¼ 0;y; qk  5
2
 
;
r0kj þ 1; j ¼ pk þ 2n n ¼ 0;y;
qk  3
2
 
8>>><
>>>:
with
r0kj ¼
h0kj; j ¼ 1; 2;
r0k; j2 þ h0kj; j ¼ 3;y; pk þ qk  3;
(
where
h0kj ¼ ðnumber of elements in f pk  1; qkg greater or equal to jÞ  1;
or equivalently, with r	kj given by (36).
But then we have
EðeitW Þ Cn
Ym2k	1
k¼1
Ypkþqk2
j¼1
n  pk  qk þ j
2
 rkj n  pk  qk þ j
2
 it
 rkj


Ym2
k¼m2k	
step 2
Ypkþqk2
j¼1
n  pk  qk þ j
2
 rkj n  pk  qk þ j
2
 it
 rkj


Ym1
k¼m2k	þ1
step 2
Ypkþqk3
j¼1
n  pk  qk þ j
2
 r	
kj n  pk  qk þ j
2
 it
 r	
kj

 n
2
 3
4
 k	=2
n
2
 3
4
 it
 k	=2
;
where rkj is given by (34) and (35), and thus we may ﬁnally write
EðeitW Þ Cn ðn=2 3=4Þk	=2ðn=2 3=4 itÞk	=2


Yp2
j¼1
n  p þ j
2
 r	j n  p þ j
2
 it
 r	j
with r	j given by (33), so that, if k
	 is even, a near-exact approximation to the
distribution of W is a GI Gamma distribution and if k	 is odd, it is a GNI Gamma
distribution, both of depth p  1; with shape parameters r	j ð j ¼ 1;y; p  2Þ given
by (33) through (36) and r	p1 ¼ k	=2 and rate parameters lj ¼ npþj2 ð j ¼ 1;y; p 
2Þ and lp1 ¼ n2 34:
Alternatively, using the approach outlined in A.2 in Appendix A and (A.15), we
may deﬁne lp1 and r	p1 through (37), getting an even better approximation, which
has the two ﬁrst moments equal to the exact two ﬁrst moments of W ¼ logL:
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It is then easy to see that, if we have at most one of the m sets with an odd number
of variables, this is, for k	 ¼ 0 we will be in one of the cases studied in [4,5] so that
the resulting GI Gamma distribution of depth p  2 is the exact distribution of
W ¼ logL: &
The corresponding near-exact p.d.f. and c.d.f. for the Wilks L statistic are then
easily derived from the expressions for the near-exact p.d.f. and c.d.f. for W ¼
logL; through transformation. For example, the near-exact c.d.f. of L may be
obtained from (9), writing l for lp1 and r for r	p1; as
FLðuÞ ¼ 1 lr ðlog uÞ
r
Gðr þ 1Þ 1F1ðr; r þ 1; l log uÞ þ Kl
r
Xp2
j¼1
ulj
Xr	j
k¼1
c	j;k
Xk1
i¼0
ðlog uÞrþilij
Gðr þ 1þ iÞ 1F1ðr; r þ 1þ i; ðl ljÞ log uÞ:
From this c.d.f. near-exact quantiles may be easily computed.
Similar procedures may be applied in order to obtain near-exact approximations
to distributions of statistics having moments of the form in (29).
6. Conclusions and ﬁnal remarks
The concept of ‘near-exact’ approximation although being a simple one seems to
be quite useful. Indeed, in a number of cases by replacing just a small part of the
characteristic function of a random variable by an asymptotic result with very good
convergence properties one will be able to get a distribution extremely close to the
exact distribution but much easier to handle and yet far better than any of the usual
asymptotic distributions.
Further, using such procedure one may usually choose which component parts of
the characteristic function one wants to replace. Since a number of times we just have
to replace a small number of such components in order to obtain a fairly manageable
distribution, we may choose the most adequate ones in terms of the asymptotic result
used, giving yet more control over the process and the possibility to obtain very good
approximations.
If these replacements are kept to a minimum, just in order to enable the resulting
distribution to be easily manageable, and if the asymptotic replacements used are of
a high quality, then one may obtain distributions which besides being far more
manageable than the exact distribution are very close to this exact distribution, in
terms of characteristic function, moments, distribution function and quantiles, and
thus highly adequate to be used for example in computing near-exact quantiles.
Using this idea and associated way of handling the characteristic function a near-
exact approximation for the distribution of the product of an odd number of
particular independent Beta random variables was obtained under a form that
although involving the Kummer conﬂuent hypergeometric function is fairly concise
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and manageable, mainly nowadays that several computer programs may easily
handle such functions which have generally good convergence properties. This
distribution is a particular case of the GNI Gamma distribution introduced in
Section 3. It was also shown that a near-exact approximation to the distribution of
the logarithm of the generalized Wilks L is either a particular GNI or GI Gamma
distribution, depending on whether the number of sets of variables with an odd
number of variables, expressed as 1þ 2k	 or 2k	; yields an odd or even k	:
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Appendix A. Approximating the characteristic function of a logBeta random variable
by the characteristic function of a Gamma random variable
Being fa and ga two non-constant functions of a; we will use the notation
fa C
a
ga
to denote that
(i)
lim
a-N
fa
ga
¼ 1;
and
(ii) there is an injective, i.e. one-to-one, function of a; haðÞ such that
haðgaÞ ¼ g and h1a ðgÞ ¼ ga
where g is no longer a function of a; with
lim
a-N
hað faÞ ¼ haðgaÞ ¼ g:
Claim A.1. Based on the fact that
lim
a-7N
a
a þ b
 1=b
ða þ b=2þ 1=2Þ  a ¼ b
2
 1
2
;
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we may write,
a
a þ b C
a a þ b=2 1=2
a þ b=2þ 1=2
 b
: ðA:1Þ
The result is indeed exact for b ¼ 0; b ¼ 1 and b ¼ 1; being the approximation,
for other ﬁxed values of b; good to second order in a: For b40 and a given aX1=2;
the difference a
aþb  aþb=21=2aþb=2þ1=2
 b
attains its maximum at a value of b which
approaches g (the Euler gamma constant) from below as a tends to inﬁnity. This
maximum has a value which lowers as a increases and is always much lower than e2:
For b41 the value of that difference decreases towards e2 as b tends to positive
inﬁnity. For ap 1=2 and bo0; that difference has a symmetrical behavior. If b is a
positive half-integer, this is, if b ¼ l=2 where l is a positive odd integer, the
approximation given by (A.1) is better for l ¼ 1 than for any other value of l: Thus,
although for general 0obo1 the value b ¼ 1=2 is around the point where the
approximation given by (A.1) is worse, this approximation is yet fairly good.
For jajo1=2 the quality of the approximation is not quite good at all, but these
cases are not of interest for the contents of the paper.
Result A.1. For zAC;
z ¼
YN
n¼1
n þ z  1
n þ z
n þ 1
n
: ðA:2Þ
Proof. The result may be either straightforwardly worked out from expression
(6.1.3) in [1], that is
1
GðzÞ ¼ ze
gz
YN
n¼1
1þ z
n
 
ez=n
h i
; ðA:3Þ
where g is the Euler gamma constant, or observing that being it a telescoping product
we have
YN
n¼1
n þ z  1
n þ z
n þ 1
n
¼ lim
N-N
YN
n¼1
n þ z  1
n þ z
n þ 1
n
¼ lim
N-N
z
N þ z ðN þ 1Þ ¼ z: &
Although for aARþ and bAN0 the exact value for
GðaþbÞ
GðaÞ is easily expressed as a
ﬁnite product, for general bARþ; the following result is useful for some applications.
Result A.2. For a; bARþ such that a þ b=2 1=240;
Gða þ bÞ
GðaÞ C
a
a þ b
2
 1
2
 b
ðA:4Þ
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being the approximation of a better quality for higher values of a and generally
smaller values of b; in the same terms as the ones expressed in the statement of Claim
A.1. Expression (A.4) gives clearly the exact result for b ¼ 0; b ¼ 1 or b ¼ 1:
Proof. From (A.3), we may, on one hand, write
Gða þ bÞ
GðaÞ ¼
a
a þ b e
gb YN
n¼1
n þ a
n þ a þ b e
b=n ðA:5Þ
while, on the other hand, making z ¼ 1;
1 ¼ eg
YN
n¼1
n þ 1
n
e
1
n or eg ¼
YN
n¼1
n þ 1
n
e
1
n: ðA:6Þ
But then using (A.6) on (A.5) we may write
Gða þ bÞ
GðaÞ ¼
a
a þ b
YN
n¼1
n þ a
n þ a þ b
n þ 1
n
 b
ðA:7Þ
which, either using Result A.1 or simply adjusting the product index may yet be
written as
Gða þ bÞ
GðaÞ ¼
YN
n¼1
n þ a  1
n þ a þ b  1
n þ 1
n
 b
:
Finally, using ﬁrst Claim A.1 and then Result A.1, since
n þ a  1
n þ a þ b  1
#
n þ a  1þ b=2 1=2
n þ a þ b=2 1=2
 b
converges uniformly to 1 (in n), we may write, for a þ b=241=2;
Gða þ bÞ
GðaÞ ¼
YN
n¼1
n þ a  1þ b=2 1=2
n þ a þ b=2 1=2
 b
n þ 1
n
 b


YN
n¼1
n þ a  1
n þ a þ b  1
#
n þ a  1þ b=2 1=2
n þ a þ b=2 1=2
 b
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
a-N$$! 1
C
a YN
n¼1
n þ a  1þ b=2 1=2
n þ a þ b=2 1=2
 b
n þ 1
n
 b
¼ a þ b
2
 1
2
 b
; ðA:8Þ
where the quality of the approximation is ruled by the statement in Claim A.1, being
particularly adequate for sufﬁciently large values of a and 0obo1: &
We may notice that from (A.8), by successive derivations, we may obtain another
much useful approximation,
CðkÞða þ bÞ CðkÞðaÞ Ca ð1Þk k!b
ða þ b=2 1=2Þkþ1
; ðA:9Þ
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(where CðkÞðÞ is the polygamma function of order k þ 1; that is, for k ¼ 1 it is the
digamma function) which, among other interesting applications, may also be used in
obtaining (A.12)–(A.14).
We may also notice that instead of using the approximation given by Result A.2
one could think of using a truncation of (A.7). However, although this is possible,
the use of Result A.2 is highly advantageous. For example, for a ¼ 5 and b ¼ 1=2 in
order to achieve an approximation similar to the one given by Result A.2, one would
need more than 3400 factors in (A.7) with much consumption of computation time
and the build up of a huge algebraic complication in the expressions of the
distributions where such result would be used. Also, while for b ¼ 1=2 it is common
to approximate Gða þ 1=2Þ=GðaÞ by a1=2; Result A.2 would give ða  1=4Þ1=2: This
latter approximation is of a much better quality than a1=2; for any value of a such
that a þ b
2
 1
2
¼ a  1
4
40:
On the other hand Result A.2 may be used to obtain, for i ¼ ﬃﬃﬃﬃﬃﬃ1p and tAR;
Gða þ bÞ
GðaÞ
Gða  itÞ
Gða þ b  itÞ C
a
a þ b
2
 1
2
 b
a þ b
2
 1
2
 it
 b
;
that is used in the approximation of characteristic functions in the paper. We should
note that this approximation, owing to the particular structure of the expression to
be approximated, is yet of a much better quality than the one in (A.4).
The use of this approximation would lead us to approximate a logBeta
distribution with parameters a and b ¼ 1=2 by a Gamma distribution with shape
parameter 1=2 and rate parameter a  1=4; which indeed in terms of characteristic
function, moments, quantiles and distribution function is a much better approxima-
tion than a Gamma distribution with shape parameter 1=2 and rate parameter a:
A.1. How does the proposed approximation work, concerning moments
If
E½jX kjoN
we have, for i ¼ ﬃﬃﬃﬃﬃﬃ1p ;
EðX kÞ ¼ 1
ik
dk
dtk
EðeitX Þ
 
t¼0
:
So, from the characteristic function of Y in (3) one may see that the expected value
of Y ; a logBeta random variable with parameters a and b; is
EðY Þ ¼ 1
i
d
dt
EðeitY Þ
 
t¼0
¼ Cða þ bÞ CðaÞ ðA:10Þ
and its second non-centered moment is
EðY 2Þ ¼ 1
i2
d2
dt2
EðeitY Þ
 
t¼0
¼ C0ðaÞ C0ða þ bÞ þ ðCða þ bÞ CðaÞÞ2
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so that its variance is
VarðYÞ ¼ C0ðaÞ C0ða þ bÞ; ðA:11Þ
where CðxÞ ¼ d
dx
log GðxÞ is the digamma function and C0ðxÞ ¼ d2
dx2
log GðxÞ ¼
d
dx
CðxÞ is the trigamma function.
One may then notice that
lim
a-N
½EðYÞ2
VarðY Þ ¼ lima-N
ðCða þ bÞ CðaÞÞ2
C0ðaÞ C0ða þ bÞ ¼ b ðA:12Þ
and
lim
a-N
EðY Þ
VarðY Þ  a ¼ lima-N
Cða þ bÞ CðaÞ
C0ðaÞ C0ða þ bÞ  a ¼
b
2
 1
2
; ðA:13Þ
so that we may write
EðYÞ
VarðYÞ ¼
Cða þ bÞ CðaÞ
C0ðaÞ C0ða þ bÞ C
a
a þ b
2
 1
2
: ðA:14Þ
Expressions (A.12) and (A.13) yield the exact result for b ¼ 1; the rate of
convergence in (A.12) and (A.13) being generally better for 0obo1 than for b41;
and accordingly higher for b ¼ 1=2 than for any other positive half-integer.
Thus, for large a; a Gamma distribution with shape parameter b and rate
parameter l ¼ a þ b2 12 will approximate the logBeta distribution also in the sense
that, in agreement with (A.9), it will have its expected value, b= a þ b
2
 1
2
 
; and its
variance, b= a þ b
2
 1
2
 2
; verifying the relations Cða þ bÞ CðaÞCa b= a þ b
2
 1
2
 
and C0ðaÞ C0ða þ bÞCa b= a þ b
2
 1
2
 2
:
A.2. A different approach in approximating a logBeta distribution by a Gamma
distribution
The approach proposed so far in this appendix, of approximating a logBeta
distribution with parameters a and b by a Gamma distribution with shape parameter
b and rate parameter a þ b=2 1=2; given the results presented, clearly yields an
asymptotic approximation for increasing values of a; the parameter that, in the
distribution of some statistics, will be an increasing function of the sample size,
yielding a distribution that gets closer to the logBeta distribution in terms of
characteristic function, moments, quantiles and distribution function, for increasing
values of the parameter a: However, the results about moments just obtained in the
second part of this appendix may suggest ( following an insightful lead from one of
the referees) that we could think of approximating a logBeta distribution with
parameters a and b by a Gamma distribution with rate and shape parameters l and r
given by
l ¼ Cða þ bÞ CðaÞ
C0ðaÞ C0ða þ bÞ; r ¼
ðCða þ bÞ CðaÞÞ2
C0ðaÞ C0ða þ bÞ : ðA:15Þ
ARTICLE IN PRESS
C.A. Coelho / Journal of Multivariate Analysis 89 (2004) 191–218 213
As it is easy to verify, this Gamma distribution would have the same two ﬁrst
moments as the original logBeta distribution, this is, the expected value and variance
in (A.10) and (A.11).
Although it is not all that easy to prove, since the algebra involving
polygamma functions may get a little complicated, the Gamma distribution
obtained this way is, for increasing values of the parameter a; also an asymptotic
distribution for the logBeta distribution with parameters a and b; yielding in fact an
outstanding approximation since both distributions even have the same two ﬁrst
moments.
Appendix B. Results used in obtaining the explicit expressions for the p.d.f. and c.d.f.
of the GNI Gamma distribution
Result B.1. For ReðaÞ4 1; and ReðrÞ40;
Z z
0
ðz  xÞaxr1ekx dx ¼ Gða þ 1ÞGðrÞ
Gða þ r þ 1Þ z
aþr
1F1ðr; a þ r þ 1;kzÞ; ðB:1Þ
where
1F1ða; b; zÞ ¼
XN
n¼0
ðaÞnzn
ðbÞnn!
is the Kummer conﬂuent hypergeometric function, with
ðaÞn ¼
Gða þ nÞ
GðaÞ :
For integer a ðX0Þ and r ¼ b=2; where b is a positive odd integer we may also
write
Z z
0
ðz  xÞaxb21ekx dx
¼ 1
kaþb=2
ekz
Xmax a;b12 1
i¼0
ð1Þiþ1wa1ikiþ1=2ziþ1=2
2
64
þ ð1Þaf
ﬃﬃﬃﬃﬃ
kz
p Xa
i¼0
ð1Þidikizi
3
75 ðB:2Þ
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where fðzÞ ¼ 2ﬃﬃpp R z0 ex2 dx is the error function,
di ¼
a
i
 
G a þ b
2
 i
 
; i ¼ 0;y; a
and
wi ¼
Xa
j¼iþ1
ð1Þjgji1;j; i ¼ min 0; a 
b  1
2
 
;y; a  1
with
gi;j ¼
a
i
 
G a þ b
2
 i 
Gða  j þ 3=2Þ; i ¼ 0;y; a; j ¼ 1;y; a:
From (B.1) and (B.2) we obtain, for integer a ðX0Þ and odd b ðX1Þ the following
relation:
1F1
b
2
; a þ b
2
þ 1;kz
 
¼ 1
kaþ
b
2zaþ
b
2
Gða þ b=2þ 1Þ
Gða þ 1ÞGðb=2Þ

 ekz
Xmax a;b12 1
i¼0
ð1Þiþ1wa1ikiþ1=2ziþ1=2
2
64
þ ð1Þafð
ﬃﬃﬃﬃﬃ
kz
p
Þ
Xa
i¼0
ð1Þidikizi
3
75; ðB:3Þ
which, for these cases, expresses the Kummer conﬂuent functions in (B.1) in terms of
the error function.
Proof. The result in (B.1) may be obtained from expression (13.2.1) in [1], which
may be written, for ReðaÞ4 1 and ReðrÞ40; asZ 1
0
ezttr1ð1 tÞa dt ¼ Gða þ 1ÞGðrÞ
Gða þ r þ 1Þ 1F1ðr; a þ r þ 1;zÞ: ðB:4Þ
Making in (B.4) the change of variable x ¼ tz
k
we haveZ z=k
0
ekx
kx
z
 r1
1 kx
z
 a
k
z
dx
¼ k
z
 aþrZ z=k
0
ekxxr1
z
k
 x
 a
dx
¼ Gða þ 1ÞGðrÞ
Gða þ r þ 1Þ 1F1ðr; a þ r þ 1;zÞ;
or (B.1) by just replacing z by kz:
The result for aAN0 and odd b; under the form in (B.2) may be obtained by
successive integrations by parts and induction. &
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We may note that Result B.1 is still valid for a ¼ 0; in which case the Kummer
function in (B.1) may be expressed in terms of the incomplete Gamma function, as
1F1ðr; r þ 1;kzÞ ¼ r
krzr
ðGðrÞ  Gðr; kzÞÞ;
where
Gðr; kzÞ ¼
Z N
kz
tr1 et dt
is the incomplete Gamma function. In this case (B.2) and (B.3) still hold.
Result B.2. For Reðl  mÞo0 and integer kX0Z z
0
emxxkþr11F1ðr; k þ r; lxÞ dx
¼ Gðk þ rÞ
mk
zr
Gðr þ 1Þ 1F1ðr; r þ 1; ðl  mÞzÞ
"
 emz
Xk1
j¼0
zrþjmj
Gðr þ 1þ jÞ 1F1ðr; r þ 1þ j; lzÞ
#
: ðB:5Þ
Proof. From 1.14.7 in [6],Z
ðlzÞkþr21F1ðr; k þ r  1; lzÞ dz
¼ l
kþr2
k þ r  1 z
kþr1
1F1ðr; k þ r; lzÞ: ðB:6Þ
Then, using integration by parts and (B.6) we haveZ
emzzkþr21F1ðr; k þ r  1; lzÞ dz
¼ e
mz
k þ r  1 z
kþr1
1F1ðr; k þ r; lzÞ
þ m
k þ r  1
Z
emzzkþr11F1ðr; k þ r; lzÞ dz
or Z
emzzkþr11F1ðr; k þ r; lzÞ dz
¼ k þ r  1
m
Z
emzzkþr21F1ðr; k þ r  1; lzÞ dz
 e
mz
m
zkþr11F1ðr; k þ r; lzÞ; ðB:7Þ
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which has to be applied recursively k times, so that we get on the right-hand sideZ
emzzr11F1ðr; r; lzÞ dz;
where
1F1ðr; r; lzÞ ¼ elz
so thatZ
emzzr11F1ðr; r; lzÞ dz ¼
Z
eðlmÞzzr1 dz
which is under the form of Result B.1, for a ¼ 0; yieldingZ z
0
eðlmÞxxr1 dx ¼ z
r
1F1ðr; r þ 1; ðl  mÞzÞ:
This way, applying (B.7) recursively k times we getZ
emzzkþr11F1ðr; k þ r; lzÞ dz
¼
Qk
j¼1 ðk þ r  jÞ
mk
1
r
zr1F1ðr; r þ 1; ðl  mÞzÞ
 e
mz
m
Xk
j¼1
Qj1
i¼1 ðk þ r  iÞ
mj1
zkþrj1F1ðr; k þ r þ 1 j; lzÞ; ðB:8Þ
whereYk
j¼1
ðk þ r  jÞ ¼ Gðk þ rÞ
GðrÞ ;
yielding after some small rearrangements (B.5), together with the fact that the right-
hand side of (B.8) clearly evaluates to zero at z ¼ 0: &
Appendix C. Results on the Kummer hypergeometric function for integer arguments
For any n; mAN; with nom; we have
1F1ðn; m; zÞ ¼ ð1Þn ðm  1Þ!
zm1
Xmn1
k¼0
zk
GðnÞk!
Gðm  1 kÞ
Gðm  n  kÞ
"
 ez
Xn1
k¼0
ðzÞk
Gðn  kÞk!
Gðm  1 kÞ
Gðm  nÞ
#
;
which yields for example, for rAN;
1F1ðr; r þ 1;lzÞ ¼ r!ðlzÞr 1 e
lz Xr1
k¼0
ðlzÞk
k!
" #
;
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where
1 elz
Xr1
k¼0
ðlzÞk
k!
is the c.d.f. of a Gamma random variable with integer shape parameter rAN and rate
parameter l:
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