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Abstract.  This paper aims to analyzing the match between social network theo-
ries and recommender systems. Several social network theories provide explana-
tions on why nodes link to each others. At the same time, recommender systems 
recommend users to connect to some items according to different internal algo-
rithms. The study identifies the theoretical mechanisms behind the main types of 
recommender algorithms, and specifically behind network-based ones. Main de-
sign implications for recommender algorithms are derived.  
Introduction 
We can define a recommendation as the communication of a prediction: the pre-
diction of the utility of an item to somebody. Recommendations are a key part of 
knowledge exchange, where an expert communicates to a non-expert the utility to 
access an information or a piece of knowledge, to perform a task, or to connect to 
another expert.  
Recommender systems automatically generate information and knowledge by 
mimicking the recommendation process among humans. Recommender systems 
available online may suggest different “items” such as books (Amazon.com, Bar-
nes&Noble.com), movies (Movielens), music (Pandora.com), jokes (Jester.com), 
people to date (Meetic.it, YahooPersonals), friends (Facebook.com), restaurants 
(2spaghi.it), etc. Users instruct the system about their preferences. The focus is not 
just on retrieving information but on filtering it. Only the relevant information 
must be recommended in order to avoid information overload.  
Recommender systems are an essential part of Web 2.0 websites [1] where they 
put in practice the concept of the so-called “wisdom of crowds”, from the title of 
the book by James Suriowecki [2]. In Web 2.0 websites, users are also content 
generators and their behaviour and relationships produce recommendations to 
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other users. On Facebook, for example, the system recommends Facebook pages 
that friends have voted positively with the rating system “ILike”. Explicit or im-
plicit “votes” (e.g. number of downloads) are also used in other Web 2.0 websites 
(Amazon, eBay, Youtube, MySpace, etc.). In a sense, the democratic voting proc-
ess is a way to identify items that can be useful to others. These types of recom-
mender systems are called collaborative filtering systems because they rely on the 
fictional collaboration of the entire set of users in providing recommendations.  
In addition to reducing overload and collaboratively identifying useful items, 
recommender systems are one of the most powerful tools for commercial websites 
to build the ideal of “mass customization”. In fact they: (i) convert “browsing” us-
ers into buyers by suggesting appropriate items to users who otherwise would not 
have purchased an item [3]; (ii) increase cross-selling by recommending additional 
and complementary items to those already chosen by a user [3], [4]; (iii) build cus-
tomer loyalty, as “the more a customer uses a recommender system – teaching it 
what he wants – the more loyal he is to the site” [5]; (iv) better the understanding 
of customer needs and of market segments [6]. 
As company data are more easily integrated, organized, and analyzed thanks to 
enterprise data warehouses, recommender systems are increasingly adopted in 
knowledge-intensive organizations for the support of knowledge exchange. Re-
commender systems are used for example to support knowledge exchange in the 
research process [7] or to improve knowledge exchange and expert recognition 
within business organizations [8] and within communities [9], [10]. Recommender 
systems in fact permit both (i) a “repository view” of knowledge management [11] 
emphasizing the gathering, providing, and filtering of explicit knowledge, and (ii) 
an "expertise sharing" model, emphasizing the identification and access of experts 
and the connection between people [12]. 
Finally, latest recommender systems not only are based on collaborative voting 
and item features but also on social networks among users. Items are ranked ac-
cording to the usefulness to people with a connection to the focal user [8], [13], 
[14], [15], [16]. In this sense, it is the “wisdom of networks” that produces rec-
ommendations.  
The aim of this paper is to highlight the theoretical mechanisms behind the ma-
jor types of recommender systems and to find the intersections between network 
research and recommender algorithm design. 
Types of Recommender Systems Algorithms 
There are two basic entities that are included in any recommender system: 
items (books, people to contact, songs, articles, etc.) and users. Recommender sys-
tems need some input information on these entities such as: demographic data of 
the users, item features, and users’ ratings of the items (ratings can be explicit or 
implicit, binary or on different scales).  The recommendation problem is to make a 
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prediction of the user ratings of unrated items, and to recommend one or more 
items that maximize the utility of the user [17]. 
We can identify 6 types of computer-supported recommender systems: 
1) Content-based systems recommend items that are similar to the items the 
focal user liked in the past. For example, the internet radio Pandora.com provides 
song recommendations based on the structural features (types of vocals, music 
genre, etc.) of the first song selected by a user.  
2) Collaborative filtering systems recommend items to a particular user based 
on the ratings of users who show similar tastes for the same items [4]: starting 
from a user-by-item matrix, the systems groups users whose ratings are similar; 
the system then recommends the items selected by the groups to each member of 
the groups. Ringo [18] is an early example.  
3) Item-based collaborative filtering [19] or item-by-item collaborative fil-
tering [20] is the method adopted by Amazon.com for its famous functionality 
“customers who bought this book also bought these books”. Starting from a user-
by-item matrix, the recommender creates an item-by-item matrix where the ge-
neric cell represents the similarity between items. This method does not need to 
compute a neighbourhood of similar users; therefore it is much faster than “user-
based” collaborative filtering methods.  
4) Demographic filtering categorizes users according to demographic data and 
generates recommendations based on demographic classes [21]. 
5) Average ratings are non-personalized recommendations based on what 
other users have said about the items on average. An example is the average rating 
of videos on Youtube.com.  
6) Recommendation support systems [22] are systems that do not automate 
the recommendation process but support people in sharing recommendations. For 
example, users of IMBD.com may leave text comments about pros and cons of 
movies on each movie page. These are also non-personalized recommendations 
(every user can see the same texts).  
Main problems of these recommender systems are [23] [24]: (i) cold start / 
long tail problem: the systems can not recommend items not yet rated. Many items 
usually have few ratings; (ii) lack of novelty/serendipity: content-based filtering 
recommends similar items (not likely a radical change) while collaborative filter-
ing recommends very popular items to anyone; (iii) start-up / new user problem: 
new users of a system have few or no ratings of items. Therefore both content-
based systems and collaborative filtering systems cannot find similar items or 
similar users for the production of recommendations.  
Social Network-based Algorithms 
The main idea of network-based recommender systems [8], [13], [14], [15], [16] is 
that items are recommended not because of their features or because people simi-
4  
lar to the focal user liked them but because people in the user social network (i.e. 
friends or colleagues) voted them positively. In other words, if person A trusts 
person B and B trusts person C, it is likely that items liked by C can be recom-
mended to A, even if A and C are not directly connected. We can call this logic, 
social network filtering. 
[15] tested a social network filtering algorithm using data from Epinions.com, the 
only available dataset that combines explicit user ratings and social networks. On 
this website, consumers can rate different types of goods (cars, movies, books, 
music, computers, software, ect.). Reviewers can also rate positively other review-
ers if they found their ratings valuable. In this model, a focal user trusts both the 
people he/she rated positively and the users that were rated positively by his/her 
trusted users. Trust propagates with a limitation: the further away the user is from 
current user, the less reliable is the inferred trust value. This measure of trust was 
used to create a trust network for the production of trust-based recommendations.  
In the same way, TrustWebRank [16] is a metric inspired by Google’s algorithm 
PageRank which has been tested on the same Epinions data. The metric computes 
user trust based on the centrality of the user’s connections in the trust network. A 
model simulates also the dynamics of trust in the network. 
Finally, C-IKNOW [14] provides recommendations based on similarity, heteroge-
neity and Exponential Random Graph Models (ERGM). ERGM models compute 
the probability of a link between each pair of nodes based on the structural ten-
dencies, such as transitivity or reciprocity [25]. The idea of C-IKNOW is that if 
there is a probability of a link between user A and item B, then B is recommended 
to A.. Also, C-IKNOW includes a recommender system for the creation of teams 
called Team Assembly. Recommendations are the grouping options and may be 
based on potential team member similarity or on existing social relationships.  
This new logic potentially improves recommendations by reducing some of the 
computational limitations of traditional recommender systems:  
(i) Cold start / long tail: if an item has not been rated (explicitly or implicitly) it 
can not be recommended in any system. However, network-based recom-
mender systems, rather than other systems, may include more items with 
fewer ratings in their recommendations if these items have been rated by 
trusted people. This hypothesis needs to be tested in the future.    
(ii) Lack of novelty/serendipity: as demonstrated by [16] through simulations, so-
cial-network based systems give users the possibility to get recommendations 
from unknown users (trusted by trusted users) which may bring novel items in 
the recommendation list, “e.g. recommendations on travel books for people 
usually interested in tools for gardening” [16]. 
(iii) Start-up/new user problem: [15] demonstrated through experiments that a 
trust network-based recommender system has more coverage (number of pre-
dictable ratings) and a decreased error than a collaborative filtering system. 
They argue that the network-based system is more efficient because collecting 
few trust statements from new users is more useful than collecting an equiva-
lent amount of  item ratings.  
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Social Network Theories and Recommender Systems 
The rise of “collaborative filters” and social-network based collaborative filters 
constitute a strong call for the involvement of social scientists in the field of re-
commender systems.  
 
Table 1  
Social network-based theories [26] [27] 
 
Recommender systems 
Homophily theory: Individuals establish rela-
tions with people who are similar to them (e.g. 
same age, gender,  education, etc.) 
Demographic filtering: similar users on 
MySpace.com, Meetic.it, etc. 
Collaborative filtering: similar users in 
terms of tastes influence each others. 
Balance theory: people prefer to build balanced 
relationships to avoid discomfort (reciprocity: if 
A is friend to B, B is friend to A; transitivity: if 
A is friend to B, and B to C, then A to C) 
Social network filtering: Facebook “People 
you may know” transitivity algorithm. 
Proximity theory: people physically close to 
each other are more likely to connect 
Demographic and content-based filtering: 
geography of users (LinkedIn.com,) or 
items (restaurants in  2spaghi.it) 
Heterophily: or the love of the different. People 
who differ on certain features tend to group to-
gether 
Demographic filtering: recommendations 
are based on demographic data on 
MySpace.com, Meetic.it, etc. 
Collective action theory:  people group together 
to achieve results otherwise unachievable 
Social network filtering: no available ex-
amples 
Social contagion theory: people choose items 
chosen by people in their social / trust network 
Social network filtering: Facebook’s 
“ILike” (“your friends like this”), TrustWe-
bRank metric 
Self interest: people choose items on the basis 
of the balance between benefits and costs asso-
ciated to those items 
Recommendation support systems: text 
comments on pros and cons of items 
Transactive Memory Theory: people connect to 
those whom they recognize experts or to those 
items they think may be informative. 
Social network filtering: LinkedIn Best An-
swer, C-IKNOW [14] 
Structural hole theory: people connect to non-
connected others in order to enhance their struc-
tural autonomy 
Social network filtering: no available ex-
amples 
Structural equivalence: people connect to peo-
ple connecting to the same people 
Item-by-item collaborative filtering: Ama-
zon’s People who bought this book bought 
also this [20] 
Source: our own elaboration 
 
The literature [26] [27] identifies many theoretical mechanisms explaining why  
people create social networks. These theories can be interpreted also as explana-
tions of why a certain user may need to connect to a certain “item” (be it a human 
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being or a thing). In table 1 we try to match those theories, briefly summarized, 
with the types of recommender algorithms. The purpose of this table is to under-
stand whether or not main social theories explaining the emergence of links be-
tween people are taken into account by current recommender algorithms. For each 
algorithm type we provide an example among existing systems.  
Some theoretical mechanisms remain unexplored: collective action theory [26]  
could inspire algorithms recommending complementary items or people needed to 
accomplish a task; algorithms based on structural holes theory [28] would rec-
ommend to connect with items and people disconnected among each others. 
Some other theory, like self-interest theory and transactive memory theory 
(TMT) [29] could be better exploited. The first one usually is not automated in re-
commender systems. The balance between benefits and costs is provided by users 
through text comments.  The second one, TMT, has already some applications 
among recommender systems but of limited extent.  
TMT argues that knowledge exchange occurs because individuals serve as ex-
ternal memory aids to each other [29]. People benefit from each other’s knowl-
edge and expertise when they develop a good, shared understanding of who knows 
what in a group of people. The difficulty in including this mechanism in a recom-
mender system actually relies on the fact that it is challenging to obtain a cognitive 
measure of other’s expertise. 
One application of TMT is the LinkedIn’s service “Best Answer”: people ask 
questions on categorized topics and rate as “best answer” one of the answers. Us-
ers who produced many “best answers” on a certain topic are recognized as ex-
perts on that topic. However, LinkedIn does not include these data in the “people 
search” engine, thus making this feature substantially ineffective. IKNOW [13] 
and C-IKNOW [14] can be used to include self-reported data about the cognitive 
measures of other’s expertise, thus providing the necessary data for the recom-
mendation of the experts. However, a system including an explicit rating of oth-
ers’ expertise is unlikely to be scalable. Therefore a future TMT-based recom-
mender system may benefit from an implicit expertise rating system that could be 
obtained by crossing behavioral data  such as citation of people, referrals, or other 
types of endorsements. 
Conclusions 
The paper had the objective to link social network theories with recommender sys-
tem research. The review identified which mechanisms are utilized and under-
utilized for the design of recommender systems. The author believes that under-
utilized mechanisms could increase the value of future recommender systems, es-
pecially in organizational settings. Collective action [26] may be a valuable crite-
rion for the recommendation of people and items because it provides information 
about interdependent resources. Structural hole theory [28] may be useful to iden-
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tify sources of potential lack of coordination. Finally, transactive memory theory 
[29] would keep track of cognitive networks about “who knows what” and “who 
knows who knows what” which are important for the development of knowledge 
exchange and expert recognition [26].  
In general social network theories may provide great value to all the types of 
recommender systems as the different algorithms still rely on networks of users 
and items. Thus the “wisdom of networks” can be applied even in relation to non-
human nodes.  
Future research may be devoted to identifying the accuracy measures of these 
under-utilized mechanisms in order to predict their ability in identifying useful 
and relevant items, their learning capacity (what is the minimum density of data 
they need to produce recommendations), and the novelty of their predictions 
(whether or not the recommendations would have been discovered by the users 
without the system).  
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