By constructing successful couplings for degenerate diffusion processes, explicit derivative formula and Harnack type inequalities are presented for solutions to a class of degenerate Fokker-Planck equations on R m × R d . The main results are also applied to the study of gradient estimate, entropy/transportation-cost inequality and heat kernel inequalities.
Introduction
Bismut's derivative formula [5] for diffusion semigroups on Riemannian manifolds, also known as Bismut-Elworthy-Li formula due to [9] , is a powerful tool for stochastic analysis on Riemannian manifolds. On the other hand, the dimension-free Harnack inequality introduced in [18] has been efficiently applied to the study of functional inequalities, heat kernel estimates and strong Feller properties in both finite-and infinite-dimensional models, see [2, 3, 7, 10, 11, 12, 14, 15, 16, 19, 20, 23, 22, 24, 26] . These two objects have been well developed in the elliptic setting, but the study for the degenerate case is far from complete.
It is known that the Bismut type formula can be derived for a class of hypoelliptic diffusion semigroups by using Malliavin calculus (see e.g. [1, Theorem 10] ). In this case, since no curvature bound can be used, the derivative formulae are usually less explicit. It is remarkable that in the recent work [27] X. Zhang established an explicit derivative formula for the semigroup associated to degenerate SDEs of type (1.1) below (see Section 2 for details). On the other hand, the study of dimension-free Harnack inequality for degenerate diffusion semigroups is very open, except for Ornstein-Uhlenck type semigroups investigated in [15] , where the associated stochastic differential equation is linear.
Our strategy is based on coupling, see for example [21] , and the main purpose of the paper is thus to construct such a successful coupling using Girsanov transform in the manner of [2] for degenerate diffusion processes, which implies explicit Bismut formula and dimension-free Harnack inequality for degenerate Fokker-Planck equations.
Let us introduce more precisely the framework we will consider. Let σ t be invertible d × dmatrix which is continuous in t ≥ 0, A be an m × d-matrix with rank m, B t be a d-dimensional Brownian motion, and Z t ∈ C 1 (R m × R d , R d ) which is continuous in t. Consider the following degenerate stochastic differential equation on R m × R d :
(1.1) dX t = AY t dt, dY t = σ t dB t + Z t (X t , Y t )dt.
We shall use (X t (x), Y t (y)) to denote the solution with initial data (x, y) ∈ R m × R d . For simplicity, we will use R m+d to stand for R m × R d . Then the solution is a Markov process generated by
For any f ∈ B b (R m+d ), the set of all bounded measurable real functions on R m+d , let P t f (x, y) := Ef (X t (x), Y t (y)), t ≥ 0, (x, y) ∈ R m+d .
Then u(t, x, y) := P t f (x, y) solves the degenerate Fokker-Planck type equation ∂ t u(t, x, y) = L t u(t, ·)(x, y).
In the case where m = d, σ t = A = I and
this type of equation has recently attracted much interest under the name "kinetic FokkerPlanck equation" in PDE, see Villani [17] , or "stochastic damping Hamiltonian system" in probability, see [25, 4] , where the long time behavior of P t has been investigated. In this particular case the invariant probability measure (if it exists) is well known as µ(dx, dy) = e −2V (x)−c|y| 2 dxdy (up to a constant), and Villani [17] uses this fact to establish hypocoercivity via most importantly an hypoelliptic regularization estimate H 1 → L 2 . First note that the methodology used there relies heavily on the knowledge of the invariant measure, which we will not need in the present study. Also, his main condition reads as |∇ 2 V | ≤ c(1+|∇V |) preventing exponentially growing potentials, but for parts of our results we do not impose such growing conditions. To allow easier comparison, we will use as running example kinetic Fokker-Planck equation. Let us also mention that we obtain here pointwise estimates, i.e. control of |∇P t f |, which allows for example to get uniform bounds when f is initially bounded (exploding when time goes to 0), results that cannot be obtained via Villani's methodology.
In the following three sections, we will investigate pointwise regularity estimates by establishing derivative formula, gradient estimate and Harnack inequality for P t .
Derivative formulae
Since A has rank m, we have d ≥ m and for any h 1 ∈ R m , the set
Then it is clear that
We shall use | · | to denote the absolute value and the norm in Euclidean spaces, and use · to denote the operator norm of a matrix. For h ∈ R m+d , we use D h to stand for the directional derivative along h.
Before move on, let us first mention the Bismut formula derived in [27] . We call a C 2 -function W on R m+d a Lyapunov function, if W ≥ 1 having compact level sets. The following result is reorganized from [27, Theorem 3.3] . For h ∈ R m+d , let ∇ h denote the directional derivative along h. 
holds, where
In particular, this result applies to W (x, y) = 1 + |x| 2 + |y| 2 and α = 0 provided |∇Z| is bounded. In general, however, the assumption |∇W | 2 ≤ CW 2−α excludes exponential choices of W like exp[|x| l + |y| m ] for l ∨ m > 1, which is exactly the correct Lyapunov function in the study of kinetic Kokker-Planck equation (see Example 2.1 below). In this section, we aim to present a more general version of the derivative formula without this condition.
Let us introduce now the assumption that we will use in the sequel:
Note that condition L s W ≤ CW , included also in (2.1), is normally a easy to check condition in applications. Although the second condition in (A) might be stronger than (2.2), it is a natural condition to exchange the order of the expectation and the derivative by using the dominated convergence theorem, which is however missed in [27] (see line 4 on page 1942 therein). Most importantly, the second condition in (2.1) is now dropped, so that we are able to treat highly non-linear drift Z as in Examples 2.1 and 4.1 below.
The main result in this section provides various different versions of derivative formula by making different choices of the pair functions (u, v).
where
To prove (2.4), we make use of the coupling method with control developed in [2] . Since the process is now degenerate, the construction of coupling is highly technical: we have to force the coupling to be successful before a fixed time by using a lower dimensional noise.
By (2.3) and noting that
Due to (2.3), this in particular implies
and also that
On the other hand, let
We have dY
which is d-dimensional Brownian motion under the probability measure Q ε := R ε t P according to Lemma 2.3 below and the Girsanov theorem. Thus, due to (2.8) we have
Since P t f (x, y) = Ef (X t , Y t ), we arrive at
The proof is then completed by Lemma 2.4.
where the stochastic integral is a Q ε,n -martingale, we have
Noting that by (A) and (2.9)
holds for some constant c > 0, and moreover under the probability measure Q ε,n the process
Combining this with (2.11) we obtain (2.14)
for some constant c > 0. Since for each n the process (R ε s∧τn ) s∈[0,t] is a martingale, letting n → ∞ in the above inequality we complete the proof.
Lemma 2.4. If (A) holds then the family
is uniformly integrable w.r.t. P. Consequently,
Proof. Let τ n be in the proof of Lemma 2.3 and let
By (A) and (2.12), there exists a constant c > 0 such that
Since ∇Z is locally bounded, it follows from (2.9) and (2.10) that
Combining this with (2.16) we obtain
is generated by L s , by (2.5) we have
Thus, for the first assertion it remains to show that the family
is uniformly integrable, where
Since r log 1/2 (e + r) is increasing and convex in r ≥ 0, by the Jensen inequality,
holds for some constant c > 0. Combining this with (2.14) and noting that (2.16) and (2.13) imply
for some constants c, c ′ > 0, we conclude that {η ε,n } ε∈(0,ε 0 ),n≥1 is uniformly integrable. Thus, the proof of the first assertion is finished.
Next, by (A) and (2.9) we have
Moreover, for each n ≥ 1 this sequence is bounded on {τ n ≥ t}. Thus, (2.15) holds a.s. on {τ n ≥ t}. Since τ n ↑ ∞, we conclude that (2.15) holds a.s. Therefore, it also holds on
is uniformly integrable according to the first assertion.
To conclude this section, we present an example of kinetic Fokker-Planck equation for which W is an exponential function so that (2.2) fails true but (A) is satisfied. 
. We easily get that LW = dW. Thus, it is easy to see that (A) holds for e.g. V (x) = (1 + |x| 2 ) l or even V (x) = e (1+|x| 2 ) l for some constant l ≥ 0. Therefore, by Theorem 2.2 the derivative formula (2.4) holds for (u, v) satisfying (2.3). Note that Villani [17, th. A.8] has a crucial assumption: |∇ 2 V | ≤ C(1 + |∇V |) which prevents potential behaving as V (x) = e (1+|x| 2 ) l . Note also that the previous arguments do not rely on the explicit knowledge of an invariant probability measure, which is crucial in Villani's argument.
Gradient estimates
In this section we aim to derive gradient estimates from the derivative formula (2.4). For simplicity, we only consider the time-homogenous case that σ and Z are independent of t. In general, we have the following result. 
If f ≥ 0 then for any δ > 0,
By (2.4) and the Schwartz inequality we obtain
That is, (3.1) holds. Similarly, (3.2) follows from (2.4) and the Young inequality (cf. [3, Lemma 2.4]):
To derive explicit estimates, we will take the following explicit choice of the pair (u, v):
which satisfies (2.3). In this case we have
In this case, Proposition 3.1 holds for
(3.5)
Below we consider the following three cases respectively:
(i) |∇Z| is bounded;
(ii) |∇Z| has polynomial growth and Z(x, y), y ≤ C(1 + |x| 2 + |y| 2 ) holds for some constant c > 0; (iii) A more general case including the kinetic Fokker-Planck equation.
Case (i): |∇Z| is bounded
In this case (A) holds for e.g. W (x, y) = 1 + |x| 2 + |y| 2 , so that Proposition 3.1 holds for u ′′ (s)z − v ′′ (s)h 2 and Θ(h, z, s) given in (3.5) . From this specific choice of Θ(h, z, s) we see that ∇
x Z and ∇ y Z will lead to different time behaviors of ∇ h P t f . So, we adopt the condition 
holds for all δ > 0, and consequently
Proof. Let z be such that |z| = |A −1 h 1 | ≤ A −1 |h 1 |, and take
By (3.1),
(3.13)
Combining this with (3.12) we obtain
Therefore, for any s ∈ (0, t] by the semigroup property and the Jensen inequality one has
This proves (3.8) according to (3.7) . To prove (3.9) we let f ≥ 0 be bounded. By (3.2),
Combining this with (3.13) we obtain
As observed above, by the semigroup property and the Jensen inequality, this implies (3.9). Finally, minimizing the right hand side of (3.9) in δ > 0, we obtain
This is equivalent to (3.10).
Case (ii)
Assume there exists l > 0 such that
It is easy to see that (H) implies (A) for W (x, y) = (1 + |x| 2 + |y| 2 ) 2l , so that Proposition 3.1 holds for u ′′ (s)z − v ′′ (s)h 2 and Θ(h, z, s) given in (3.5).
Corollary 3.3. Let (H) hold.
(1) There exists a constant c > 0 such that
, then there exists a constant c > 0 such that
holds for all δ > 0 and positive f ∈ B b (R m+d ) and (x, y) ∈ R m+d .
, then there exist two constants c, c ′ > 0 such that for any t > 0 and δ ≥ t −2 e c(1+t) ,
holds for all positive f ∈ B b (R m+d ) and (x, y) ∈ R m+d .
Proof. As observed in the proof of Corollary 3.2, we only have to prove the results for t ∈ (0, 1].
(1) It is easy to see that η s in the proof of Corollary 3.2 satisfies
for some constant c 1 > 0. Thus, the first assertion follows from (3.12) and Lemma 2.3. (2) Let (H) hold for some l ∈ (0, 1/2). Then
. By the Itô formula, we have
Therefore, for any λ > 0,
On the other hand, since l < 1 2 implies 4l − 1 < 2l, there exists a constant c 3 > 0 such that
Combining this with (3.16) we arrive at
As the argument works also for t ∧ τ n in place of t, we may assume priorly that the left-hand side of the above inequality is finite, so that
and combining the above inequality with (3.14) and (3.15), we arrive at
for some constant c > 0. This proves the desired estimate for t ∈ (0, 1], and hence for all t > 0 as observed in the proof of Corollary 3.2.
, so that (3.16) reduces to
Obviously, there exists a constant c > 0 such that if
holds for some constant c ′ > 0.
Example 3.1 (Kinetic Fokker-Planck equation)
Let us consider once again the Example 2.1 introduced previously, and remark that the result of Corollary 3.3 (1) holds without the first assumption in (H), so that we get a pointwise version of Villani [17, Th. A.8] under the same type of condition (polynomial growth at most), and thus recover its L 2 bound (constants are however rather difficult to compare).
A general case
Corollary 3.4. Assume (A). Then there exists a constant c > 0 such that
If moreover there exist constants λ, K > 0 and a C 2 -functionW ≥ 1 such that
then there exist constants c, δ 0 > 0 such that
Proof. Again, it suffices to prove for t ∈ (0, 1]. By (3.5) and taking z ∈ A −1 h 1 such that |z| = A −1 · |h 1 |, there exists a constant c > 0 such that
So, by (A)
holds for some constant c > 0. Since W ≥ 1 and EW (X s , Y s ) ≤ e Cs W , this and (3.1) yield that
holds for some constants c 1 , c 2 > 0. Next, it is easy to see that the process
is a local martingale, and thus a supermartingale due to the Fatou lemma. Combining this with (3.19) and noting thatW ≥ 1, we obtain
Then the second assertion follows from (3.2) and (3.21) since for any constant α > 0 there exists a constant c 2 > 0 such that for any δt ≥ α/λ,
.
Harnack inequality and applications
The aim of this section is to establish the log-Harnack inequality introduced in [16, 20] and the Harnack inequality with power due to [18] . Applications of these inequalities to heat kernel estimates as well as Entropy-cost inequalities can be found in e.g. [16, 20] . We first consider the general case with assumption (A) then move to the more specific setting with assumption (H). Again, we only consider the time-homogenous case.
Harnack inequality under (A)
We first introduce a result, essentially due to [3] , that the entropy-gradient estimate (3.2) implies the Harnack inequality with a power. Proposition 4.1. Let H be a Hilbert space and P a Markov operator on B b (H). Let h ∈ H such that for some δ h ∈ (0, 1) and measurable function γ h : [δ h , ∞) × H → (0, ∞),
holds for all positive f ∈ B b (H). Then for any α ≥
Proof. Let β(s) = 1 + (α − 1)s. We have
Then the proof is completed by taking integral over [0, 1] w.r.t. ds.
Below is a consequence of (3.20) and Proposition 4.1. 
holds for x, h ∈ R m+d with |h| < δ 0 t.
Proof. By (3.20),
holds for δ ≥ δ 0 /t. Thus, (4.1) holds for P = P t and
Therefore, the desired Harnack inequality follows from Proposition 4.1.
To derive the log-Harnack inequality, we need the following slightly stronger condition than the second one in (A): there exists an increasing function U on [0, ∞) such that
Theorem 4.3. Assume (A) such that (4.3) holds. Then there exists a constant c > 0 such that
holds for any t > 0, positive function f ∈ B b (R m+d ), and x, y ∈ R m+d .
Proof. Again as in the proof of Corollary 3.2, it suffices to prove for t ∈ (0, 1]. Let x = (x, y) and y = (x,ỹ). We will make use of the coupling constructed in the proof of Theorem 2.2 for ε = 1, h = (x −x, y −ỹ) and (u, v) being in (3.3). We have
is generated by L under the probability Q 1 = R 1 t P. So, by the Young inequality (see [3, Lemma 2.4]), we have
Combining this with (2.11) we arrive at (4.4)
Taking z such that |z| ≤ A −1 · |h 1 |, we obtain from (2.9), (4.3), (3.3) and (3.4) that
Combining this with (4.4) and noting that LW ≤ CW implies
, we complete the proof.
We conclude this part, we come back to Example 2.1 for the kinetic Fokker-Planck equation. (4.5) dX t = Y t dt, dY t = dB t − (X t ) 3 dt − Y t dt.
In this case we have Z(x, y) = −x 3 − y, so that |Z(x, y) − Z(x,ỹ)| 2 ≤ c(|x −x| 2 + |y −ỹ| 2 )(1 + x 4 +x 4 ).
Next, let W (x, y) = 1 + 1 2 x 4 + y 2 . We have LW (x, y) = 2yx 3 + 1 − 2x 3 y − 2y 2 = 1 − 2y 2 ≤ W (x, y).
Thus, (3.18) holds for U = 0. Moreover, following the line of in [25, 4, 8] , consider w(x, y) = a 
Harnack inequality under assumption (H)
As shown in [3] , the derivative estimate (3.9) will enable us to prove an Harnack inequality with a power in the sense of [18] . More precisely, we have the following result.
Theorem 4.4. Let (3.6) hold and let Φ t be in (3.7). Then for any t > 0, α > 1 and positive function f ∈ B b (R m+d ), (4.6) (P t f ) α (x, y) ≤ (P t f α )(x,ỹ) exp α α − 1 Φ t (|x −x|, |y −ỹ|) , (x, y), (x,ỹ) ∈ R m+d holds. Consequently, (4.7) P t log f (x, y) ≤ log P t f (x,ỹ) + Φ t (|x −x|, |y −ỹ|), (x, y), (x,ỹ) ∈ R m+d .
Proof. It is easy to see that (4.6) follows from (3.9) and Proposition 4. holds for x, y ∈ R m+d . If (H) holds for some l < , then there exists a constant c > 0 such that
× exp αc|x − y| holds for all t > 0, α > 1, x, y ∈ R m+d and positive f ∈ B b (R m+d ).
