Rainfall rates derived from tipping bucket rain gauges generally ignore the detailed variation at a finer temporal scale that particularly occurs in light rainfall events. This study extends the exploration of using artificial neural networks (ANNs), in comparison with the conventional linear interpolation method (LIM) and the cubic spline algorithm (CSA) for rainfall rate estimation at fine temporal resolution using rain gauge data based on a case study at Chilbolton and Sparsholt observatories, UK.
INTRODUCTION
Precipitation is a fundamental input for practically all aspects of hydrological assessment and modelling. However, it is usually exceptionally hard to derive precise measurements (Savina et al. ) . Both rain gauges and weather radar are commonly used to monitor precipitation (Sideris et al. ) , but the most widely used instruments for point measurements of precipitation of ground truth are rain gauges (Liu et al. ) , especially with tipping bucket rain gauges (TBRs) due to their low cost and high reliability.
For the estimation of areal precipitation, weather radars are broadly applied at both high temporal and spatial resol- been conducted in merging and processing rainfall products by combining rain gauges and weather radars, constraints still exist in estimating the 'true rainfall' due to the spatial and temporal differences between them.
Due to point sampling characteristics of rain gauges, typically, rain gauge data are considered to provide high accuracy of point measurement on the ground level. However, rain gauges are generally distributed sparsely, therefore resulting in inadequacies of capturing the spatial variability of precipitation in space (Savina et al. ) . On the other hand, radars provide a spatially dense and wide coverage of areal precipitation indirectly in elevated volume, but with uncertainties on quantitative precipitation well as inherent errors in both radar and gauge measurements.
Instantaneous precipitation measurements can be derived from weather radars at high temporal resolutions typically ranging from 5 to 10 minutes and modern X-band radars can even provide less than 1 minute temporal resolution. Weather radars transmit electromagnetic waves in the microwave range (usually 3-10 GHz) into the atmosphere and a small percentage of energy is reflected back to the radar antenna when precipitation particles (also known as hydrometeors) exist along the direction of the transmitted waves. The reflected energy (or reflected power) can be related to the radar reflectivity Z, which in turn, can be related to the rainfall intensity R by applying a standard nonlinear Z-R relationship (Garcia-Pintado et al. ). In comparison, rain gauges can constantly collect and accumulate rainfall over a time period of interest (Sideris et al. ) . A linear interpolation method (LIM) which simply divides the tipping bucket volume by the time between tips is applied to obtain the mean rainfall rates. However, the mean rainfall rate derived from TBRs normally do not consider the variations of precipitation for rainfall events with short duration (Habib et al. ) .
Since the high temporal resolution of rainfall measurements can significantly eliminate the temporal mismatch in precipitation measurements between weather radar and TBRs, improvement to radar rainfall adjustment could be achieved by reducing the temporal representation uncertainty of TBR rainfall rates at 1-minute temporal resolution using the cubic spline algorithm (CSA) by fitting the accumulated rainfall amount from TBRs, and then using the derivative of the cubic spline to compute the high temporal resolution rainfall rates. Compared with traditional methods such as linear or quadratic approaches, the CSA can be easily implemented (Sadler & Busscher ) ; moreover, a seamless fitting curve can only be generated by applying a cubic or higher order algorithm (Wang et al. ) . Nevertheless, the CSA requires the piecewise continuous property, and it may not be the best choice for rainfall data that are responsive to the smoothness of third or higher order derivatives.
Furthermore, it may not be suitable for heavy rainfall events with short duration (e.g., less than 2 minutes) where either a first or second derivative cannot be determined from precipitation information. In addition, large rainfall gradients at low rainfall rates can produce negative rainfall rates when applying the CSA (Wang et al. ) .
The raindrop size distributions and the fall velocities of precipitation particles (also known as hydrometeors) at high temporal resolutions can be measured by using a disdrometer, which can be used to estimate rainfall intensity, radar reflectivity, water content and other radar measurements (Sieck et al. ) . Disdrometers can also help to detect some of the sources of errors in radar rainfall estimations (Islam et al. ) . As a result, the disdrometer has been extensively adopted in rain gauge, radar and satellite-borne Such research has proved that ANNs are capable of rainfall rate estimation; however, there is a research gap in retrieving high temporal resolution rainfall information from a combination of rainfall measurements (e.g., TBRs and disdrometers). Moreover, the estimated rainfall rates are not verified with those derived from any other rain gauges, especially for the TBRs which are commonly considered as the ground truth (Sieck et al. ) . Nevertheless, the ANN is a heuristic and prospective method, which could be utilized in retrieving rainfall rates at high temporal resolution based on data from TBRs, as ANN can implicitly identify complex nonlinear relationships between input and target values.
Therefore, an ANN model integrated with 1-minute rainfall rate is set up and assessed with a TBR and a JWD. disdrometers at both sites and the rainfall measurement period correponds with that of the disdrometers. This dataset is available through the British Atmospheric Data Centre (BADC) website (http://catalogue.ceda.ac.uk/ uuid/b5b96f48a8ea9493fedad621dbc1fc5d). Moreover, it is undeniable that the lower the difference between the disdrometer rainfall and the rain gauge measurements, the higher the performance that can be obtained in terms of rainfall rates. The best-correlated data were used because it is important to establish the most reliable models from the best possible data. Poor quality data can result in unreliable models. The minimum annual rainfall amount differences between the TBR and the JWD can be identified in 2009 at Sparsholt and Chilbolton observatories separately (13.4 mm and 4.6 mm, respectively) as shown in Table 1 (Habib et al. ) . Based on previous studies and after applying different time scales to define the rainfall events in this study, it was found that by increasing the time of consecutive gaps greater than 15 minutes, the CSA defectively fits the accumulative rainfall amount especially when there is little rainfall during the gap. This is because the CSA requires piecewise continuous property due to its considerable sensitivity to the smoothness of the third or higher derivatives, as mentioned before. Consequently, in this study, the end of a rainfall event is defined when the time gap between consecutive tips is larger than 15 minutes.
ANNs
ANNs are normally depicted as systematic structures of interconnected neurons, each of which has its own activation level and responsibility to propagate the message (i.e., data) from the input layer to the output layer. A typical multi-layer neural network with a feed-forward configuration is shown in Figure 2 , where circles represent neurons. Information, along with the weights of each connection, is transmitted and exchanged with each other between the input, hidden and output layers. The weighted inputs with bias from each neuron in the previous layer is transmitted to the neurons in the hidden layer, which can be described as (Tengeleng & Armand ) :
where I kÀ1 i is the input from ith node in the (k À 1)th layer, W kÀ1 ij denotes the weight between node j and all the nodes in the previous layers, b k j represents the bias at node j in the kth layer, N kÀ1 is the number of nodes in the layer k À 1, and f k represents the activation function to model nonlinear behaviours. The weights are adjusted through an iterative training process to minimize the error between theoretical and experimental outputs until they coincide within a given tolerance (Tengeleng & Armand ) . The typical convergence criteria to assess the performance function is the mean square error, which is given by: () found that there is no universal rule to separate the data since it depends on data quantity and an optimal model performance can be achieved when 20% of the dataset is used for validation when the sub-datasets have statistical consistent properties. Therefore, this study splits the training and validation datasets into the ratio of 80%-20%, respectively, of the whole data time series after analysing the statistical properties of the datasets to avoid underfitting/overfitting issues.
Model setup
In this study, the ANN model setup is specified as follows:
one input layer, one hidden layer and one output layer are configured for the feed-forward ANN. A preliminary analysis confirms that when integrating original data from TBR Therefore, one neuron is used in the hidden layer and one correspondent output is achieved in the output layer. After the above data processing steps, the time series lengths for herein to explore the model performance in three groups based on the value range partition.
RESULTS AND DISCUSSION

Assessment of model performance at Sparsholt
Group 1
The validation dataset for the first group in Figure 4 has the lowest rainfall rates, which are less than 12 mm/hour, but are widely distributed (mean: 2.740 mm/hour; variance:
3.272 (mm/hour) 2 in Table 1 ) when compared with other groups. Table 2 lists the model performance results from the training and validation data. It can be concluded from around time 650 (zoom-in subfigure) and 1,100 (zoom-in subfigure) in Figure 4 .
Group 2
The second group is described as the validation dataset that contains both low and comparatively high rainfall rates with a mean and variance of 2.843 mm/hour and 6.042 (mm/ hour) 2 , respectively, as shown in Figure 4 and 
Group 3
The validation data with higher rainfall rate values with sparse distribution (mean: 4.041 mm/hour; variance:
18.174 (mm/hour) 2 in Table 1 ) are defined as group 3 and shown in Figure 4 . It can be inferred from Table 2 that Table 3 for group 2. Moreover, the ANN presents its strengths in capturing variations of rainfall rates from low to high values at time steps 4,380-4,510 (zoom-in subfigure), as shown in Figure 5 . Table 3 for group 3 imply that the ANN noticeably exceeds the other two groups with higher NSE (increases from 0.640 to 0.772), lower RMSE (decreases from 2.325 mm/hour to 1.850 mm/ hour) and smallest ACCU differences (4.452 mm). Figure 5 enhances the evidence that the ANN is able to predict the disdrometer rainfall rates well when its values are lower than 30 mm/hour, albeit it shows overestimation for higher values at time step 5,590 (left-side zoom-in subfigure), 5,950 and 5,980 (right-side zoom-in subfigure).
Group 4
Group 4, overall, contains the highest rainfall rates (mean:
3.842 mm/hour) and most dispersedly distributed (variance:
29.014 (mm/hour) 2 ) rainfall rate data, as shown in Table 1 .
It can be concluded from group 4 that the NSE for all methods are all above 0.80 and the ANN reached 0.889 along with the closest ACCU (68.087 mm) compared with DIS (64.866 mm), as shown in Table 3 . The superior estimation from the ANN is further confirmed in Figure 5 as most of the target rainfall values have a good performance with the ANN rainfall predictions, especially at higher values as shown in time step 3,915 (left-side zoom-in subfigure) and time step 4,030 (right-side zoom-in subfigure).
Based on this analysis of test results in four groups in
Chilbolton, it can be summarized that the ANN is able to inherently provide the best estimation with LIM and CSA methods, especially when input and target rainfall rates are highly correlated, as described in group 4. In addition, the ANN exhibits its intrinsic strengths as well as its consistency of stability and capability in accurate high temporal rainfall rate estimation in both sites.
CONCLUSIONS
This study compared three methods: ANNs, CSA and a LIM to retrieve rainfall rates at high temporal resolutions. Rainfall rates are derived from TBRs located at Chilbolton and recommended that such a model should be built at small spatial scales in the current phase by using disdrometers and other rainfall measurement instruments that are able of capturing rainfall intensities with high temporal resolution. Additionally, the ANN model high temporal resolution rainfall rates, corresponding with those derived from disdrometer and TBRs, can be helpful in remote sensing research fields in the calibration and validation of radar and satellite-borne precipitation measurements at short temporal scales. However, the limitations of this study also present the poor performance of rainfall estimation by the ANN approach when the input variables have low correlation with the target rainfall variable as well as the partition of the training and testing datasets based on data quality and quantity. Moreover, it should be emphasized that more rainfall data and rainfall events in other places with different climatic conditions should be explored using the proposed method to build a more robust neural network model for its wide generalization not only locally but also distantly. Eventually, since rainfall is a stochastic variable that changes in space and time, this study herein provides an idea to explore and evaluate the rainfall rate agreement derived from the JW disdrometer and TBRs with an ANN approach and conventional methods, which can be useful in many meteorological and hydrological applications.
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