Under ITER/EDA R&D Task T-218, an experiment on nuclear heating was conducted at the Fusion Neutronics Source Facility (FNS) in JAERI in order to provide experimental data of nuclear heating for structural materials and to validate the data and methods relevant to ITER design calculations. Probe materials, SS-316, Cu, W, Zr, Be, Cr and graphite were tested in a copper centered experimental assembly bombarded with 14 MeV neutrons. A calorimetric method and TLDs were employed for total heating and k-heating measurements, respectively. The measurements were carried out along a central axis of a copper centered experimental assembly. The total heating rate in the probe material was derived from a temperature rise measured by a thermistor attached to the probe. MCNP4A with JENDL-3.2, JENDL-Fusion File and FENDL-1 libraries were used for experimental analyses. Nuclear heating was derived with the use of KERMA factors based on JENDL-3.2 and FENDL-1. The adequacy of the KERMA data is discussed based on nuclear heating ratios of calculation to experiment (C/E).
Introduction
The importance of nuclear heating in structural materials has been recognized from the view point of critical system design in ITER. Requirements for the reduction of design margins are stringently addressed in the design criteria. The uncertainty of the data base relevant to nuclear heating is considered as one of the most crucial problems in the designs, not only for inboard shielding against heating of the superconducting magnet, but also for the plasma facing component configurations. Many data libraries have been compiled and implemented in neutron transport code systems [1] [2] [3] [4] [5] [6] . The adequacy of KERMA factors of these data libraries has, however, not been thoroughly tested due to the lack of suitable experimental data.
The present work was carried out under the ITER/EDA R&D Task T-218, focusing on further technical development for the detection of very small signals of temperature rise in structural materials, and on demonstration of the feasibility of the technique for precise measurements of nuclear heat deposition in a configuration based on the comprehensive ITER First Wall/Blanket/ Shield design for validating the relevant nuclear data. The material investigated was copper which was expected to be a heat sink for the high heat flux protection in the first wall blanket of the current ITER design. As the copper heat sink was close to the plasma D-T neutron source, the direct nuclear heating due to 14 MeV neutrons is the most interesting item to be investigated. For this purpose, a experimental assembly made of copper was constructed and the nuclear heating distribution in the copper assembly was studied. Along with the copper materials, nuclear heatings of other potential structural materials such as Be, graphite, Cr, SS-316, Zr and W were measured by putting each material's probe at the very first location in the copper assembly. The calorimetric measurements of total nuclear heating measurements were complemented by preliminary measurements of gamma-heating component through TLDs, on one hand, and dosimetry activation rates at various locations inside a stainless steel assembly that housed the probes, on the other. In addition, comprehensive analysis of the measured heating rates was carried out to see the adequacy of the available KERMA factor libraries, and the particle transport libraries to predict the measured rates. In this report, the results for experimental analyses based on JENDL-3.2 [7] and a part of FENDL-1 [8] with use of MCNP calculations are mainly given.
Experiments

Neutron source
The D-T neutrons were generated by bombarding a tritiated rotating target with a 20 mA deuteron beam (d + ) accelerated to 350 kV at FNS [9] . The absolute neutron yield was monitored by a 232 Th fission chamber which was calibrated by the associated alpha-particle counting method [10] . Nominal neutron yield at the target was 3 4 ×10 12 ns
. The D-T neutron target was located at the center of the target room with dimensions of 5× 5× 4.5 m, surrounded by a 2.5 m thick ordinary concrete walls. The neutron irradiation history was recorded with MCS (multi-channel scaling) with a 10 s time bin.
Experimental assembly
The schematic cross sectional views of the experimental assembly are given in Fig. 1 . The central zone of the assembly consisted of copper blocks with a central channel hole of 50 mm in diameter. The cross section of the central zone of copper measured 150× 150 mm. In addition to this central region, approximately 100 mm thick of copper region were stacked, followed by a 100 mm polyethylene layer. The assembly was contained in an air tight SS-304 container to insulate the ambient change in room temperature. This configuration minimizes the thermal conduction and convection from the surrounding area. The outer dimension of the container was 600× 600×600 mm. All probe materials of 48 mm in diameter and 48 mm in height to be tested were placed into the center channel. Six probes were aligned with 2.3 mm gaps between each. The assembly was set in front of the D-T neutron target and the distance between the target outer surface and the front surface of the assembly was 14 mm. The axis of the central channel was aligned to the d + beam direction in order to keep a good symmetric configuration. The height of the d + beam line was 1.8 m from the ground floor.
Total nuclear heating measurement
The microcalorimeter was employed as the principal technique to measure the total nuclear heating rate in the materials by the neutron and gamma-ray mixed radiation field [11] [12] [13] [14] . The microcalorimetric technique is comprised of three components: (1) the material (probe) to be tested; (2) thermal sensors for detecting the temperature rise; and (3) a data acquisition system. Nuclear heating in probe materials of type 316 stainless steel, beryllium, graphite, copper, zirco- nium and tungsten were measured. The probe materials were placed inside a cylindrical central channel. Six separate probes of copper were aligned one after another in this channel for the measurement of nuclear heat distribution throughout the assembly. The dimensions of the material configuration in the experimental assembly are given in Fig. 1 . To measure nuclear heating of other materials, the first front copper probe of the reference assembly was replaced by a probe of another material, one by one. The distance of the first probe from the neutron source target surface was estimated to be 29 mm. As the thermal sensor, thermistors (TM) with 5 or 10 kV at 25°C were used and attached to the front, middle side surface and rear surface of the probe. The probe was supported by a thin piece of carbon paper in order to reduce thermal conduction. The sensors were connected by thin wires with voltmeters (Keithley 182). The coefficient of the sensors for the temperature change were obtained by an off-line calibration procedure. A constant current of 10 mA was applied on 10 kV TM.
Gamma-heating measurement
Thermoluminescent Dosimeter (TLD) has been employed as the k-ray heating detector. Five different types of TLDs, i.e. BeO (Z eff = 7.12), 7 LiF (Z eff = 8.24), MSO (Mg 2 SiO 4 , Z eff = 11.l), SSO (Sr 2 SiO 4 , Z eff = 32.5) and BSO (Ba 2 SiO 4 , Z eff = 49.9), were used to measure k-ray heating rates of beryllium (Z =4), carbon (Z=6), SS316 (Z eff = 26.4), copper (Z= 29), zirconium (Z= 40) and tungsten (Z= 74). Gamma-ray heating rates of SS316, copper and zirconium could be derived from the interpolation of measured heating rates by TLDs due to the Z-numbers of the materials, 26.4, 29 and 40, being inside the range of the TLD's Z-numbers between 7.12 and 49.9. However, extrapolation or other assumptions were needed for beryllium, carbon and tungsten since no TLDs where Z-numbers were smaller than 7.12 or larger than 49.9 were available. All of the TLDs in powder form were sealed in glass capsules of 2 mm in outer diameter and 12 mm in length. Three kinds of TLDs, i.e. BeO, 7 LiF and MSO, were selected for the beryllium and carbon measurement, while the other three kinds of TLDs, MSO, SSO and BSO, were used for the SS-316, copper, zirconium and tungsten measurements. Four capsules of TLD were packed in aluminum foil to prevent the TLDs from exposure to light.
Measurement
Measurement of nuclear heating with micro-calorimeter
The calorimeter system was placed very closely to the D-T neutron target, and irradiated with 3 min duration neutron pulses separated by 3 min. A constant current of 10 -20 mA was applied to the thermal sensors to detect the signal during the irradiation. The temporal derivative is demonstratively shown in Fig. 2 for very first probes of copper in the reference assembly. There is a TM both at the front and rear of this probe.
The raw resistance change data for a sensor is treated to obtain net resistance change rates. They are then converted to the corresponding heat deposition rate by using specific heat of each material, neutron yield and temperature coefficient of the sensor. The specific heat of each probe material used was taken from available data handbooks. The volume averaged experimental data were derived from the derivatives of the several points at the very end of the irradiation. The temperature rise is assumed to be in equilibrium after 3 min even though the thermal conduction of SS-316 is relatively low in comparison with other metallic materials. The selfheating driven by the joule heat in the resistance of the thermistor sensor gives a constant heating load which contributes to a constant change in temperature. The overall experimental error consists of fluctuation of background in temperature change, specific heat data, and the D-T neutron yield. The errors ranged from 5 to 50%, depending on the signal to noise ratio and conditions of probe in terms of thermal equilibrium.
Gamma-ray heating rate by TLD
For the copper configuration, positions of TLD packages for the shorter irradiation were 2.0, 52.6, 103.4, 154.0 and 204.7 mm, and those for the longer irradiation were 154.0, 204.7, 255.5 and 306.0 mm. One TLD package without an irradiation was kept together in the box. One week after the irradiation, thermoluminescences (TLs) were read out by a TLD reader. The measured TLs were in the unit of equivalent exposure dose of 60 Co in air, and they ranged between 1×10 − 4 and 2× 10 − 2 C/kg. The range of exposure dose was adequate for the TLDs because a high signal to noise ratio larger than 150 was attained and the linearity of the TLDs were assured as it was better than 3% in the range.
After the subtraction of the neutron contribution, the TL's were converted to gamma-ray heating rates in the unit of Gy/source neutron by considering the differences of mass energy absorption coefficients of air and TLD materials. Error sources of the measured gamma-ray heating rates were as follows: (1) deviations among a group of four TLDs ranged 5 -17%; (2) neutron yield was 2%: (3) calibration of the TLD reader was 5%. In the subtraction of neutron response, the following uncertainties were added to the errors according to the law of error propagation: (i) Neutron response function was 30%; and (ii) neutron energy spectra was 10%.
Experimental analysis
The 3D code MCNP-4A [15] was used for modeling the rotating target geometry and the probe-vacuum chamber system. The library, FSXLIB-J3.2 [16] , was used for neutron interactions and photon production in MCNP calculations in the whole system. Neutron spectra at each probe location are shown in Fig. 3 . Also the FENDL-1 library was applied for the MCNP calculation. Heating numbers from FU-SION-J3.2 and DLC-99 [17] for neutron and gamma-ray, respectively, were used in the computation of nuclear heating rates for the JENDL calculation. For FENDL calculations, heating numbers based on FENDL-1 were delivered by RSIC. The nuclear heat deposition rate, expressed in Jg , is derived and compared with experimental data which were converted from temperature rise to the same energy deposition unit in Jg . The D-T neutron target and other important structural components nearby were included in the modeling.
The measured heating rates were compared with the calculated ones. Clearly, the comparison should stand as an indication of the feasibility of these calorimetric experiments themselves. For this purpose, the volume averaged heating rate in the first probe of each of the six experimental assemblies was compared. Before we present the comparison between the calculation (C) and the experiment (E), it is very helpful to understand also the potential sources of discrepancies that can creep into the calculations in the same spirit as was done earlier for the experimental sources of error.
Results and discussion
Total heating
Experimental data were obtained with errors less than 5% for the probes at the first location. Longer cycle time increase the sensitivity for temperature detection at the deeper probes. As a result, experimental data were obtained up to 30 cm in depth. The measured total nuclear heating distribution in the copper assembly is shown in Fig. 4 along with calculations. Both JENDL and FENDL agreed within error with measurements for the heating rate distribution. Ratios of calculation to experiment (C/E) are given in Figs. 5 and 6 for the total heating of the copper assembly and other materials investigated, respectively. The following are the status of the nuclear data for each material:
Cu: Both JENDL and FENDL predictions are identical and agree with the experiments. As there are reasonable agreements for the k-heating data, it is suggested that both libraries seem adequate for Cu.
C: JENDL overestimates the experiments by 10-15%, while FENDL agrees within the error with the experiments. As it is suggested that JENDL KERMA for carbon is higher than available experimental data in the 14 MeV region, the overestimation in JENDL could be solved after a revision of the KERMA data.
SS: Both calculations agree with the experiment. However, JENDL is higher than FENDL by 10%. It may be due to the difference in the KERMA data.
W: Both JENDL and FENDL overestimate the experiment by 20-30%. As the heating of tungsten was dominated by gamma-heating, these overestimations could be attributed to the overestimation of gamma heating. The secondary gamma production data may need to be examined. Further investigation is necessary. Zr: Although the calculations are overestimated slightly, agreements are in a reasonable range.
Be: As shown in the last experiment with the SS-316 assembly, a large underestimation in JENDL calculations by 25% was observed, whereas FENDL gives better agreement with the experiment. This JENDL underestimation is simply due to the unreasonably low KERMA data at neutron energy above 6 MeV. In conclusion, FENDL seems adequate.
Cr: JENDL and FENDL gives almost identical results, underestimating the experiment by 10%. Fig. 7 shows C/E values for the k-heating rates. Experimental data were obtained with errors less than 30%. The measured heating rates at the front side are systematically lower than those at the back side. If the contribution from the D-T source is underestimated, this could be explained. However, it is very complicated identifying the source of the systematic discrepancies. The status of the results based on the experimental analysis are as follows:
Gamma heating
Cu: With the exception of the first probe, both JENDL and FENDL agree within experimental errors with the experiment.
Be: Both JENDL and FENDL underestimate the experiment by 40-25%.
C: If the data at the backside is taken, both calculations agree within experimental error with the experiment.
Cr: Although there is slight underestimation, JENDL and FENDL both agree with the experiment.
SS: JENDL agrees with the experiment, while FENDL underestimates the measurement by 10%.
Zr: Both JENDL and FENDL agree with the experiment within experimental error.
W: A large overestimation is observed. Even though the experimental error is large, calculations continue to overestimate the experiment. The overestimation is consistent with as overestimation found in the total heating rate measurement to be shown.
As a whole, FENDL tends to give lower values than JENDL. In general, the results are consistent with the results for total heating data.
Conclusion
The adequacy of nuclear heating calculations with current nuclear data were studied by experiments under ITER/EDA R&D task T-218. The result provided an uncertainty range in the design calculations relevant to the nuclear heating.
