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In this paper we utilize ζ-function regularization techniques in order to compute the Casimir force
for massless scalar fields subject to Dirichlet and Neumann boundary conditions in the setting of
the conical piston. The piston geometry is obtained by dividing the bounded generalized cone into
two regions separated by its cross section positioned at a with a ∈ (0, b) with b > 0. We obtain
expressions for the Casimir force that are valid in any dimension for both Dirichlet and Neumann
boundary conditions in terms of the spectral ζ-function of the piston. As a particular case, we specify
the piston to be a d-dimensional sphere and present explicit results for d = 2, 3, 4, 5.
I. INTRODUCTION
The Casimir effect is one of the most important macroscopic manifestations of the zero point energy of
quantized fields under the influence of external conditions [11, 38] or in spaces with non-trivial topology. In
recent years, a vast amount of literature has been produced on the Casimir effect, which was first predicted
in the seminal paper [13], especially for its relevance in nanoscale physics [10, 11, 38]. Due to its nature,
calculations of the vacuum energy lead to divergencies which need to be regularized and subsequently
renormalized. Several regularization methods exist, amongst the most important ones are frequency cutoff,
point splitting and zeta function regularization [6, 10, 12, 22, 23, 38]. For many configurations, these
techniques yield the same finite renormalized result, however the way divergencies are removed is different
in each scheme. The non-uniqueness of the removal procedure raises the question, which of them is the
physically best motivated one. Technical and interpretational problems of this nature can actually be avoided
if one considers the Casimir effect between separate objects. In this case, the divergent part of the energy
(for massless fields) depends on the heat kernel coefficient aD/2 related to the geometry of the objects.
These coefficients, in turn, do not depend on the distance between the bodies and, hence, the Casimir force
between them is free of divergencies [10]. Belonging to the class of configurations for which the Casimir
force has been unambiguously evaluated are pistons of certain types.
These piston configurations, introduced in [14], have become increasingly important because of this
fact. A large variety of piston configurations and boundary conditions have been studied throughout the lit-
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2erature, both at zero and at finite temperature. Rectangular Casimir pistons with different types of boundary
conditions have been considered, for instance, in [21, 32, 33, 36, 48]. Cylindrical Casimir pistons, instead,
have been analyzed in [4, 37, 44]. Higher dimensional Casimir pistons with arbitrary cross sections have
been studied in the setting of Kaluza-Klein models in [29, 35]. A generalization of these models for finite
temperatures has been obtained, e.g., in [42, 43].
In the literature, Casimir piston configurations have the general geometric structure of a direct product
I × N × M, where I is a closed interval of the real line, N is either a compact or non-compact manifold, and
M is a compact manifold usually describing the extra-dimensions. Pistons of a different geometric nature,
where the local line element contains a warp factor, have been recently considered in the framework of five
and higher-dimensional Randall-Sundrum models [17, 26, 41]. Moreover, vacuum polarization effects have
been studied for massive fermion fields in the context of the global monopole in [5].
In this paper we will focus our attention on a new type of Casimir piston modeled on a conical manifold.
The main difference of this configuration from the previous ones studied in the literature is the presence of
a singularity at the origin and the fact that the piston is a curved manifold. As a result, only for particular
dimensions the force will be unambiguous. This setup is particularly important in order to study the effects
on the piston due to the presence of a geometric singularity. The main physical interest for the study of
conical manifolds lies in field theoretical models requiring an orbifold compactification [28, 46]. In fact
an orbifold is defined locally by the quotient space of a smooth manifold X and a discrete isometry group
G. The action of the group on the manifold has, in general, fixed points which are mapped to conical
singularities in the quotient space. This is a topic of great interest especially in the ambit of string theory
[1].
We will utilize ζ-function techniques in order to obtain analytic expressions for the Casimir energy of the
conical piston. The spectrum of a self-adjoint partial differential operator on compact manifolds is discrete,
bounded from below and the eigenvalues λn form an increasing sequence. In this case one can define the
spectral ζ-function associated to the operator as
ζ(s) =
∞∑
n=1
λ−sn , (1.1)
which is convergent for ℜ(s) > D/2, with D being the dimension of the manifold under consideration. One
can analytically continue, in a unique way, ζ(s) to a meromorphic function with only simple poles in the
whole complex plane which coincides with (1.1) in its domain of convergence.
The outline of the paper is as follows. In section 2 we describe the geometry of the conical piston and
we introduce the basic objects needed for our study. In particular, we consider two types of boundary con-
ditions, namely Dirichlet and Neumann boundary conditions. In the framework of ζ-function regularization
3we obtain expressions for the Casimir force which explicitly show their dependence on the particular ge-
ometry of the piston. We specialize our general formulas to the case in which the piston is a d-dimensional
sphere and give very explicit results in particular dimensions. The Appendix contains a list of polynomials
needed for the computation and the Conclusions point to the most important results of the article.
II. THE CONICAL PISTON
We will consider a particular manifold which is termed the bounded generalized cone. The generalized
cone is defined as the D = (d + 1)-dimensional manifold M = I × N where N is the base manifold,
assumed to be a smooth Riemannian manifold possibly with boundary, and I = [0, 1] ⊂ R. The manifold
M is locally described by the hyperspherical metric [16]
ds2 = dr2 + r2dΣ2 , (2.1)
where dΣ2 represents the metric on N and r ∈ I. It is known [7] that the curvatures on M and on the base
N are conformally related as follows
Ri jkl =
1
r2
[
ˆRi jkl −
(
δikδ
j
l − δilδ jk
)]
, Ri j =
1
r2
[
ˆRi j − (d − 1)δi j
]
, (2.2)
R =
1
r2
[
ˆR − d(d − 1)
]
,
where R and ˆR are the curvature tensors, respectively, on M and N . It can be readily understood, from the
relations (2.2), that, in general, the manifold under consideration has a singularity at the origin r = 0.
For this type of singular Riemannian manifold the heat kernel and functional determinant of the associ-
ated Laplace operator have been studied for massless and massive fields in [7, 28].
Let us next describe the piston configuration that arises from the generalized cone. Consider a cross
section of the manifold M positioned at the point r = a with a ∈ (0, b) and b > 0. We will denote this
cross section by Na. Note that for any x and y in the interval (0, b), Nx and Ny are diffeomorphic. The d-
dimensional manifold Na naturally divides the manifold M into two distinct regions: region I represented
by MI = [0, a] × N and region II represented by MII = (a, b] × N where the first, MI , contains the
singularity at r = 0. MI and MII represent two D-dimensional manifolds with boundary, where ∂MI =
{0} ∪Na and ∂MII = Na ∪Nb.
Clearly, the generalized cone M is obtained from the union of MI and MII along their common boundary
Na, more precisely
M = MI ∪Na MII .
4The configuration that we have described above is a conical piston, where the piston itself is modeled by
the cross section Na of M at the point r = a.
We will consider, in what follows, the Laplace operator ∆M on M acting on the space L 2(M ) of
square integrable scalar functions on the generalized cone. The starting point of our analysis is the following
eigenvalue problem
(
−∆M + m2
)
ϕ = α2ϕ , (2.3)
where we have introduced the spectral parameter (mass) m in order to make some of the subsequent integrals
well defined. At the end of the calculation the limit m → 0 will be taken, giving results for massless scalar
fields. In hyperspherical coordinates the Laplacian ∆M takes the form of a Bessel type operator as follows
∆M =
∂2
∂r2
+
d
r
∂
∂r
+
1
r2
∆N , (2.4)
with ∆N denoting the Laplace operator on the manifold N .
The idea is to solve the eigenvalue problem (2.3) in both region I and region II. The fields in one
region are independent of the fields in the other region and therefore the corresponding spectral problems
are independent.
Region I, corresponding to the manifold MI, contains the conical singularity at r = 0. We require the
solution of (2.3) to be regular at the origin, and we obtain
ϕI = r
1−d
2 Jν(γIr)Φ(Ω) , (2.5)
where Jν is the Bessel function of the first kind and we have set α2I = γ
2
I + m
2
. The angular functions Φ(Ω)
represent the hyperspherical harmonics on N satisfying the eigenvalue equation
∆N Φ(Ω) = −λ2Φ(Ω) . (2.6)
Region II, represented by the manifold MII , does not contain the conical singularity at r = 0. Therefore,
a general solution to the eigenvalue problem (2.3) will be a linear combination of Bessel functions of the
first and second kind as follows
ϕII = r
1−d
2
[
A Jν(γIIr) + B Yν(γIIr)
]
Φ(Ω) , (2.7)
where A and B are arbitrary constants, and we have set α2II = γ2II + m2. The index ν of the Bessel function
is easily found by substituting the general solutions (2.5) and (2.7) into (2.3). By taking into account
the angular relation (2.6), one finds that the radial differential equation, in both regions, is satisfied if the
following holds
ν2 = λ2 +
(1 − d)2
4
. (2.8)
5We would like to introduce, at this point, the ζ-function associated to the spectrum of the operator (2.4)
in regions I and II. Since the form of the respective ζ-functions is the same, we will utilize a unified notation
and define
ζi(s) =
∑
γi
(γ2i + m2)−s , (2.9)
where i represents either I or II and we will assume that no negative eigenvalues occur so that we can use
the standard branch cut of the logarithm. It is clear that the ζ-function associated with the piston on the
manifold M is obtained by adding the contributions from both regions,
ζM (s) = ζI(s) + ζII(s) . (2.10)
In the following, we will express the ζ-function on MI and MII in terms of the zeta function ζN of the
manifold N [16] defined as
ζN (s) =
∑
ν
d(ν)ν−2s , (2.11)
where d(ν) is the degeneracy of the scalar harmonics Φ(Ω) on N . This definition will serve the purpose
of keeping the manifold N unspecified throughout the calculations without jeopardizing the possibility to
impose boundary conditions [7].
It is useful to mention that in the framework of ζ-function regularization the Casimir energy is defined
as follows [10, 11, 22, 23, 34],
ECas = lim
α→0
µ2α
2
ζM
(
α − 1
2
)
, (2.12)
where µ represents an arbitrary parameter with the dimension of a mass. By expanding the previous expres-
sion about α = 0, one obtains a result which manifestly shows the structure of ECas, namely
ECas =
1
2
FPζM
(
−1
2
)
+
1
2
(
1
α
+ ln µ2
)
Res ζM
(
−1
2
)
+ O(α) , (2.13)
where Res denotes the residue of the function and FP its finite part. The last formula indicates that the
Casimir energy has an ambiguity proportional to the heat kernel coefficient aD/2 of the operator −∆M +m2,
which, in turn, is given by the residue of ζM at s = −1/2.
In the following calculations it will therefore be sufficient to compute the residue and finite part of the
spectral ζ-function on the manifold M at the point s = −1/2 to obtain ECas. When studying traditional
pistons, only the finite part of the spectral ζ-function depends on the position of the piston a. The force is
then easily obtained from ECas by exploiting the formula
FCas(a) = − ∂
∂a
ECas(a) , (2.14)
6which gives an unambiguous result. The situation for the conical piston is, however, different. In this case
the residue of the spectral ζ-function at s = −1/2 will be, in general, dependent on the position a of the
piston, as it will be shown later. The resulting force will be obtained from (2.13) in the form
FCas(a) = −12
∂
∂a
FPζM
(
−1
2
, a
)
− 1
2
(
1
α
+ ln µ2
)
∂
∂a
Res ζM
(
−1
2
, a
)
+ O(α) . (2.15)
It is thus clear that an unambiguous prediction of the force cannot be obtained in general in this setting.
However, as we will see, if the piston N is an even-dimensional manifold without boundary, the resulting
force will be free of divergencies.
In order to explicitly compute the spectral ζ-functions in the two regions we need to impose specific
boundary conditions, which, in turn, will provide implicit equations for the eigenvalues. In this work we
will consider two types of boundary conditions, namely Dirichlet and Neumann boundary conditions.
III. DIRICHLET BOUNDARY CONDITIONS
In this section we will study the conical piston endowed with Dirichlet boundary conditions. In region I
we impose Dirichlet boundary conditions on the piston Na positioned at r = a, which gives the following
implicit equation for the eigenvalues γI
Jν(γIa) = 0 . (3.1)
In region II we impose Dirichlet boundary conditions on ∂MII to obtain the linear system of equations

A Jν(γIIa) + B Yν(γIIa) = 0
A Jν(γIIb) + B Yν(γIIb) = 0 .
(3.2)
The above linear system has non-trivial solutions if the following equation is satisfied
Jν(γIIa)Yν(γIIb) − Jν(γIIb)Yν(γIIa) = 0 . (3.3)
Since the index ν is real and a is positive, equation (3.3) has only real and simple solutions, which implicitly
determines the eigenvalues γII in region II.
The starting point of our analysis is the representation of the spectral zeta function ζi in terms of a
contour integral in the complex plane valid for ℜ(s) > (d + 1)/2 [7–9, 25, 34]. By following the standard
procedure, in region I we obtain
ζI(s, a) =
∑
ν
d(ν) 1
2pii
∫
Γ
dk
[
k2 + m2
]−s ∂
∂k ln
[k−νJν(ka)] , (3.4)
7where m, as mentioned, is a mass which will be sent to zero at the end of the calculation, and Γ is a contour
that encircles all the zeroes of Jν(ka) on the positive real axis in the counterclockwise direction. The term
k−ν has been introduced in order to avoid contributions coming from the origin in the subsequent contour
deformation. Since the origin is not included in the contour the additional term will not change the result of
the integral [34]. In region II we have a similar representation, namely
ζII(s, a) =
∑
ν
d(ν) 1
2pii
∫
Γ′
dκ
[
κ2 + m2
]−s ∂
∂κ
ln [Jν(κa)Yν(κb) − Jν(κb)Yν(κa)] , (3.5)
here Γ′ is a contour that encircles all the zeroes of Jν(κa)Yν(κb) − Jν(κb)Yν(κa) on the positive real axis in
the counterclockwise direction.
By deforming the contour of integration in (3.4) to the imaginary axis and by performing the change of
variables k → νk/a we obtain for region I
ζI(s, a) =
∑
ν
d(ν)ζνI (s, a) , (3.6)
where
ζνI (s, a) =
sin(pis)
pi
∫ ∞
ma
ν
dk
[
ν2k2
a2
− m2
]−s
∂
∂k ln
[k−νIν(νk)] . (3.7)
An analogous deformation to the imaginary axis of the contour Γ′ in (3.5) and the change of variable κ → κν
leads to the expression
ζII(s, a, b) =
∑
ν
d(ν)ζνII (s, a, b) , (3.8)
with
ζνII(s, a, b) =
sin(pis)
pi
∫ ∞
m
ν
dκ
[
(νκ)2 − m2
]−s ∂
∂κ
ln [Kν(νκa)Iν(νκb) − Kν(νκb)Iν(νκa)] . (3.9)
The results (3.7) and (3.9) are well defined in the strip 1/2 < ℜ(s) < 1, and have been obtained by exploiting
the formulas for Bessel functions of imaginary argument [31].
Let us for the moment focus our attention to the spectral ζ-function in region I. In order to analytically
continue the result to values of s for which ℜ(s) < 1/2, we follow the methods of [7–9, 34] and utilize the
asymptotic expansion of the modified Bessel functions Iν(k) for ν → ∞ and for z = k/ν fixed. In detail
[24, 40]
Iν(νz) ∼ 1√
2piν
eνη
(1 + z2)1/4
1 +
∞∑
k=1
uk(t)
νk
 , (3.10)
where the polynomials uk(t) are determined by the recurrence relation
uk+1(t) = 12 t
2(1 − t2)u′k(t) +
1
8
∫ t
0
dτ(1 − 5τ2)uk(τ) , (3.11)
8with u0(t) = 1 and
t =
1√
1 + z2
, η =
√
1 + z2 + ln
[
z
1 +
√
1 + z2
]
. (3.12)
The desired analytic continuation of (3.7) is obtained by adding and subtracting N leading terms of the
uniform asymptotic expansion (3.10). One finds [7–9, 28, 34]
ζI(s, a) = ZI(s, a) +
N∑
i=−1
A(I)i (s, a) , (3.13)
where, once the limit m → 0 is performed, we have
A(I)−1(s, a) =
a2s
4
√
pi
Γ
(
s − 12
)
Γ(s + 1) ζN
(
s − 1
2
)
, (3.14)
A(I)0 (s, a) = −
a2s
4
ζN (s) , (3.15)
A(I)i (s, a) = −
a2s
Γ(s)ζN
(
s +
i
2
) i∑
b=0
xi,b
Γ
(
s + b + i2
)
Γ
(
b + i2
) . (3.16)
The remaining term, namely ZI(s, a), represents, by construction, an analytic function for ℜ(s) > (d − 1 −
N)/2 which is defined as
ZI(s, a) =
∑
ν
d(ν)Z(I)ν (s, a) , (3.17)
with
Z(I)ν (s, a) = a2sν−2s
sin(pis)
pi
∫ ∞
0
dk k−2s ∂
∂k
{
ln
[k−νIν(kν)] − ln
[
k−ν√
2piν
eνη
(1 + k2)1/4
]
−
N∑
n=1
Dn(t)
νn
}
. (3.18)
The terms Dn(t) appearing in (3.13) are defined through the cumulant expansion [7–9, 28, 34]
ln
1 +
∞∑
k=1
uk(t)
νk
 ∼
∞∑
n=1
Dn(t)
νn
, (3.19)
and have the polynomial structure
Dn(t) =
n∑
i=0
xi,nt
n+2i . (3.20)
For a list of the first polynomials Dn(t) the reader is referred to the appendix.
The spectral ζ-function in region II, given by the integral (3.9), can be conveniently rewritten as a sum
of three distinct terms
ζνII(s, a, b) =
sin(pis)
pi
∫ ∞
ma
ν
dκ
[
ν2κ2
a2
− m2
]−s
∂
∂κ
ln [κνKν(νκ)]
+
sin(pis)
pi
∫ ∞
mb
ν
dκ
[
ν2κ2
b2
− m2
]−s
∂
∂κ
ln
[
κ−νIν(νκ)] +F νD(s, a, b) , (3.21)
9where F νD(s, a, b) has the following integral representation, once the limit m → 0 has been taken,
F
ν
D(s, a, b) = ν−2s
sin(pis)
pi
∫ ∞
0
dκ κ−2s ∂
∂κ
ln
[
1 − Kν(νκb)Iν(νκa)
Kν(νκa)Iν(νκb)
]
. (3.22)
The first two integrals in (3.21) need to be analytically continued to values of s for which ℜ(s) < 1/2.
In complete analogy to the methods used for the analytic continuation of ζI(s, a), we consider the uniform
asymptotic expansion of the modified Bessel functions Kν(k) for ν → ∞ and for z = k/ν fixed, namely
[24, 40]
Kν(νz) ∼
√
pi
2ν
e−νη
(1 + z2)1/4
1 +
∞∑
k=1
(−1)k uk(t)
νk
 . (3.23)
By adding and subtracting N leading terms of the uniform asymptotic expansion (3.23) and (3.10), we
obtain, for ζII(s, a, b), the following expression
ζII(s, a, b) = ZII(s, a, b) +FD(s, a, b) +
N∑
i=−1
A(II)i (s, a, b) , (3.24)
where
FD(s, a, b) =
∑
ν
d(ν)F νD(s, a, b) , (3.25)
A(II)i (s, a) = (−1)iA(I)i (s, a) + A(I)i (s, b) , (3.26)
and ZII(s, a, b) is an analytic function for ℜ(s) > (d − 1 − N)/2 given by the expression
ZII(s, a, b) =
∑
ν
d(ν)Z(II)ν (s, a, b) , (3.27)
with
Z(II)ν (s, a, b) = a2sν−2s
sin(pis)
pi
∫ ∞
0
dκ κ−2s ∂
∂κ
{
ln [κνKν(κν)] − ln
[√
pi
2ν
κνe−νη
(1 + κ2)1/4
]
−
N∑
n=1
(−1)n Dn(t)
νn
}
+ b2sν−2s sin(pis)
pi
∫ ∞
0
dκ κ−2s ∂
∂κ
{
ln
[
κ−νIν(κν)] − ln
[
κ−νe−νη√
2piν(1 + κ2)1/4
]
−
N∑
n=1
Dn(t)
νn
}
. (3.28)
The function defined in (3.22) can actually be studied in more detail [26, 45]. As κ approaches 0 the
integral in F νD(s, a, b) represents a well defined function in the region ℜ(s) < 1/2. As κ → ∞, we utilize
the uniform asymptotic expansion of the modified Bessel functions (3.10) and (3.23) to obtain
Kν(νκb)Iν(νκa)
Kν(νκa)Iν(νκb) ∼ exp
{−2ν [η(bκ) − η(aκ)]} . (3.29)
Since a < b, we have η(aκ) < η(bκ) and the contributions of the expression (3.29) as κ → ∞ are expo-
nentially suppressed. These remarks allow us to conclude that F νD(s, a, b) defines an analytic function for
ℜ(s) < 1/2 and we can safely set s = −1/2 in FD(s, a, b).
10
In order to compute the Casimir energy for the configuration under consideration, we need to evaluate
ζI(s, a, b) and ζII(s, a, b) in the neighborhood of s = −1/2. We would like to point out that for the explicit
calculations that will follow it will be sufficient to subtract the first D terms of the asymptotic expansions
(3.10) and (3.23) [34]. Therefore for the rest of the paper we will set N = D. In this way the functions
ZI(s, a, b) and ZII(s, a, b) in (3.18) and (3.28) are, by construction, analytic in the strip −1 < ℜ(s) < 1/2 and,
consequently, will not contribute to the residue of the pole of the ζ-functions at s = −1/2. The evaluation
of the functions A(I)i (s, a) at the point s = −1/2 needs more care since the pole structure of ζI and ζII is
encoded in these terms. To obtain a systematic expansion, we set s = −1/2 + α and expand the resulting
expressions for A(I)i (s, a) about α = 0. From the general theory of spectral ζ-functions [30, 34] we have the
following expansion in terms of the variable α
ζN (α − 1) = ζN (−1) + αζ′N (−1) + O(α2) , ζN (α) = ζN (0) + αζ′N (0) + O(α2) , (3.30)
ζN
(
α − 1
2
)
=
1
α
Res ζN
(
−1
2
)
+ FP ζN
(
−1
2
)
+ O(α) , (3.31)
and, for all d + 1 ≥ i ≥ 2,
ζN
(
α +
i − 1
2
)
=
1
α
Res ζN
(
i − 1
2
)
+ FP ζN
(
i − 1
2
)
+ O(α) . (3.32)
By utilizing the formulas above we are able to obtain
A(I)−1
(
α − 1
2
, a
)
= − 1
α
ζN (−1)
4pia
− 1
4pia
[(
ln a2 + 2 ln 2 + 1
)
ζN (−1) + ζ′N (−1)
]
+ O(α) , (3.33)
A(I)0
(
α − 1
2
, a
)
= − 1
4aα
Res ζN
(
−1
2
)
− 1
4a
[
FP ζN
(
−1
2
)
+ ln a2 Res ζN
(
−1
2
)]
+ O(α) . (3.34)
The term in (3.16) with i = 1 should be treated separately due to the fact that s = 0 is a regular point of the
spectral ζ-function ζN (s). More explicitly one has
A(I)1
(
α − 1
2
, a
)
=
1
α
[
1
16piaζN (0)
]
+
1
16pia
[
ζ′
N
(0) + ζN (0)
(
ln a2 + 2 ln 2 − 163
)]
+ O(α) . (3.35)
For d + 1 ≥ i ≥ 2 one arrives, instead, at the following expression
A(I)i
(
α − 1
2
, a
)
=
1
α
[
ωi
2a
√
pi
Res ζN
(
i − 1
2
)]
+
1
2a
√
pi
[
ωiFP ζN
(
i − 1
2
)
+ ωi
(
ln a2 + γ + 2 ln 2 − 2
)
Res ζN
(
i − 1
2
)
+ ΩiRes ζN
(
i − 1
2
) ]
+ O(α) , (3.36)
where γ is the Euler-Mascheroni constant and we have defined the quantities
ωi =
i∑
p=0
xi,p
Γ
(
p + i−12
)
Γ
(
p + i2
) , Ωi =
i∑
p=0
xi,p
Γ
(
p + i−12
)
Γ
(
p + i2
) Ψ
(
p +
i − 1
2
)
, (3.37)
11
with Ψ(x) being the logarithmic derivative of the Gamma function. From the definition (2.10), we have the
following expression for ζM (s) for Dirichlet boundary conditions
ζM
(
α − 1
2
, a, b
)
= ZI
(
−1
2
, a
)
+ ZII
(
−1
2
, a, b
)
+FD
(
−1
2
, a, b
)
+ 2
[D/2]∑
i=0
A(I)2i
(
−1
2
+ α, a
)
+
D∑
i=−1
A(I)i
(
−1
2
+ α, b
)
, (3.38)
where [x] represents the integer part of x.
According to (2.13), we need to extract the residue and finite part of the ζ-function above in order to
evaluate the Casimir energy. From equations (3.33)-(3.36) and, by recalling (3.26), we explicitly have
Res ζM
(
−1
2
, a, b
)
= −1
2
(
1
a
+
1
2b
)
Res ζN
(
−1
2
)
+
1
a
√
pi
[D/2]∑
i=1
ω2iRes ζN
(
2i − 1
2
)
− 1
4pibζN (−1)
+
1
16pibζN
(0) + 1
2
√
pib
D∑
i=2
ωiRes ζN
(
i − 1
2
)
, (3.39)
while for the finite part we get
FP ζM
(
−1
2
, a, b
)
= ZI
(
−1
2
, a
)
+ ZII
(
−1
2
, a, b
)
+FD
(
−1
2
, a, b
)
− 1
2a
[
FP ζN
(
−1
2
)
+ ln a2 Res ζN
(
−1
2
)]
+
1
a
√
pi
[D/2]∑
i=1
[
ω2iFP ζN
(
2i − 1
2
)
+ ω2i
(
ln a2 + γ + 2 ln 2 − 2
)
Res ζN
(
2i − 1
2
)
+ Ω2iRes ζN
(
2i − 1
2
) ]
− 1
4pib
[(
2 ln 2 + 1
)
ζN (−1) + ζ′N (−1)
]
− 1
4bFP ζN
(
−1
2
)
+
1
16pib
[
ζ′
N
(0) + ζN (0)
(
2 ln 2 − 16
3
)]
+
1
2
√
pib
D∑
i=2
[
ωiFP ζN
(
i − 1
2
)
+ ωi (γ + 2 ln 2 − 2) Res ζN
(
i − 1
2
)
+ ΩiRes ζN
(
i − 1
2
) ]
. (3.40)
From formula (2.15) we can then write an explicit expression for the force on the piston when Dirichlet
boundary conditions are imposed
FDirCas(a, b) = −
1
2
Z′I
(
−1
2
, a
)
− 1
2
Z′II
(
−1
2
, a
)
− 1
2
F
′
D
(
−1
2
, a, b
)
+
1
4a2
[
(2 − ln a2)Res ζN
(
−1
2
)
− FP ζN
(
−1
2
)]
+
1
2
√
pia2
[D/2]∑
i=1
[
ω2iFP ζN
(
2i − 1
2
)
− ω2i
(
4 − ln a2 − γ − 2 ln 2
)
Res ζN
(
2i − 1
2
)
+ Ω2iRes ζN
(
2i − 1
2
) ]
− 1
4a2
(
1
α
+ ln µ2
) [
Res ζN
(
−1
2
)
− 2√
pi
[D/2]∑
i=1
ω2iRes ζN
(
2i − 1
2
) ]
+ O(α) ,
(3.41)
where the prime indicates differentiation with respect to the variable a. The last term represents the ambi-
guity present in the force in general.
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IV. NEUMANN BOUNDARY CONDITIONS
The calculational procedure to follow in order to compute ζM at s = −1/2 for Neumann boundary
conditions closely resembles the one used in the previous section for the Dirichlet case. We will therefore
describe only the few changes that are necessary [7–9]. Imposing Neumann boundary conditions in region
I leads to the following implicit equation for the eigenvalues γI
(
1 − d
2
)
Jν(aγI) + aγI J′ν(aγI) = 0 , (4.1)
while for region II we obtain a linear system of equations for the unknowns A and B

A
[(
1−d
2
)
Jν(aγII) + aγII J′ν(aγII)
]
+ B
[(
1−d
2
)
Yν(aγII) + aγIIY ′ν(aγII)
]
= 0
A
[(
1−d
2
)
Jν(bγII) + bγII J′ν(bγII)
]
+ B
[(
1−d
2
)
Yν(bγII) + bγIIY ′ν(bγII)
]
= 0 .
(4.2)
This system of equations possesses non-trivial solutions if the following equation holds
[(
1 − d
2
)
Jν(aγII) + aγII J′ν(aγII)
] [(
1 − d
2
)
Yν(bγII) + bγIIY ′ν(bγII)
]
−
[(
1 − d
2
)
Yν(aγII) + aγIIY ′ν(aγII)
] [(
1 − d
2
)
Jν(bγII) + bγII J′ν(bγII)
]
= 0 . (4.3)
For real ν and positive a, the equation (4.1) possesses only real and simple zeroes if ν ≥ (d − 1)/2a [18, 47]
and we restrict our attention to this case.
In complete analogy with the Dirichlet case, we obtain the spectral ζ-functions in the regions I and II. To
distinguish the results for Neumann boundary conditions from the ones for Dirichlet boundary conditions
we use an upper index N . We find
ζNI (s, a) =
∑
ν
d(ν)ζN , νI (s, a) , (4.4)
and
ζNII (s, a, b) =
∑
ν
d(ν)ζN , νII (s, a, b) , (4.5)
with the integral representations valid for 1/2 < ℜ(s) < 1,
ζ
N , ν
I (s, a) =
sin(pis)
pi
∫ ∞
ma
ν
dk
[
ν2k2
a2
− m2
]−s
∂
∂k ln
[k−ν (βIν(νk) + νkI′ν(νk))] , (4.6)
and
ζ
N , ν
II (s, a, b) =
sin(pis)
pi
∫ ∞
m
ν
dκ
[
(νκ)2 − m2
]−s ∂
∂κ
lnΞν(κ, a, b) . (4.7)
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In (4.7), for typographical convenience, we have defined β = (1 − d)/2 and
Ξν(κ, a, b) = [βIν(aκ) + aκI′ν(aκ)] [βKν(bκ) + bκK′ν(bκ)] − [βKν(aκ) + aκK′ν(aκ)] [βIν(bκ) + bκI′ν(bκ)] . (4.8)
In order to perform the analytic continuation of the above integrals to the region ℜ(s) < 1/2 for Neu-
mann boundary conditions we need, in addition to the asymptotic expansion (3.10), the following one for
I′ν(νz) [31, 40]
I′ν(νz) ∼
1√
2piν
eνη(1 + z2)1/4
z
1 +
∞∑
k=1
vk(t)
νk
 , (4.9)
where the polynomials vk(t) are determined by the recurrence relation
vk(t) = uk(t) + t(t2 − 1)
[
1
2
uk−1(t) + tu′k−1(t)
]
. (4.10)
By exploiting (3.10) together with (4.9), we obtain the following uniform asymptotic expansion, which will
be useful in the subsequent calculations,
ln
[
βIν(kν) + kνI′ν(kν)
] ∼ ln
[√
ν
2pi
eνη(1 + k2)1/4
]
+
∞∑
n=1
Mn(t, β)
νn
, (4.11)
with Mn(t, β) defined by the cumulant expansion [7–9, 34]
ln
1 +
∞∑
k=1
vk(t)
νk
+
β
ν
t
1 +
∞∑
k=1
uk(t)
νk

 ∼
∞∑
n=1
Mn(t, β)
νn
. (4.12)
Moreover, the terms Mn(t, β) have a structure analogous to the Dn(t), namely
Mn(t, β) =
n∑
i=0
zi,n(β)tn+2i , (4.13)
where, in this case, the coefficients zi,n depend on the variable β (see appendix). With the help of the above
uniform asymptotic expansion we write ζNI (s) as a sum of the terms
ζNI (s, a) = WI(s, a) +
D∑
i=−1
A(N ,I)i (s, a) , (4.14)
where one can prove that
A(N ,I)−1 (s, a) = A(I)−1(s, a) and A(N ,I)0 (s, a) = −A(I)0 (s, a) , (4.15)
furthermore for i ≥ 1, once the coefficients xi,b are replaced with zi,b [7, 8, 34],
A(N ,I)i (s, a) = A(I)i (s, a) . (4.16)
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The last term, i.e. WI(s, a), is an analytic function for −1 < ℜ(s) < 1/2 defined as
WI(s, a) =
∑
ν
d(ν)W (I)ν (s, a) , (4.17)
with
W (I)ν (s, a) = a2sν−2s
sin(pis)
pi
∫ ∞
0
dk k−2s ∂
∂k
{
ln [k−ν(βIν(kν) + kνI′ν(kν))]
− ln
[√
ν
2pi
k−νeνη(1 + k2)1/4
]
−
D∑
n=1
Mn(t, β)
νn
}
. (4.18)
For the spectral ζ-function ζN , νII (s, a, b) in region II we have a representation similar to the Dirichlet case
(3.21), more explicitly
ζ
N , ν
II (s, a, b) =
sin(pis)
pi
∫ ∞
ma
ν
dκ
[
ν2κ2
a2
− m2
]−s
∂
∂κ
ln [κν(−βKν(νκ) − νκK′ν(νκ))]
+
sin(pis)
pi
∫ ∞
mb
ν
dκ
[
ν2κ2
b2
− m2
]−s
∂
∂κ
ln
[
κ−ν(βIν(νκ) + νκI′ν(νκ))
]
+F νN (s, a, b) , (4.19)
where F νN (s, a, b) is represented by the following integral, once the limit m → 0 is taken,
F
ν
N (s, a, b) = ν−2s
sin(pis)
pi
∫ ∞
0
dκ κ−2s ∂
∂κ
ln∆ν(κ, a, b) , (4.20)
with
∆ν(κ, a, b) = 1 −
[
βIν(aνκ) + aνκI′ν(aνκ)
][
βKν(bνκ) + bνκK′ν(bνκ)
]
[
βKν(aνκ) + aνκK′ν(aνκ)
][
βIν(bνκ) + bνκI′ν(bνκ)
] . (4.21)
The domain of analyticity of F νN (s, a, b) can be found by utilizing arguments analogous to the ones used
for F νD(s, a, b) in the Dirichlet case. In fact, as κ → 0, the integral (4.20) is convergent for ℜ(s) < 1/2. As
κ → ∞, by using the uniform asymptotic expansions (4.11) and (4.26), we get
1 − ∆ν(κ, a, b) ∼ exp {−2ν[η(bκ) − η(aκ)]} , (4.22)
which is exponentially suppressed since η(bκ) > η(aκ) for a < b. Therefore, we can conclude that
F νN (s, a, b) defines an analytic function for ℜ(s) < 1/2.
The analytic continuation of the integrals in (4.19) is performed exactly like in the Dirichlet case. In
particular, we are able to write ζNII (s, a, b) in the form of a sum
ζNII (s, a, b) = WII(s, a, b) +FN (s, a, b) +
D∑
i=−1
A(N ,II)i (s, a, b) , (4.23)
where
FN (s, a, b) =
∑
ν
d(ν)F νN (s, a, b) , (4.24)
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and one can prove that
A(N ,II)i (s, a, b) = (−1)iA(N ,I)i (s, a) + A(N ,I)i (s, b) . (4.25)
The representation (4.23) is obtained by exploiting the uniform asymptotic expansion (4.11) and the fol-
lowing one
ln
[−βKν(νκ) − νκK′ν(νκ)] ∼ ln
[√
piν
2
e−νη(1 + κ2)1/4
]
+
∞∑
n=1
(−1)n Mn(t, β)
νn
, (4.26)
which is obtained from the expansion for Kν(νκ) in (3.23) and the one for K′ν(νκ) [31, 40]
K′ν(νκ) ∼ −
√
pi
2ν
(1 + κ2)1/4
κ
e−νη
1 +
∞∑
n=1
(−1)n vn(t)
νn
 . (4.27)
The function WII(s, a, b) in (4.23) is analytic in the region −1 < ℜ(s) < 1/2 and has the form
WII(s, a, b) =
∑
ν
d(ν)W (II)ν (s, a, b) , (4.28)
where
W (II)ν (s, a, b) = a2sν−2s
sin(pis)
pi
∫ ∞
0
dκ κ−2s ∂
∂κ
{
ln [−βKν(νκ) − νκK′ν(νκ)] − ln
[√
piν
2
e−νη(1 + κ2)1/4
]
−
D∑
n=1
(−1)n Mn(t, β)
νn
}
+ b2sν−2s sin(pis)
pi
∫ ∞
0
dκ κ−2s ∂
∂κ
{
ln [βIν(κν) + κνI′ν(κν)]
− ln
[√
ν
2pi
eνη(1 + κ2)1/4
]
−
D∑
n=1
Mn(t, β)
νn
}
. (4.29)
The evaluation of the residue and the finite part at s = −1/2 of the spectral ζ-function ζN
M
for the conical
piston endowed with Neumann boundary conditions proceeds along the same lines of the previous section
on Dirichlet boundary conditions due, in particular, to the relations (4.15), (4.16) and (4.25). For ζN
M
in a
neighborhood of s = −1/2, we obtain the following expression
ζN
M
(
α − 1
2
, a, b
)
= WI
(
−1
2
, a
)
+ WII
(
−1
2
, a, b
)
+FN
(
−1
2
, a, b
)
+ 2
[D/2]∑
i=0
A(N ,I)2i
(
−1
2
+ α, a
)
+
D∑
i=−1
A(N ,I)i
(
−1
2
+ α, b
)
. (4.30)
The residue and finite part of the above spectral ζ-function are readily obtained leading to the result
Res ζN
M
(
−1
2
, a, b
)
=
1
2
(
1
a
+
1
2b
)
Res ζN
(
−1
2
)
+
1
a
√
pi
[D/2]∑
i=1
ω˜2iRes ζN
(
2i − 1
2
)
− 1
4pibζN
(−1)
− 1
2pib
(
3
8 − β
)
ζN (0) + 12√pib
D∑
i=2
ω˜iRes ζN
(
i − 1
2
)
, (4.31)
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and, for the finite part,
FP ζN
M
(
−1
2
, a, b
)
= WI
(
−1
2
, a
)
+ WII
(
−1
2
, a, b
)
+FN
(
−1
2
, a, b
)
+
1
2a
[
FP ζN
(
−1
2
)
+ ln a2 Res ζN
(
−1
2
)]
+
1
a
√
pi
[D/2]∑
i=1
[
ω˜2iFP ζN
(
2i − 1
2
)
+ ω˜2i
(
ln a2 + γ + 2 ln 2 − 2
)
Res ζN
(
2i − 1
2
)
+ ˜Ω2iRes ζN
(
2i − 1
2
) ]
− 1
4pib
[(
2 ln 2 + 1
)
ζN (−1) + ζ′N (−1)
]
+
1
4bFP ζN
(
−1
2
)
− 1
2pib
(
3
8 − β
) [
ζ′
N
(0) + ζN (0) (2 ln 2 − 2)
]
− 7
24pibζN (0) +
1
2
√
pib
D∑
i=2
[
ω˜iFP ζN
(
i − 1
2
)
+ ω˜i (γ + 2 ln 2 − 2) Res ζN
(
i − 1
2
)
+ ˜ΩiRes ζN
(
i − 1
2
) ]
, (4.32)
where, in the above formulas, we have introduced the notation
ω˜i =
i∑
p=0
zi,p
Γ
(
p + i−12
)
Γ
(
p + i2
) , ˜Ωi =
i∑
p=0
zi,p
Γ
(
p + i−12
)
Γ
(
p + i2
) Ψ
(
p +
i − 1
2
)
, (4.33)
which is identical to (3.37) once xi,p is replaced by zi,p.
By exploiting the relation (2.15) we obtain the expression for the force on the piston when Neumann
boundary conditions are imposed
FNeuCas (a, b) = −
1
2
W ′I
(
−1
2
, a
)
− 1
2
W ′II
(
−1
2
, a
)
− 1
2
F
′
N
(
−1
2
, a, b
)
− 1
4a2
[
(2 − ln a2)Res ζN
(
−1
2
)
− FP ζN
(
−1
2
)]
+
1
2
√
pia2
[D/2]∑
i=1
[
ω˜2iFP ζN
(
2i − 1
2
)
− ω˜2i
(
4 − ln a2 − γ − 2 ln 2
)
Res ζN
(
2i − 1
2
)
+ ˜Ω2iRes ζN
(
2i − 1
2
) ]
+
1
4a2
(
1
α
+ ln µ2
) [
Res ζN
(
−1
2
)
+
2√
pi
[D/2]∑
i=1
ω˜2iRes ζN
(
2i − 1
2
) ]
+ O(α) .
(4.34)
The expressions (3.41) and (4.34) represent the Casimir force on the piston, endowed, respectively, with
Dirichlet and Neumann boundary conditions, which is valid in any dimension and for any compact and
smooth manifold N . It is important to stress that more explicit results can be obtained once the geometry
of the manifold N has been specified. In addition, the analytic functions that appear in the results (3.41)
and (4.34), namely ZI , ZII , WI , WII , FD, and FN can only be handled in a numerical way. Although the
expressions for the force are written in terms of an infinite series in the eigenvalues ν, in practice, one only
sums finitely many terms in such a way to obtain a numerical result with a prescribed accuracy.
These results also show explicitly the terms that are responsible for the ambiguity in the Casimir force.
A closer look at these terms demonstrates that they are proportional to the heat kernel coefficients a(d+1)/2−i
of the manifold N with 0 ≤ i ≤ [(d + 1)/2]. It is clear that this ambiguity in the prediction of the force
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disappears if the manifold N is even-dimensional without boundary. However, even if a suitable manifold
is chosen for which the Casimir force on the piston is well defined, the formulas (3.41) and (4.34) do not
allow to extract any information about its sign analytically, instead a numerical study is necessary; see
Section VI.
In the next section we will study the asymptotic behavior of the Casimir force on the piston when both
a and b are large, and when a → 0, i.e. the piston approaches the conical singularity.
V. ASYMPTOTIC BEHAVIOR OF THE CASIMIR FORCE FOR BOTH a AND b LARGE AND FOR
a → 0
In this section we will study the asymptotic behavior of the Casimir force for Dirichlet and Neumann
boundary conditions when both the parameters a and b are large, namely b/a → 1. For this analysis, we
will employ the arguments outlined in [45] for the case of concentric spheres. Moreover, we will describe
in detail only the Dirichlet case, since the Neumann case can be treated in exactly the same way. In the
limit b/a → 1 the Casimir force for the conical piston will reproduce the one for parallel plates. From
the expressions (3.41) and (4.34) it is not difficult to realize that all the terms but FD and FN vanish
proportionally to a−2 as a → ∞. Therefore, the asymptotic behavior for a and b large when Dirichlet or
Neumann boundary conditions are imposed is given, respectively, by FD and FN . With the last remark in
mind we can write that, when b/a → 1,
FDirCas(a, b) ∼ −
1
2pi
∑
ν
d(ν)ν
∫ ∞
0
dκ ∂
∂a
[
1 − Kν(νκb)Iν(νκa)
Kν(νκa)Iν(νκb)
]
. (5.1)
The derivative in the integrand, denoted by P(κ, a, b), can be evaluated my making use of the properties of
the derivative of the modified Bessel functions to get
P(κ, a, b) = − Kν(νκb)
aK2ν (νκa)Iν(νκb)
[
1 − Kν(νκb)Iν(νκa)
Kν(νκa)Iν(νκb)
]−1
. (5.2)
By performing the following change of variables κ → κ/a, we obtain the expression
FDirCas(a, b) ∼
1
2pia2
∑
ν
d(ν)ν
∫ ∞
0
dκP
(
νκ
a
, 1,
b
a
)
. (5.3)
The b → a behavior of the Casimir force is already captured using the uniform asymptotic expansion of the
modified Bessel functions to obtain [45]
P
(
νκ
a
, 1, b
a
)
∼ 2ν
√
1 + κ2
∞∑
n=1
e−2nν
[
η( bκa )−η(κ)
] ∞∑
i=0
pi(t, a, b, n)
νi
, (5.4)
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where pi are polynomials in t which vanish when b → a and such that p0 = 1 [45]. By utilizing the inverse
Mellin transform we can rewrite the sum of the exponentials in (5.4) in terms of a complex integral as
follows
∞∑
n=1
e−2nν
[
η( bκa )−η(κ)
]
=
∞∑
n=1
1
2pii
∫ c+i∞
c−i∞
dαΓ(α)(2nν)−α
[
η
(
bκ
a
)
− η(κ)
]−α
, (5.5)
which is valid for ℜ(ν) > 0, and we assume that ℜ(c) is large enough so that the sum over ν and the integral
in α can be safely interchanged.
By substituting the expressions (5.4) and (5.5) into the integral (5.3), and by recalling the definition of
ζN in (2.11) we obtain
FDirCas(a, b) ∼
1
2pi2i a2
∞∑
i=0
∫ c+i∞
c−i∞
dαΓ(α)(2)−αζR(α)ζN
(
α + i
2
− 1
)
×
∫ ∞
0
dκ
√
1 + κ2
[
η
(
bκ
a
)
− η(κ)
]−α
pi(t, a, b, n) , (5.6)
where the integral over κ is convergent for ℜ(c) > 2, since η (bκ/a) − η(κ) → ln(b/a) as κ → 0 and
η (bκ/a) − η(κ) → (b/a − 1)κ as κ → ∞ [45].
It is convenient, at this point, to introduce the variable q = b/a − 1. In this new variable the limit we are
interested in corresponds to q → 0. The leading behavior in q of the integral (5.6) is given by the term with
i = 0, since the other polynomials pi, with i ≥ 1, vanish as q → 0, more explicitly
FDirCas(q) ∼
1
2pi2i a2
∫ c+i∞
c−i∞
dαΓ(α)(2)−αζR(α)ζN
(
α
2
− 1
) ∫ ∞
0
dκ
√
1 + κ2
[
η ((q + 1)κ) − η(κ)]−α . (5.7)
By closing the contour to the right, we encounter all poles of ζN with ℜ(α) > 2. The rightmost pole of
ζN results from α = d + 2, the other poles further to the left will be irrelevant for what follows because the
leading behavior of (5.7) as q → 0 is proportional to the residue of ζN (α/2 − 1) at α = d + 2. This is seen
by using [45]
η ((q + 1)κ) − η(κ) = q
√
1 + κ2 + O(q2) . (5.8)
The last remark, and the expansion (5.8), allow us to obtain the Casimir force for the conical piston
endowed with Dirichlet boundary conditions when b/a → 1 as follows
FDirCas(q) =
Γ(D + 1)ζR(D + 1)
2D+1
√
piΓ
(
D
2
) A N0
qD+1
+ O
(
q−D
)
, (5.9)
where the higher orders in q would involve the other heat kernel coefficients of N . The Neumann case is
treated in exactly the same way and the resulting Casimir force when b/a → 1 reduces to (5.9).
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Let us now turn our attention to the limiting behavior of the Casimir force when the piston approaches
the conical singularity, namely, when a → 0. From the expressions (3.41) and (4.34) it is not difficult to
observe that all the terms, except FD and FN , are proportional to a−2. The proportionality coefficient
and its sign will depend on the specific geometry of the piston N . It is therefore sufficient to study the
asymptotics of FD and FN as a → 0. Once again, we will focus on the Dirichlet case since the Neumann
case can be treated in exactly the same way.
From the expressions (3.22) and (5.2), by exploiting the change of variables κ → κ/ν, we can write
− 1
2
F
′
D
(
−1
2
, a, b
)
= − 1
2pi
∑
ν
d(ν)ν
∫ ∞
0
dκP
(
κ
ν
, a, b
)
. (5.10)
Since we are interested in the small a expansion, we utilize the series representation of the modified Bessel
functions to obtain the following expression, to leading order in a, of (5.2)
P
(
κ
ν
, a, b
)
=
4
Γ2(ν)a
2ν−1 Kν(κb)
Iν(κb)
(
κ
2
)2ν
+ O
(
κ2ν+2
)
. (5.11)
This expansion allows us to write
− 1
2
F
′
D
(
−1
2
, a, b
)
=
2
pi
∑
ν
d(ν)a
2ν−1
Γ2(ν)
∫ ∞
0
dκKν(κb)
Iν(κb)
(
κ
2
)2ν
+ O
(
κ2ν+2
)
. (5.12)
The integral in the last expression is convergent, since
Kν(κb)
Iν(κb)
(
κ
2
)2ν
∼ 1
2
Γ(ν)Γ(ν + 1)b−2ν , for κ → 0 , (5.13)
and
Kν(κb)
Iν(κb)
(
κ
2
)2ν
∼ pie−2κ
(
κ
2
)2ν
, for κ → ∞ . (5.14)
We can therefore conclude that for ν > −1/2, which is within the assumptions of our work, the contribution
F ′D is subleading as a → 0.
The previous arguments show that as a → 0 the Casimir force on the piston possesses a behavior of the
type a−2 with the proportionality coefficient depending on ζN and, hence, on the geometry of the piston.
In the next section we will study a particular case in which the manifold N is a d-dimensional sphere.
This case is of special interest because the spectral zeta function of a d-dimensional sphere can be explicitly
evaluated in terms of a linear combination of Hurwitz ζ-functions [7, 15, 34].
VI. A SPECIFIC PISTON: THE d-DIMENSIONAL SPHERE
In this section we will study the case in which the base manifold is a d-dimensional sphere. In this
particular situation the eigenvalues of the Laplacian on N are known to be
ν =
(
l + d − 1
2
)
, (6.1)
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with l ≥ 0, and the eigenfunctions are hyperspherical harmonics with degeneracy
d(l) = (2l + d − 1)(l + d − 2)!l!(d − 1)! . (6.2)
The explicit knowledge of the eigenvalues ν and their degeneracy allows us to write the ζ-function on N
as follows
ζN (s) =
∞∑
l=0
(2l + d − 1)(l + d − 2)!l!(d − 1)!
(
l + d − 1
2
)−2s
. (6.3)
The previous expression can be conveniently rewritten in terms of a linear combination of Hurwitz ζ-
functions, namely [7, 8]
ζN (s) = 2
d−1∑
α=0
eαζH
(
2s − α − 1, d − 1
2
)
, (6.4)
where the coefficients eα are defined through the relation
(l + d − 2)!
l!(d − 1)! =
d−1∑
α=0
eα
(
l + d − 1
2
)α
. (6.5)
As one can easily see, from the general results (3.41) and (4.34), we need to compute either the value or
the residue or the finite part of the spectral ζ-function on the manifold N at specific points. For s = −m/2,
with m ≥ −1, by utilizing the equation (6.4), we obtain the result [2, 3, 15, 19]
ζN
(
−m
2
)
= −2
d−1∑
α=0
eα
m + α + 2
Bm+α+2
(
d − 1
2
)
, (6.6)
where we have used the relation, valid for n ≥ 0 [31],
ζH(−n, q) = −Bn+1(q)
n + 1
, (6.7)
with Bn(q) being the Bernoulli polynomials. It is clear from the relation (6.6) that the residue of ζN (s) at
s = −1/2 and s = 1/2 vanish.
The remaining values of s that we need to analyze are the ones of the form s = m/2 with m ≥ 0. It is
well known that the Hurwitz ζ-function, ζH(s, q), has a simple pole at s = 1. The explicit form of its Laurent
expansion depends on whether q is an integer or a half-integer. In fact, for q = n+ 1/2, with n ≥ 0, we have
ζH
(
1 + εx, n +
1
2
)
=
1
εx
+ γ + 2 ln 2 − 2
n∑
k=1
1
2k − 1 + O(x) , (6.8)
while for q = n and n ≥ 0 we obtain
ζH (1 + εx, n) = 1
εx
+ γ −
n−1∑
k=1
1
k + O(x) . (6.9)
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By utilizing the above results and the relation (6.4) we obtain the following expression for the residue of
ζN (s) at s = m/2 with d ≥ m ≥ 2,
Res ζN
(
m
2
)
= em−2 , (6.10)
the contribution to the residue coming from the index α = m − 2 of the summation in (6.4). According to
(6.8) and (6.9), for the finite part at s = m/2 we have to distinguish between two cases. If the dimension d
of the manifold N is even, then
FP ζN
(
m
2
)
= 2
d−1∑
α=0
α,m−2
eαζH
(
m − α − 1, d − 1
2
)
+ 2em−2
γ + 2 ln 2 − 2
d
2−1∑
k=1
1
2k − 1
 , (6.11)
while if d is odd, we have
FP ζN
(
m
2
)
= 2
d−1∑
α=0
α,m−2
eαζH
(
m − α − 1, d − 1
2
)
+ 2em−2
γ −
d−3
2∑
k=1
1
2k − 1
 . (6.12)
The results that we have obtained in this section so far are well suited for the analysis of conical pistons
with Dirichlet boundary conditions. However, the case of Neumann boundary conditions needs a special
treatment when the manifold N is a d-dimensional sphere. In fact, from the integral representation (4.6) of
the spectral ζ-function in region I, one can notice that the case l = 0, namely ν = (d − 1)/2, needs particular
care because the behavior of
(
βI d−1
2
(ak) + akI′d−1
2
(ak)
)
as k → 0 is different. This corresponds, according to
(6.1), to the lowest angular eigenvalue ν. In this case, in fact, we have the following small k expansion
(
βI d−1
2
(ak) + akI′d−1
2
(ak)
)
=
(ak) d+32
2 d+12 Γ
(
d+3
2
) + O (k d+72 ) . (6.13)
The above expansion suggests that a more suitable integral representation for the contribution of the mode
ν = (d − 1)/2 is the following
ζ
N , l=0
I (s, a) = a2s
(
d − 1
2
)
sin(pis)
pi
∫ ∞
0
dk k−2s ∂
∂k ln
[
k−
d+3
2
(
βI d−1
2
(k) + kI′d−1
2
(k)
)]
, (6.14)
which is valid in the strip 1/2 < ℜ(s) < 1. In order to analytically continue the above expression in the
neighborhood of s = −1/2, we utilize the following k → ∞ asymptotic expansion
ln
[
k−
d+3
2
(
βI d−1
2
(k) + kI′d−1
2
(k)
)]
∼ ln
k
− d2−1√
2pi
ek
 +
∞∑
n=1
Bn
(
d−1
2
)
kn , (6.15)
where the polynomials are defined according to the relation
1 +
∞∑
n=1
(−1)n
rn
(
d−1
2
)
kn +
1 − d
2k
1 +
∞∑
n=1
(−1)n
pn
(
d−1
2
)
kn

 ∼
∞∑
n=1
Bn
(
d−1
2
)
kn . (6.16)
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The expressions (6.15) and (6.16) can be obtained by exploiting the asymptotic expansions for z → ∞ [39],
Iν(z) ∼ e
z
√
2piz
1 +
∞∑
n=1
rn(ν)
zn
 and I′ν(z) ∼ e
z
√
2piz
1 +
∞∑
n=1
pn(ν)
zn
 , (6.17)
where the functions rn(x) and pn(x) are obtained from the relations
r0(x) = 1 , r1(x) = 4x
2 + 3
8
, rn(x) = 4x
2 + 4n2 − 1
n!8n
n∏
i=2
[
4x2 − (2i − 3)2
]
, (6.18)
and
p0(x) = 1 , pn(x) = 1
n!8n
n∏
i=1
[
4x2 − (2i − 1)2
]
. (6.19)
At this point it will be sufficient, for our purposes, to add and subtract the leading term of the expansion to
obtain the result which is valid for −1 < ℜ(s) < 1/2,
ζ
N , l=0
I (s, a) = W l=0I (s, a) − a2s
sin(pis)
pi
(
d − 1
2
) { (
d
2
+ 1
)
1
2s
− 1
2s − 1
− 1
2s + 1
(
3
8 +
d − 1
2
+
(d − 1)2
8
) }
, (6.20)
where
W l=0I (s, a) = a2s
(
d − 1
2
)
sin(pis)
pi
∫ ∞
0
dk k−2s ∂
∂k
{
ln
[
k−
d+3
2
(
βI d−1
2
(k) + kI′d−1
2
(k)
)]
− H(k − 1)
[
ln
k
− d2−1√
2pi
ek
 − 1k
(
3
8 +
d − 1
2
+
(d − 1)2
8
) ]}
, (6.21)
with the step function H(k). In region II a similar argument for the lowest angular eigenvalue is necessary.
In fact by utilizing the small κ expansion of the modified Bessel functions, it is not very difficult to show
that Ξ d−1
2
(a, κ) in (4.8) behaves differently as κ → 0. More specifically, one obtains
Ξ d−1
2
(a, κ) = 2a
2
d + 3

(
a
b
)− d+32 − (ab
) d−1
2

(
κ
2
)2
+ O
(
κ4
16
)
. (6.22)
A suitable representation for the spectral ζ-function in region II corresponding to the lowest eigenvalue is
therefore
ζ
N , l=0
II (s, a) = a2s
(
d − 1
2
)
sin(pis)
pi
∫ ∞
0
dκ κ−2s ∂
∂κ
ln
[
κ
d−1
2 (−βK d−1
2
(κ) − κK′d−1
2
(κ))
]
+ b2s
(
d − 1
2
)
sin(pis)
pi
∫ ∞
0
dκ κ−2s ∂
∂κ
ln
[
κ−
d+3
2 (βI d−1
2
(κ) + κI′d−1
2
(κ))
]
+
(
d − 1
2
)
sin(pis)
pi
∫ ∞
0
dκ κ−2s ∂
∂κ
ln∆ d−1
2
(κ, a, b) . (6.23)
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After analytic continuation of (6.23), we obtain the following result which is well defined in the region
−1 < ℜ(s) < 1/2
ζ
N , l=0
II (s, a, b) = W l=0II (s, a, b) +F l=0N (s, a, b) −
sin(pis)
pi
(
d − 1
2
) {
1
2s
[
b2s − d
2
(
a2s − b2s
)]
+
a2s − b2s
2s − 1
+
1
2s + 1
(
3
8 +
d − 1
2
+
(d − 1)2
8
) (
a2s − b2s
) }
, (6.24)
where W l=0II (s, a, b) has the form
W l=0II (s, a, b) =
(
d − 1
2
)
sin(pis)
pi
∫ ∞
0
dκ κ−2s ∂
∂κ
{
a2s ln
[
κ
d−1
2
(
−βK d−1
2
(κ) − κK′d−1
2
(κ)
)]
+ b2s ln
[
κ−
d+3
2
(
βI d−1
2
(κ) + κI′d−1
2
(κ)
)]
− H(κ − 1)
[
a2s ln
(√
pi
2
κ
d
2 e−κ
)
+ b2s ln
κ
− d2−1√
2pi
eκ

+
1
κ
(
3
8 +
d − 1
2
+
(d − 1)2
8
) (
a2s − b2s
) ]}
. (6.25)
Let us mention that F l=0N (s, a, b) coincides with (4.20) once we set ν = (d − 1)/2.
From the above results, it is not difficult to obtain the residue and finite part for ζN , l=0
M
at s = −1/2
corresponding to the lowest angular eigenvalue. In more detail, we have
FP ζN , l=0
M
(
−1
2
, a, b
)
= W l=0I
(
−1
2
, a
)
+ W l=0II
(
−1
2
, a, b
)
+F l=0N
(
−1
2
, a, b
)
− d − 1
2pi
(
1
a
+
d + 1
2b
)
, (6.26)
and
Res ζN , l=0
M
(
−1
2
, a
)
= −d − 1
4pib
(
3
8 +
d − 1
2
+
(d − 1)2
8
)
. (6.27)
Therefore, the contribution of ν = (d − 1)/2 to the Casimir force on the piston when Neumann boundary
conditions are imposed is, according to (2.15),
FNeu, l=0Cas (a) = −
1
2
W ′ l=0I
(
−1
2
, a
)
− 1
2
W ′ l=0II
(
−1
2
, a
)
− 1
2
F
′ l=0
N
(
−1
2
, a, b
)
− d − 1
4pia2
. (6.28)
Obviously, the total Casimir force on the piston for Neumann boundary conditions is the sum of (6.28)
and (4.34) where in the latter the lowest angular eigenvalue is omitted. In the next subsections we present
explicit results for specific dimensions d. We would like to point out that in the formulas that will follow it
is understood that the functions Z, W and F are evaluated for the specific dimension under consideration.
A. Specific Dimensions for Dirichlet Boundary Conditions
In the following special cases, we will set, for simplicity, b = 1. When the piston N is a sphere of
dimension d = 2, and, therefore, the dimension of M is D = 3, we obtain
FDirCas(a) = −
1
2
Z′I
(
−1
2
, a
)
− 1
2
Z′II
(
−1
2
, a
)
− 1
2
F
′
D
(
−1
2
, a
)
. (6.29)
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For d = 3, or D = 4, we have the result
FDirCas(a, α) = −
1
2
Z′I
(
−1
2
, a
)
− 1
2
Z′II
(
−1
2
, a
)
− 1
2
F
′
D
(
−1
2
, a
)
+
1
a2
(
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983040 +
35
65536γ +
35
131072 ln a
2
)
+
35
131072a2
(
1
α
+ ln µ2
)
. (6.30)
For d = 4, or D = 5, we obtain
FDirCas(a) = −
1
2
Z′I
(
−1
2
, a
)
− 1
2
Z′II
(
−1
2
, a
)
− 1
2
F
′
D
(
−1
2
, a
)
− 35pi
2
1572864a2
. (6.31)
And, finally, for d = 5, or D = 6, we get
FDirCas(a, α) = −
1
2
Z′I
(
−1
2
, a
)
− 1
2
Z′II
(
−1
2
, a
)
− 1
2
F
′
D
(
−1
2
, a
)
+
1
a2
(
20377
113246208 −
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25165824γ
− 168550331648 ln a
2 +
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25165824 ζR(3)
)
− 1685
50331648a2
(
1
α
+ ln µ2
)
. (6.32)
As mentioned previously we can see, from the above results that the Casimir force on the piston is not a
well defined quantity when the piston N is odd dimensional. The Casimir force on the piston for d = 2 and
d = 4, is shown in Figure 1. We can see that, for d = 2, the piston is repelled from the conical singularity
and attracted to the base manifold positioned at b = 1. For d = 4, instead, a point of unstable equilibrium
is present. If the piston is to the left of this point, it is attracted to the conical singularity. If it is to its right,
then the piston is attracted to the base manifold.
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Figure 1: Plots of the Casimir force, FDirCas(a), on the piston N for Dirichlet boundary conditions as a function of the
position a.
B. Specific Dimensions for Neumann Boundary Conditions
For Neumann boundary conditions, we need to consider the results obtained in (4.34), with the lowest
angular eigenvalue omitted, and the one obtained in (6.28). It is useful to stress that the spectral ζ-function
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¯ζN (s) with the lowest angular eigenvalue omitted is related to the ordinary ζN (s) through the relation
¯ζN (s) = ζN (s) −
(
d − 1
2
)−2s
. (6.33)
This expression is utilized in the results that will follow in order to obtain the Neumann Casimir force.
For d = 2, thus D = 3, we have the following expression for the force
FNeuCas (a) = −
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For d = 3, thus D = 4, we have the result
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For d = 4, thus D = 5, we obtain
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And, finally, for d = 5, thus D = 6, we get
FNeuCas (a, α) = −
1
2
W ′ l=0I
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, a
)
− 1
2
W ′ l=0II
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2
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(
1
α
+ ln µ2
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. (6.37)
Once again, we would like to point out that also for Neumann boundary conditions the Casimir force
on N is not well defined when d is odd. The Casimir force on the piston for d = 2 and d = 4, is shown
in Figure 2. We can notice that in both cases, namely d = 2 and d = 4, there exists a point of unstable
equilibrium. If the piston is to the left of this point it is attracted to the conical singularity, while, if it is on
its right, it is attracted to the base manifold.
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Figure 2: Plots of the Casimir force, FNeuCas (a), on the piston N for Neuman boundary conditions as function of the
position a.
VII. CONCLUDING REMARKS
In this paper we have analyzed the Casimir effect for massless scalar fields in the setting of the bounded
generalized cone in the cases in which the field is endowed with either Dirichlet or Neuman boundary
conditions. The piston geometry has been obtained by dividing the generalized cone M into two regions
separated by its cross section positioned at a with a ∈ (0, 1). The cross section itself represents the piston,
and the structure so obtained has been denoted conical piston. By utilizing ζ-function regularization meth-
ods, we have obtained very general results for the Casimir energy and, hence, for the corresponding Casimir
force. The expressions obtained for the Casimir force are valid for any piston N and any dimension D and
are written in terms of the spectral ζ-function ζN . In order to obtain more specific results, we have consid-
ered in detail the case when the manifold N is a d-dimensional sphere. Explicit numerical results for this
case have also been obtained for d = 2 and d = 4.
We would like to stress that this work provides a study of a piston geometry that is more general than
the ones considered in the literature where the two chambers have fundamentally the same type of geom-
etry. The two separate regions of the conical piston, instead, have different geometries since one of them
contains a singularity while the other does not. This is the feature that makes the conical piston particularly
interesting. These types of conical pistons are important, e.g., for the study of the interaction, through the
Casimir force, of a piston and a singular point (such as the tip of the cone). This results may also have some
relevance in in the framework of field theories with orbifold compactification.
The next step in this kind of investigations would be to analyze the Casimir force for massless scalar
fields on the conical piston satisfying mixed, or hybrid, boundary conditions. It would be interesting to
further understand how the Casimir force between the piston and the singular point of the manifold M
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is influenced by the boundary conditions imposed. Furthermore, it would be desirable to have a deeper
understanding of the influence of the geometry on N on the force.
Acknowledgments
The authors are grateful to Matthew Beauregard for his help in obtaining the plots. KK is supported by
the National Science Foundation Grant PHY-0757791.
Appendix A: Polynomials Dn(t) and Mn(t, β) up to the order n = 6
In this appendix we list for completeness the polynomials Dn(t) and Mn(t, β) up to the sixth order.
By utilizing the cumulant expansion (3.19) and the recurrence relation (3.11) one obtains
D1(t) = 18 t −
5
24
t3 , (A1)
D2(t) = 116 t
2 − 38 t
4 +
5
16 t
6 , (A2)
D3(t) = 25384 t
3 − 531640 t
5 +
221
128
t7 − 1105
1152 t
9 , (A3)
D4(t) = 13128 t
4 − 7132 t
6 +
531
64 t
8 − 33932 t
10 +
565
128 t
12 , (A4)
D5(t) = 10735120 t
5 − 50049
7168 t
7 +
186821
4608 t
9 − 44899512 t
11 +
82825
1024
t13 − 82825
3072
t15 , (A5)
D6(t) = 103192 t
6 − 405
16 t
8 +
1677
8 t
10 − 53898 t
12 +
65385
64 t
14 − 11805
16 t
16 +
19675
96 t
18 . (A6)
The polynomials Mn(t, β) follow by using (4.12) together with the recurrence relation (4.10). One can
find
M1(t, β) = −38 t +
7
24
t3 + tβ , (A7)
M2(t, β) = − 316 t
2 +
5
8 t
4 − 7
16 t
6 +
β
2
t2 − β
2
t4 − β
2
2
t2 , (A8)
M3(t, β) = − 21128 t
3 +
869
640 t
5 − 315
128 t
7 +
1463
1152 t
9 +
3β
8 t
3 − 5β
4
t5 +
7β
8 t
7 − β
2
2
t3
+
β2
2
t5 +
β3
3 t
3 , (A9)
M4(t, β) = − 27128 t
4 +
109
32 t
6 − 73364 t
8 +
441
32 t
10 − 707
128 t
12 +
3β
8 t
4 − 23β8 t
6 +
41β
8 t
8
− 21β8 t
10 − β
2
2
t4 +
3β2
2
t6 − t8β2 + β
3
2
t4 − β
3
2
t6 − β
4
4
t4 , (A10)
28
M5(t, β) = −18995120 t
5 +
72003
7168 t
7 − 247735
4608 t
9 +
56761
512 t
11 − 101395
1024 t
13 +
495271
15360 t
15 +
63β
128 t
5
− 233β
32
t7 +
1537β
64 t
9 − 917β
32
t11 +
1463β
128
t13 − 9β
2
16 t
5 +
59β2
16 t
7 − 99β
2
16 t
9 +
49β2
16 t
11
+
5β3
8 t
5 − 7β
3
4
t7 +
9β3
8 t
9 − β
4
2
t5 +
β4
2
t7 +
β5
5 t
5 , (A11)
M6(t, β) = −2732 t
6 +
69
2
t8 − 1716364 t
10 +
4973
6 t
12 − 9789
8
t14 +
3465
4
t16 − 45493
192 t
18 +
27β
32
t6
− 681β32 t
8 +
1793β
16 t
10 − 3671β
16 t
12 +
6531β
32 t
14 − 2121β32 t
16 − 3β
2
4
t6 +
75β2
8 t
8
− 233β
2
8 t
10 +
269β2
8 t
12 − 105β
2
8 t
14 +
19β3
24
t6 − 37β
3
8 t
8 +
59β3
8 t
10 − 85β
3
24
t12
− 3β
4
4
t6 + 2t8β4 − 5β
4
4
t10 +
β5
2
t6 − β
5
2
t8 − β
6
6 t
6 . (A12)
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