Abstract: The paper shows how introducing economic variables into a credit scorecard improves the predictive power of the scorecard. Such a scorecard can forecast default rates accurately even when economic conditions change This means one can develop a single step approach to estimating the Point in Time PDs which are requirements of the Basel Accord banking regulations. A one step approach has several advantages when compared with the more standard approach of estimating scores with no economic variables first and then segmenting the portfolio by score bands and estimating the PD per segment. To build such a scorecard we decompose it into the population odds and the weights of evidence and shows that economic variables model the dynamics of the population odds part of the scorecard and so leads to this improvement in prediction.
Introduction
With the advent of the Basel Accords, Basel II (BCBS 2006) and Basel III (2011), credit scoring -the mainstay of credit risk assessment for consumer lending (Anderson 2007 , Thomas 2009 ) for half a century -has become a vital tool in estimating Probability of Default (PD). This is one of the three parameter estimates required on all type of loan portfolios by the Accords. The Accords determine how much regulatory capital banks must keep to deal with the credit risks they incur. The philosophies underlying the Basel definitions of Probability of| Default have been fully discussed in a number of books Englemann and Rauhmeier (2006) , Ong (2006) and Van Gestel and Baesens ( 2009) and many papers . for example those in the literature survey in Carlehed and Petrov (2012) . The two ends of the spectrum are Point-in-Time (PIT) conditional PD and Through-the-cycle (TTC) unconditional PD.
The latter is sometimes called the long run average PD ( LRPD) but the Basel Accord requires estimates of the loan run average of the one year look ahead PD which is not quite the same as either. PIT PD should take into account the current information including the current economic conditions. So it changes as the economy changes.
TTC PD on the other hand should stay constant through the business cycle unless there are permanent changes to the borrower's situation which would affect the ability to repay in the long term. There are different positives about each approach and these lead to their different uses. TTC PD is procyclical and so is useful in capital management and its stability is seen as useful in capital adequacy regulations. PIT PD is preferable for risk management as it gives better predictions of the immediate losses and its models are easy to verify by back testing. For corporate loans most models are considered hybrids but rating agency models tend to the TTC end of the spectrum while banks tend to build closer to PIT type models.
For corporate loan portfolios a two step approach was developed by Aguai et al (2006) and Miu and Ozdemir (2008) . LRPD was first estimated, often by taking the agencies ratings, and then these results are conditioned on macro-economic variable values to get PIT PD estimates. An alternative two step approach was developed for retail and SME portfolios by first building a scorecard with no economic characteristics in it . The scores were then used to segment the portfolio and the LRPD for each segment of the portfolio is calculated by averaging the default rates over the economic cycle. These LRPD for the segments may need to be adjusted if they do not give rise to the LRPD for the portfolio as a whole, (Bank of England 2013). So scores are only used for discrimination and not for estimating the PD values.
What is proposed here is a single step process which gives PIT PDs directly at the individual loan level. Since these include the economic variables in the scorecard one could use simulation to estimate LRPD if required ( See (McDonald et al 2010) for an example of this using a mortgage portfolio). One benefit of the single step approach is that one gets discrimination and estimates of PD values from the same scorecard, Since the discrimination is used in operational decisions one can show the Basel "use" test is satisfied. Moreover one can use back testing to check regularly both the discrimination and the probability forecasts of the scorecard. This paper outlines why credit scorecards are improved for both consumer and small firm lending by including economic effects into the scorecard. We show how the decomposition of the scorecard into two parts allows one to recognise theoretically the two effects that including economic variables will have in a scorecard. This idea of introducing economic variables is applied to a real problem that arose in invoice discounting, where the bank's lending to small companies is secured against sales invoices which the companies have issued but not yet received payment on. The major bank involved used a logistic regression based scorecard to assess the default risk of the SME companies they lent money to using invoice discounting. In the last financial crisis, their scorecard, which had been built in a more benign period, did not respond well to the change in the macroeconomic environment and predicted too few defaulters. The scorecard though continued to discriminate well in terms of the ranking of the companies' default probability. Exactly the same phenomenon occurred with consumer scorecards during the subprime mortgage crisis. This case study showed that introducing economic variables directly into the scorecard improved the default probability predictions considerably but introducing interaction variables between the economic variables and borrower characteristics made no significant improvement in either probability prediction or discrimination.
Section 2 recalls the basic decomposition of a credit scorecard and highlights why there is a need to introduce economic variables so as to deal with the changes in the population default rate over time. Section 3 outlines the literature on building scorecards and Section 4 describes invoice discounting and reviews the literature on it.
Section 5 describes the data used in this research while section 6 uses logistic regression to build a credit scorecard for invoice discounting using the data. Section 7 adds economic variables to such a scorecard, which improved the prediction of how many companies default. Section 8 considers using interactions between the economic variables and firm specific behavioural variables to improve predictions. This corresponds to including economic variables in the firm specific term in the scorecard.
Finally Section 9 draws some conclusions on the advantage of using economic variables in the scorecard.
Decomposition of scorecards
Credit scoring is a way of estimating which borrowers will default over some future time horizon. These are the" Bads" (B) while the others who have an acceptable performance over that period are the "Goods" (G). A credit score is essentially a sufficient statistic in that for a borrower with characteristics x the score s(x) satisfies
Most scores, including all produced by logistic regressionthe way 95% of scorecards are produced in practice-are log odds scores (Thomas 2009 ) so that
Such scores can be decomposed into the sum of a population odds score, The problem with a scoring system is that it is static and uses the data available at t 0 when the scorecard is being built. . So the score at time t will still be 
Literature review of retail and SME credit scoring and the introduction of economic variables
The literature on credit scoring, especially for consumer lending, has grown substantially in the last decade (Thomas et al 2002 , Mays 2004 , Anderson 2007 , Thomas 2009 ). The most widely used technique is logistic regression (Thomas, et al (2002) . Traditionally consumer credit scorecards ranked potential applicants in terms of default risk and lenders choose a cut-off score of whom to accept and whom to reject using business reasons. With the advent of the Basel Accord requirements, scorecards must now also give good predictions of the default probability as well as accurate rankings.
On the corporate side, Altman (1968) used multiple discriminant analysis (MDA) to build a score based on a firm's financial ratios to estimate the probabilities of the firm defaulting. Altman and Sabato (2007) developed a financial ratio based logistic regression model for small and medium sized enterprises (SME) and showed that it discriminated well. However these models do not use the information on the volume and performance of the invoices a firm is raising which are available to those who score SMEs for invoice discounting, nor do they introduce economic variables. Demirovic and Thomas (2007) while identifying which accounting ratios were significant in estimating large company default rates pointed out that the average of such rates depends on the state of the economy. This is akin to saying () pop st is a function of e(t).
Dietsch and Petey (2002) built variants of Creditmetrics and Credit Risk+ which
could be applied in the SME context. However both were two stage models depending on an existing credit score which split SMEs into appropriate risk grades. This paper introduces a one stage approach to the problem.
Bellotti and Crook (2009) and Malik and Thomas (2010) introduced economic variables into scorecards but by using the survival analysis approach to scorecard building. This does not lead to the log odds scores, which we look at in this paper and which are produced by the standard logistic regression approach used by most lenders.
Breeden (2009) 
Invoice discounting
Invoice discounting is a form of short-term borrowing used to improve a small company's working capital and cash flow position. It allows a business to borrow money against its sales invoices before the customer has actually paid (abfa 2014). To do this, the company borrows a percentage of the value of its sales ledger from a bank or financial institution, effectively using the unpaid sales invoices as collateral for the borrowing. Invoice discounting differs from debt factoring, in that invoice discounting only involves two parties, the invoicing company and the finance company or bank.
In debt factoring, a company sells its invoices as receivable to the factors (the financial institutions) at a discount. The factors collect the money due in the invoice from those who had received the goods (the debtors). M a r -9 5 S e p -9 5 M a r -9 6 S e p -9 6 M a r -9 7 S e p -9 7 M a r -9 8 S e p -9 8 M a r -9 9 S e p -9 9 M a r - There is very little literature on invoicing discounting (ID) and factoring (afba 2014) , and what there is concentrates on which firms use invoice discounting and factoring. Smith and Schnucker (1994) examined the structure of the organisation to evaluate the economics of the decision of whether to use invoice discounting and claimed that economies of scale were the major driver in whether to use invoice discounting or not.
Summers and Wilson (2000) found evidence of a 'financing demand' explanation for the use of factoring, and they argued that the use of factoring was more related to the demand for asset-based finance from small companies than to the firm's organizational structure. Soufani (2000) profiled which businesses use factoring and invoice discounting in terms of sector, size, age and type of ownership. Soufani (2002) surveyed 3805 SMEs and built a logistic regression model to test hypotheses about which businesses use factoring in terms of their demographic characteristics, their relationship with their banks, their size and the value of their collateral.
Invoice discounting credit scores are developed for small companies, which need bank loans to help with their cash flow. Thus they are much closer to consumer credit scorecards than the ratings models used by rating agencies on large corporate.
In invoice discounting (ID), default means the invoicing company defaults, at which point the bank cannot collect on the invoices. Unlike other corporate lending, the bank or finance company has very up to date information on the state of the firm, by seeing the value of the invoices being issued, and by observing the financial statements being 
Building the scorecard
The scorecard is built using the usual approaches to the preparation and selection of Logistic regression, the most popular approach in building credit scorecards, is used to predict the default of the invoicing companies. A logistic regression model assumes
where, p is the probability of default, 1 2, , ..., k x x x are independent variables which describe characteristics of the invoicing firm and its invoices . From equation (1), we can derive p, the probability of default
As only a fraction  of good observations were used in building the model, then one needs to adjust the relationship between p and the independent variables to 0 1 1 2 2
(1 ) log ...
In such cases if p is the apparent probability of default in (2) then the actual probability of default p' in the out-of-time test sample is
Logistic regression is undertaken using the stepwise approach but with only the twenty most significant variables from the univariate analysis kept in the model. No economic variables are included. The variables selected to enter the scorecard (Model 1) are shown in Table 1 . The information on the invoices sent out by the company and the subsequent payment of the invoices are very strong indicators of the company's chance of default. They are more specific than micro economic indicators of the company sector or geographical area. The latter were included in the characteristics considered for inclusion in the scorecard but were not selected as significant by the stepwise regression. Model (1) displays the same problem that the bank reported in practice: In the out-oftime sample, the scorecard continued to discriminate well but the number of predicted defaulters is much less than the actual number of defaulters. In the next section we deal with this problem by adding macroeconomic variables to the scorecard.
Adding macroeconomic variables
Introducing economic variables in the scorecard allows the dynamics of () To choose the best economic variables, each economic variable is added on its own to the 20 variables originally considered in the Model in section 5. The results were that 'GDP' and 'Business Confidence Index' had coefficients with negative signs, and small p-values (smaller than 0.0001). These negative signs are reasonable since a positive economic environment leads to high GDP growth and high Business
Confidence and also to low default rate. 'Production Index' and 'FTSE' have negative signs but the p-values are larger than 0.0001. When, either 'Unemployment Rate', or 'Interest Rate' were added to the original model they were not selected as being significant while 'Retail Price Index' was selected but with a low significance value.
Secondly, all the seven economic variables were added to the 20 variables in the model of section 5. A stepwise approach to logistic regression was also applied.
'FTSE' and 'Business Confidence' were both significant with negative signs and extremely small p-Value; 'Production Index' and 'GDP' were selected in the model but their coefficients were not highly significant. In the light of this, two versions of models with economic variables are used; one version having 'Business Confidence Index' and 'FTSE' together, and the other version only including 'GDP'. Table 4 gives the coefficients of the economic variables in the two versions. All the 20 variables selected in Model (1) are also in the Model (2) and (3), and their coefficients are very similar to those in Model (1). 'GDP', 'Business Confidence Index' take their original values while 'FTSE' is in standardised form. All three economic variables have negative signs. This suggests that higher 'GDP', 'Business Confidence Index', and 'FTSE' all lead to lower default risk, which is what one would expect. These two models achieve very similar performance in terms of the measures in Table 5 and Table 6 . The KS values and the Gini coefficients in Model (2) and (3) what the default rate should be in extremely stressed economic situations.
Interactions between economic variables and other variables
In the last section, we saw the macroeconomic conditions did affect the default risk of invoicing companies by changing the population default rate embedded in ( share' are added, and a stepwise approach is used to select the significant variables.
Four interaction variables are selected in the resulting model, Model (4). Table 7 shows the details of economic variables and interaction variables which remain in the final model, where AD, LD6, FR1 and UA2 are invoice performance variables. Again in Model 5, the basic 20 variables are still in the model, but now 'GDP' is not selected even though four interaction variables are selected in the model (see Table 9 ).
From Table 10 , we can see that the Gini coefficient and the KS value in the training and the in-time test sample are similar to Model 3, but in the out-of-time test sample the Gini coefficient goes down further to 0.54 and the KS value drops to 0.39. This suggests the interaction variables weaken the discrimination a little. They also do not improve the prediction of the number of defaults compared with Model (3) which had GDP but with no interaction terms. Also the discrimination drops away over time as the poor out-of-time Gini and KS results show. 
Conclusions
This paper shows how the decomposition of a log odds scorecard, is a useful way of considering why the introduction of economic and market factors into a default scorecard based assessment systems works so well. Introducing the economic variables as they are is a way of modelling the dynamics of the population default rate The case study in this paper is a scorecard applied to invoice discounting -a form of lending to SME companies which is little addressed in the literature despite being a trillion dollar business. The results confirmed that introducing economic variables directly to estimate () pop st improves the out-of-time sample prediction accuracy of the models substantially without diminishing the discrimination of the scorecard.
In Invoice Discounting as accounts receivable decreases, the probability of default increases and Loss Given Default is likely to increase since the invoices are collateral on the loan. Having variables which are strong drivers of both PD and LGD suggests there will be strong correlations between these two measures. Building such joint PD and LGD models for ID is an obvious extension of this work.
The failure of consumer and small firm credit scorecards to cope with the financial crisis of 2007-9 can be attributed in part to their inability to deal with the changes in economic conditions. Through our decomposition of the scorecard we show how economic variables can deal with the two parts of the scorecard in different ways. The actual case study then shows that using a simple addition of economic variables introduces a one-step approach to PD estimation which improves the default predictions of the scorecard significantly without affecting its discrimination.
