Depression is a psychological disorder, which, if untreated, may deteriorate the quality of one's life. Therefore, to tackle it, its early screening and accurate grading are much needed. The success of soft computing largely stands on its effective ways of handling uncertainty, which is often encountered in a clinical diagnosis. This paper proposes application of soft computing techniques to automate depression diagnosis. In order to achieve our goal, an intelligent Neuro-Fuzzy model has been developed. It has been trained with a sample of realworld depression data. Experiments with test data reveal that the Mean Squared Error in prediction is nominal for most of the cases. Such a system could assist the doctors to take decisions in much needed situations.
INTRODUCTION
Health informatics (HI) is an interdisciplinary domain, which attempts to merge 'Healthcare' and 'Technology', effectively. In addition to e-Health (i.e., applications of Information Communication Technology in healthcare delivery [1] ) and genomic research (applications of bioinformatics for disease diagnosis and control [2] ), one developing domain of HI is the application of intelligent algorithms in the clinical decision making, popularly known as 'Artificial Intelligence in Medicine' (AIM) [3] . Studies have revealed that intelligent algorithms are better suited in clinical medicine than traditional methods due to its ability to (i) handle uncertainty and (ii) gain maturity with time [4] . Thus, AIM research is mostly application-based in nature to examine the efficacies of these algorithms on clinical data, for example symptoms and signs [5] . Its key focus is to handle (i.e., capture, quantify, analyze, and model) subjective clinical symptoms for decision making, such as screening, diagnosis, and prognostic determination [6] .
Psychiatry is a special domain in Health Sciences that deals with organic brain disorders due to various causes [7] . Psychiatric diseases or mental illnesses present with subjective symptoms, which cannot be measured directly. Major depression is a common psychiatric illness [8] . According to World Health Organization (WHO), 30% of global population is suffering from detectable depression and of course, this is the tip of the iceberg, and the real number might be very high [9] . There are several reasons which continuously contribute to maintain the sizable depression pool of population, such as (i) unpredictable onset [10] , (ii) silent progression [11] , (iii) widespread social stigma [12] , and (iv) perception differences among doctors, which often leads to 'under' or 'over' diagnoses [13] . Therefore, early screening and diagnosis is required in reducing the disease load [14] .
Application of Soft Computing (SC) techniques in depression-screening and predicting the respective severity yields a huge research challenge, especially in the construction of the proposed models and their interpretations. Over the last two decades, researchers attempted to handle much subjective psychiatry data with SC techniques. Concepts of Fuzzy-C Means (FCM) and K-means (KM) clustering techniques were used for classifying depression grades using Beck's Depression Inventory-II (BDI-II) [15] . In another study, Brief Psychiatric Rating Scale-F2 (BPRS-F2) had been used to capture the symptoms of seven look-alike psychiatric diseases and depression was one of them [16] . Neural Networks (NNs) had been tried to grade depression into 'mild', 'moderate', and 'severe' [17] . In another study, Radial Basis Function Net (RBFN) had been used to predict suicidal risks associated with depression in Taiwanese soldiers [18] . Feed-forward back propagation neural net with adaptive approach to handle the symptom loads of adult depression have also been tried [19] . To best handle the symptomatic variations in depression, neuro-fuzzy modeling has been performed using various membership function distributions during the fuzzification phase, where the membership functions are basically intended to accommodate the range and the overlapping among the grades, e.g., mildmoderate-severe [20] . Apart from soft computation, depression grading has also been tried with simple linear regressions with an appreciable success [21] . Traditional decision tree induction followed by fuzzy modeling has also been tried to handle similar type of complex illness, where based on the entropy values significant symptoms are identified and then used for the fuzzy modeling [22] . However, it is important to note that the number of researches using SC in psychiatry does not score much. This is the key motivation behind this contribution.
METHODOLOGY
In this section, we have discussed the Data Collection and Neuro-Fuzzy Model Construction, as follows.
Data Collection
'First reported' depression data was collected from the bedtickets of three hundred and two cases taking appropriate ethical measures. Choice of a case was irrespective of gender and age. It took one year (2004) (2005) to complete the task. All these cases were drug-naïve, i.e., they never took antidepressive medications and reporting to the hospital for the first time. Cases presented with suicidal ideations were 
Neuro-Fuzzy Model Construction
An attempt has been made by the second author to model Mamdani Approach [23] of FLC using the structure of a feedforward NN [24] . The schematic diagram of a Neuro-Fuzzy System (NFS) is shown in Fig. 1 . It is important to mention that in all these seven cases, the weights [V] of the second layer are taken equal to the half base-width of the fuzzy membership function distributions. Since there are 2187 possible rules for these seven input variables, 2187 different neurons are considered in the Layer 3. Every neuron, in this layer, represents a corresponding fuzzy rule. In the fourth layer, three neurons are considered for indicating three different grades (i.e., 'm', 'M', and's') of the depression output. The connectivity between a neuron lying in the third layer and a neuron lying in the fourth layer represents the output of a particular rule. In the last layer, there exists only one neuron representing the depression output. The weights between the fourth and fifth layers, i.e., [W] are also taken to be equal to the half basewidth of the membership function distributions of the output. The formulation of the developed neuro-fuzzy system is explained layer-by-layer as shown in Fig. 1 
Layer 1 (Input Layer)
Seven symptoms of depression are fed as inputs to the network. The nodal output will be the same as the input, as a linear transfer function has been considered in this layer.
Layer 2 (Fuzzification Layer)
The inputs of this layer are taken to be equal to the outputs of the first layer. 
Layer 3
This layer performs the task of logical AND operation. Each neuron lying in this layer is connected to seven neurons of the previous layer (see Fig.1 ). Membership function values calculated in the previous layer are considered as the inputs of a particular neuron (say n th ) lying in this layer. These seven membership function values are compared and the minimum of these is taken as the output of that n th neuron.
Layer 4
This layer is the fuzzy inference layer, which identifies the fired rules through logical OR operation corresponding to the set of input variables.
Layer 5
The connecting weights between the 4 th and 5 th layers indicate the membership function distributions of the output variables. Once the membership function distributions are known, this layer calculates the output of all the fired rules (in terms of area of membership function distributions). After the outputs of all the fired rules have been determined, they are superimposed to get the fuzzified output. As the fuzzified output is not suitable for implementation as a control action, a crisp value corresponding to this fuzzified output is calculated. This process is known as de-fuzzification. The final output O 5k of the k th neuron lying in this layer can be expressed as follows.
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Where, A k and M k are the area and center of area, respectively for k th fired rule and f is the total number of fired rules. Thus, in the present work, an FLC has been developed based on Mamdani's Approach [23] . Let us suppose that a batch mode of training has been adopted to optimize the performance of the controller. It can be implemented using a Back-Propagation (BP) algorithm, as explained below.
Tuning of the Neuro-Fuzzy System Using a Back Propagation Algorithm
Let us assume that the Rule Base (RB) of the FLC has been kept unaltered during its training. Let us also suppose that the Data Base (DB) (that is, membership function distributions of the variables) of the FLC has been optimized during its training. It is to be noted that the DB of the FLC can be represented using the connecting weights of the Neural Network, that is, 
where the change in w pk can be calculated as follows:
where η indicates the learning rate. For simplicity, the momentum term α has been neglected in the above expression. Therefore, the updated value of w 51 can be determined. Similarly, the connecting weight v lm can be updated according to the rule given below.
Where, the change in v lm can be obtained as follows: Therefore, the updated value of v lm can be calculated.
RESULTS AND DISCUSSIONS
In the developed neuro-fuzzy approach, the FLC is trained off-line with the help of a BPNN. ) . With all such training data, the amount of corrections necessary in the weight values is calculated. It is to be noted that a batch mode of training has been adopted in this paper. After the tuning of the FLC is over, the performance of the FLC is compared for a set of 10 test scenarios. During optimization / training, weights (v i,avg for i= 1 to 7) for the input as well as output (w 1,avg ) variables are varied in a range of (0.1 to 0.45). Performance of the back-propagation algorithm largely depends on the learning rate (η) value. Therefore, an attempt has also been made to get a value of learning rate (η), for which the value of Mean Squared Error (MSE) (see equation 5) becomes minimum. This study has been carried out systematically varying η in a range of (0.01 to 0.5). Large values of η have been neglected as it excessively reduces the saturation time. Fig. 2 shows the variation of η with MSE. It has been observed that with η = 0.05, MSD becomes minimum. It is important to mention that maximum number of iterations was restricted to 15 during this study. 
CONCLUSIONS AND FUTURE WORK
Mental health is still neglected globally due to the prevailing social taboo. Also, the number of psychiatrists is much less compared to the number of patients. Given this scenario, an automatic tool could be useful to handle these issues, especially in the rural and remote sectors, where general physicians have to handle psychiatric diseases. Using this automatic tool, they can screen and grade possible cases of depression and take appropriate referral decisions and reduce unnecessary referrals, which may cost huge time and money [25] . It could be a genuine contribution in the field of Mental Health Informatics, if studies with larger sample, standardization, and handling issues of user adoption are appropriately considered. In this paper, we have optimized the database. We are now working for the optimization of rule base of the controller, which would make the tool more flexible and faster in clinical decision making. 
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