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Abstract
This paper is intended as an investigation of estimating cause-speciﬁc cumulative hazard
and cumulative incidence functions in a competing risks model. The proportional model in
which ratios of the cause-speciﬁc hazards to the overall hazard are assumed to be constant
(independent of time) is a well-known semiparametric model. We are here concerned with
relaxation of the proportionality assumption. The set C of all causes are decomposed into two
disjoint subsets of causes as C ¼ C1,C2: The relative risk of cause A in the sub-causes C1 can
be represented as a function deﬁned by ratio of the cause-speciﬁc hazard of cause A to the sum
of cause-speciﬁc hazards in the sub-causes C1:We call this function the risk pattern function of
cause A in C1; and consider a semiparametric model in which risk pattern functions in C1 are
not constant (independent of time) but those functional forms, except for ﬁnite-dimensional
parameters, are known. Based on this model, semiparametric estimators are obtained, and
estimated variances of them are derived by delta methods. We investigate asymptotic
properties of the semiparametric estimators and compare them with the nonparametric
estimators. The semiparametric procedure is illustrated with the radiation-exposed mice data
set, which represents lifetimes and causes of death of mice exposed to radiation in two
different environments.
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1. Introduction
The theory of competing risks applies to problems in which a system (or an
individual) is exposed to two or more causes of failure (or death), but the actual
failure (or death) is attributed to only one of the causes. These problems arise
frequently in reliability life testing and experiments in medical therapeutics.
Typically, the competing risks data (cause-speciﬁc failure data) include the time of
failure or censoring for each individual as well as an indicator of the type of failure.
There is an extensive literature on the analysis of such data; many results and
references are given by Chiang [4], Seal [20], David and Moeschberger [6], Prentice
et al. [18], and Kalbﬂeisch and Prentice [13].
We assume here that an individual is exposed to c mutually exclusive causes of
failure and that observations are taken on a random sample of n individuals. Let Ti
denote the failure time of the ith individual, and let Vi be the indicator of the type of
failure, which takes on values in a set C ¼ f1; 2;y; cg: Assume that the right
censoring is possible, and deﬁne the usual indicator variable di taking on the value 1
if Ti is observed and 0 if it is censored. Observation of the ith individual is either of
the form ðti; Vi; di ¼ 1Þ or ðti; di ¼ 0Þ; where ti is the failure time in the ﬁrst case and
the censoring time in the second case.
The cause-speciﬁc hazard function for vAC; which describes the instantaneous
rate of failure for the cause v at time t in the presence of the remaining c  1 causes, is
deﬁned as
lvðtÞ ¼ lim
Dt-0
prðtpTiot þ Dt; Vi ¼ vjTiXtÞ
Dt
:
The cumulative cause-speciﬁc hazard function is deﬁned as
LvðtÞ ¼
Z t
0
lvðuÞ du; vAC:
The overall survival function and hazard function are deﬁned as SðtÞ ¼ prðTi4tÞ
and lðtÞ ¼PvAC lvðtÞ; respectively. The cumulative incidence function for vAC is
deﬁned by
FvðtÞ ¼ prðTipt; Vi ¼ vÞ ¼
Z t
0
lvðuÞSðuÞ du:
Let tð1Þo?otðkÞ be k distinct values of observed ti’s, and put
dvj ¼
Xn
i¼1
Iðti ¼ tð jÞ; Vi ¼ v; di ¼ 1Þ; dj ¼
X
vAC
dvj
and
wj ¼
Xn
i¼1
Iðti ¼ tð jÞ; di ¼ 0Þ;
where I denotes the indicator function. Under the condition of an independent
noninformative censoring mechanism, the nonparametric maximum likelihood
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estimators of the functions LvðtÞ and FvðtÞ are given by
#LvðtÞ ¼
X
j;tð jÞpt
dvj=nj and FˆvðtÞ ¼
X
j;tð jÞpt
Sˆðtð jÞÞdvj=nj; ð1Þ
respectively [13,15], where nj is the number of individuals at risk at tð jÞ; and Sˆ is the
Kaplan–Meier estimator of the overall survival function S; which is given by SˆðtÞ ¼Q
j;tð jÞptð1 dj=njÞ [14].
The proportional cause-speciﬁc hazard model discussed by Lawless [15] and Cox
and Oakes [5] is a model in which the lvðtÞ’s are assumed to be proportional to the
overall hazard lðtÞ:
lvðtÞ=lðtÞ ¼ pv for all vAC; ð2Þ
where pv is a constant (independent of t) with 0opvo1 for all vAC: This model is
semiparametric in the sense that the overall hazard lðtÞ is arbitrary. Under this
model, functions LvðtÞ and FvðtÞ may be estimated byX
j;tð jÞpt
#pvdj=nj and
X
j;tð jÞpt
Sˆðtð jÞÞ #pvdj=nj;
respectively, where #pv ¼ ð
Pk
j¼1 dvjÞ=ð
Pk
j¼1 djÞ is a maximum likelihood estimator of
the parameter pv: If the proportionality assumption of cause-speciﬁc hazards is true,
these estimators may have better performance than the nonparametric estimators
given by (1).
However, the assumption of proportionality for all causes (Eq. (2)) is somewhat
strong. The assumption of proportionality for some causes is reasonable. The set C
of all causes is decomposed into two disjoint subsets, C ¼ C1,C2ðc1 ¼ xC1; c2 ¼
xC2; c ¼ c1 þ c2Þ; and proportionality only in C1;
lvðtÞ
X
uAC1
luðtÞ
( )
¼ constant ðindependent of tÞ; for all vAC1
,
may be assumed. No assumption is made for lvðtÞ; vAC2: This model is a
generalization of the overall proportional model (2). Another approach to relax
the proportionality is to assume that the cause-speciﬁc hazard ratios lvðtÞ=lðtÞ; vAC
are not constant but those functional forms are known except for ﬁnite-dimensional
parameters. We therefore consider a semiparametric model
lvðtÞ
X
uAC1
luðtÞ
( )
¼ rvðt; yÞ; vAC1;
,
ð3Þ
where rvðt; yÞ; vAC1 are parametric positive functions with p-dimensional parameters
y and
P
uAC1 rvðt; yÞ ¼ 1: We also note that this model can be expressed as
prðVi ¼ vjTi ¼ t; ViAC1Þ ¼ rvðt; yÞ; vAC1:
The parametric function rvðt; yÞ represents relative risk of cause v at time t in sub-
causes C1: We call the function, the risk pattern function of cause v in sub-causes C1:
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A multinomial logit model,
rvðt; yÞ ¼ expfZvðt; yÞg
X
wAC1
expfZwðt; yÞg; vAC1
,
with parametric predictors Zvðt; yÞ; vAC1 is a typical example of the risk pattern
functions in C1:
The purpose of this paper is to derive semiparametric estimators of the cause-
speciﬁc cumulative hazard and incidence functions under the semiparametric model
(3) in the presence of censoring and to investigate their properties. The central
problem is to evaluate efﬁciencies of the semiparametric estimators relative to the
nonparametric estimators.
We also note that model (3) can be considered to be a generalization of a model
introduced by Dikta [7] and Suzukawa and Taneichi [23]. When there is only one
cause of death and censoring is formally treated as another cause, there are ﬁnally
two causes: fcause 1 (death), cause 2 (censor)g: Under the assumption of
independent censorship, cause-speciﬁc hazard functions of cause 1 (death) and
cause 2 (censor) are nothing but marginal hazard functions of lifetime and censoring
time, respectively. Thus, if we put C1 ¼ fcause 1 ðdeathÞ; cause 2 ðcensorÞg; model
(3) means that a function
prfuncensor jminðlifetime; censoring timeÞ ¼ tg
¼ hazard of lifetime at tðhazard of lifetime at tÞ þ ðhazard of censoring time at tÞ
is parameterized. This is a model introduced by Dikta [7] and Suzukawa and
Taneichi [23] to obtain semiparametric estimators of the lifetime distribution under
the assumption of independent random censorship.
In Section 2, we derive the semiparametric estimators and estimated variances of
them under model (3). In Section 3, we investigate asymptotic properties of the
semiparametric estimators and discuss large sample comparison with the nonpara-
metric estimators. In Section 4, the results of application to the radiation-exposed
mice data set given by Hoel and Walburg [11] are presented. In Section 5, the results
of a simulation study to investigate ﬁnite sample properties of semiparametric
estimators are presented.
2. Semiparametric estimators and estimated variances
2.1. Semiparametric estimators of cumulative hazard and incidence functions
Under the condition of the independent noninformative censoring mechanism, the
likelihood function is proportional to
L ¼
Yk
j¼1
Y
vAC
flvðtð jÞÞgdvj
" #
fSðtð jÞÞgdjfSðtð jÞÞgwj : ð4Þ
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Under the semiparametric model (3), L can be decomposed as follows:
L ¼
Yk
j¼1
Y
vAC1
frvðtð jÞ; yÞgdvj
" #


Yk
j¼1
fl1ðtð jÞÞgdð1Þj
Y
vAC2
flvðtð jÞÞgdvj
" #
fSðtð jÞÞgdjfSðtð jÞÞgwj
" #
¼LrðyÞ 
 Ll; ð5Þ
where lð1ÞðtÞ ¼
P
vAC1 lvðtÞ and dð1Þj ¼
P
vAC1 dvj for J ¼ 1;y; k:
In seeking to maximize Ll; we ﬁrst observe that the hazard functions lð1ÞðtÞ and
lvðtÞ; vAC2 are discrete with atoms flð1Þjg and flvjg at points ftð jÞg; respectively.
Thus, it is only necessary to maximize
Ll ¼
Yk
j¼1
ðlð1ÞjÞdð1Þj
Y
vAC2
ðlvjÞdvj
( )
ð1 ljÞnjdj ; ð6Þ
where lj ¼ lð1Þj þ
P
vAC2 lvj: Hence, Ll is maximized when lð1Þj ¼ #lð1Þj ¼ dð1Þj=nj and
lvj ¼ #lvj ¼ dvj=nj; vAC2 for j ¼ 1;y; k: Thus, for vAC2; we obtain estimators
deﬁned by (1), which are nonparametric estimators. This is natural since
no information is available for estimating LvðtÞ and FvðtÞ; vAC2 in the semipara-
metric model (3). On the other hand, the maximum likelihood estimator #y of the
parameter vector y is given by maximizing LrðyÞ deﬁned by (5). Estimating rvðtð jÞ; yÞ
by rvðtð jÞ; #yÞ; we obtain semiparametric estimators of LvðtÞ and FvðtÞ for vAC1 as
#LvðtÞ ¼
X
j;tð jÞpt
rvðtð jÞ; #yÞ#lð1Þj and FˆvðtÞ ¼
X
j;tð jÞpt
Sˆðtð jÞÞrvðtð jÞ; #yÞ#lð1Þj: ð7Þ
The nonparametric estimators (1) can be derived as special cases of the
semiparametric estimators (7). If a parameter vector y is deﬁned as
y ¼ ðy01;y; y0kÞ0; yj ¼ fyvjg0vAC1 ; yvj ¼ rvðtð jÞ; yÞ ð8Þ
for vAC1 and j ¼ 1;y; k; then the maximum likelihood estimator of y is given by
y ¼ ð#y01;y; #y0kÞ0; #yj ¼ f#yvjg0vAC1 ; #yvj ¼ dvj=dð1Þj ; ðvAC1; j ¼ 1;y; kÞ;
and we have
#LvðtÞ ¼
X
j;tð jÞpt
rvðtð jÞ; #yÞ#lð1Þj ¼
X
j;tð jÞpt
ðdvj=dð1ÞjÞðdð1Þj=njÞ ¼ #LvðtÞ
and
FˆvðtÞ ¼
X
j;tð jÞpt
Sˆðtð jÞÞrvðtð jÞ; #yÞ#lð1Þj
¼
X
j;tð jÞpt
Sˆðtð jÞÞðdvj=dð1ÞjÞðdð1Þj=njÞ ¼ FˆvðtÞ:
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2.2. Estimated variances of semiparametric estimators
When the observed times tð1Þo?otðkÞ are ﬁxed and dj; j ¼ 1; 2;y; k increase at
the same rate as the sample size n; the standard large sample theory for maximum
likelihood estimators can be applied.
From (5) and (6), the likelihood can be factorized as
L ¼ LrðyÞ 

Yk
j¼1
Lljðlð1Þj; flvjgvAC2Þ;
where LrðyÞ is deﬁned by (5), and for j ¼ 1;y; k;
Lljðlð1Þj; flvjgvAC2Þ ¼ ðlð1ÞjÞdð1Þj
Y
vAC2
ðlvjÞdvj
( )
1 lð1Þj 
X
vAC2
lvj
 !njdj
:
Thus, a covariance matrix of a fp þ kð1þ c2Þg-dimensional random vector
aˆ ¼ ½ #y0; ðlð1Þ1; flv1gvAC2Þ;y; ðlð1Þk; flvkgvAC2Þ0
can be estimated by
#S ¼ diagðJˆ1ð#yÞ; Bˆ1;y; BˆkÞ;
where JˆðyÞ ¼  @2
@y@y0 log LrðyÞ; Bˆj j ¼ 1;y; k are ð1þ c2Þ 
 ð1þ c2Þ matrices deﬁned
by
Bˆj ¼
#lð1Þjðnj  dð1ÞjÞ uˆ0j
uˆj Aˆj
" #
;
uˆj is a c2-dimensional vector deﬁned by uˆj ¼ f#lð1ÞjdvjgvAC2 ; and Aˆj is a c2 
 c2
matrix whose ða; bÞ-element is Iða ¼ bÞdaj  dajdbj=nj :
For vAC1; a k-dimensional random vector
bˆv ¼ ½Sˆðtð1ÞÞrvðtð1Þ; #yÞ#lð1Þ1;y; SˆðtðkÞÞrvðtðkÞ; #yÞ#lð1Þk0
is a function of aˆ; and, hence, using the delta method, its covariance matrix can be
estimated by ð@bˆv@aˆ0 Þ #Sð@bˆv@aˆ0 Þ0: If a k-dimensional vector 1kðtÞ is deﬁned as 1kðtÞ ¼
½Iðtð1ÞptÞ;y; IðtðkÞotÞ0; then the semiparametric estimator FˆvðtÞ can be expressed
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as FˆvðtÞ ¼ I 0kðtÞbˆv: Thus, we obtain an estimated variance
varfFˆvðtÞg ¼ 10kðtÞ
@bˆv
@aˆ0
 !
#S
@bˆv
@aˆ0
 !0
1kðtÞ
¼ 10kðtÞDˆ bWvJˆ1ð#yÞ bW 0vDˆ1kðtÞ
þ
Xk
j¼1
Iðtð jÞptÞfSˆðtð jÞÞrvðtð jÞ; #yÞ#lð1Þjg2

 nj  dð1Þj
njdð1Þj
þ
Xj1
l¼1
dl
nlðnl  dlÞ
( )
þ 2
Xk
i¼1
Xk
j¼1
IðiojÞIðtð jÞptÞfSˆðtðiÞÞrvðtðiÞ; #yÞ#lð1Þig

 fSˆðtð jÞÞrvðtð jÞ; #yÞ#lð1Þjg 
1
ni
þ
Xi1
l¼1
dl
nlðnl  dlÞ
( )
; ð9Þ
where Dˆ ¼ diagfSˆðtð1ÞÞ;y; SˆðtðkÞÞg; and bWv is a k 
 p matrix whose ith row is
#lð1Þi@rvðtðiÞ; #yÞ=@y0:
Similarly, an estimated variance of #LvðtÞ of (7) can be derived as
varf #LvðtÞg ¼ 10kðtÞ bWvJˆ1ð#yÞ bW 0v1kðtÞ
þ
Xk
j¼1
Iðtð jÞptÞfrvðtð jÞ; #yÞ#lð1Þjg2
nj  dð1Þj
njdð1Þj
: ð10Þ
In Section 2.1, we have seen that the semiparametric estimator FˆvðtÞ coincides with
the nonparametric estimator FˆvðtÞ of (1) by deﬁning y as (8). In this case,bWvJˆ1ð#yÞ bW 0v ¼ diag ð#lv1Þ2dð1Þ1  dv1dv1dð1Þ ;y; ð#lvkÞ2dð1Þk  dvkdvkdð1Þk
 
;
where #lvj ¼ dvj=nj; vAC1; j ¼ 1;y; k; and, hence, (9) reduces toXk
j¼1
Iðtð jÞptÞfSˆðtð jÞÞ#lvjg2
nj  dvj
njdvj
þ
Xj1
l¼1
dl
nlðnl  dlÞ
( )
þ 2
Xk
i¼1
Xk
j¼1
IðiojÞIðtð jÞptÞfSˆðtðiÞÞ#lvigfSˆðtð jÞÞ#lvjg

 1
ni
þ
Xi1
l¼1
dl
nlðnl  dlÞ
( )
:
This is the estimated variance of the nonparametric estimator FˆvðtÞ; which was
obtained by Gaynor et al. [9] and Marubini and Valsecchi [17]. The variance
estimator (9) can be regarded as a generalization of this formula.
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3. Large sample properties
3.1. Consistency and weak convergence of semiparametric estimators
In this section, we investigate large sample properties of the semiparametric
estimators Fˆv and #L

v for vAC1 and compare them with those of the nonparametric
estimators of (1). Let T
ðcÞ
i be the censoring time of the ith individual, and denote its
survival function by ScðtÞ ¼ prðT ðcÞi 4tÞ: Let Zi ¼ minðTi; T ðcÞi Þ and di ¼ IðTipT ðcÞi Þ
for i ¼ 1;y; n:
Apart from technical regularity conditions, the maximum likelihood estimator #y
converges to y0 in probability as n-N and n
1
2ð#y y0Þ is asymptotically normal with
mean zero and covariance matrix J1ðy0Þ; where
JðyÞ ¼ EfDiðyÞD0iðyÞg; DiðyÞ ¼
X
vAC1
diIðVi ¼ vÞ @
@y
log rvðZi; yÞ;
and y0 is the true vector of parameters.
The following theorem, proved in the appendix, states that, for vAC1; the
semiparametric estimators #Lv and Fˆ

v are uniformly consistent estimators of Lv and
Fv; respectively.
Theorem 1. Let HðzÞ ¼ SðzÞScðz) and t ¼ supfz : HðzÞ40g: Then for vAC1; and
tA½0; tÞ;
sup
0pspt
j #LvðsÞ  LvðsÞj!
P
0 as n-N ð11Þ
and
sup
0pspt
jFˆvðsÞ  FvðsÞj!
P
0 as n-N; ð12Þ
where !P means convergence in probability.
It is well-known that the nonparametric estimators of (1) are also uniformly
consistent. Thus, it is important to investigate asymptotic distributions of the
semiparametric estimators.
Theorem 2. Let LðlÞðtÞ ¼
P
vAC1 LvðtÞ; l ¼ 1; 2; and suppose that Lð1Þ and Lð2Þ do not
have common jumps. Then, for vAC1 and tA½0; tÞ; n1=2f #LvðtÞ  LvðtÞg and
n1=2fFˆvðtÞ  FvðtÞg converge weakly to zero-mean Gaussian processes with independent
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increments and variance functions:
V #Lv
ðtÞ ¼W 0vðy0; tÞJ1ðy0ÞWvðy0; tÞ
þ
Z t
0
frvðx; y0Þg2f1 DLð1ÞðxÞg
HðxÞ dLð1ÞðxÞ ð13Þ
and
VFˆv
ðtÞ ¼U 0vðy0; tÞJ1ðy0ÞUvðy0; tÞ
þ
Z t
0
fSðxÞrvðx; y0Þg2f1 DLð1ÞðxÞg
HðxÞ dLð1ÞðxÞ
þ
Z t
0
fHðxÞg1f1 DLðxÞg1


Z
ðx;t
SðuÞrvðu; y0Þ dLð1ÞðuÞ
( )2
dLðxÞ
 2
Z t
0
SðxÞrvðx; y0Þ
HðxÞ
Z
ðx;t
SðuÞrvðu; y0Þ dLð1ÞðuÞ
( )
dLð1ÞðxÞ; ð14Þ
respectively, where DLð1ÞðxÞ ¼ Lð1ÞðxÞ  Lð1ÞðxÞ;DLðxÞ ¼ LðxÞ  LðxÞ;
Wvðy; tÞ ¼
Z t
0
@rvðu; yÞ
@y
dLð1ÞðuÞ and Uvðy; tÞ ¼
Z t
0
SðuÞ@rvðu; yÞ
@y
dLð1ÞðuÞ:
It is easily veriﬁed that estimated variances n 
 ð9Þ and n 
 ð10Þ are consistent
estimators of variance functions (14) and (13), respectively.
3.2. Asymptotic relative efficiencies
By the martingale method, it can be shown that variance functions of the
nonparametric estimators #Lv and Fˆv of (1) are given by
V #LvðtÞ ¼
Z t
0
fHðxÞg1f1 DLvðxÞg dLvðxÞ; ð15Þ
VFˆvðtÞ ¼
Z t
0
fHðxÞg1fSðxÞg2f1 DLvðxÞg dLvðxÞ
þ
Z t
0
fHðxÞg1f1 DLvðxÞg1
Z
ðx;t
SðuÞ dLvðuÞ
( )2
dLvðxÞ
 2
Z t
0
SðxÞ
HðxÞ
Z
ðx;t
SðuÞ dLvðuÞ
( )
dLvðxÞ; ð16Þ
where DLvðxÞ ¼ LvðxÞ  LvðxÞ:
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Denote the asymptotic relative efﬁciency (ARE) of #LvðtÞ with respect to #LvðtÞ by
AREf #LvðtÞ; #LvðtÞg and that of FˆvðtÞ with respect to FˆvðtÞ by AREfFˆvðtÞ; FˆvðtÞg:
Then, from (13)–(16), we have the expressions
V #LvðtÞ 
 ½AREf #LvðtÞ; #LvðtÞg  1
¼ EfxviD0iðy0ÞgJ1ðy0ÞEfxviDiðy0Þg  Eðx2viÞ ð17Þ
and
VFˆvðtÞ 
 ½AREf %FnðtÞ; %FnðtÞg  1
¼ EfxviSðZiÞD0iðy0ÞgJ1ðy0ÞEfxviSðZiÞDiðy0Þg
 E½fxviSðZiÞg2; ð18Þ
where xvi ¼ diIðZiptÞf1 rvðZi; y0Þg
1
2fHðZiÞg1: By Cauchy–Schwarz inequality,
we can see that the right-hand sides of (17) and (18) are not positive, and hence we
can say that the semiparametric estimators are asymptotically more efﬁcient than the
nonparametric estimators.
To take a simple example, we consider Block and Basu’s [3] absolutely continuous
bivariate exponential distribution, which is the same model as that used by Aly et al.
[2] and Sun and Tiwari [22]. Let ðX1; X2Þ be joint lifetime of two components with
density
f ðx1; x2Þ ¼
rr1ðr0 þ r2Þ
r1 þ r2
expfr1x1  ðr0 þ r2Þx2g; if x1ox2;
rr2ðr0 þ r1Þ
r1 þ r2
expfr2x2  ðr0 þ r1Þx1g; if x14x2;
8><>: ð19Þ
where ðr0; r1; r1Þ are positive parameters and r ¼ r0 þ r1 þ r2:
The lifetimes X1 and X2 are independent iff r0 ¼ 0: The cause-speciﬁc hazard
functions are given by lvðtÞ ¼ pvr; v ¼ 1; 2; where pv ¼ rv=ðr1 þ r2Þ; and the overall
hazard is given by lðtÞ ¼ r: Thus, the cause-speciﬁc hazards are proportional to the
overall hazard. We also assume that the censoring random variable is exponential
with hazard rc: Then probability of censoring is given by prðd ¼ 0Þ ¼ rc=ðrþ rcÞ:
We consider the case in which the proportionality of the cause-speciﬁc hazards in
the true model (19) is known as prior information. In this case, the proportional
model l1ðtÞ=lðtÞ ¼ y will be introduced, where 0oyo1 is an unknown parameter.
The true value of the parameter y is y0 ¼ p1: Our main concern in this example is to
determine how efﬁcient the use of the prior information is.
Here we present only the ARE of the cumulative hazard since it is simpler than
that of the cumulative incidence function. From (17), ARE of the nonparametric
estimator #L1ðtÞ with respect to the semiparametric estimator #L1ðtÞ is obtained as
AREðtÞ  AREf #L1ðtÞ; #L1ðtÞg ¼ p1 þ ð1 p1Þðrþ rcÞ2t2feðrþrcÞt  1g1:
The function AREðtÞ has a maximum p1 þ ð1 p1Það2 aÞ at t ¼ a=ðrþ rcÞ; where
aE1:594 is a solution of the equation ð2 aÞea ¼ 2: The maximum depends only on
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p1 ¼ r1=ðr1 þ r2Þ and is independent of r0 and rc: The maximum values are 0.735,
0.824 and 0.912 for p1 ¼ 14; 12 and 34; respectively. From these results, we may say that
the semiparametric estimator #L1ðtÞ is asymptotically more efﬁcient when p1 ¼
prðVi ¼ 1Þ is near zero, independently of dependency of lifetimes and censoring
proportion. In Section 5, based on the results of a simulation study, ﬁnite sample
comparison is discussed in the same situation as this example.
4. Application to radiation-exposed mice data
We will take a numerical example to illustrate the semiparametric method. Let us
consider the data set shown in Table 1 (from [11]). This data set represents lifetimes
(days) and causes of death of mice exposed to radiation in two different laboratory
environments. After the mice had died, necropsy was performed by a pathologist,
and it was ascertained whether the cause of death was thymic lymphoma, reticulum
cell sarcoma, or other causes. The ﬁrst group of 95 mice was in a conventional
laboratory environment (group 1), while the second group of 82 mice was in a germ-
free environment (group 2). There were no censored observations in this experiment.
In each group, we shall focus on two causes, cause 1=thymic lymphoma and
cause 2=reticulum cell sarcoma, and take C1 ¼ fcause 1; cause 2g as sub-causes.
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Table 1
Survival times and causes of death for radiation-exposed mice
Cause of death Survival times (days)
Conventional environment (95 mice)
Thymic lymphoma (23%) 159 189 191 198 200 207 220 235 245 250 256
261 265 266 280 343 356 383 403 414 428 432
Reticulum cell sarcoma (40%) 317 318 399 495 525 536 549 552 554 557 558
571 586 594 596 605 612 621 628 631 636 643
647 648 649 661 663 666 670 695 697 700 705
712 713 738 748 753
Other causes (37%) 163 179 206 222 228 249 252 282 324 333 341
366 385 407 420 431 441 461 462 482 517 517
524 564 567 586 619 620 621 622 647 651 686
761 763
Germ-free environment (82 mice)
Thymic lymphoma (35%) 158 192 193 194 195 202 212 215 229 230 237
240 244 247 259 300 301 321 337 415 434 444
485 496 529 537 624 707 800
Reticulum cell sarcoma (18%) 430 590 606 638 655 679 691 693 696 747 752
760 778 821 986
Other causes (47%) 136 246 255 376 421 565 616 617 652 655 658
660 662 675 681 734 736 737 757 769 777 800
807 825 855 857 864 868 870 870 873 882 895
910 934 942 1015 1019
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In group g; the risk pattern of cause 1 in the sub-causes C1 is deﬁned by rg1ðtÞ ¼
lg1ðtÞ=flg1ðtÞ þ lg2ðtÞg; where lg1ðtÞ and lg2ðtÞ are cause-speciﬁc hazards of causes 1
and 2 in group g; respectively. The risk pattern function rg1ðtÞ represents the relative
risk pattern of thymic lymphoma with respect to reticulum cell sarcoma in group g:
For the risk patterns in both groups, we assume logistic models with fourth-order
polynomial predictors:
rg1ðt; yÞ ¼
expfZgðt; ygÞg
1þ expfZgðt; ygÞg
; Zgðt; ygÞ ¼
X5
t¼1
yglfðt  %tgÞ=sggl1; ð20Þ
where yg ¼ ðyg1;y; yg5Þ0; and %t1 ¼ 488:82; s1 ¼ 184:64 and %t2 ¼ 465:89; s2 ¼ 228:08
are sample means and standard deviations of lifetimes of mice that died by cause 1 or
2 for groups 1 and 2, respectively.
In group g; if yg2 ¼? ¼ yg5 ¼ 0 is assumed, model (20) is a proportional model in
the sub-causes C1: If yg3 ¼ yg4 ¼ yg5 ¼ 0 is assumed, it is a linear logistic model. The
estimated values of the unknown parameters for each model are shown in Table 2.
To compare these parametric models, we calculated values of information criteria
AIC ¼ 2 log Lrð#yÞ þ 2p [1], AICC ¼ 2 log Lrð#yÞ þ 2pd=ðd  p  1Þ [12] and
BIC ¼ 2 log Lrð#yÞ þ p log d [19], where d is the number of observations of deaths
by cause 1 or 2, LrðyÞ is deﬁned in (5), and p is the number of unknown parameters (p
= order of predictorþ 1). The results are shown in Table 2. From these results, we
choose a third-order model and a ﬁrst-order model for groups 1 and 2, respectively.
Estimated risk pattern functions of cause 1 in C1 are shown Fig. 1. In the germ-free
environment, the relative risk pattern of thymic lymphoma with respect to reticulum
cell sarcoma is monotonously decreasing with time, while in the conventional
environment, it shows an interesting change from 200 to 400 days.
Figs. 2 and 3 show plots of nonparametric and semiparametric estimators of
the cumulative incidence function of thymic lymphoma (Fig. 1: conventional
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Table 2
Estimated parameters and model selection criteria of the logistic risk pattern model (20) for the radiation-
exposed mice data of Table 1
Order of predictor #y1 #y2 #y3 #y4 #y5 AIC AICC BIC
Conventional environment
0 0.547 0 0 0 0 80.86 80.93 82.95
1 1.601 4.014 0 0 0 24.57 24.78 28.76
2 1.542 5.467 1.514 0 0 24.61 26.04 31.90
3 5.836 49.04 89.45 46.15 0 18.62 19.34 26.99
4 4.700 34.88 41.94 11.88 23.30 20.31 21.42 30.78
Germ-free environment
0 0.659 0 0 0 0 58.46 58.56 60.25
1 1.598 2.839 0 0 0 30.03 30.32 33.60
2 1.550 3.843 0.960 0 0 31.21 31.81 36.56
3 1.505 4.000 1.378 0.172 0 33.19 34.21 40.32
4 1.679 4.755 1.136 1.050 0.454 35.01 36.59 43.93
A. Suzukawa, N. Taneichi / Journal of Multivariate Analysis 87 (2003) 80–100 91
environment, Fig. 2: germ-free environment). For each environment, the thick curves
are estimated cumulative incidence functions (solid curve: semiparametric estimator,
dotted curve: nonparametric estimator). The non- and semiparametric estimators for
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Fig. 1. Estimated risk pattern functions of thymic lymphoma in sub-causes C1 ¼
fthymic lymphoma; reticulum cell sarcomag: Solid curve: mice from a germ-free environment. Dotted
curves: mice from a conventional environment.
Fig. 2. Estimated cause-speciﬁc cumulative incidence functions of thymic lymphoma with 95% conﬁdence
limits for mice in conventional environment. Solid curves are the semiparametric estimator and its
conﬁdence limits, and dotted curves are the nonparametric estimator and its conﬁdence limits.
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the two environments are not so different. However, standard errors of one
estimator may be smaller than another. Thus, we consider pointwise conﬁdence
intervals based on these estimators. The standard (linear) asymptotic 100ð1 aÞ%
interval based on the semiparametric estimator Fˆ1ðtÞ is
Fˆ1ðtÞ7ca=2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
varfFˆ1ðtÞg
q
;
where ca=2 is the upper a=2 fractile of the standard normal distribution, and
varfFˆ1ðtÞg is given by (9). It is well-known that this interval is not com-
pletely satisfactory for a small sample size. Thus, we use the log–log-trans-
formation log½logfFˆ1ðtÞg: An approximate conﬁdence interval based on the
transformation is
Fˆ1ðtÞexp½7ca=2 varfFˆ

1
ðtÞg=fFˆ
1
ðtÞ log Fˆ
1
ðtÞg:
Figs. 2 and 3 show conﬁdence limits of each estimator (solid curve: conﬁdence
limits of semiparametric estimator, dotted curve: conﬁdence limits of nonparametric
estimator). In each environment, we can see that the standard error of the
semiparametric estimator is smaller than that of the nonparametric estimator.
However, the reduction is not so large in each environment, since there are no
censored observations and occurrence rates of thymic lymphoma are not so small in
this data set.
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Fig. 3. Estimated cause-speciﬁc cumulative incidence functions of thymic lymphoma with 95% conﬁdence
limits for mice in germ-free environment. Solid curves are the semiparametric estimator and its conﬁdence
limits, and dotted curves are the nonparametric estimator and its conﬁdence limits.
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5. Simulation study
In this section, we present results of a simulation study in order to compare ﬁnite
sample properties of non- and semiparametric estimators for a cause-speciﬁc
cumulative incidence function. As a simulation model, we use Block and Basu’s [3]
absolutely continuous bivariate exponential model of (19). The censoring random
variable is assumed to be exponential with hazard rc: In Section 3.2, we have
discussed the asymptotic efﬁciency of using prior information that the cause-speciﬁc
hazards are proportional in this model. In the same situation, we consider the ﬁnite
sample properties of the estimators.
In model (19), we assume r1 þ r2 ¼ 1: Then the true cumulative incidence
function of cause 1 is given by F1ðtÞ ¼ p1FðtÞ; where 0op1 ¼ r1o1; and FðtÞ ¼
1 expfð1þ r0Þtg is a distribution function of T ¼ minðX1; X2Þ: The purpose here
is to compare the levels of accuracy of the two estimators
#m1 ¼
Z N
0
t dFˆ1ðtÞ and #m1 ¼
Z N
0
t dFˆ 1 ðtÞ ð21Þ
for estimating m1 ¼
RN
0 t dF1ðtÞ ¼ p1=ð1þ r0Þ; where Fˆ1 is a nonparametric
estimator of F1; and Fˆ

1 is a semiparametric estimator under the proportionality
assumption.
Sample sizes are n ¼ 30; 50; 100 and 300. Three values of rc were taken so that
probabilities of censoring are 0 (uncensored), 1
4
(lightly censored) and 1
2
(heavily
censored). We took three values of p1 ¼ r1; which is the probability of death by
cause 1, as 1
4
; 1
2
and 3
4
; and several values of the dependency parameter r0 were taken.
For each situation, 100 000 samples were drawn, and mean squared error (MSE),
standard error (SE) and bias (Bias) were computed for each estimator. In this
experiment, the dependency parameter r0 had almost no effect on the accuracy
comparison of the two estimators. Thus, we present here results for the independent
case ðr0 ¼ 0Þ: Table 3 shows MSE, SE and Bias of the semiparametric estimator #m1:
Parenthesized values show ratios of MSE (SE, Bias) of #m1 to MSE (SE, Bias) of #m1:
For example, in the situation of p1 ¼ 0:25; n ¼ 30 and no censoring, MSE of #m1 is
0.0086 and is 0.59 times larger than MSE of #m1:
MSEs and SEs of both estimators increase with the censoring proportion for any
ﬁxed p1 and n: In all of the simulated situations, MSE (SE) of #m1 is smaller than MSE
(SE) of #m1: This is a natural result since the prior information of the proportionality
is used in the semiparametric estimation. When p1 and censoring proportion are
ﬁxed, MSE and SE of #m1 are so small that the sample size is large, compared to the
nonparametric estimator #m1: For example, in the case of p1 ¼ 0:25 and heavy
censoring, MSE of #m1 is 0.43 times larger than MSE of #m1 for n ¼ 30 and it is 0.24
times larger for n ¼ 300: The difference between the MSEs (SEs) of the two
estimators is mainly dependent on the censoring proportion and p1: The
semiparametric estimator has such a small MSE (SE) that p1 is near zero, and it
has such a small MSE (SE) that censoring is heavy. However, estimation bias is not
improved by the semiparametric method. In censored cases, both estimators have
ARTICLE IN PRESS
A. Suzukawa, N. Taneichi / Journal of Multivariate Analysis 87 (2003) 80–10094
negative biases. Particularly in the heavily censored case, the biases of both
estimators are not negligible. It seems that these biases are due to a bias of the
Kaplan–Meier survival function shown by Gill [10]. There is a possibility of reducing
the biases by using a jackkniﬁng Kaplan–Meier estimator [21]. There is room for
further investigation on this point.
6. Proofs
Let LðtÞ be the cumulative hazard function corresponding to the survival function
HðtÞ ¼ SðtÞ 
 ScðtÞ; and deﬁne RðtÞ ¼
Pn
i¼1 IðZiXtÞ;
NðtÞ ¼
Xn
i¼1
IðZipt; di ¼ 1Þ; Nð1ÞðtÞ ¼
Xn
i¼1
IðZipt; di ¼ 1; ViAC1Þ;
MðtÞ ¼ NðtÞ 
Z t
0
RðuÞ dLðuÞ; Mð1ÞðtÞ ¼ Nð1ÞðtÞ 
Z t
0
RðuÞ dLð1ÞðuÞ:
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Table 3
Simulation results for mean squared error (MSE), standard error (SE) and bias of the estimator #m1 deﬁned
by (21)
p1 0.25 0.50 0.75 0.25 0.50 0.75
Censor n ¼ 30 n ¼ 50
Uncensor MSE 0.0086(0.59) 0.0171(0.67) 0.0255(0.81) 0.0051(0.59) 0.0103(0.69) 0.0154(0.84)
SE 0.0929(0.77) 0.1306(0.82) 0.1597(0.90) 0.0714(0.77) 0.1013(0.83) 0.1242(0.92)
Bias 0.0000(1.00) 0.0000(1.00) 0.0000(1.00) 0.0000(1.00) 0.0000(1.00) 0.0000(1.00)
Light MSE 0.0116(0.42) 0.0258(0.56) 0.0421(0.73) 0.0065(0.38) 0.0149(0.50) 0.0246(0.69)
SE 0.1054(0.64) 0.1547(0.74) 0.1948(0.84) 0.0790(0.61) 0.1172(0.69) 0.1488(0.82)
Bias 0.0215(0.93) 0.0429(0.95) 0.0644(1.01) 0.0169(0.91) 0.0337(0.95) 0.0500(0.99)
Heavy MSE 0.0181(0.43) 0.0536(0.64) 0.1055(0.83) 0.0130(0.38) 0.0383(0.55) 0.0786(0.79)
SE 0.1098(0.58) 0.1708(0.70) 0.2257(0.84) 0.0941(0.55) 0.1471(0.64) 0.2044(0.82)
Bias 0.0780(0.99) 0.1564(0.99) 0.2335(1.00) 0.0642(0.96) 0.1292(1.00) 0.1919(1.00)
n ¼ 100 n ¼ 300
Uncensor MSE 0.0026(0.56) 0.0051(0.66) 0.0077(0.82) 0.0008(0.52) 0.0018(0.64) 0.0027(0.79)
SE 0.0508(0.75) 0.0713(0.81) 0.0875(0.90) 0.0282(0.72) 0.0424(0.80) 0.0522(0.89)
Bias 0.0000(1.00) 0.0000(1.00) 0.0000(1.00) 0.0000(1.00) 0.0000(1.00) 0.0000(1.00)
Light MSE 0.0040(0.38) 0.0086(0.51) 0.0140(0.66) 0.0011(0.33) 0.0023(0.41) 0.0043(0.70)
SE 0.0621(0.61) 0.0903(0.71) 0.1140(0.80) 0.0323(0.57) 0.0474(0.63) 0.0639(0.83)
Bias 0.0106(1.06) 0.0221(1.02) 0.0323(1.00) 0.0053(1.05) 0.0101(1.03) 0.0148(1.00)
Heavy MSE 0.0077(0.33) 0.0237(0.51) 0.0483(0.73) 0.0032(0.24) 0.0115(0.49) 0.0238(0.76)
SE 0.0725(0.50) 0.1176(0.61) 0.1609(0.76) 0.0463(0.41) 0.0855(0.61) 0.1205(0.82)
Bias 0.0491(1.04) 0.0995(1.03) 0.1497(1.01) 0.0329(1.10) 0.0645(1.04) 0.0963(1.02)
Parenthesized values show ratios of the semiparametric estimator #m1 to the nonparametric estimator #m1:
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Proof of Theorem 1. For vAC1 and sA½0; t;
j #LvðsÞ  LvðsÞjp
Z s
0
rvðu; y0ÞIðRðuÞ40Þ
RðuÞ dMð1ÞðuÞ
 
þ
Z s
0
IðRðuÞ40Þjrvðu; #yÞ  rvðu; y0Þj
RðuÞ dNð1ÞðuÞ
þ IðRðtÞ ¼ 0ÞLð1ÞðtÞ:
Thus, we have
sup
0pspt
j #LvðsÞ  LvðsÞjp sup
0pspt
Z s
0
rvðu; y0ÞIðRðuÞ40Þ
RðuÞ dMð1ÞðuÞ
 
þ IðRðtÞ ¼ 0ÞLð1ÞðtÞ
þ
Z t
0
IðRðuÞ40Þjrvðu; #yÞ  rvðu; y0Þj
RðuÞ dNð1ÞðuÞ: ð22Þ
The third term on the right-hand side of (22) converges to zero in probability as
n-N because #y is a consistent estimator of y0; and the second term converges to
zero since HðtÞ40: Thus, to show (11), it sufﬁces to show
sup
0pspt
Z s
0
rvðu; y0ÞIðRðuÞ40Þ
RðuÞ dMð1ÞðuÞ
 2
!P 0 as n-N: ð23Þ
By Corollary 3.4.1 of Fleming and Harrington [8] to Lenglart’s [16] inequality, for
any e; Z40;
pr sup
0pspt
Z s
0
mðu; y0ÞIðRðuÞ40Þ
RðuÞ dMðuÞ
 2
Xe
" #
pZ
e
þ pr IðRðtÞ40Þ
RðtÞ
Z t
0
f1 DLð1ÞðuÞg dLð1ÞðuÞXZ
 
:
The second term on the right-hand side converges to zero as n-N since RðtÞ-N
as n-N: Since e and Z are arbitrary, (23) is established. Similarly, we have
sup
0pspt
jFˆvðsÞ  FvðsÞjp sup
0pspt
Z s
0
SˆðuÞrvðu; y0ÞIðRðuÞ40Þ
RðuÞ dMð1ÞðuÞ


þ
Z t
0
IðRðuÞ40ÞSˆðuÞjrvðu; #yÞ  rvðu; y0Þj
RðuÞ dNð1ÞðuÞ
þ
Z t
0
rvðu; y0ÞjSˆðuÞ  SðuÞj dLð1ÞðuÞ
þ IðRðtÞ ¼ 0ÞLð1ÞðtÞ: ð24Þ
The second and third terms on the right-hand side of (24) converge to zero in
probability as n-N since the mle #y and the Kaplan–Meier estimator Sˆ are
consistent. It also follows, from Lenglart’s inequality, that the ﬁrst term converges to
zero in probability as n-N: &
ARTICLE IN PRESS
A. Suzukawa, N. Taneichi / Journal of Multivariate Analysis 87 (2003) 80–10096
Proof of Theorem 2. Decompose as
n
1
2fLvðtÞ  LvðtÞg ¼
Z t
0
n
1
2IðRðuÞ40Þrvðu; y0Þ
RðuÞ dMð1ÞðuÞ
þ
Z t
0
n
1
2IðRðuÞ40Þfrvðu; #yÞ  rvðu; y0Þg
RðuÞ dNð1ÞðuÞ
þ
Z t
0
n
1
2IðRðuÞ ¼ 0Þrvðu; y0Þ dLð1ÞðuÞ: ð25Þ
It is obvious that the third term on the right-hand side of (25) converges to zero in
probability. By Taylor expansion, the second term can be written as
bWvð*y; tÞn12ð#y y0Þ þ opð1Þ; ð26Þ
where bWvðy; tÞ is a p-dimensional vector deﬁned by
bWvðy; tÞ ¼ Z t
0
IðRðuÞ40Þ
RðuÞ
@rvðu; yÞ
@y
dNð1ÞðuÞ
and *y is on the line segment between #y and y0: Since the maximum likelihood
estimator #y is consistent, *y converges to y0; and bWvð*y; tÞ converges to Wvðy0; tÞ: Since
n
1
2ð#y y0Þ is asymptotically normal with mean zero and covariance matrix J1ðy0Þ;
the asymptotic distribution of (26) is normal with mean zero and variance
W 0vðy0; tÞJ1ðy0ÞWvðy0; tÞ: By the martingale method, it can be shown that the ﬁrst
term on the right-hand side of (25) converges to a gaussian process with mean zero
and variance function:Z t
0
fHðuÞg1frvðu; y0Þg2f1 DLð1ÞðuÞg dLð1ÞðuÞ:
It needs to be shown that the ﬁrst and second terms of (25) are asymptotically
independent. Since mle #y is a function of a score vector, @ log LrðyÞ=@y; it would be
sufﬁcient to show that the ﬁrst term of (25) is asymptotically independent of the
score vector process:
Scoreðy0; tÞ ¼
X
wAC1
Z t
0
frwðu; y0Þg1@rwðu; y0Þ
@y
dMwðuÞ;
where for wAC1;
MwðuÞ ¼
Xn
i¼1
IðZipu; di ¼ 1; Vi ¼ wÞ 
Z u
0
RðxÞrwðx; y0Þ dLð1ÞðxÞ:
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Noting the relation Mð1ÞðuÞ ¼
P
wAC1 MwðuÞ; it can be veriﬁed that
Scoreðy0; Þ;
Z 
0
n
1
2IðRðuÞ40Þrvðu; y0Þ
RðuÞ dMð1ÞðuÞ
* +
ðtÞ
¼
X
wAC1
Z t
0
n
1
2IðRðuÞ40Þrvðu; y0Þ
RðuÞrwðu; y0Þ d/Mw; Nð1ÞSðuÞ ¼ 0:
Thus, the score vector process and the ﬁrst term of (25) are orthogonal.
We next consider the asymptotic distribution of n
1
2fF v ðtÞ  FvðtÞg: We can
decompose as
n
1
2f %FvðtÞ  %FvðtÞg ¼
Z t
0
n
1
2IðRðuÞ40ÞSˆðuÞrvðu; y0Þ
RðuÞ dMð1ÞðuÞ
þ
Z t
0
n
1
2IðRðuÞ40ÞSˆðuÞfrvðu; #yÞ  rvðu; y0Þg
RðuÞ dNð1ÞðuÞ
þ
Z t
0
n
1
2IðRðuÞ ¼ 0Þrvðu; y0ÞfSˆðuÞ  SðuÞg dLð1ÞðuÞ
þ
Z t
0
n
1
2IðRðuÞ ¼ 0ÞSðuÞrvðu; y0Þ dLð1ÞðuÞ: ð27Þ
It is well-known that the Kaplan–Meier estimator SˆðuÞ can be expressed as
n
1
2fSˆðuÞ  SðuÞg ¼ SðuÞ
Z u
0
n
1
2SˆðxÞIðRðxÞ40Þ
SðxÞRðxÞ dMðxÞ þ opð1Þ ð28Þ
[8,10] Expanding rvðu; #yÞ and substituting (28) into (27), we have
n
1
2f %FvðtÞ  %FvðtÞg ¼ Uˆvð*y; tÞn
1
2ð#y y0Þ
þ
Z t
0
n
1
2IðRðuÞ40ÞSðuÞrvðu; y0Þ
RðuÞ dMð1ÞðuÞ

Z t
0
IðRðuÞ40Þrvðu; y0ÞSðuÞ


Z u
0
n
1
2SˆðxÞIðRðxÞ40Þ
sðxÞRðxÞ dMðxÞ
8<:
9=; dLð1ÞðuÞ
þ opð1Þ; ð29Þ
where
Uˆvðy; tÞ ¼
Z t
0
IðRðuÞ40ÞSðuÞ
RðuÞ
@rvðu; yÞ
@y
dNð1ÞðuÞ:
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Deﬁne Mð2ÞðtÞ ¼ MðtÞ  Mð1ÞðtÞ; then the third term of (29) can be written as
Z t
0
n
1
2SˆðxÞIðRðxÞ40Þ
SðxÞRðxÞ


Z
ðx;t
IðRðuÞ40Þrvðu; y0ÞSðuÞ dLð1ÞðuÞ
( )
dðMð1Þ þ Mð2ÞÞðxÞ:
Hence, we have
n
1
2f %FvðtÞ  %FvðtÞg ¼ Uˆvð*y; tÞn
1
2ð#y y0Þ
þ
Z t
0
n
1
2IðRðxÞ40Þ
RðxÞ SðxÞrvðx; y0Þ
(
 SˆðxÞ
SðxÞ
Z
ðx;t
IðRðuÞ40Þrvðu; y0ÞSðuÞ dLð1ÞðuÞ
)
dMð1ÞðxÞ

Z t
0
n
1
2IðRðxÞ40ÞSˆðxÞ
RðxÞSðxÞ


Z
ðx;t
IðRðuÞ40Þrvðu; y0ÞSðuÞ dLð1ÞðuÞ
( )
dMð2ÞðxÞ
þ opð1Þ: ð30Þ
By the martingale method, the second term and third terms of (30) converge to
independent Gaussian processes with variance functionsZ t
0
fSðxÞrvðx; y0Þg2f1 DLð1ÞðxÞg
HðxÞ dLð1ÞðxÞ
þ
Z t
0
fHðxÞg1f1 DLðxÞg1
Z
ðx;t
SðuÞrvðu; y0Þ dLð1ÞðuÞ
( )2
dLð1ÞðxÞ
 2
Z t
0
SðxÞrvðx; y0Þ
HðxÞ
Z
ðx;t
SðuÞrvðu; y0Þ dLð1ÞðuÞ
( )
dLð1ÞðxÞ
and
Z t
0
fHðxÞg1f1 DLðxÞg1
Z
ðx;t
SðuÞrvðu; y0Þ dLð2ÞðuÞ
( )2
dLð2ÞðxÞ;
respectively. It is also veriﬁed that the ﬁrst term on the right-hand side of (30) is
asymptotically independent of other terms on the right-hand side of (30). &
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