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Abstrakt
Tato diplomova´ pra´ce se zaby´va´ optimalizacı´ betonove´ konstrukce pomocı´ geneticke´ho
algoritmu. Cı´lem je implementace algoritmu v jazyce Python a jeho na´sledna´ aplikace
prˇi optimalizaci konkre´tnı´ch konstrukcı´. V prvnı´ cˇa´st jsou popsa´ny vybrane´ metody opti-
malizacˇnı´ch technik. V dalsˇı´ je vysveˇtlen princip cˇinnosti geneticky´ch algoritmu˚. V po-
slednı´ cˇa´sti je na´zorneˇ uka´za´n zpu˚sob implementace algoritmu v Pythonu a oveˇrˇenı´ jeho
funkcˇnosti prˇi optimalizaci vybrany´ch konstrukcı´.
Klı´cˇova´ slova:
geneticky´ algoritmus, optimalizace, hodnocenı´, krˇı´zˇenı´, populace, Python, objektoveˇ ori-
entovane´ programova´nı´, metoda konecˇny´ch prvku˚
Abstract
This diploma thesis deals with an optimization of concrete structure using genetic algori-
thm. The aim of the thesis is to implement genetic algorithm in Python language and use
it for specific structures optimization. In the first part are described chosen methods of
optimization. The second explains the principle of operation of genetic algorithms. The
last one illustrates the implementation of genetic algorithm in Python and verification of
its functionality for specific structure optimization.
Keywords:
genetic algorithm, optimization, fitness, crossover, population, Python, object oriented
programming, finite element method
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Kapitola 1
U´vod
Nove´ trendy v architekturˇe a na´stup technologiı´ BIM a 3D tisku meˇnı´ prˇı´stup k na´vrhu
staveb. To klade nove´ pozˇadavky na projektanty a statiky naprˇı´klad v podobeˇ snı´zˇenı´
objemu pouzˇite´ho materia´lu nebo na´kladu˚ na provoz budovy. Motivacı´ pro danou pra´ci
byl za´jem naucˇit se pouzˇı´vat zajı´mavou optimalizacˇnı´ metodu, ktera´ by vedla k vyrˇesˇenı´
dany´ch proble´mu.
(a) Budova obchodu TOD’s v
Tokiu.
(b) Optimalizace konstrukcˇnı´ho prvku.
Obra´zek 1.1: Uka´zka modernı´ architektury a prˇı´kladu pouzˇı´tı´ optimalizce.
Cı´lem te´to pra´ce je vytvorˇenı´ geneticke´ho algoritmu v jazyce Python a jeho aplikace
prˇi optimalizaci betonove´ konstrukce. Jako prˇedmeˇt optimalizace byla vybra´na nosna´
steˇna. Aby algoritmus pracoval efektivneˇ, je nutne´ do neˇj zahrnout na´stroj pro tvorbu
na´hodny´ch tvaru˚ steˇn a na´stroj pro staticky´ vy´pocˇet konstrukcı´.
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Kapitola 2
Metody optimalizace
Optimalizacˇnı´ algoritmy jsou vy´konny´m na´strojem pro rˇesˇenı´ cele´ rˇady proble´mu˚ inzˇeny´rske´
praxe a obvykle se pouzˇı´vajı´ v prˇı´padech, kdy rˇesˇenı´ dane´ho proble´mu analytickou cestou
je nevhodne´ cˇi nerea´lne´. Veˇtsˇina teˇchto proble´mu˚ mu˚zˇe by´t definova´na jako optimalizacˇnı´
u´loha prˇevedena na matematickou u´lohu, ktera´ je da´na vhodny´m funkcˇnı´m prˇedpisem.
Optimalizace tohoto prˇedpisu vede k nalezenı´ argumentu˚ u´cˇelove´ funkce.1 Pro rˇesˇenı´ ta-
kovy´ch proble´mu˚ byla vyvinuta trˇı´da vy´konny´ch algoritmu˚, ktere´ umozˇnˇujı´ rˇesˇit velmi
efektivneˇ slozˇite´ proble´my. Algoritmy te´to trˇı´dy nesou na´zev ”evolucˇnı´ algoritmy“.
Evolucˇnı´ algoritmy patrˇı´ k heuristicky´m algoritmu˚m,ktere´ mu˚zˇeme rozdeˇlit na deter-
ministicke´ a stochasticke´ (viz. Obr. 2.1). Algoritmy druhe´ skupiny se lisˇı´ v tom, zˇe neˇktere´
jejich kroky vyuzˇı´vajı´ na´hodne´ operace. To znamena´, zˇe vy´sledky rˇesˇenı´, ktere´ zı´ska´me,
se prˇi kazˇde´m spusˇteˇnı´ programu mohou lisˇit. Proto ma´ smysl spustit program vı´cekra´t a
vybrat nejlepsˇı´ zı´skane´ rˇesˇenı´.
Stochasticke´ heuristicke´ metody poskytujı´ pouze obecny´ ra´mec a jednotlive´ operace
algoritmu je trˇeba definovat( naprˇ. operaci krˇı´zˇenı´ a mutace u geneticky´ch algoritmu˚, ope-
raci sousedstvı´ u simulovane´ho zˇı´hanı´, atd.) v za´vislosti na konkre´tnı´m proble´mu. Jelikozˇ
se tyto metody cˇasto inspirujı´ prˇı´rodnı´mi procesy, oznacˇujı´ se jako evolucˇnı´ algoritmy.
Podle strategie je lze rozdeˇlit do dvou trˇı´d:
• Metody zalozˇene´ na bodove´ strategii, naprˇ. simulovane´ zˇı´ha´nı´, horolezecky´ algo-
ritmus a zaka´zane´ prohleda´va´nı´. Za´kladem teˇchto operacı´ je operace sousedstvı´
aktua´lnı´ho rˇesˇenı´, v neˇmzˇ hleda´me rˇesˇenı´ lepsˇı´.
• Metody zalozˇene´ na strategii populace. Sem patrˇı´ geneticke´ algoritmy.
Tyto metody se lisˇı´ od klasicky´ch gradientnı´ch metod tı´m, zˇe prˇipousˇteˇjı´ prˇijetı´ horsˇı´ho
rˇecˇenı´ do dalsˇı´ iterace. Tı´m se snazˇı´ vyhnout uva´znutı´ v loka´lnı´m optimu. Lze najı´t celou
rˇadu heuristicky´ch metod, naprˇ. neuronove´ sı´teˇ, Lagrangeova relaxacˇnı´ metoda.
1velicˇina, jejı´zˇ minimalizacı´ nebo maximalizacı´ hleda´me optima´lnı´ rˇesˇenı´ a ktera´ je rozhodujı´cı´ pro
posouzenı´ rˇesˇenı´ dane´ho proble´mu.
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Obra´zek 2.1: Deˇlenı´ optimalizacˇnı´ch metod dle Vesterstrøma [1].
Obra´zek 2.2: Deˇlenı´ optimalizacˇnı´ch metod dle Zelinky[1].
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Optimalizacˇnı´ algoritmy slouzˇı´ k nalezenı´ minima zadane´ funkce tak, zˇe hledajı´ op-
tima´lnı´ numerickou kombinaci jejich argumentu˚. Tyto algoritmy lze rozdeˇlit na za´kladeˇ
principu˚ jejich cˇinnosti, podle slozˇitosti apod. Tato rozdeˇlenı´ vsˇak nejsou jedina´ mozˇna´
mohou se mezi sebou lisˇit. Ru˚zne´ pohledy na klasifikaci evolucˇnı´ch algoritmu˚ demon-
struje Obr. 2.1 a Obr. 2.2. Jednotlive´ trˇı´dy algoritmu prˇedstavujı´ obecneˇ zpu˚soby rˇesˇenı´
dane´ho proble´mu metodami s ru˚zny´m stupneˇm efektivity a slozˇitosti. Podle jejich vlast-
nosti deˇlı´me algoritmy do teˇchto kategoriı´ [1]:
• Enumerativnı´
Algoritmus provede vy´pocˇet vsˇech mozˇny´ch kombinacı´ dane´ho proble´mu. Tento
prˇı´stup je vhodny´ pro proble´my, u nichzˇ jsou argumenty u´cˇelove´ funkce diskre´tnı´ho
charakteru a naby´vajı´ male´ho mnozˇstvı´ hodnot. Pokud by byl pouzˇit obecneˇ, je
mozˇne´, zˇe pro u´speˇsˇne´ ukoncˇenı´ by potrˇeboval cˇas, ktery´ je delsˇı´, nezˇ existence
nasˇeho vesmı´ru.
• Deterministicke´
Tato skupina algoritmu˚ je postavena´ pouze na rigoro´znı´ch metoda´ch klasicke´ ma-
tematiky. Algoritmy tohoto charakteru obvykle vyzˇadujı´ omezujı´cı´ prˇedpoklady,
ktere´ teˇmto metoda´m umozˇnˇujı´ poda´vat efektivnı´ vy´sledky. Tyto prˇedpoklady ob-
vykle jsou:
– proble´m je linea´rnı´, konvexnı´
– prohleda´vany´ prostor mozˇny´ch rˇesˇenı´ je maly´ a souvisly´
– u´cˇelova´ funkce, pokud mozˇno, ma´ pouze jeden extre´m
– mezi parametry u´cˇelove´ funkce nejsou nelinea´rnı´ interakce
– proble´m je definova´n v analyticke´m tvaru
Vy´sledkem deterministicke´ho algoritmu je pak jedine´ rˇesˇenı´
• Stochasticke´
Algoritmy tohoto typu jsou zalozˇeny na vyuzˇitı´ na´hody. Jde v podstateˇ o cˇiteˇ na´hodne´
hleda´nı´ hodnot argumentu˚ u´cˇelove´ funkce s tı´m, zˇe vy´sledkem je vzˇdy to nejlepsˇı´
rˇesˇenı´, jenzˇ bylo nalezeno beˇhem cele´ho na´hodne´ho hleda´nı´. Algoritmy tohoto typu
jsou obvykle:
– pomale´
– vhodne´ jen pro male´ prohleda´vane´ prostory mozˇny´ch rˇesˇenı´
– vhodne´ pro hruby´ odhad
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• Smı´sˇene´
Algoritmy te´to trˇı´dy prˇedstavujı´ smeˇs metod deterministicky´ch a stochasticky´ch,
ktere´ ve vza´jemne´ spolupra´ci dosahujı´ prˇekvapiveˇ dobry´ch vy´sledku˚. Pomeˇrneˇ sil-
nou podmnozˇinou teˇchto algoritmu˚ jsou jizˇ zmı´neˇne´ evolucˇnı´ algoritmy. Algoritmy
smı´sˇene´ho charakteru jsou:
– robustnı´, cozˇ znamena´, zˇe neza´visle na pocˇa´tecˇnı´ch podmı´nka´ch velmi cˇasto
najdou kvalitnı´ rˇesˇenı´, jenzˇ je reprezentova´no obvykle jednı´m cˇi vı´ce globa´lnı´mi
extre´my
– efektivnı´ a vy´konne´, cozˇ znamena´, zˇe jsou schopny nale´zt kvalitnı´ rˇesˇenı´ beˇhem
relativneˇ male´ho pocˇtu ohodnocenı´ u´cˇelove´ funkce
– jsou odlisˇne´ od cˇisteˇ stochasticky´ch metod
– majı´ minima´lnı´ nebo zˇa´dne´ pozˇadavky na prˇedbeˇzˇne´ informace
– jsou schopne´ pracovat s proble´my typu ”cˇerna´ skrˇı´nˇka“, tzn. nepotrˇebujı´ ke
sve´ cˇinnosti analyticky´ popis proble´mu
– jsou schopny nale´zt vı´ce rˇesˇenı´ beˇhem jednoho spusˇteˇnı´
2.1 Principy cˇinnosti vy´brany´ch algoritmu˚
1. Stochasticky´ horolezecky´ algoritmus (Stochastic Hill-Climbing)
Je to verze tzv. horolezecke´ho algoritmu, ktera´ obohacena´ o stochastickou slozˇku.
Patrˇı´ mezi gradientnı´ metody. To znamena´, zˇe prohleda´va´ prostor mozˇny´ch rˇesˇenı´
ve smeˇru nejveˇtsˇı´ho spa´du. Funguje na´sledujı´cı´m zpu˚sobem. Vzˇdy se vycha´zı´ z
na´hodne´ho bodu v prostoru mozˇny´ch rˇesˇenı´. Pro momenta´lneˇ navrzˇene´ rˇesˇenı´ se na-
vrhne urcˇite´ okolı´ a dana´ funkce se minimalizuje jen v tomto okolı´. Zı´skane´ loka´lnı´
rˇesˇenı´ se pak pouzˇije jako strˇed pro vy´pocˇet nove´ho okolı´. Cely´ proces se iterativneˇ
opakuje. Beˇhem procesu se zaznamena´va´ nejlepsˇı´ nalezene´ rˇesˇenı´. Po ukoncˇenı´
slouzˇı´ toto rˇesˇenı´ jako nalezene´ optimum. Nevy´hodou tohoto algoritmu je to, zˇe v
neˇm mu˚zˇe za urcˇity´ch podmı´nek dojı´t k zacyklenı´ a rˇesˇenı´ tak uvı´zne v loka´lnı´m
extre´mu.
Na Obr. 2.3 je videˇt, zˇe tercˇ v hornı´ cˇa´sti obra´zku je startem algoritmu. Pro neˇj
je vygenerova´na mnozˇina cˇerveny´ch rˇesˇenı´. Nejlepsˇı´ rˇesˇenı´ je oznacˇeno tucˇny´m
cˇerveny´m bodem, ktery´ slouzˇı´ jako nova´ pozice pro vygenerova´nı´ nove´ (bı´le´) mnozˇiny
rˇesˇenı´. Nejlepsˇı´ rˇesˇenı´ je oznacˇeno jako bı´ly´ tucˇny´ bod a ten je pak pouzˇit pro vy-
generova´nı´ zelene´ mnozˇiny rˇesˇenı´
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Obra´zek 2.3: Princip horolezecke´ho algoritmu [2].
2. Simulovane´ zˇı´ha´nı´
Simulovane´ zˇı´ha´nı´ patrˇı´ mezi algoritmy, ktere´ prˇipousˇtı´ kroky, po nichzˇ dojde ke
zhorsˇenı´ hodnoty u´cˇelove´ funkce. Inspirace k jeho formulaci byla nalezena ve sta-
tisticke´ mechanice v popisu fyzika´lnı´ho procesu zˇı´ha´nı´ tuhe´ho teˇlesa. Prˇi zˇı´ha´nı´
kovu˚ s nestabilnı´ krystalovou mrˇı´zˇkou docha´zı´ ke stabilizaci volny´ch cˇa´stic k op-
tima´lnı´mu stavu, tj. k vytvorˇenı´ stabilnı´ krystalove´ mrˇı´zˇky. Teˇleso se nejdrˇı´ve zahrˇeje
na vysokou teplotu. Tı´m se jeho atomu˚m umozˇnı´ dostat z loka´lnı´ch minim vnitrˇnı´
energie mezi stavy s vysˇsˇı´ energiı´ (do rovnova´zˇny´ch poloh) a postupny´m snizˇova´nı´m
teploty se polohy atomu˚ fixujı´. To znamena´, zˇe prˇi konecˇne´ teploteˇ zˇı´ha´nı´, ktera´ je
podstatneˇ nizˇsˇı´ nezˇ byla pocˇa´tecˇnı´, jsou vsˇechny atomy v rovnova´zˇny´ch poloha´ch
a teˇleso neobsahuje zˇa´dne´ vnitrˇnı´ defekty ani pnutı´. Takovy´ kov pak ma´ mnohem
lepsˇı´ vlastnosti. Simulovane´ zˇı´ha´nı´ je nejrozsˇı´rˇeneˇjsˇı´ metoda pro registraci MRI ob-
razu˚.
Tabulka 2.1: Analogie procesu zˇı´ha´nı´ a kombinatoricke´ optimalizace
zˇı´ha´nı´ kombinatoricka´ optimalizace
stav syste´mu prˇı´pustne´ rˇesˇenı´
energie stavu syste´mu hodnota u´cˇelove´ funkce
zmeˇna stavu syste´mu prˇechod k sousednı´mu rˇesˇenı´
teplota rˇı´dı´cı´ parametr
usta´leny´ stav heuristicke´ rˇesˇenı´
Hleda´nı´ globa´lnı´ho minima funkce mu˚zˇe by´t realizova´no podobny´m zpu˚sobem.
Vnitrˇnı´ energii nahrazuje u´cˇelova´ funkce a teplotu rˇı´dı´cı´ parametr (viz. Tab. 2.1).
Simulovane´ zˇı´ha´nı´ postupneˇ ”ochlazuje“ pru˚beˇzˇny´ stav. V kazˇde´m kroku najde
na´hodny´ bod v okolı´ soucˇasne´ho stavu, porovna´ jeho ”energii“ se soucˇasny´m sta-
vem a s urcˇitou pravdeˇpodobnostı´ za´vislou na tomto rozdı´lu a na ”teploteˇ“ se do
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tohoto nove´ho stavu prˇesune.Tato pravdeˇpodobnost nenı´ nulova´ v prˇı´padeˇ, zˇe novy´
stav je horsˇı´ nezˇ pu˚vodnı´, proto tato metoda prˇi dostatecˇne´ teploteˇ neuva´zne v
loka´lnı´m minimu.
Obra´zek 2.4: Simulovane´ zˇı´ha´nı´.
3. Zaka´zane´ prohleda´va´nı´ (Tabu Search)
Je to vylepsˇena´ verze horolezecke´ho algoritmu, do ktere´ byla zavedena tzv. kra´tkodoba´
pameˇt’. Jejı´m u´kolem je pamatovat si ty transformace, pomocı´ ktery´ch byl vypocˇı´ta´n
aktua´lnı´ strˇed. To ma´ za na´sledek, zˇe nedocha´zı´ k zacyklenı´ dı´ky zaka´zane´mu pouzˇitı´
teˇchto transformacı´ (odtud na´zev ”zaka´zane´ prohleda´va´nı´“). Tato metoda byla vy-
lepsˇena jesˇteˇ o tzv. dlouhodobou pameˇt’, ktera´ obsahuje transformace, ktere´ nejsou
v pameˇti kra´tkodobe´, ale byly cˇasto pouzˇity. Jejich pouzˇitı´ je pak penalizova´no. To
pak snizˇuje cˇetnost jejich pouzˇitı´. Na rozdı´l od horolezecke´ho algoritmu nedocha´zı´
tak cˇasto k uvı´znutı´ v loka´lnı´ch extre´mech.
4. Evolucˇnı´ strategie (Evolutionary strategy)
Tento algoritmus patrˇı´ mezi prvnı´ u´speˇsˇne´ stochasticke´ algoritmy v historii. Byl
navrzˇen pocˇa´tkem sˇedesa´ty´ch let. Vycha´zı´ z principu prˇirozene´ho vy´beˇru podobneˇ
jako geneticke´ algoritmy. Na rozdı´l od jiny´ch stochasticky´ch algoritmu˚ pracuje
evolucˇnı´ strategie prˇı´mo s rea´lny´mi hodnotami. Jejı´m ja´drem je pra´ce s rˇesˇenı´m
ve formeˇ vektoru x, ktere´ je mutova´no pomocı´ vektoru na´hodny´ch cˇı´sel. Proble´m
akceptace nove´ho rˇesˇenı´ je striktneˇ deterministicky´.
5. Optimalizace mravencˇı´ koloniı´ (Ant Colony Optimization (ACO))
Je to algoritmus, jehozˇ cˇinnost napodobuje chova´nı´ mravencu˚ v kolonii. Je zalozˇen
na na´sledujı´cı´m principu. Je definova´n zdroj mravencu˚ (mravenisˇteˇ) a cı´l jejich
snazˇenı´ (potrava). Kdyzˇ jsou vypusˇteˇni, tak po neˇjake´ dobeˇ dojde k tomu, zˇe vsˇichni
mravenci se pohybujı´ po kratsˇı´ (optima´lnı´) cesteˇ mezi zdrojem a cı´lem (viz. Obr.
2.5). To je da´no tı´m, zˇe si svou cestu znacˇkujı´ feromonem. Pokud dorazı´ prvnı´ mra-
venec k rozcestı´ dvou cest, ktere´ vedou ke stejne´mu cı´li, pak je jeho rozhodnutı´,
po ktere´ cesteˇ se vyda´, na´hodne´. Ti, kterˇı´ najdou potravu, zacˇnou cestu znacˇkovat
a prˇi na´vratu jsou dı´ky teˇmto znacˇka´m prˇi rozhodova´nı´ ovlivneˇnı´ ve prospeˇch te´to
cesty. Prˇi na´vratu ji oznacˇujı´ podruhe´, cozˇ opeˇt zvysˇuje pravdeˇpodobnost rozhod-
nutı´ dalsˇı´ch mravencu˚ v jejich prospeˇch. Tyto principy jsou pouzˇity v ACO algo-
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ritmu. Feromon je zde zastoupen va´hou, ktera´ je prˇirˇazena dane´ cesteˇ vedoucı´ k
cı´li. Tato va´ha je aditivnı´, cozˇ umozˇnˇuje prˇida´vat dalsˇı´ ”feromony“ od dalsˇı´ch ”mra-
vencu˚“. V ACO algoritmu je zohledneˇn i fakt vyparˇova´nı´ feromonu˚ tak, zˇe va´hy u
jednotlivy´ch spoju˚ s cˇasem sla´bnou. To zvysˇuje robustnost algoritmu z hlediska na-
lezenı´ globa´lnı´ho extre´mu. ”aco“ byl pouzˇit s u´speˇchem na optimalizacˇnı´ proble´my,
jako je proble´m obchodnı´ho cestujı´cı´ho cˇi na´vrh telekomunikacˇnı´ch sı´tı´.[1]
Obra´zek 2.5: Princip ACO algoritmu.
6. Metoda imunitnı´ho syste´mu (Immunology System Method)
Tento algoritmus je zalozˇen na principech fungova´nı´ imunitnı´ho syste´mu v zˇivy´ch
organizmech. Na imunitnı´ syste´m je nahlı´zˇeno jako na multiagentnı´ syste´m, kde
jednotlivı´ agenti majı´ svu˚j specificky´ u´kol. Tito agenti majı´ ru˚zne´ pravomoci a
schopnosti komunikovat s jiny´mi agenty. Na za´kladeˇ te´to komunikace a urcˇite´ ”svo-
body“ v rozhodova´nı´ jednotlivy´ch agentu˚ vznika´ hierarchicka´ struktura schopna´
rˇesˇit komplikovane´ proble´my. Jako prˇı´klad pouzˇitı´ metody lze uve´st antivirovou
ochranu u velky´ch a rozlehly´ch pocˇı´tacˇovy´ch syste´mu˚.
7. Memeticke´ algoritmy (Memetic Algorithms)
Vy´znamnou charakteristikou teˇchto algoritmu˚ je pouzˇitı´ ru˚zny´ch aproximacˇnı´ch
algoritmu˚, technik loka´lnı´ho vyhleda´va´nı´, specia´lnı´ch rekombinacˇnı´ch opera´toru˚
apod. Memeticke´ algoritmy mohou by´t charakterizova´ny jako strategie souteˇzˇe a
spolupra´ce, ktera´ projevuje atributy synergetiky. Jako prˇı´klad lze uve´st hybridnı´
kombinaci geneticky´ch algoritmu˚ a simulovane´ho zˇı´ha´nı´ nebo paralelnı´ loka´lnı´
prohleda´va´nı´. Memeticke´ algoritmy byly pouzˇity naprˇ. prˇı´ rˇesˇenı´ proble´mu ob-
chodnı´ho cestujı´cı´ho, ucˇenı´ neuronove´ vı´cevrstve´ sı´teˇ, pla´nova´nı´ u´drzˇby, nelinea´rnı´
celocˇı´selne´ programova´nı´ a dalsˇı´.
8. Rozpty´lene´ prohleda´va´nı´ (Scatter Search)
Tento optimalizacˇnı´ algoritmus se svou podstatou lisˇı´ od standardnı´ch evolucˇnı´ch
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algoritmu˚ a je dost podobny´ algoritmu Tabu Search. Je to vektoroveˇ orientovany´ al-
goritmus, ktery´ ma´ za u´kol generovat nove´ vektory (rˇesˇenı´) na za´kladeˇ pomocny´ch
heuristicky´ch technik. Prˇi startu vycha´zı´ z rˇesˇenı´ zı´skany´ch pomocı´ vhodne´ heuris-
ticke´ techniky. Pote´ jsou generova´na nova´ rˇesˇenı´ na za´kladeˇ podmnozˇiny nejlepsˇı´ch
rˇesˇenı´ ze startu. Z teˇchto noveˇ nalezeny´ch rˇesˇenı´ se opeˇt vybere mnozˇina teˇch nej-
lepsˇı´ch a cely´ proces se opakuje. Tento algoritmus byl pouzˇit k rˇesˇenı´ proble´mu,
jako je rˇı´zenı´ dopravy, ucˇenı´ neuronove´ sı´teˇ, optimalizace bez omezenı´ a mnohe´
dalsˇı´.
9. Rojenı´ cˇa´stic (Particle Swarn)
Algoritmus je zalozˇen na pra´ci s populacı´ jedincu˚. Jejich pozice v prostoru mozˇny´ch
rˇesˇenı´ je meˇneˇna pomocı´ tzv. rychlostnı´ho vektoru. V za´kladnı´ verzi nedocha´zı´ mezi
jedinci k vza´jemne´mu ovlivnˇova´nı´. To je odstraneˇno ve verzi s tzv. sousedstvı´m.
V ra´mci tohoto sousedstvı´ pak docha´zı´ k vza´jemne´mu ovlivnˇova´nı´ tak, zˇe jedinci
patrˇı´cı´ do jednoho sousedstvı´ putujı´ k nejhlubsˇı´mu extre´mu, ktery´ byl v tomto sou-
sedstvı´ nalezen[1].
10. Neuronove´ sı´teˇ
Tyto algoritmy patrˇı´ mezi nejstarsˇı´ cˇa´sti umeˇle´ inteligence. Vznik lze datovat do
druhe´ poloviny dvaca´te´ho stoletı´. Lze je najı´t v rˇı´zenı´, identifikaci, modelova´nı´,
predikci apod. Jejich velkou nevy´hodou je, zˇe neexistuje rigoro´znı´ metoda, ktera´
by doka´zala jednoznacˇneˇ interpretovat informace o syste´mu obsazˇene´ ve vaha´ch
neucˇene´ sı´teˇ.
11. Fuzzy logika
Na rozdı´l od neuronove´ sı´teˇ ma´ fuzzy logika tu vy´hodu, zˇe vesˇkere´ kroky jsou ri-
goro´zneˇ matematizova´ny a podporˇeny mnoha teore´my a du˚kazy. Lze je najı´t prak-
ticky vsˇude, kde se pouzˇı´vajı´ neuronove´ sı´teˇ. Podmı´nkou vsˇak je, zˇe neˇktere´ jejı´
cˇa´sti musı´ by´t nastaveny expertem v dane´ problematice, nebo pomocı´ specia´lnı´ch
algoritmu˚, ktere´ vycha´zejı´ z nameˇrˇeny´ch dat syste´mu.
12. Evolucˇnı´ algoritmy
Tato cˇa´st umeˇle´ inteligence tvorˇı´ most mezi sobeˇstacˇny´mi algoritmy typu neuro-
nove´ sı´teˇ a teˇmi, ktere´ potrˇebujı´ ke spusˇteˇnı´ cˇi beˇhu lidske´ho opera´tora. Lze je pouzˇı´t
naprˇ. pro naucˇenı´ neuronove´ sı´teˇ cˇi optimalizaci jejı´ struktury, nastavenı´ fuzzy mo-
delu nebo fuzzy regula´toru apod. Pomocı´ evolucˇnı´ch algoritmu˚ lze rˇesˇit prakticky
jaky´koliv proble´m, pokud je definova´n jako optimalizacˇnı´ u´loha. Zajı´mavy´mi al-
goritmy z te´to oblasti jsou tzv. geneticke´ programova´nı´ a gramaticka´ evoluce. Tyto
specia´lnı´ algoritmy neslouzˇı´ k nalezenı´ parametru˚ regresnı´ funkce2, ale k nalezenı´
regresnı´ funkce samotne´ (vcˇetneˇ parametru˚) tak, aby prokla´dala prˇı´slusˇna´ data. Oba
2Na regresnı´ funkci je zalozˇen konecˇny´ odhad regresnı´ analy´zy, cozˇ je statisticka´ metoda, ktera´
umozˇnˇuje prozkoumat vztah mezi dveˇma promeˇnny´mi.
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algoritmy byly s u´speˇchem pouzˇity na identifikaci struktury syste´mu na za´kladeˇ
nameˇrˇene´ prˇechodove´ charakteristiky, na na´vrh slozˇity´ch elektronicky´ch obvodu˚
atd. Z jejich podstaty plyne, zˇe jsou idea´lnı´ prˇi identifikaci a modelova´nı´ kom-
plexnı´ch syste´mu, u nichzˇ je matematicka´ nebo fyzika´lnı´ analy´za obtı´zˇna´.
13. Synergetika
Tento obor je slozˇen z teoriı´, jako je teorie katastrof, teorie chaosu nebo nerov-
nova´zˇne´ termodynamiky. Ma´ velkou budoucnost v kybernetice a chemii. Jizˇ dnes
existuje tzv. rˇı´zenı´ chaosu, kde se vyuzˇı´va´ teorie chaosu a teorie katastrof pro rˇı´zenı´
specia´lnı´ trˇı´dy syste´mu nebo k na´vrhu rˇı´zenı´, ktere´ se ma´ vyhnout chaoticky´m
rezˇimu˚m. Jejı´ potencia´l lezˇı´ rovneˇzˇ v biochemicky´ch technologiı´ch, kde se ry´suje
mozˇnost syntetizace slozˇity´ch biochemicky´ch la´tek vyuzˇitı´m principu˚ kybernetiky
a nerovnova´zˇne´ termodynamiky. Take´ ji lze vyuzˇı´t pro vysˇetrˇova´nı´ struktura´lnı´ sta-
bility cˇi existence rezˇimu˚, prˇi nichzˇ by dany´ syste´m vykazoval chaoticke´ cˇi kata-
stroficke´ chova´nı´.
Pro optimalizacˇnı´ algoritmy existuje jista´ statisticky vy´znamna´ skutecˇnost, ktera´ se v
odborne´ terminologii nazy´va´ ”No Free Lunch Teore´m“. Je to toere´m, ve ktere´m se tvrdı´,
zˇe neexistuje algoritmus, ktery´ by doka´zal rˇesˇit vsˇechny proble´my le´pe nezˇ jine´ algoritmy,
neboli existuje podmnozˇina proble´mu, pro ktere´ je algoritmus A lepsˇı´ nezˇ algoritmus B a
naopak. Neexistuje tedy ”Bu˚h“ mezi algoritmy [1].
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Kapitola 3
Geneticke´ algoritmy
Evolucˇnı´ vy´pocˇetnı´ techniky (EVT) jsou numericke´ algoritmy, ktere´ vycha´zejı´ ze za´kladnı´ch
principu˚ Darwinovy a Mendelovy teorie evoluce, jejı´zˇ hlavnı´ ideou je prˇeda´va´nı´ rodicˇovske´ho
genomu novy´m potomku˚m a na´sledne´ uvolneˇne´ zˇivotnı´ho prostoru [1]. Avsˇak ani Darwin
nebyl prvnı´, kdo prˇisˇel s takovou mysˇlenkou. Vy´razny´m myslitelem, ktery´ jizˇ prˇed Darwi-
nem propagoval mysˇlenku evoluce, byl Anaximandros z Mile´tu, jehozˇ na´zory jsou shrnuty
v jeho nedochovane´m filosoficke´m spise ”O prˇı´rodeˇ”(tento na´zev zı´skal azˇ pozdeˇji). Podle
neˇj pu˚vodnı´m principem sveˇta a prˇı´cˇinou vsˇeho bytı´ je tzv. ”neomezeno“ (rˇecky apeiron),
z neˇhozˇ se pak vydeˇluje studene´ a teple´ a suche´ a vlhke´. Tento princip si lze prˇedstavit
jako neomezenou a nedefinovanou vlhkost, ze ktere´ pak postupneˇ vznikajı´ dalsˇı´ prˇı´rodnı´
la´tky i jednotlive´ druhy zˇivy´ch bytostı´.
(a) (b)
Obra´zek 3.1: Charles Robert Darwin (a), Anaximandros z Mile´tu (b).
Technologie EVT za´visı´ na existencı´ tzv. evolucˇnı´ch algoritmu˚. Zacˇa´tek jejich historie
se obvykle datuje do poloviny 70. let, kdy se poprve´ objevily geneticke´ algoritmy (GA),
prˇı´padneˇ do poloviny 60. let, kdy byly poprve´ s u´speˇchem pouzˇity tzv. evolucˇnı´ strategie.
Duchovnı´mi otci evolucˇnı´ch algoritmu˚ jsou osobnosti, jako byl matematik A. M. Turing,
N. A. Barricelli a dalsˇı´. V te´to dobeˇ byly formulova´ny a definova´ny principy, ktere´ zcela
jasneˇ popisujı´ principy evolucˇnı´ch algoritmu˚. To, zˇe nebyly programa´torsky realizova´ny,
bylo da´no nedostatkem vy´konne´ vy´pocˇetnı´ techniky. Pojem GA jako prvnı´ formuloval
v roce 1975 John Holland. Ten na za´kladeˇ sve´ho vy´zkumu navrhl geneticky´ algoritmus,
ktery´ je abstrakcı´ prˇı´slusˇny´ch biologicky´ch procesu˚ a pracuje s populacı´ jedincu˚, prˇicˇemzˇ
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kazˇdy´ z jedincu˚ reprezentuje vhodny´m zpu˚sobem zako´dovane´ rˇesˇenı´ dane´ho proble´mu.
Definoval take´ opera´tor krˇı´zˇenı´ (crossover), ktery´ je povazˇova´n za hlavnı´ rozlisˇovacı´ znak.
(a) (b)
Obra´zek 3.2: Alan Mathison Turing (a) a John Henry Holland (b).
3.1 Principy cˇinnosti geneticky´ch algoritmu˚
Geneticke´ algoritmy spolu s geneticky´m programova´nı´m, evolucˇnı´ strategiı´ a evolucˇnı´m
programova´nı´m patrˇı´ do skupiny evolucˇnı´ch algoritmu˚ (viz. Obr. 3.3). Jak jizˇ bylo uve-
deno, jedna´ se o vyhleda´vacı´ algoritmus, ktery´ je zalozˇen na darwinovske´m principu evo-
luce. Hleda´nı´ optima´lnı´ho (nebo dostatecˇneˇ vyhovujı´cı´ho) rˇesˇenı´ probı´ha´ formou souteˇzˇe
v ra´mci populace. U´speˇsˇnost jedince je charakterizova´na schopnosti prˇezˇı´t, rozmnozˇit se
a prˇedat svu˚j genom do dalsˇı´ populace. Tato schopnost musı´ by´t kvalifikovatelna´. Kazˇdy´
jedinec je posuzova´n hodnoticı´ funkcı´, jejı´zˇ velikost je vyja´drˇena hodnotou fitness. Je-
dinci s lepsˇı´m ohodnocenı´m majı´ vysˇsˇı´ pravdeˇpodobnost prˇezˇı´t a podı´let se na vytva´rˇenı´
na´sledujı´cı´ generace. Po pouzˇitı´ rozmanity´ch technik krˇı´zˇenı´ a reprodukce vznikne nova´
generace, ve ktere´ jsou vlastnosti jedincu˚ cˇa´stecˇneˇ zdeˇdeˇny a cˇa´stecˇneˇ ovlivneˇny na´hodny´mi
mutacemi. Opakuje-li se tento evolucˇnı´ cyklus mnohokra´t, obvykle vznikne populace s
jedinci, kterˇı´ majı´ vysoke´ ohodnocenı´ a mohou prˇedstavovat dostatecˇne´ nebo dokonce
optima´lnı´ rˇesˇenı´. Protozˇe tento evolucˇnı´ proces v sobeˇ zahrnuje znacˇny´ dı´l na´hodnosti, je
zrˇejme´, zˇe kazˇdy´ beˇh prˇı´slusˇne´ho algoritmu se bude odvı´jet odlisˇny´m zpu˚sobem. Z te´hozˇ
du˚vodu se v neˇktery´ch prˇı´padech pomeˇrneˇ snadno mu˚zˇe sta´t i to , zˇe cela´ populace v
procesu zdegenerujea nejlepsˇı´ jedinec bude reprezentovat pouze loka´lnı´ optimum [3].
Evolucˇnı´
algoritmy
Geneticke´
algoritmy
Geneticke´
programova´nı´
Evolucˇnı´ strategie
Evolucˇnı´
programova´nı´
Obra´zek 3.3: Deˇlenı´ evolucˇnı´ch algoritmu˚.
14
3.2. GENETICKE´ OPERA´TORY
Z Obr. 3.4 vyply´va´, zˇe populace v GA je slozˇena z jedincu˚, kde kazˇdy´ jedinec prˇedstavuje
jedno konkre´tnı´ rˇesˇenı´ proble´mu o vı´ce promeˇnny´ch, ktere´ jsou zako´dova´ny v genech.
Chromozom je pak soubor vsˇech genu˚ jedince. Prˇi krˇı´zˇenı´ zı´ska´ novy´ jedinec cˇa´st chro-
mozomu od kazˇde´ho rodicˇe a postupneˇ se prosazuje genom, ktery´ reprezentuje nejlepsˇı´
rˇesˇenı´ dane´ho proble´mu. Aby nedocha´zelo ke kombinova´nı´ jizˇ existujı´cı´ho genofondu
populace, docha´zı´ prˇi reprodukci k na´hodne´ mutaci genomu, ktera´ zajisˇt’uje to, zˇe do po-
pulace prˇiby´vajı´ nova´ rˇesˇenı´ a zvysˇuje se diverzita populace. Selekce, krˇı´zˇenı´ a mutace se
oznacˇujı´ jako geneticke´ opera´tory.
Lze nale´zt ru˚zne´ definice GA, ktere´ se lisˇı´ zejme´na ve zpu˚sobu vytva´rˇenı´ nove´ popu-
lace, obecne´ sche´ma je vsˇak patrne´ z Obr. 3.4 a je na´sledujı´cı´:
1. Inicializace. Na´hodne´ vygenerova´nı´ pocˇa´tecˇnı´ populace.
2. Ohodnocenı´. Vy´pocˇet u´cˇelove´ funkce a prˇirˇazenı´ fitness kazˇde´mu jedinci v popu-
laci
3. Selekce. Na´hodny´ vy´beˇr dvojice jedincu˚ z populace a vytvorˇenı´ potomku˚.
4. Krˇı´zˇenı´ (crossover).Vy´meˇna cˇa´sti geneticke´ informace (chromozomu).
5. Mutace. Na´hodna´ zmeˇna genu˚ v chromozomu.
6. Nova´ populace. Vytvorˇenı´ nove´ populace z potomku˚.
7. Opakova´nı´/ukoncˇenı´. Proces se opakuje od bodu 2 dokud nenı´ splneˇna ukoncˇujı´cı´
podmı´nka (nejlepsˇı´ jedinec dosa´hl pozˇadovany´ch parametru˚ nebo pocˇı´tadlo dosa´hlo
zadane´ho pocˇtu generacı´)
3.2 Geneticke´ opera´tory
Zpu˚sob, ktery´m jsou jedinci geneticky popsa´na (zako´dova´na), je velmi du˚lezˇity´ pro u´speˇch
nebo neu´speˇch geneticke´ho algoritmu, ktery´ je pouzˇit pro konkre´tnı´ u´lohu. Pro lepsˇı´
na´zornou uka´zku fungova´nı´ jednotlivy´ch opera´toru˚ bude v te´to kapitole uvazˇova´no bina´rnı´
ko´dova´nı´. To znamena´, zˇe kazˇdy´ gen jedince mu˚zˇe naby´vat pouze dvou hodnot (0 nebo
1) a chromozomy jsou pak tvorˇeny rˇeteˇzcem teˇchto hodnot o dane´ de´lce. Bina´rnı´ ko´dova´nı´
patrˇı´ mezi nejstarsˇı´ a nejpouzˇı´vaneˇjsˇı´ druhy ko´dova´nı´. Ma´ vsˇak sva´ omezenı´. Mu˚zˇe docha´zet
ke zkreslova´nı´, a to zejme´na prˇi krˇı´zˇenı´ a mutaci, kdy mala´ zmeˇna genotypu zpu˚sobı´
rozsa´hlou zmeˇnu fenotypu a naopak. Tento jev se nazy´va´ Hammingova barie´ra a da´ se
rˇesˇit pouzˇitı´m opera´toru inverze (nebo inverznı´ matice) nebo pomocı´ Grayova ko´dova´nı´.
V tomto ilustrativnı´m prˇı´kladeˇ je pocˇa´tecˇnı´ populace slozˇena ze cˇtyrˇ na´hodneˇ vygenero-
vany´ch jedincu˚. Kazˇdy´ ma´ de´lkou chromozomu 8 (viz.Obr. 3.1). V dalsˇı´m kroku by meˇlo
na´sledovat ohodnocenı´, selekce, krˇı´zˇenı´, mutace a vytvorˇenı´ nove´ populace z potomku˚.
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Obra´zek 3.4: Obecny´ cyklus evolucˇnı´ho algoritmu GA [4].
Tabulka 3.1: Bina´rnı´ ko´dova´nı´ jedincu˚.
Populace
Jedinec cˇ. Chromozom
1 (1, 1, 1, 0, 0, 1, 0, 0)
2 (0, 1, 0, 1, 0, 1, 1, 1)
3 (0, 0, 1, 0, 0, 0, 1, 0)
4 (1, 1, 0, 1, 0, 0, 0, 1)
3.2.1 Ohodnocenı´
Jako hodnotı´cı´ funkce mu˚zˇe by´t pouzˇita prˇı´mo u´cˇelova´ funkce, na ktere´ hleda´me mini-
mum cˇi maximum, nebo ji mlzˇeme sestavit jiny´m zpu˚sobem. Za´sadnı´ ovsˇem je, zˇe hod-
notı´cı´ funkce musı´ by´t vytvorˇena pro konkre´tnı´ proble´m, ktery´ se pokousˇı´me pomocı´ GA
vyrˇesˇit. V nasˇem prˇı´padeˇ je hodnocen pocˇet jednicˇek v chromozomu jedince. Cˇı´m vysˇsˇı´
pocˇet jednicˇek, tı´m vysˇsˇı´ je ohodnocenı´.
Tabulka 3.2: Ohodnocenı´ jedincu˚.
Populace
Jedinec cˇ. Chromozom Fitness
1 (1, 1, 1, 0, 0, 1, 0, 0) 4
2 (0, 1, 0, 1, 0, 1, 1, 1) 6
3 (0, 0, 1, 0, 0, 0, 1, 0) 2
4 (1, 1, 0, 1, 0, 0, 0, 1) 4
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3.2.2 Vy´beˇr
Opera´tor selekce slouzˇı´ k vy´beˇru jedincu˚ vhodny´ch k dalsˇı´ reprodukci a meˇl by napodo-
bovat proces prˇirozene´ho vy´beˇru. Selekce by meˇla probı´hat tak, aby potomstvo bylo kva-
litneˇjsˇı´ nezˇ rodicˇe a za´rovenˇ aby byla zachova´na rozmanitost. Prˇi tom by selekce nemeˇla
by´t prˇı´lisˇ volna´, jelikozˇ by evolucˇnı´ proces mohl postupovat pomalu a jaky´koliv pokrok
by byl ma´lo zrˇetelny´. Existuje neˇkolik metod selekce:
1. Ruletovy´ vy´beˇr
Jedna´ se zrˇejmeˇ o nejrozsˇı´rˇeneˇjsˇı´ selekcˇnı´ metodu. Na rozdı´l od klasicke´ rulety, kde
kazˇde´ z cˇı´sel mu˚zˇe by´t vybra´no se stejnou pravdeˇpodobnosti, jsou v tomto prˇı´padeˇ
favorizova´ni jedinci s vysˇsˇı´m ohodnocenı´m. Teˇmto jedincu˚m je na ruletove´m kole
prˇirˇazena veˇtsˇı´ vy´secˇ a existuje tedy vysˇsˇı´ pravdeˇpodobnost, zˇe prˇi hodu budou
vybra´ni pra´veˇ oni. Je neˇkolik mozˇnostı´, jak takove´ ruletove´ kolo sestrojit, a lisˇı´
prˇedevsˇı´m ve zpu˚sobu urcˇova´nı´ velikosti vy´secˇı´. Jedna z nich je ruletovy´ vy´beˇr s
pravdeˇpodobnosti vy´beˇru prˇı´mo u´meˇrnou ohodnocenı´. K vytvorˇenı´ takove´ho kola
je potrˇeba secˇı´st hodnoty fitness vsˇech jedincu˚ v populaci a pak kazˇde´mu prˇirˇadit
proporciona´lneˇ odpovı´dajı´cı´ kruhovou vy´secˇ. Pro populaci s pocˇtem jedincu˚ N je
velikost takove´ vy´secˇe da´na vztahem:
pi =
fi
N
∑
i=1
fi
; i ∈ {0, ...,N} (3.1)
Po vytvorˇenı´ ruletove´ho kola pak stacˇı´ prˇi kazˇde´m vy´beˇru vygenerovat na´hodne´
cˇı´slo R ∈< 0,1 > a vybrat i-te´ho jedince, pra´veˇ kdyzˇ platı´ na´sledujı´cı´ vztah:
fi−1 < R≤ fi ; i ∈ {0, ...,N} (3.2)
Kde fi je kumulativnı´ hodnocenı´, ktere´ je da´no vztahem:
fi =
i
∑
j=1
p j =
i
∑
j=1
fi
N
∑
k=1
fk
; i ∈ {0, ...,N} (3.3)
Pro na´sˇ ilustrativnı´ prˇı´klad to znamena´, zˇe se ruletove´ kolo rozdeˇlı´ na cˇtyrˇi vy´secˇe,
ktere´ svou plochou odpovı´dajı´ hodnocenı´ jedincu˚, jak je uka´za´no v Tab. 3.3. Je
zrˇejme´, zˇe naprˇ. jedinec cˇ. 2 ma´ veˇtsˇı´ sˇanci by´t vybra´n nezˇ jedinec cˇ. 3 apod.
Cely´ proces vy´beˇru je pak zna´zorneˇn na Obr. 3.5. Nejdrˇı´ve jsou na´hodneˇ vyge-
nerova´na cˇtyrˇi cˇı´sla: 0.102,0.548,0.239,0.657. A na za´kladeˇ porovna´nı´ s kumula-
tivnı´m hodnocenı´m dle vztahu 3.2 jsou vybra´ni jedinci cˇı´slo: 1,2,1,3. Ti na´sledneˇ
budou vystavenı´ pu˚sobenı´ dalsˇı´ch geneticky´ch opera´toru˚.
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Tabulka 3.3: Pravdeˇpodobnost vy´beˇru jedincu˚.
Populace
Jedinec cˇ. Chromozom Fitness
% z celkove´ho
fitness
Kumulovane´
fitness
1 (1, 1, 1, 0, 0, 1, 0, 0) 4 25,0% 0,250
2 (0, 1, 0, 1, 0, 1, 1, 1) 6 37,5% 0,625
3 (0, 0, 1, 0, 0, 0, 1, 0) 2 12,5% 0,750
4 (1, 1, 0, 1, 0, 0, 0, 1) 4 25,0% 1,000
Nevy´hodou ruletove´ho vy´beˇru je, zˇe prˇı´lisˇ favorizuje jedince s nejlepsˇı´m ohodno-
cenı´m. To pak mu˚zˇe ve´st ke snı´zˇenı´ rozmanitosti v populaci a vy´sledek mu˚zˇe kon-
vergovat k loka´lnı´mu extre´mu.
Obra´zek 3.5: Ruletovy´ vy´beˇr.
2. Stochasticky´ univerza´lnı´ vy´beˇr
Tato selekcˇnı´ metoda je podobna´ rule´tove´mu vy´beˇru s jednı´m rozdı´lem. Interval
< 0;1 > je rozdeˇlen na stejne´ cˇa´sti, ale pro vy´beˇr naprˇ. cˇtyrˇ jedincu˚ (k = 4) stacˇı´
na´hodneˇ vygenerovat pouze jedno cˇı´slo. To se na´sledneˇ vydeˇlı´ tı´mto pocˇtem je-
dincu˚ k. Vy´sledne´ cˇı´slo na´m urcˇuje prvnı´ho vybrane´ho jedince a na tuto pozici se
umı´stı´ tzv. pointer [5]. Da´le jsou na osu prˇida´ny dalsˇı´ pointery, prˇicˇemzˇ vzda´lenost
mezi nimi se rovna´ 1k . Sche´maticky tuto metodu zna´zornˇuje Obr. 3.6. Tento zpu˚sob
vy´beˇru umozˇnˇuje ponechat rozmanitost v populaci, ale nerˇesˇı´ tzv. proble´m prˇedcˇasne´
konvergence, ktery´ je charakteristicky´ pro selekcˇnı´ mechanismy, kde pravdeˇpodobnost
vy´beˇru je prˇı´mo u´meˇrna´ ohodnocenı´.
3. Serˇı´znuty´ vy´beˇr
Na rozdı´l od prˇedchozı´ch metod je tato metoda umeˇla´. Pouzˇı´va´ se pro populace s
velky´m pocˇtem jedincu˚, kterˇı´ jsou serˇazenı´ dle sve´ho ohodnocenı´ a vybra´ni jsou jen
nejlepsˇı´. Parametrem pro vy´beˇr je tzv. rˇezacı´ pra´h, ktery´ urcˇuje, jaky´ podı´l populace
bude vybra´n. Obvykle se tento parametr pohybuje v rozmezı´ 10%−50%.
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Obra´zek 3.6: Stochasticky´ vy´beˇr[5].
4. Turnajovy´ vy´beˇr
V te´to metodeˇ se z populace vybere k jedincu˚ (nejcˇasteˇji k = 2), kterˇı´ se setkajı´
v simulovane´m souboji. Vı´teˇzı´ jedinec s vysˇsˇı´ hodnotou fitness a postupuje da´l.
Vy´hodou tohoto selekcˇnı´ho mechanizmu je vysˇsˇı´ sˇance vy´beˇru jedincu˚ s hornsˇı´m
ohodnocenı´m, a tı´m zachova´nı´ veˇtsˇı´ diverzity v populaci. Pro vy´beˇr jedincu˚ do
turnaje se pouzˇı´va´ bud’ na´hodny´ index nebo roletovy´ vy´beˇr. Metoda je zna´zorneˇna
v Tab. 3.4:
Tabulka 3.4: Turnajovy´ vy´beˇr jedincu˚.
Populace
Jedinec cˇ. Fitness
1 4
2 6
3 4
4 2
Turnaj
Jedinci vybranı´ do souboje Vı´teˇz souboje
(4,1) 1
(3,2) 2
(1,3) 1
(3,1) 3
5. Porˇadovy´ vy´beˇr
Prˇi pouzˇitı´ te´to metody jsou nejdrˇı´ve jedinci vzestupneˇ serˇazeni dle hodnoty fit-
ness. Da´le jim je prˇirˇazena´ kruhova´ vy´secˇ, jejı´zˇ velikost jizˇ nenı´ za´visla´ na fit-
ness, ale na porˇadı´ jedince. Le´pe umı´steˇnı´ jedinci majı´ tedy vetsˇı´ sˇanci by´t vybra´ni.
Tento zpu˚sob selekce rˇesˇı´ proble´m naprˇ. ruletove´ho vy´beˇru, kde vy´razneˇ silneˇjsˇı´
jedinci byli opakovaneˇ vybı´ra´ni do nove´ generace, bra´nili vy´beˇru slabsˇı´ch jedincu˚
a snizˇovali tı´m ru˚znorodost populace.
3.2.3 Krˇı´zˇenı´
Opera´tor krˇı´zˇenı´ (crossover) slouzˇı´ k vytvorˇenı´ potomku˚ vybrany´ch rodicˇu˚, rozsˇirˇuje pro-
hleda´vany´ prostor tı´m, zˇe skla´da´ nova´ rˇesˇenı´ z jizˇ existujı´cı´ch, a snizˇuje riziko uva´znutı´ v
loka´lnı´ extre´mu. Existuje cela´ rˇada technik krˇı´zˇenı´, prˇicˇemzˇ jejich spolecˇna´ vlastnost je ta,
zˇe jde vzˇdy o vza´jemnou vy´meˇnu chromozomu˚. Nı´zˇe jsou vysveˇtleny principy neˇkolika
za´kladnı´ch metod krˇı´zˇenı´.
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1. Jednobodove´ krˇı´zˇenı´
Jedna´ se o nejjednodusˇsˇı´ a nejzna´mneˇjsˇı´ opera´tor bina´rnı´ho krˇı´zˇenı´. Nejprve je
na´hodneˇ zvolen jeden gen v chromozomu, od ktere´ho pocˇı´naje jsou vymeˇneˇny
zbyle´ cˇa´sti chromozomu mezi rodicˇi. Vznikou tı´m dva novı´ jedinci, kterˇı´ majı´ cˇa´st
genu˚ po prvnı´m a cˇa´st po druhe´m z obou rodicˇu˚ [3].Pro na´sˇ ilustrativnı´ prˇı´klad,
kde do prvnı´ho pa´ru byli vybra´ni jedinci cˇ. 1 a 2, prˇedpokla´dejme, zˇe byl vybra´n
3. gen jako bod krˇı´zˇenı´. Vy´sledek cele´ operace je zna´zoneˇn v Tab. 3.5. Je zrˇejme´,
zˇe krˇı´zˇenı´m vznikl jedinec, jehozˇ ohodnocenı´ 7, a je tedy lepsˇı´ nezˇ oba jeho rodicˇe.
Bod krˇı´zˇenı´ by meˇl by´t prˇirozeny´m cˇı´slem z intervalu K ∈< 1;L−1 >;K ∈ N, kde
L je de´lka chromozomu. Nema´ smysl volit jako bod krˇı´zˇenı´ poslednı´ gen, jelikozˇ
by nedosˇlo k zˇa´dne´ geneticke´ vy´meˇneˇ a tato operace by byla zbytecˇna´.
Tabulka 3.5: Jednobodove´ krˇı´zˇenı´.
Jedinec cˇ. Chromozom Novy´ chromozom
1 (1, 1, 1 | 0, 0, 1, 0, 0) → (1, 1, 1 | 1, 0, 1, 1, 1)
2 (0, 1, 0 | 1, 0, 1, 1, 1) → (0, 1, 0 | 0, 0, 1, 0, 0)
2. Dvou a vı´cebodove´ krˇı´zˇenı´
Tato metoda je podobna´ jednobodove´mu krˇı´zˇenı´ s tı´m rozdı´lem, zˇe lichy´ zvoleny´
bod krˇı´zˇenı´ mi uda´va´ zacˇa´tek vy´meˇny genu˚ a sudy´ konec vy´meˇny. U dvoubodove´ho
krˇı´zˇenı´ tedy mezi prvnı´m a druhy´m bodem k vy´meˇneˇ nedocha´zı´. Prˇedpokla´dejme,
zˇe pro na´sˇ prˇı´pad byly zvoleny jako body krˇı´zˇenı´ geny cˇı´slo dva a sˇest. Vy´sledek je
uka´za´n v Tab. 3.6.
Tabulka 3.6: Dvoubodove´ krˇı´zˇenı´.
Jedinec cˇ. Chromozom Novy´ chromozom
1 (1, 1 | 1, 0, 0, 1 | 0, 0) → (1, 1 | 0, 1, 0, 1 | 0, 0)
2 (0, 1 | 0, 1, 0, 1 | 1, 1) → (0, 1 | 1, 0, 0, 1 | 1, 1)
3. Uniformnı´ krˇı´zˇenı´
Tento typ krˇı´zˇenı´ zobecnˇuje jednobodove´ a vı´cebodove´ krˇı´zˇenı´ tak, zˇe kazˇdy´ gen
mu˚zˇe by´t bodem vy´meˇny. K tomu jsou pouzˇity tzv. krˇı´zˇı´cı´ masky, ktere´ jsou stejneˇ
dlouhe´ jako chromozomy jedincu˚ a na jednotlivy´ch pozicı´ch na´hodneˇ naby´vajı´ hod-
not 0 nebo 1. V prˇı´padeˇ, kdy na dane´ pozici v masce je hodnota 0, prˇevezme poto-
mek gen od prvnı´ho rodicˇe. Naopak kdyzˇ je tato hodnota rovna 1, prˇevezme gen od
druhe´ho rodicˇe. Prˇı´klad pouzˇitı´ te´to metody je zobrazen v Tab. 3.7.
Tabulka 3.7: Uniformnı´ krˇı´zˇenı´.
Jedinec cˇ. Chromozom Maska Novy´ chromozom
1 (1, 1, 1, 0, 0, 1, 0, 0) [1,1,0,0,1,1,1,0] (0, 1, 1, 0, 0, 1, 1, 0)
2 (0, 1, 0, 1, 0, 1, 1, 1) [0,1,1,1,0,1,1,1] (1, 1, 0, 1, 0, 1, 1, 1)
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4. Aritmeticke´ krˇı´zˇenı´
Tato metoda se pouzˇı´va´ u krˇı´zˇenı´ s rea´lny´mi hodnotami chromozomu˚. Potomek (O)
je kombinacı´ obou rodicˇu˚ (P1,P2), jak je uka´zano v rovnici 3.4, kde a je na´hodneˇ
vygenerovane´ cˇı´slo v intervalu a ∈< 0;1 >;a ∈ R.
O = a ·P1+(1−a) ·P2 (3.4)
3.2.4 Mutace
Tento opera´tor, ktere´mu jsou vystavenı´ noveˇ vytvorˇenı´ jedinci, rozsˇirˇuje prohleda´vany´
prostor o dalsˇı´ rˇesˇenı´, ktera´ nebylo mozˇne´ zı´skat krˇı´zˇenı´m. Mutace s velmi malou pravdeˇpodobnostı´
(obvykle od 0.1% do 5%) na´hodneˇ meˇnı´ hodnoty jednotlivy´ch genu˚. Prˇı´klad pouzˇitı´ mu-
tace je zna´zorneˇn v Tab. 3.8. U stagnujı´cı´ch generacı´ mu˚zˇeme zvy´sˇit pravdeˇpodobnost
mutace nebo zave´st dynamickou mutaci, ktera´ bude automaticky reagovat na vy´voj popu-
lace.
Tabulka 3.8: Binarnı´ mutace genu˚.
Jedinec cˇ.
Chromozom
prˇed mutacı´
Chromozom
po mutaci
1 (1, 1, 1, 0, 0, 1, 0, 0) → (1, 0, 1, 0, 0, 1, 0, 0)
2 (0, 1, 0, 1, 0, 1, 1, 1) → (0, 1, 0, 1, 1, 1, 1, 1)
3 (0, 0, 1, 0, 0, 0, 1, 0) → (0, 0, 1, 0, 0, 0, 0, 0)
4 (1, 1, 0, 1, 0, 0, 0, 1) → (1, 1, 1, 1, 0, 0, 0, 1)
3.2.5 Doplneˇnı´
V prˇı´padeˇ, zˇe pocˇet noveˇ vygenerovany´ch jedincu˚ je mensˇı´ nezˇ v prˇedchozı´ populaci, je
trˇeba zby´vajı´cı´ jedince doplnit. Naopak pokud je tento pocˇet vysˇsˇı´, musı´ se vybrat jedinci,
kterˇı´ se dostanou do nove´ populace a kterˇı´ budou zapomenuti. Jedny z mozˇny´ch metod
doplneˇnı´ jsou:
1. Ryzı´ doplneˇnı´
Beˇhem krˇı´zˇenı´ byl vytvorˇen stejny´ pocˇet jedincu˚ jako v populaci rodicˇu˚. Nova´ po-
pulace se tedy skla´da´ pouze z teˇchto potomku˚.
2. Uniformnı´ doplneˇnı´
Byl vytvorˇen mensˇı´ pocˇet jedincu˚ nezˇ v prˇedesˇle´ populaci. Nova´ populace se doplnı´
na´hodneˇ vybrany´mi jedinci z populace rodicˇu˚.
3. Elitnı´ doplneˇnı´
Byl vytvorˇen mensˇı´ pocˇet jedincu˚ nezˇ v prˇedesˇle´ populaci. Nova´ generace se doplnı´
nejlepsˇı´mi jedinci z prˇedesˇle´ generace.
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Kapitola 4
Implementace v jazyce Python
Tato kapitola je veˇnova´na vytvorˇenı´ GA v jazyce Python, ktery´ je na´sledneˇ pouzˇit k
optimalizaci zˇelezobetonove´ nosne´ steˇny. V jednotlivy´ch krocı´ch jsou prˇedstaveny prin-
cipy vy´pocˇtu, zpu˚soby generova´nı´ steˇn a nastavenı´ jednotlivy´ch opera´toru˚ algoritmu. V
za´veˇru kapitoly jsou demonstrova´ny prˇı´klady aplikace vytvorˇene´ho GA na konkre´tnı´ch
konstrukcı´ch a porovna´nı´ vy´pocˇtu s komercˇnı´m softwarem.
4.1 Metoda konecˇny´ch prvku˚
Metoda konecˇny´ch prvku˚ (MKP) prˇedstavuje prˇiblizˇne´ numericke´ rˇesˇenı´ parcia´lnı´ch di-
ferencia´lnı´ch rovnic s prˇı´slusˇny´mi okrajovy´mi podmı´nkami. MKP nacha´zı´ uplatneˇnı´ v
mnoha oborech - ve strojnı´m, automobilove´m, letecke´m, elektrotechnicke´m a stavebnı´m.
Kromeˇ proble´mu˚ statiky a dynamiky pevny´ch a poddajny´ch teˇles se beˇzˇneˇ vyuzˇı´va´ pro
modelova´nı´ proudeˇnı´ tekutin, vedenı´ tepla, k analy´ze elektromagneticky´ch polı´ apod.
Pro u´speˇsˇne´ sestavenı´ GA je nutne´ opakovaneˇ spocˇı´tat neˇkolik variant konstrukcı´ v
jedne´ populaci. V beˇzˇny´ch komercˇnı´ch softwarech urcˇeny´ch pro statickou analy´zu kon-
strukcı´ je tento pozˇadavek obtı´zˇneˇ proveditelny´. Z tohoto du˚vodu˚ byl vytvorˇen balı´k pro
vy´pocˇet konstrukcı´ pomocı´ MKP , ve ktere´m byly uvazˇova´ny na´sledujı´cı´ prˇedpoklady:
1. Za´kladnı´ rovnice
Vy´pocˇet vycha´zı´ ze za´kladnı´ rovnice deformacˇnı´ metody:
K · r = F (4.1)
kde K je matice tuhosti konstrukce, r je vektor posunutı´ a f je vektor zatı´zˇenı´.
2. Slabe´ rˇesˇenı´ diferencia´lnı´ rovnice a jeho diskretizace
Za´kladem MKP se stala Galerkinova metoda. Pouzˇı´va´ se prˇi rˇesˇenı´ soustavy parcia´lnı´ch
diferencia´lnı´ch rovnic a jejı´ princip spocˇı´va´ v nahrazenı´ pu˚vodnı´ rovnice (tzv. silne´
rˇesˇenı´) jejı´ integra´lnı´ formou (tzv. slabe´ rˇesˇenı´) a na´slednou diskretizacı´ (prˇevedenı´
na u´lohu s konecˇny´m pocˇtem parametru˚). Rˇecˇeno jiny´mi slovy, mu˚zˇeme spojitou
23
KAPITOLA 4. IMPLEMENTACE V JAZYCE PYTHON
funkci aproximova´t pomocı´ diskre´tnı´ho modelu˚, ktery´ se skla´da´ z jednoho nebo
neˇkolika aproximacˇnı´ch polynomu˚ a spojita´ funkce je rozdeˇlena na konecˇne´ ele-
menty (prvky). Kazˇdy´ prvek je definova´n pomocı´ interpolacˇnı´ funkce, ktera´ popi-
suje jeho chova´nı´ mezi koncovy´mi body, ktere´ se nazy´vajı´ uzly [6]. Aproximativnı´
rˇesˇenı´ budeme hledat jako linea´rnı´ kombinaci ba´zovy´ch funkcı´:
u =
n
∑
i=1
uiNi(x) (4.2)
Pokud bychom dosadili do rˇesˇene´ rovnice tuto aproximaci, nebude rˇesˇena´ rovnice
splneˇna prˇesneˇ. To snazˇı´me vyrˇesˇit tı´m, zˇe k rovnici prˇicˇteme zbytkovou funkci
(reziduum). Abychom zbytkovou funkci minimalizovali (tzn. dostali co nejprˇesneˇjsˇı´
aproximaci), na´sobı´me zbytkovou funkci funkci va´hovou, integrujeme prˇes celou
oblast rˇesˇenı´ a vy´sledek polozˇı´me rovno nule. Tento postup nazy´va´me metodou
va´zˇeny´ch reziduı´.
3. Ba´zove´ funkce
Ba´zove´ funkce se obvykle znacˇı´ pı´smenem N. Tyto funkce jsou prˇedepsa´ny pro
kazˇdy´ uzel prvku a vyuzˇı´va´ se vlastnosti, kterou ma´ Kroneckerovo delta. To zna-
mena´, zˇe pro dany´ uzel pvku naby´va´ ba´zova´ funkce hodnoty 1 a ve vsˇech ostatnı´ch
uzlech je rovna nule. Na´zorneˇ je to zobrazeno na Obr. 4.1. Prˇi vy´pocˇtu byly pouzˇity
bilinea´rnı´ cˇtvercove´ prvky s na´sledujı´cı´mi ba´zovy´mi funkcemi:
N1 =
1
4
(1− x)(1− y) N2 = 14(1+ x)(1− y)
N3 =
1
4
(1+ x)(1+ y) N4 =
1
4
(1− x)(1+ y)
(4.3)
0 0.5 1 0
0.5
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0.5
1
(0)
(1)
(2)
(3)
Ba´zova´ funkce N1
0 0.5 1 0
0.5
10
0.5
1
(0)
(1)
(2)
(3)
Ba´zova´ funkce N2
0 0.5 1 0
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1
(0)
(1)
(2)
(3)
Ba´zova´ funkce N3
0 0.5 1 0
0.5
10
0.5
1
(0)
(1)
(2)
(3)
Ba´zova´ funkce N4
Obra´zek 4.1: Ba´zove´ funkce pro bilinea´rnı´ cˇtyrˇu´helnı´kovy´ prvek.
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4. Loka´lnı´ matice tuhosti
Loka´lnı´ matice tuhosti k je da´na vztahem:
[k] =
∫
A
[B]T [D][B]t dxdy (4.4)
kde t je tlousˇt’ka prvku˚, B je matice derivacı´ ba´zovy´ch funkcı´ a D je matice tuhosti
materia´lu.
[B] =

∂N1
∂x 0
∂N2
∂x 0
∂N3
∂x 0
∂N1
∂x 0
0 ∂N1∂y 0
∂N2
∂y 0
∂N3
∂y 0
∂N1
∂y
∂N1
∂y
∂N1
∂x
∂N2
∂y
∂N2
∂x
∂N3
∂y
∂N3
∂x
∂N4
∂y
∂N4
∂x
 (4.5)
[D] =
E
1−ν2
1 ν 0ν 1 0
0 0 1−ν2
 (4.6)
Loka´lnı´ matice tuhosti prvku ma´ velikost 8x8 (da´no dveˇma nezna´my´mi posuny v
kazˇde´m ze cˇtyrˇ uzlu˚), je symetricka´ a obecneˇ se da´ zapsat takto :
[k] =

k11
k21 k22
k31 k32 k33
k41 k42 k43 k44
k51 k52 k53 k54 k55
k61 k62 k63 k64 k65 k66
k71 k72 k73 k74 k75 k76 k77
k81 k82 k83 k84 k85 k86 k87 k88

(4.7)
5. Ko´dova´ cˇı´sla a lokalizace
Po vytvorˇenı´ loka´lnı´ matice tuhosti je nutne´ ji spra´vneˇ lokalizovat do matice globa´lnı´.
K tomu se vyuzˇı´vajı´ tzv. ko´dova´ cˇı´sla, ktere´ prˇestavujı´ jednotlive´ nezna´me´ posuny
uzlu˚ (na Obr. 4.2 oznacˇeny cˇerveneˇ). Nejdrˇı´ve jsou ocˇı´slova´ny vsˇechny prvky a uzly
v konstrukci. Kazˇdy´ prvek ma´ svoje loka´lnı´ cˇı´sla uzlu˚ (oznacˇeny zeleneˇ), ktery´m
odpovı´dajı´ globa´lnı´ cˇı´sla uzlu˚ (oznacˇeny modrˇe) v za´vislosti na pozici dane´ho prvku.
Na za´kladeˇ toho prˇevodu, jsou jednotlive´ prvky loka´lnı´ matice tuhosti prˇicˇteny na
prˇı´slusˇne´ pozice globa´lnı´ matice.
6. Globa´lnı´ matice tuhosti
Prˇi dodrzˇenı´ cˇı´slova´nı´ ko´dovy´ch cˇı´sel dle Obr. 4.2, je globa´lnı´ matice rˇı´dka´ (veˇtsˇina
prvku˚ v matici je nulova´) a pa´sova´ (Obr. 4.3). Tyto vlastnosti meˇly za´sadnı´ vliv na
vy´pocˇet a na to, jaky´m zpu˚sobem byla MKP implementova´na v jazyce Python. Prˇi
vy´pocˇtu konstrukcı´ s jemneˇjsˇı´ sı´tı´ (a tedy s veˇtsˇı´m pocˇtem nezna´my´ch a veˇtsˇı´ ma-
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Obra´zek 4.2: Lokalizace prvku˚.
ticı´ tuhostı´) docha´zelo k rychle´mu zaplneˇnı´ RAM pameˇtı´ a vy´pocˇet byl zastaven.
Zpu˚sobovalo to obrovske´ mnozˇstvı´ dat v podobeˇ nul, ktere´ se do matice ukla´dalo.
Tento proble´m se podarˇilo vyrˇesˇit pomocı´ prˇı´davne´ho balı´ku scipy. Konkre´tneˇ se
jednalo o funkci scipy.sparse, ktera´ ukla´dala matici tuhosti v podobeˇ sourˇadnic a
prˇı´slusˇny´ch hodnot na teˇchto pozicı´ch (lze vyja´drˇit jako K[i,j]=data). Nulove´ prvky
matice byly tedy zcela eliminova´ny. Tento prˇı´stup umozˇnil prova´deˇt vy´pocˇet kon-
strukcı´ s jemneˇjsˇı´ sı´tı´ prvku˚ a taky zrychlenı´ vy´pocˇtu.
Obra´zek 4.3: Globa´lnı´ pa´sova´ matice tuhosti.
7. Numericka´ integrace
Vy´pocˇet matice tuhosti vyzˇaduje integraci soucˇinu˚ ba´zovy´ch funkcı´ a tuhosti. Pro
slozˇiteˇjsˇı´ prˇı´pady vsˇak tuto integraci nelze prova´deˇt analyticky. Mı´sto toho se vyuzˇı´va´
numericka´ integrace. Existuje neˇkolik metod, ale pro polynomy je zvla´sˇteˇ vhodna´
Gaussova numericka´ integrace. Princip spocˇı´va´ v tom, zˇe se snazˇı´me stanovit hod-
noty vah wi a sourˇadnic integracˇnı´ch bodu˚ ξi tak, abychom integrovali prˇesneˇ po-
lynom co nejvysˇsˇı´ho rˇa´du. Hledany´ integra´l pak mu˚zˇe by´t vyja´drˇen na´sledovneˇ:
b∫
a
f (x) dx≈
n
∑
i=1
wi f (ξi) (4.8)
V Tab. 4.1 je prˇehled integracˇnı´ch bodu˚ a vah. Prˇi volbeˇ n bodu˚ bude tato metoda
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prˇesna´ pro polynom (2n−1) stupneˇ. Prˇi vy´pocˇtu byla uvazˇova´na dvoubodova´ inte-
grace s hodnotou vah 1.
Tabulka 4.1: Gaussovy integracˇnı´ body a va´hy.
n Integracˇnı´ body ξi Va´hy wi
1 0 2
2 ±1/√3 1
3
0 8/9≈ 0.888889
±√3/5≈ 0.774597 5/9≈ 0.555556
4
±
√(
3−2√6/5)/7≈ 0.339981 (18+√30)/36≈ 0.652145
±
√(
3+2
√
6/5
)
/7≈ 0.861136 (18+√30)/36≈ 0.347855
8. Izoparametricke´ prvky
Numericka´ integrace se zpravidla prova´dı´ v prˇirozeny´ch sourˇadnicı´ch ξ ,η na inter-
valu <−1;1 >. Geometriı´ prvku˚ je proto trˇeba do teˇchto sourˇadnic transformovat.
Tzv. izoparametricke´ prvky pouzˇı´vajı´ pro aproximaci sourˇadnic stejne´ funkce jako
pro aproximaci uzlovy´ch posunu˚. Tyto funkce majı´ stejny´ pocˇet parametru˚, a proto
se takove´ prvky oznacˇujı´ jako izoparametricke´.
Obra´zek 4.4: Izoparametricky´ prvek.
Vy´pocˇet loka´lnı´ matice tuhosti je pak da´n vztahem:
[k] =
∫ 1
−1
∫ 1
−1
[B]T [D][B]t dξdη =
n
∑
i=1
n
∑
j=1
[B]T [D][B]t wiw j |detJ| (4.9)
kde J je Jakobia´n transformace, ktery´ se da´ vyja´drˇit jako [6]:
J =
[
∑ ∂Ni∂ξ
∑ ∂Ni∂η
][
xi yi
]
(4.10)
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J =
1
4
[
−(1−η) (1−η) (1+η) −(1+η)
−(1−ξ ) −(1+ξ ) (1+η) (1−ξ )
]
x1 y1
x2 y2
x3 y3
x4 y4
 (4.11)
9. Vztahy teorie pruzˇnosti pro rovinny´ proble´m
V kazˇde´m uzlu konecˇne´ho prvku˚, budou dva nezna´me posuny (u,v). Na cely´ prvek
tedy bude celkem osm nezna´my´ch:[
u1,v1,u2,v2,u3,v3,u4,v4
]T
(4.12)
Pro rˇesˇenı´ proble´mu rovinne´ napjatosti byly pouzˇity na´sledujı´cı´ geometricke´ rov-
nice v maticove´m tvaru:  εxεy
γxy
=

∂
∂x 0
0 ∂∂y
∂
∂y
∂
∂x

[
u
v
]
(4.13)
Fyzika´lnı´ rovnice byly uvazˇova´ny v tomto maticove´m tvaru:σxσy
τxy
= E1−ν2
1 ν 0ν 1 0
0 0 1−ν2

 εxεy
τxy
 (4.14)
Vy´pocˇet hlavnı´ch napeˇtı´ konstrukce, ktere´ pak byly vyuzˇity pro ohodnocenı´ je-
dincu˚, byl proveden dle vztahu:
σ1,2 =
σx+σy
2
±
√(σx−σy
2
)2
+ τ2xy (4.15)
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4.2 Genera´tory steˇn
Jak jizˇ bylo zmı´neˇno, prˇedmeˇtem optimalizace je zˇelezobetonova´ betonova´ nosna´ steˇna.
Aby bylo mozˇne´ prove´st vy´pocˇeta a na´slednou optimalizace, byly vytvorˇeny dva ge-
nera´tory steˇn:
1. Genera´tor liniı´
Tento genera´tor byl inspirova´n budovou Italske´ho pavilonu na Expu 2015. Jejı´
fasa´da je vyrobena z panelu˚ z biodynamicke´ho cementu. Jeho bio slozˇka je da´na fo-
tokatalyticky´mi vlastnostmi materia´lu, prˇi kontaktu se slunencˇı´m sveˇtlem materia´l
zachycuje neˇktere´ znecˇist’ujı´cı´ la´tky z ovzdusˇı´ a promeˇnˇuje je v inertnı´ su˚l. Dy-
namicka´ slozˇka je da´na tekutostı´ materia´lu a umozˇnˇuje vytva´rˇet slozˇite´ tvary [7].
Strukturu pak tvorˇı´ zmeˇt’ cˇar ru˚zny´ch tlousˇteˇk, ktere´ se krˇı´zˇı´ pod rozlicˇny´mi u´hly.
Tento tvar ma´ prˇipomı´nat zkameneˇly´ les a prˇı´rodu.
(a) Pohled na budovu (b) Detail fasa´dy
Obra´zek 4.5: Italsky´ pavilon Expo 2015.
Na podobne´m principu je zalozˇen vytvorˇeny´ genera´tor. Nejdrˇı´ve je na za´kladeˇ vstupnı´ch
hodnot (vy´sˇka a de´lka steˇny, maxima´lnı´ a minima´lnı´ hodnota tlousˇt’ky liniı´ a jejich
pocˇet) vytvorˇena matice, ktera´ obsahuje na´hodneˇ vygenerovane´ sourˇadnice kon-
covy´ch bodu˚ a tlousˇt’ky liniı´. Na za´kladeˇ te´to matice jsou linie vykresleny do za-
dane´ho prostoru (Obr. 4.6).
Obra´zek 4.6: Tvar steˇny vytvorˇeny´ pomocı´ genera´toru liniı´.
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2. Voronoi genera´tor
Tento genera´tor byl inspirova´n tzv. Vorone´ho diagramem (Obr. 4.7(a)), cozˇ je zpu˚sob
rozdeˇlenı´ prostoru, ktery´ je urcˇeny´ vzda´lenostmi k mnozˇineˇ bodu˚ v tomto prostoru.
Existuje neˇkolik algoritmu˚ pro sestrojenı´ dane´ho diagramu (naprˇ.inkrementa´lnı´,
rozdeˇl a panuj, Fortunova metoda, z Delaunayovy triangulace apod.), ale nejjed-
nodusˇsˇı´m prˇı´padem je rozdeˇlenı´ roviny podle mnozˇiny bodu˚ M. Vorone´ho diagram
kazˇde´mu bodu b z mnozˇiny M prˇirˇadı´ bunˇku V tak, zˇe vsˇechny body v bunˇce V jsou
blı´zˇe k bodu b nezˇ k jake´mukoliv bodu z mnozˇiny M.
Vorone´ho diagram se vyuzˇı´va´ naprˇ. v pocˇı´tacˇove´ grafice (mozaiky), geografii (analy´za
sı´del), chemii (3D modelova´nı´ buneˇk a prvku˚) a robotice (pla´nova´nı´ cesty robotu˚).
Tento vzor lze najı´t i v prˇı´rodeˇ naprˇ. na krˇı´dlech va´zˇky nebo na srsti zˇiraf.
(a) Vorone´ho diagram (b) Krˇı´dla va´zˇky
(c) Fasa´da budovy (d) Vzory na srsti zˇiraf
Obra´zek 4.7: Prˇı´klady vy´skytu Vorone´ho diagramu v architekturˇe a prˇı´rodeˇ.
Stejneˇ jako u genera´toru liniı´ je i v tomto prˇı´padeˇ nejdrˇı´ve vytvorˇena matice ob-
sahujı´cı´ na´hodneˇ vygenerovane´ sourˇadnice bodu˚, na za´kladeˇ ktery´ch se vykreslı´
Vorone´ho diagram (Obr. 4.7).
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Obra´zek 4.8: Tvar steˇny vytvorˇeny´ pomocı´ Voronoi genera´toru.
Aby bylo mozˇne´ u takto vygenerovany´ch steˇn prˇi tvorbeˇ sı´teˇ MKP lokalizovat jednot-
live´ prvky v mı´stech, kde je materia´l, a na´sledneˇ tyto steˇny spocˇı´tat, byl zvolen na´sledujı´cı´
zpu˚sob, jak definovat tvar steˇny. Nejdrˇı´ve je vytvorˇena´ nulova´ matice W o rozmeˇrech:
W =
(H
a
× L
a
)
(4.16)
kde H je vy´sˇka steˇny, L de´lka steˇny a a je de´lka hrany konecˇny´ch prvku˚. Do takto
prˇipravene´ matice byl na za´kladeˇ jizˇ drˇı´ve vygenerovany´ch sourˇadnic bodu˚ prˇenesen tvar
konstrukce. K tomu byl vyuzˇit prˇı´davny´ balı´k skimage.draw, ktery´ do matice W prˇicˇetl
1 na mı´sta, kde je materia´l. Na´zorneˇ je tento proces uka´za´n na Obr. 4.9.
1 1 1 1 1 1 1 1 1 1
1 1 0 0 0 0 1 1 0 0
0 1 1 0 0 1 1 0 0 0
0 0 1 1 1 1 0 0 0 0
0 0 0 2 2 0 0 0 0 0
0 0 1 1 1 1 0 0 0 0
0 1 1 0 0 1 1 0 0 0
1 1 1 1 1 1 1 1 1 1
Obra´zek 4.9: Definice tvaru steˇny pomocı´ matice.
Na Obr. 4.10 je demonstrova´n algoritmus, ktery´ vyhleda´ nenulove´ prvky matice W ,
a zaznamena´ jejich polohu, ktera´ se na´sledneˇ vyuzˇije k prˇicˇtenı´ loka´lnı´ matice tuhosti do
globa´lnı´ na za´kladeˇ ko´dovy´ch cˇı´sel.
Obra´zek 4.10: Lokalizace prvku˚ ve steˇneˇ.
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4.2.1 Objektoveˇ orientovane´ programova´nı´
Hlavnı´ du˚vodem pro zvolenı´ Pythonu jako programovacı´ho jazyka, je mozˇnost vyuzˇitı´
tzv. objektoveˇ orientovane´ho programova´nı´ (OOP). Jedna´ se o zpu˚sob programova´nı´, ve
ktere´m za´kladnı´ jednotkou je objekt, ktery´ odpovı´da´ neˇjake´mu objektu z rea´lne´ho sveˇta
(naprˇ. cˇloveˇk, auto, nosna´ steˇna nebo databa´ze). Kazˇdy´ objekt ma´ sve´ :
• vlastnosti - data, ktera´ uchova´va´ (naprˇ. veˇk, znacˇka auta, tvar steˇny)
• schopnosti - funkce, ktere´ umı´ vykona´vat (naprˇ. jdi do sˇkoly, natankuj, zapisˇ hod-
notu do databa´ze)
Rozlisˇujeme dva typy objektu˚:
• vestaveˇne´ typy (naprˇ. seznam)
• trˇı´dy (class)
Trˇı´dy jsou ”ˇsablony“, podle ktery´ch se tvorˇı´ jednotlive´ objekty. Rˇı´ka´me pak, zˇe objekt
je instancı´ dane´ trˇı´dy. Na Obr. 4.11 ja´ zna´zorneˇna definice trˇı´dy individual, podle ktere´
se generujı´ jednotlive´ steˇny v populaci. Za´rovenˇ je videˇt prˇirˇazenı´ vlastnosti fitness kazˇde´
instanci te´to trˇı´dy.
Obra´zek 4.11: Uka´zka pouzˇitı´ OOP v Pythonu.
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4.3 Celkove´ nastavenı´ GA a opera´toru˚
Vytvorˇeny´ algoritmus zacˇı´na´ na´hodny´m vygenerova´nı´m pocˇa´tecˇnı´ populace o velikosti
40 jedincu˚. To zahrnuje vytvorˇenı´ matice sourˇadnic bodu˚ a matice definujı´cı´ tvar steˇny
pro kazˇde´ho jedince (viz. Kapitola 4.2). Na´sledneˇ je cela´ populace steˇn spocˇı´ta´na po-
mocı´ MKP a vy´sledky jsou ulozˇeny jako vlastnost dane´ho jedince. Da´le jsou jednot-
live´ konstrukce ohodnoceny a serˇazeny. Na za´kladeˇ porˇadove´ho vy´beˇru jsou aritmeticky
zkrˇı´zˇeny matice sourˇadnic bodu˚, ktery´m jsou steˇny definova´ny. V dalsˇı´m kroku probı´ha´
na´hodna´ mutace, ktera´ nepatrneˇ meˇnı´ sourˇadnice bodu˚. Pokud nenı´ dosazˇen maxima´lnı´
zadany´ pocˇet generacı´, je vytvorˇena nova´ populace, ktera´ se skla´da´ z 28 potomku˚, 10
noveˇ na´hodneˇ vygenerovany´ch jedincu˚ a dvou kopiı´ nejlepsˇı´ho jedinec z minule´ populace.
Opera´tor mutace je aplikova´n pouze na jedne´ z teˇchto kopiı´. To zarucˇuje, zˇe potencia´lnı´
nejlepsˇı´ rˇesˇenı´ nebude v pru˚beˇhu znicˇeno. Prˇi dosazˇenı´ maxima´lnı´ho pocˇtu generacı´ je
proces ukoncˇen. Na´zorneˇ to ilustruje Obr. 4.12.
Obra´zek 4.12: Sche´ma vytvorˇene´ho algoritmu.
Pro kazˇdy´ krok algoritmu byl vytvorˇeny´ samostatny´ balı´k - pro vytvorˇenı´ populace,
vy´pocˇet konstrukcı´, ohodnocenı´, krˇı´zˇenı´, mutaci a ulozˇenı´ vy´sledku˚ v podobeˇ obra´zku˚
a .txt dokumentu. Tyto balı´ky jsou naimportova´ny do centra´lnı´ho souboru˚, ze ktere´ho
probı´ha´ spusˇteˇnı´ cele´ho algoritmu (viz. Obr. 4.13).
Obra´zek 4.13: Cyklus GA v Pythonu.
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4.3.1 Nastavenı´ ohodnocenı´
Do hodnotı´cı´ funkce vstupuje neˇkolik parametru˚:
• maxima´lnı´ deformace - v podobeˇ pomeˇru maxima´lnı´ deformace jedince k ma-
xima´lnı´ deformaci z cele´ populace :
de f =
max de f (ind)
max de f (pop)
(4.17)
Tento pomeˇr u jedince s nejveˇtsˇı´ deformacı´ tedy bude roven 1. Naopak u jedince s
nejmensˇı´ deformacı´ bude tento pomeˇr nejmensˇı´ z populace.
• vylehcˇenı´ - v podobeˇ pomeˇru pocˇtu pouzˇity´ch prvku˚ (pocˇet nenulovy´ch prvku˚
v matici, kterou je definova´n tvar steˇny (4.16)), k maxima´lnı´mu pocˇtu pouzˇity´ch
prvku˚ v populaci :
elements =
elements used(ind)
max elements used(pop)
(4.18)
• pru˚meˇrna´ deformace - v podobeˇ pomeˇru pru˚meˇrne´ deformace jedince k maxima´lnı´
pru˚meˇrne´ deformaci v populaci. Pru˚meˇrna´ deformace uprum je vyja´drˇena jako soucˇet
absolutnı´ch hodnot deformacı´ na konstrukci k pocˇtu pouzˇity´ch prvku˚.
uprum =
∑ |u|
elements used
(4.19)
prum de f =
uprum(ind)
max uprum(pop)
(4.20)
Kromeˇ ohodnocenı´ konstrukcı´ docha´zı´ i k jejich penalizaci, ktera´ je zalozˇena na teˇchto
parametrech:
• penalizace deformace - penalizace je spocˇı´ta´na na za´kladeˇ na´sledujı´cı´ funkce, ve
ktere´ jako promeˇnna´ vystupuje maxima´lnı´ deformace konstrukce:
pen de f =
1
1+100e−0.4·umax
(4.21)
• penalizace vyuzˇitı´ - penalizace je spocˇı´ta´na na za´kladeˇ funkce, ve ktere´ jako promeˇnna´
vystupuje pomeˇr pocˇtu ma´lo vyuzˇity´ch prvku˚ k celkove´mu pocˇtu prvku˚. Prvek je
povazˇova´n za ma´lo vyuzˇity´, pokud jeho napeˇtı´ lezˇı´ v intervalu < −5;0.5 > MPa.
Penalizace je spocˇı´ta´na pro σ1 i σ2 a na´sledneˇ zpru˚meˇrova´na.
usage =
elemσ∈<−5,0.5>
elements used
(4.22)
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pen usage =
1
1+50e−12·usage
(4.23)
• penalizace napeˇtı´ - penalizace je spocˇı´ta´na na za´kladeˇ na´sledujı´cı´ funkce, ve ktere´
jako promeˇnna´ vystupuje 1% a 99% percentil hlavnı´ho napeˇtı´. Nejsou tedy uvazˇova´ny
maxima´lnı´ hodnoty napeˇtı´, jelikozˇ konstrukce nenı´ zcela hladka´ (da´no zada´va´nı´m
tvaru pomocı´ matice) a v neˇktery´ch mı´stech by mohlo napeˇtı´ dosahovat hodnot,
ktere´ v rea´lne´ konstrukci nebudou. Penalizace je spocˇı´ta´na pro obeˇ hlavnı´ napeˇtı´
na´sledovneˇ:
pen stress = |−3.955 ·10−9σ5−1.747 ·10−7σ4−1.571 ·10−5σ3
−8.532 ·10−4σ2−1.6 ·10−2σ −9.008 ·10−2|
(4.24)
0 10 20 30 40
0
0.5
1
p = 1/(1+100 · (e−0.4x))
(a) Penalizace deformace
0 0.2 0.4 0.6 0.8 1
0
0.5
1
p = 1/(1+50 · (e−12x))
(b) Penalizace ma´lo nama´hany´ch prvku˚
−60 −40 −20 0 20
0
0.5
1
1.5
2
p = |−3.955 ·10−9x5−1.747 ·10−7x4−1.571 ·10−5x3−8.532 ·10−4x2−1.6 ·10−2x−9.008 ·10−2|
(c) Penalizace napeˇtı´
Obra´zek 4.14: Graf penalizacˇnı´ch funkcı´.
Cela´ hodnotı´cı´ funkce se da´ vyja´drˇit na´sledovneˇ:
f itness =
de f +3 · elements+ prum de f
5
+ pen de f + pen usage+ pen stress (4.25)
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4.3.2 Nastavenı´ krˇı´zˇenı´
Pro krˇı´zˇenı´ matic obsahujı´cı´ sourˇadnice bodu˚ bylo pouzˇito aritmeticke´ krˇı´zˇenı´ (4.26).
Nejdrˇı´ve je opakovaneˇ vygenerova´no na´hodne´ cˇı´slo b a na jeho za´kladeˇ jsou porˇadovy´m
vy´beˇrem urcˇeni rodicˇe pro krˇı´zˇenı´.
new matrix = a ·matrix1+(1−a) ·matrix2 (4.26)
Konkre´tnı´ definice krˇı´zˇenı´ v Pythonu je uka´za´na na Obr. 4.15.
Obra´zek 4.15: Krˇı´zˇenı´ v Pythonu.
4.3.3 Nastavenı´ mutace
Pro spusˇteˇnı´ opera´toru mutace je nutne´, aby na´hodneˇ vygenerovane´ cˇı´slo bylo v intervalu
< 0;0.3 >. Beˇhem mutace jsou pak jednotlive´ sourˇadnice liniı´ nebo bodu˚ Vorone´ho di-
agramu na´sobeny cˇı´slem c. To je na´hodneˇ vygenerovane´ v intervalu < 0.7,1.3 >. Mu˚zˇe
tedy sourˇadnici na´hodneˇ posunou da´l nebo blı´zˇ k pocˇa´tku sourˇadne´ho syste´mu.
Konkre´tnı´ definice mutace v Pythonu je uka´za´na na Obr. 4.15.
Obra´zek 4.16: Mutace v Pythonu.
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4.4 Prˇı´klad 1- symetricky podeprˇena´ konstrukce
Pro oveˇrˇenı´ funkcˇnosti sestavene´ho algoritmu byly pro oba genera´tory steˇn vytvorˇeny´ dveˇ
varianty konstrukcı´ s rozdı´lny´m umı´steˇnı´m podpor.
4.4.1 Genera´tor liniı´
Sche´ma konstrukce je uka´za´no na Obr. 4.17. Steˇna je nahorˇe a dole ohranicˇena pa´sem o
tlousˇt’ce 250mm, ktery´ reprezentuje desku, ale tuhost v kolme´m rovineˇ nebyla uvazˇova´na.
Dole je steˇna podeprˇena podeprˇena cˇtyrˇmi sloupy a nahorˇe je zatı´zˇena liniovy´m zatı´zˇenı´m
a trˇemi sloupy.
Da´le byly uvazˇova´ny na´sledujı´cı´ parametry:
• E = 33GPa
• ν = 0.2
• vy´sˇka steˇny: H = 3300mm
• de´lka steˇny: L = 7000mm
• tlousˇt’ka steˇny: t = 300mm
• tlousˇt’ka ”desky“: d = 250mm
• rozmeˇr prvku˚ sı´teˇ MKP: a = 50mm
• sˇı´rˇky podpor: P = 400mm
• zatı´zˇenı´ od sloupu˚: F = 1500kN
• sˇı´rˇky sloupu˚: S = 400mm
• liniove´ zatı´zˇenı´: f = 30kN/m
• vlastnı´ tı´ha: q = 25kN/m3
Obra´zek 4.17: Symetricke´ podeprˇenı´ - okrajove´ podmı´nky pro genera´tor liniı´.
37
KAPITOLA 4. IMPLEMENTACE V JAZYCE PYTHON
Pomocı´ genera´toru liniı´ byla vytvorˇena pocˇa´tecˇnı´ populace a algoritmus pokracˇoval
dle sche´matu na Obr. 4.12. Na Obr. 4.18 je uka´zka tvaru steˇny nejlepsˇı´ho jedince spolu s
vykresleny´mi deformacemi a napeˇtı´m.
Obra´zek 4.18: Tvar nejlepsˇı´ho jedince v 9. generaci.
Pro symetricke´ podeprˇenı´ se vsˇak jevilo lepsˇı´ genera´tor poupravit a konstrukci zrcadli
kolem svisle´ osy. Na Obr. 4.24 je uka´zka vy´sledku u´pravy genera´toru.
Obra´zek 4.19: Porovna´nı´ nejlepsˇı´ho jedince v prvnı´ a poslednı´ generaci.
Aby bylo mozˇne´ posoudit funkcˇnost vytvorˇene´ho genera´toru, byly zaznamena´ny hod-
noty fitness nejlepsˇı´ho jedince populace a pru˚meˇrna´ hodnota fitness cele´ populace. Na
Obr. 4.20 je uka´zan jejich vy´voj, ze ktere´ho vyply´va´, zˇe hodnota fitness postupneˇ klesala.
Beˇhem krˇı´zˇenı´ a mutace tedy vznikali jedinci, kterˇı´ byli lepsˇı´ nezˇ jejich rodicˇe a projevilo
na to snı´zˇenı´ deformacı´ a napeˇtı´.
Prˇehled nejlepsˇı´ch jedincu˚ z vybrany´ch generaci je umı´steˇny´ v prˇı´loze A.
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Obra´zek 4.20: Vy´voj hodnoty fitness pro genera´tor liniı´ - symetricke´ podeprˇenı´.
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4.4.2 Voronoi genera´tor
V tomto prˇı´padeˇ byly genera´tor rovneˇzˇ upraven tak, aby vy´sledne´ konstrukce byly symet-
ricke´. Kvu˚li zpu˚sobu, jaky´m jsou tvorˇeny steˇny pomocı´ dane´ho genera´toru, byly na okraje
prˇida´ny dva svisle´ pruhy o sˇı´rˇce 250mm. Dalsˇı´ parametry vy´pocˇtu zu˚staly stejne´ jako v
prˇedchozı´m prˇı´padeˇ. Sche´ma je uka´za´no na Obr. 4.21.
Obra´zek 4.21: Symetricke´ podeprˇenı´ - okrajove´ podmı´nky pro Voronoi genera´tor.
Na Obr. 4.27 je uka´zka vy´sledku optimalizace. Prˇehled nejlepsˇı´ch jedincu˚ z vybrany´ch
generaci je umı´steˇny´ v prˇı´loze A.
Obra´zek 4.22: Vy´voj nejlepsˇı´ho jedince populace.
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4.5 Prˇı´klad 2 - nesymetricky podeprˇena´ konstrukce
V tomto prˇı´padeˇ byla odebra´na prava´ krajnı´ podpora. Sche´ma je zobrazeno na Obr. 4.23.
Zbyle´ parametry vy´pocˇtu zu˚staly stejne´.
4.5.1 Genera´tor liniı´
Obra´zek 4.23: Nesymetricke´ podeprˇenı´ - okrajove´ podmı´nky pro genera´tor liniı´.
Vy´sledek optimalizace je na Obr. 4.24. Maxima´lnı´ pru˚hyb zu˚stal prakticky stejny´, ale
dosˇlo k vy´razne´mu zmensˇenı´ napeˇtı´.
Obra´zek 4.24: Vy´voj nejlepsˇı´ho jedince populace.
V grafu na Obr. 4.25 je uka´za´n vy´voj hodnoty fitness. Zatı´mco fitness nejlepsˇı´ho je-
dince postupneˇ klesala a od 19. generace se nemeˇnila, pru˚meˇrna´ fitness populace se v
pru˚beˇhu vy´razneˇ meˇnila. Stoupa´nı´ te´to hodnoty zrˇejmeˇ meˇli za na´sledek noveˇ vygenero-
vanı´ jedinci, kterˇı´ byli vy´razneˇ horsˇı´ nezˇ zbytek populace.
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Obra´zek 4.25: Vy´voj hodnoty fitness pro genera´tor liniı´ - nesymetricke´ podeprˇenı´.
4.5.2 Voronoi genera´tor
Stejneˇ jako v prˇedchozı´m prˇı´padeˇ, byla i zde odebra´na prava´ krajnı´ podpora. Sche´ma je
zobrazeno na Obr. 4.26. Zbyle´ parametry vy´pocˇtu rovneˇzˇ zu˚staly nezmeˇneˇny.
Obra´zek 4.26: Nesymetricke´ podeprˇenı´ - okrajove´ podmı´nky pro Voronoi genera´tor.
Vy´sledek optimalizace je uka´zan na Obr. 4.27
Obra´zek 4.27: Vy´voj nejlepsˇı´ho jedince populace.
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4.6 Vy´pocˇet vybrane´ varianty v programu RFEM
Pro oveˇrˇenı´ spra´vnosti vy´pocˇtu˚ pomocı´ MKP byl proveden vy´pocˇet v komercˇnı´m pro-
gramu RFEM od spolecˇnosti Dlubal. Pro vy´pocˇet byla vybra´na symetricky podeprˇena´
steˇna vytvorˇena´ pomocı´ genera´toru liniı´. Nejlepsˇı´ jedinec v poslednı´ generaci ma´ sice
lepsˇı´ staticke´ vlastnosti nezˇ jeho prˇedchu˚dci, ale z architektonicke´ho hlediska byla vybra´na
nejlepsˇı´ konstrukce 17. generace. Tvar konstrukce byl prˇenesen do programu a na´sledneˇ
Obra´zek 4.28: Vybrana´ konstrukce pro oveˇrˇenı´ spra´vnosti vy´pocˇtu.
Obra´zek 4.29: Definice zatı´zˇenı´ a tvaru steˇny pro vy´pocˇet v RFEMu.
podeprˇen a zatı´zˇen. Vesˇkere´ vstupnı´ parametry vy´pocˇtu byly zachova´ny. Z Obr. 4.30 a
Obr. 4.31 vyply´va´, zˇe vy´pocˇet byl proveden spra´vneˇ. Hodnoty a pru˚beˇhy deformacı´ a
napeˇtı´ jsou si velice podobne´.
(a) Vy´pocˇet v RFEMu (b) Vy´pocˇet v ra´mci GA
Obra´zek 4.30: Porovna´nı´ pru˚hybu˚.
Na Obr. 4.32 je uka´zka mozˇne´ho pouzˇı´tı´ optimalizovane´ konstrukce v praxi s na-
znacˇeny´m mozˇny´m vyztuzˇenı´m.
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(a) Vy´pocˇet v RFEMu
(b) Vy´pocˇet v ra´mci GA
Obra´zek 4.31: Porovna´nı´ napeˇtı´.
Obra´zek 4.32: Vizualizace mozˇne´ aplikace steˇny v praxi.
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Kapitola 5
Za´veˇr
Cı´lem te´to pra´ce bylo vytvorˇenı´ geneticke´ho algoritmu v jazyce Python a jeho aplikace
prˇi optimalizaci betonove´ konstrukce.
Tento cı´l se podarˇilo splnit. Byly vytvorˇeny dva na´stroje pro na´hodne´ generova´nı´ tvaru˚
steˇn a na´stroj pro vy´pocˇet konstrukce pomocı´ MKP. Funkcˇnost algoritmu byla oveˇrˇena
na konkre´tnı´ch prˇı´padech optimalizace a spra´vnost vy´pocˇtu byla oveˇrˇena prˇi porovna´nı´
vy´sledku˚ zı´skany´ch z komercˇnı´ho programu.
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Prˇı´loha A
V te´to prˇı´loze je uka´zan prˇehled nejlepsˇı´ch jedincu˚ vybrany´ch generacı´ pro jednotlive´
prˇı´klady z Kapitoly 4.
A.1 Prˇı´klad 1
A.1.1 Genera´tor liniı´
————————————————————————————————–
————————————————————————————————–
Obra´zek A.1: Prˇehled nejlepsˇı´ch jedincu˚ populace ve vybrany´ch generacı´ch.
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A.1.2 Voronoi genera´tor
————————————————————————————————–
————————————————————————————————–
Obra´zek A.2: Prˇehled nejlepsˇı´ch jedincu˚ populace ve vybrany´ch generacı´ch.
50
A.2. PRˇI´KLAD 2
A.2 Prˇı´klad 2
A.2.1 Genera´tor liniı´
————————————————————————————————–
————————————————————————————————–
Obra´zek A.3: Prˇehled nejlepsˇı´ch jedincu˚ populace ve vybrany´ch generacı´ch.
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A.2.2 Voronoi genera´tor
————————————————————————————————–
————————————————————————————————–
Obra´zek A.4: Prˇehled nejlepsˇı´ch jedincu˚ populace ve vybrany´ch generacı´ch.
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