Abstract. In this paper, we consider the stationary measure of the Hadamard walk on the one-dimensional integer lattice. Here all the stationary measures given by solving the eigenvalue problem are completely determined via the transfer matrix method. Then these stationary measures can be divided into three classes, i.e., quadratic polynomial, bounded, and exponential types. In particular, we present an explicit necessary and sufficient condition for the bounded-type stationary measure to be periodic.
Introduction
The notion of quantum walks was introduced by Aharonov et al. [1] as a quantum counterpart of the classical one-dimensional random walks. It is known that the long-time asymptotic behavior of the transition probability for quantum walks on the one-dimensional lattice is quite different from that of classical random walks [8] . Recently, the quantum walk is intensively studied in various fields [12] , [14] .
We focus on a sequence of measures {µ n } n∈Z ≥ induced by the unitary operator (time evolution operator) for quantum walks, where Z ≥ = {0, 1, 2, . . .}. Especially, one of the basic interests for quantum walks is to determine measures which do not depend on time n ∈ Z ≥ , that is to say, our purpose is to obtain measures satisfied with µ 0 = µ n for n ∈ Z ≥ . These measures are called the stationary measure. The first result of stationary measures for quantum walks is given by Konno et al. [10] . The intensive study on stationary measures for quantum walks was reported and it is shown that there exists the uniform measure as stationary measure on regular graphs in Konno [9] . That is to say, Konno proved that the set of uniform measures is contained the set of stationary measures. After that Konno and Takei [11] gave non-uniform stationary measures. In our previous work [5] , we investigated the stationary measures for the three-state quantum walks including the Fourier and Grover walks by solving the corresponding eigenvalue problem. Then we found the stationary measure with a periodicity. Recently, Komatsu and Konno [7] obtained the stationary measure for quantum walks on the higher-dimensional integer lattice.
The purpose of this paper is to determine the set of the stationary measures induced by the eigenvalue problem for the Hadamard walk. Our method is based on the transfer matrices introduced by Kawai et al. [6] . The following results will be proved by applying propositions which will be obtained in the subsequent section.
We have the following two main results.
Result 1. (Theorem 4.1 in Sect. 4)
The set of the stationary measures induced by the eigenvalue problem for the Hadamard walk on Z is divided into three classes, where Z is the set of integers. One is the set of the measures with quadratic polynomial type. The second one is the set of the measures with bounded type. The last one is the set of the measures with exponential type.
Result 2. (Theorem 4.7 in Sect. 4) An explicit necessary and sufficient condition for the bounded-type stationary measure to be periodic is given.
The rest of this paper is organized as follows. Section 2 is devoted to the definition of the spacehomogeneous quantum walk on the one-dimensional integer lattice. In Sect. 3, the transfer matrices given by Kawai et al. [6] to analyze stationary measures are defined and we collect some general facts from [6] . In Sect. 4 , we discuss some aspects of the stationary measure. More precisely, when we take the Hadamard coin as a coin matrix, the set of the measures with a stationarity is decomposed into three classes. In particular, we present an explicit necessary and sufficient condition for the stationary measure to be periodic. Conclusions are given in the last section.
2 Definition of the quantum walks on Z In this section, we give the definition of two-state quantum walk on Z. A particle in the classical random walk moves at each step either one unit to the right with probability p or one unit to the left with probability q, where p + q = 1, p, q > 0. On the other hand, the discrete-time quantum walk describes not only the motion of a particle but also the change of the states of a particle.
In the present paper, we consider the discrete-time quantum walk on Z defined by a unitary operator U C of the following form
where the shift operator S is given by
Here, the operator τ is defined by
and C is the following 2 × 2 unitary matrix
We call this unitary matrix the coin matrix. To consider the time evolution Eq. (2.1), decompose the matrix
We put ∆ and ∆ as follows;
The above Eq. (2.3) is utilized in Sect. 3. Let C be the set of complex numbers. The state at time n and location x can be expressed by a two-dimensional vector:
The time evolution of a quantum walk with a coin matrix C is defined by the unitary operator U C in the following way:
This equation means that the particle moves at each step one unit to the right with matrix Q or one unit to the left with matrix P . Let R ≥ = [0, ∞). For time n ∈ Z ≥ , we define the measure µ n :
where · C 2 denotes the standard norm on C 2 . Let M(U C ) be the set of measures on Z, where U C is a unitary operator given by Eq. (2.4).
Let Map(Z, C 2 ) be the set of the functions from Z to C 2 . Now we define an operator φ
From the above definition, we denote µ := φ(Ψ) ∈ M(U C ).
3 Stationary measure and Transfer matrix 3.1 Definition of stationary measure for quantum walk
In this section, we discuss a sequence of measures {µ n } n∈Z ≥ induced by the unitary operator U C for quantum walks. Especially, we focus on the a sequence of measures {µ n } n∈Z ≥ with a stationarity, namely
In other words, the measure with a stationarity is a non-negative real-valued function on Z that does not depend on the time n ∈ Z ≥ . We put the set of the stationary measures M s (U C ) as
We call this measure µ ∈ M s (U C ) the stationary measure for the quantum walk defined by the unitary operator U C . If µ ∈ M s (U C ), then µ n = µ for n ∈ Z ≥ , where µ n is the measure of quantum walk given by U C at time n. In general, if unitary operators U C1 and U C2 are different, the sets of stationary measures M s (U C1 ) and M s (U C2 ) are different. For example, if we take the unitary operators U C1 and U C2 corresponding to the following coin matrices C 1 and C 2 respectively:
The above results are given in Konno and Takei [11] . Here M unif (U C ) is the set of the uniform measures defined by
(3.5)
Transfer matrix induced by the eigenvalue problem
We define the transfer matrices to analyze stationary measures for quantum walks in this subsection. A method based on transfer matrices is one of the common approaches, for example, Ahlbrecht et al. [2] , Bourget et al. [3] and Kawai et al. [6] . In this paper, we apply this method to two-state space-homogeneous quantum walks to obtain the stationary measures. Let S 1 ⊂ C be the following unit circle in complex plane.
Now we consider the following eigenvalue problem of the quantum walk determined by U C :
Then we see that U C Ψ = λΨ is equivalent to the following relations:
Suppose that c 11 = 0. Remark that c 11 = 0 gives c 22 = 0. From above Eq. (3.7), we get
Hence we put the following matrices T + (C), T − (C) as
We call these matrices the transfer matrices. These matrices have the following relation:
where I is the identity matrix. It should be remarked that the transfer matrices defined by Eq. (3.9) are not always unitary. If T + (C) is a unitary matrix, the stationary measure induced by the transfer matrices is a uniform measure, because a unitary matrix preserves the norm. However, the converse is not true. In Sect. 4, this counterexample is given by the Hadamard walk.
We write
From Eqs. (3.8) and (3.10), we get
c 22 λ .
The above Eq. (3.11) will be used in Sect. 4. Our purpose of this paper is to find stationary measures for our two-state quantum walks by using Eq. (3.9). Here we define a subset M (λ)
We put the set of collection stationary measure induced by the eigenvalue problem as
For Ψ ∈ Map(Z, C 2 ) \ {0} with Eq. (3.6), we note that
Previous study
In this subsection, we give some subsets of M s (U C ) and briefly explain the previous study on stationary measures for quantum walks. Now, we prepare some classes of the set of the stationary measures to explain our results. First one is the set of the measures with exponential type M s,exp (U C ), i.e.,
We put the set M s,exp (U C ) as
Second one is the set of the measures with quadratic polynomial type M s,qp (U C ), i.e.,
We put the set M s,qp (U C ) as
The last one is the set of the uniform measures given by Eq. (3.5). The uniform measure is a positive realvalued constant function on Z. In other words, we can regard a uniform measure as a stationary measure with period 1. Therefore, we define the subset M (m)
Here, m ∈ N. It is remarked that
We put the set M s,bdd (U C ) as
We briefly review the result of our previous work in [6] .
Theorem 3.1 (Corollary 3.4 in [6] ) Let λ ∈ S 1 be an eigenvalue satisfied with Eq. (3.6). We put the function Ψ ∈ Map(Z, C 2 ) \ {0} and write
For a coin matrix C defined by Eq. (2.2) with c 11 = 0, a solution of the eigenvalue problem induced by Eq. (3.6) is given in the following.
(i) For case of λ 2 = c 11 c 22 + c 12 c 21 ± 2 √ c 11 c 12 c 21 c 22 , we get
(ii) For case of λ 2 = c 11 c 22 + c 12 c 21 ± 2 √ c 11 c 12 c 21 c 22 , we get
Here, we denote that Λ ± and Γ ± are expressed by
where h(λ) is defined by h(λ) = λ 2 + ∆. Furthermore, the definitions of ∆, ∆, Ψ L (±1) and Ψ R (±1) are given in Eqs. (2.3) and (3.11).
By using Eq. (3.12), we have the following result.
2 ) given by Theorem 3.1, we obtain
Results
In this section, we consider some aspects of stationary measures. More precisely, when we take the Hadamard coin as a coin matrix C, the set of the measures with a stationarity is decomposed into three classes. First one is the set of the measures with quadratic polynomial type. This part of our results is mentioned by Konno and Takei [11] . The second one is the set of the measures with bounded type. Especially, we present an explicit necessary and sufficient condition for the bounded-type stationary measure to be periodic. The last one is the set of the measures with exponential type. The second and last sets are obtained in our paper for the first time. The purpose of this section is to prove the following theorem.
Theorem 4.1 We consider the stationary measures induced by the eigenvalue problem for the Hadamard walk on Z. Then, we have
Here these symbols M s,qp (U H ), M s,bdd (U H ), and M s,exp (U H ) are defined in Sect. 3.3.
From now on, we prepare some lemmas and propositions.
Characteristic polynomial
From Eq. (3.7), we obtain the following equation.
We consider the characteristic polynomial induced by Eq. (4.13).
where l is given by
Let Λ + and Λ − be solutions for a characteristic polynomial defined by Eq. (4.14). Then, the solutions Λ + and Λ − become any of the following Type 1, Type 2, and Type 3.
• Type 1 :
• Type 3 :
From now on, we treat the following orthogonal matrix O(ζ) as a unitary matrix C
with c = cos ζ and s = sin ζ. Note that the quantum walk determined by O(π/4) becomes the Hadamard walk.
Lemma 4.2 Let λ ∈ S 1 be an eigenvalue in Eq. (3.6). The solutions of the equation
where
Results of Type 1, 2, and 3
In this subsection, we consider the Hadamard walk corresponding to the following orthogonal matrix
From Lemma 4.2, we have
We prepare the following subsets K 1 , K 2 , and K 3 of K = [0, 2π).
Furthermore we set the subsets K j ⊂ S 1 as
From Eq. (3.9), the transfer matrices of the Hadamard walk are given by
Remark 1. We put λ = e iθ ∈ S 1 in Eq. (3.6), where θ ∈ K. The transfer matrices T + (H), T − (H) are a unitary matrix if and only if θ = 0, π. For any Ψ(0) ∈ C 2 \ {0}, we define the function Ψ ∈ Map(Z, C 2 )
Thus we have
Thus, there exist stationary measures in M s,bdd (U H ) that has a periodicity. Namely,
More preciously, we discuss the stationary measures with periodicity in Sec. 4.2.2 Theorem 4.7.
Remark 2. In [10] , it is mentioned that the following function Ψ
where ϕ 1 = στ iϕ 2 and sgn(x) is given by
Then we can check the following equations.
From now on, we consider the relationship the transfer matrices T ± (H) and the function Ψ (σ,τ ) 0
. For simplicity, we take σ=τ =1, ϕ 1 = 1 and ϕ 2 =−i. Then we have
Hence, we see that the function Ψ
is an eigenfunction of the transfer matrices T + (H) and T − (H). Therefore, we conclude that this function Ψ
is one of the example that even if there exist
Ψ, the transfer matrices T + (H) and
Result of Type 1
In the previous section, we introduced transfer matrices T + (C), T − (C) to obtain stationary measures of quantum walks for Type 1, 2, and 3. In this subsection, by using Theorem 3.1, we present that the stationary measures induced by a solution of the eigenvalue problem of Type 1, U C Ψ = λΨ, are the stationary measure with quadratic polynomial type.
Proposition 4.3 Let λ ∈ S
1 be an eigenvalue in Eq. (3.6) and we put λ = e iθ (θ ∈ K). Then we have the following two statements.
(1) The points λ ∈ S 1 that the characteristic polynomial defined by Eq. (2) (a) Suppose that |ϕ 1 | 2 +|ϕ 2 | 2 = 2 Im(ϕ 1 ϕ 2 ) for θ = π/4, 5π/4. The stationary measures φ(Ψ) induced by the function Ψ ∈ Map(Z, C 2 ) in Theorem 3.1 (i) have the measures with quadratic polynomial type. That is to say, φ(Ψ) ∈ M s,qp (U H ).
On the other hand, assume that |ϕ 1 | 2 + |ϕ 2 | 2 = 2 Im(ϕ 1 ϕ 2 ) for θ = π/4, 5π/4. The stationary measures φ(Ψ) induced by the function Ψ ∈ Map(Z, C 2 ) in Theorem 3.1 (i) have the measures with period 1. That is to say,
The stationary measures φ(Ψ) induced by the function Ψ ∈ Map(Z, C 2 ) in Theorem 3.1 (i) have the measures with quadratic polynomial type. That is to say, φ(Ψ) ∈ M s,qp (U H ).
On the other hand, assume that |ϕ 1 | 2 + |ϕ 2 | 2 = −2 Im(ϕ 1 ϕ 2 ) for θ = 3π/4, 7π/4. The stationary measures φ(Ψ) induced by the function Ψ ∈ Map(Z, C 2 ) in Theorem 3.1 (i) have the measures with period 1. That is to say, φ(Ψ) ∈ M unif (U H ).
Proof. From Eq. (4.15), the statement (1) immediately holds. So we show the statement (2). Let x ∈ Z be x ≥ 1. Since 0, π / ∈ K 1 , we remark that λ 2 + ∆ = 0. Then we have
(4.17)
Thus, we obtain the following stationary measure by using Eqs. (4.16) and (4.17).
Suppose that the condition |ϕ 1 | 2 + |ϕ 2 | 2 = 2 Im(ϕ 1 ϕ 2 ) for θ = π/4, 5π/4 and assume that
Moreover, note that
Suppose that the condition |ϕ 1 | 2 + |ϕ 2 | 2 = 2 Im(ϕ 1 ϕ 2 ) for θ = π/4, 5π/4 and assume that |ϕ 1 | 2 + |ϕ 2 | 2 = −2 Im(ϕ 1 ϕ 2 ) for θ = 3π/4, 7π/4. Then we obtain µ ∈ M unif (U H ).
In case of x ∈ Z with x ≤ −1, we get the same results by the same argument. Hence the statement (2) holds.
From the above argument, we have obtained an explicit necessary and sufficient condition to have the uniform measures for θ ∈ K 1 . Corollary 4.4 For θ ∈ K 1 , we have the following results.
, we obtain
unif , where S (1) unif is given by
where S (2) unif is given by
Result of Type 2
In the previous subsection, we determined the points λ ∈ S 1 that the characteristic polynomial defined by Eq. (4.14) has the double roots. After that we showed that the stationary measures of Type 1 are measures with quadratic polynomial type. This subsection deals with the stationary measures of Type 2 . We prepare the following lemma to prove Proposition 4.6 and Proposition 4.8.
Lemma 4.5 Let f (λ) and g(λ) be the following functions on S 1 .
and we define z(λ) as
(1) For θ ∈ K 2 , we have the followings.
(2) For θ ∈ K 3 , we have the followings.
(ii) Im(z(λ)) = 0.
Proof. We define the function z(λ) on S 1 as
Let t = cos 2θ. It holds that
We set g(λ) = re iη (r = 0). Then we get the following relation. From the above Eq. (4.18), it holds
Hence, we have
Note that z(λ) = r(e −2iθ − 1)e iη = r{cos(2θ − η) − cos η} + ir{sin(η − 2θ) − sin η}.
Then we have
Re(z(λ)) = r{cos(2θ − η) − cos η}
On the other hand, we obtain
which shows the statements (1) and (2).
Proposition 4.6 Let λ ∈ S 1 be an eigenvalue in Eq. (3.6) and we put λ = e iθ (θ ∈ K). Suppose that θ ∈ K 2 . Then we have the following two statements.
(2) Suppose that |ϕ 1 |, |ϕ 2 | < ∞. The stationary measures φ(Ψ) induced by the function Ψ ∈ Map(Z, C 2 ) in Theorem 3.1 (ii) have the measures with bounded type. That is to say,
Proof. At first, we show the statement (1). From Theorem 3.1, it holds that
From Lemma 4.5, we can compute |Λ + | 2 and |Λ − | 2 as
and
(4.20)
By using Eqs. (4.19) and (4.20), we obtain
Since g(λ) = 0 for θ ∈ K 2 , we remark that Λ + = Λ − . Thus, the statement (1) holds. Next, we show the statement (2). Let x ∈ Z with x ≥ 1. We note the following.
Furthermore, we obtain the following formula about Λ + · Λ − .
In case of θ ∈ K 2 , there exists ξ j ∈ (0, 2π) such that
Here, ξ 1 and ξ 2 are defined by
From now on, we consider θ ∈ K 2 . By using Theorem 3.1, it holds that
where h 1 and h 2 are given by
where h 3 and h 4 are given by
Therefore, we have
Here, W 1 (ϕ 1 , ϕ 2 , θ) and W 2 (ϕ 1 , ϕ 2 , θ) are defined by
We put k 1 and
and k 3 and k 4 are given by
For x ≤ −1, we have
Here, W 3 (ϕ 1 , ϕ 2 , θ) and W 4 (ϕ 1 , ϕ 2 , θ) are defined by
We set W j (ϕ 1 , ϕ 2 , θ) = r j e iηj ∈ C, where r j ≥ 0 and j = 2, 4. By using the assumption |ϕ 1 |, |ϕ 2 | < ∞, we obtain
Therefore, we have µ(x) < ∞. Namely, µ ∈ M s,bdd (U H ).
Remark 3. For θ = 0 and π, it holds
Remark 4. If W 2 (ϕ 1 , ϕ 2 , θ) = 0, we obtain
Theorem 4.7 Suppose that θ ∈ K 2 . Then it holds the following two statements.
(1) Assume that W 2 (ϕ 1 , ϕ 2 , θ) = 0 and W 4 (ϕ 1 , ϕ 2 , θ) = 0. Then we have
(2) Assume that W 2 (ϕ 1 , ϕ 2 , θ) = 0 and W 4 (ϕ 1 , ϕ 2 , θ) = 0. The necessary and sufficient condition for ξ j (j = 1, 2) given in Eq. (4.21) to have the stationary measure µ with a periodicity is
Here n ∈ N.
From the above equation and Remark 4, the statement (1) holds. Next, we show the statement (2). Suppose that W 2 (ϕ 1 , ϕ 2 , θ) = 0 and W 4 (ϕ 1 , ϕ 2 , θ) = 0. We put W 2 (ϕ 1 , ϕ 2 , θ) = re iη ∈ C \ {0}, where r is a positive real number. For m ∈ N, we obtain
In case of x ∈ Z with x ≤ −1, we get the same results by the same argument. Hence, this completes the proof of Theorem 4.7.
Let m min be the minimum value satisfied with µ(x + m) = µ(x) (x ∈ Z). We call this natural number m min periodicity to the stationary measure µ.
Example 1. We consider the case of θ = 0 (θ = π). Note that W 2 (ϕ 1 , ϕ 2 , θ) = 0 (θ = 0, π). Then it holds m min = 1. The stationary measure induced by U H Ψ = Ψ (U H Ψ = πΨ) is satisfied with
Example 2. We consider the case of θ = π/6. Then we obtain
Thus ξ is 3π/2. From Theorem 4.7, we have
Therefore, the stationary measure induced by U H Ψ = π/6Ψ for the Hadamard walk has a period 4. That is to say,
Result of Type 3
In the previous subsection, we determined the stationary measures of Type 2 given by the characteristic polynomial for θ ∈ K 2 . Moreover, we see that there exists θ ∈ K 2 such that φ(Ψ) is a stationary measure with periodicity, where U H Ψ = e iθ Ψ. This subsection deals with the stationary measures of Type 3.
Proposition 4.8 Let λ ∈ S 1 be an eigenvalue in Eq. (3.6) and we put λ = e iθ (θ ∈ K). Suppose that θ ∈ K 3 . Then we have the following two statements.
(2) The stationary measures φ(Ψ) induced by the function Ψ ∈ Map(Z, C 2 ) in Theorem 3.1 (ii) have the measures with exponential type. That is to say,
Proof. From Eqs. (4.19) and (4.20), we obtain
It holds the statement (1). Next, we show that thae statement (2) . Since the proof of Proposition 4.8 (2) under the conditions |Λ − | > 1 > |Λ + | > 0 is the same as that of Proposition 4.8 (2) under the condition
we only give the proof of the latter. From Theorem 3.1, it holds that
where h 1 and h 2 are given by Eq. (4.22). Furthermore, |Ψ R (x)| 2 is computed as
where h 3 and h 4 are given by Eq. (4.23). Therefore, we have
Here, W 5 (ϕ 1 , ϕ 2 , θ) and W 6 (ϕ 1 , ϕ 2 , θ) are defined by
We put Λ + = r 1 e iθ1 and Λ − = r 2 e iθ2 . Since Λ + · Λ − = 1, we get
Then we obtain
Furthermore, we denote
Here k 1 and k 2 are given by
and k 3 and k 4 are given by s (U H ). We put λ = e iθ , where θ ∈ K = K 1 ∪ K 2 ∪ K 3 . By using Proposition 4.3, 4.6, and 4.8, we obtain
.
From this, the theorem follows.
Remark 5. We consider the spectrum σ(U H ) of the time evolution operator U H for the Hadamard walk on Z. Grimmett et al. [4] have derived a weak limit theorem for the quantum walk on Z based on the Fourier transform. This method (the GJS method) is useful to obtain the spectrum σ(U H ). Now, we briefly see the GJS method and refer the interested readers to [4] . Let f : [−π, π) −→ C 2 and k ∈ [−π, π). The Fourier transform of the function f is defined by the integral (F f )(x) = 1 2π
Then the inverse of the Fourier transform F * is given bŷ
From the inverse of the Fourier transform and Eq. (2.4), we havê
where Ψ n : Z −→ C 2 and matrixÛ C (k) is determined bŷ U C (k) = e ik 1 0 0 0 C + e −ik 0 0 0 1 C.
We remark that matrixÛ C (k) is a unitary matrix. If we take the Hadamard coin, we havê
Thus, the eigenvalues ofÛ H (k) are given by
From the above argument, we get
Here the definitions of K 1 and K 2 are given in Sec. 4.2. In terms of the spectral analysis, Morioka [13] showed that the generalized eigenfunctions are not square summable but belong to ℓ ∞ -space on Z. Namely, the eigenfunction Ψ satisfied with U H Ψ = λΨ belongs to ℓ ∞ -space, where λ ∈ σ(U H ) \ K 1 .
Summary
The present paper dealt with stationary measures of the Hadamard walk on Z. In particular, we presented an explicit necessary and sufficient condition for the bounded-type stationary measure to be periodic. Furthermore, we confirmed that any stationary measure in M s (U H ) is not probability measure. This result is striking different from the corresponding one for three-state Grover walk on Z. In fact, the set of stationary measures for this walk contains ℓ 2 -function and functions with finite support. It would be interesting future problems to prove that M s (U H ) = M s (U H ).
