We study the problem of scheduling n jobs on m parallel bounded batch machines to minimize the sum of squared machine loads. Each batch contains at most B jobs, and the processing time of a batch is equal to the longest processing time of the jobs in this batch. We prove this problem to be NP-hard. Furthermore, we present a polynomial time approximation scheme (PTAS) and a fully polynomial time approximation scheme (FPTAS) for this problem.
Introduction 
A batch machine is a machine that can process up to B jobs simultaneously as a batch. The research on this model is motivated by burn-in operations in semiconductor manufacturing (Lee et al. (1992) ). There are two variants of the burn-in model: the unbounded model, in which there is no upper bound on the number of jobs that may be processed in the same batch; and the bounded model, in which at most B n  jobs can be processed in the same batch.
In this paper we study the following problem: We are given a job set J has a processing time ( 1 2 ) j p j n      ( j p is a positive integer), which specifies the minimum time needed to process this job. All jobs are available at time 0 . We are also given m identical parallel batch machines
At most B n  jobs can be processed at one time on each machine. The jobs processed together form a batch, and the processing timeof a batch is equal to the longest processing time of the jobs among this batch.
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Preemption is not allowed. That is, once the processing of a batch starts on a machine, this machine is occupied until this process is completed. The load i L for machine ( 1 2 ) i M i m      is defined to be the sum of the processing time of the batches assigned to it. The goal is to minimize the sum of squared machine loads. This problem arises e.g. when placing a set of records on a sectored drum so as to minimize the average latency time (Cody and Coffman (1976) ) and in other storage allocation problems (Chandra and Wong (1975) 
An NP-hardness Proof
In this section, we solve the complexity for problem The job set consists of 1 n  different job types 1 2
Obviously this instance can be constructed in polynomial time.
In the remainder of the proof, we show that PARTITION has a solution if and only if there is a schedule for the corresponding instance of the scheduling problem with We denote by   the optimal schedule for the instance. From Lemma 1, the B jobs in type
If we regard each batch as one job, we obtain a 
. The index set for jobs
that are assigned to the same machine is
, which shows that X and Y define a solution to PARTITION. of the longest job. The objective value of an optimal schedule is denoted by OPT. It is easy to see that for
A PTAS for
In the following we transform an arbitrary instance  . If the last chunk is strictly smaller than K  , then we simply disregard it).
We declare that the optimal value 1 OPT for instance 1 I is fairly close to the optimal value OPT of instance I .
To prove this, let
be the total size of small jobs on machine i M in an optimal schedule for I . We denote by i L  the load of machine i M in an optimal schedule for instance I . We adjust the optimal schedule for instance I as follows: On machine 
We construct the following schedule  for I :
Each big job is placed on the same machine as in 1  .
We reserve an interval of length
We then greedily put the small jobs into these reserved intervals: First we start packing small jobs into the reserved interval on i M , until we meet some small job that does not fit in any more. We then turn to machine 2 M , and so on.
Since the size of a small job is at most K  , the total size of the packed small jobs on machine Step 2: Obtain the optimal schedule for 1 I by enumeration.
Step 3: Treat the optimal schedule for 1 I by greedy algorithm and output a schedule for I . 
Algorithm 2
Step 1: Apply the FBLPT rule to an instance I of give an FPTAS for the latter.
An FPTAS for
In an instance I of 
Phase k. For every vector
Output. Output the vector 1 2 [ ] 
We now give the main idea for the trimmed algorithm: Out of every box that has nonempty intersection with k VS we select a single vector and put it into the so-called trimmed vector set We can prove by induction that for each vector 
The last inequality holds from the well-known
So we have Step 6: Endfor
Step 7: Compute a trimmed copy k VS  of k VS
Step 8: Endfor
Step 9: Output the vector 1 2 [ ] 
Algorithm Final
Step 1: Apply the FBLPT rule to an instance I of Step 2: Apply Trimmed Algorithm B to the instance 1 I and output a schedule for 1 I .
Concluding Remarks
In this paper we study the problem of scheduling n jobs on m parallel bounded batch machines to minimize the sum of squared machine loads. We prove this problem to be NP-hard. Furthermore, we present a polynomial time approximation scheme (PTAS) and afully polynomial time approximation scheme (FPTAS) for this problem. From this sense we declare that this problem has been solved completely.
