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Abstract
We extend duality between the quantum integrable Gaudin models with boundary and
the classical Calogero-Moser systems associated with root systems of classical Lie algebras
BN , CN , DN to the case of supersymmetric gl(m|n) Gaudin models with m + n = 2.
Namely, we show that the spectra of quantum Hamiltonians for all such magnets being
identified with the classical particles velocities provide the zero level of the classical action
variables.
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1 Introduction: an overview
KZ equations and many-body systems. In this paper we study the quantum-classical
duality appeared previously in a number of different contexts [7, 8, 16, 18]. In the general case
it is a certain relation between classical integrable many-body systems and quantum spin chains
or Gaudin models. In its simplest form the duality relation follows from the quasiclassical limit
of the Matsuo-Cherednik projection [12]. Namely, consider the gl(2) Knizhnik-Zamolodchikov
equations
κ∂ziΨ = H
G
i Ψ , Ψ ∈ H , i = 1 , . . . , N , (1.1)
where the operators HGi are the Gaudin Hamiltonians [6]
HGi = w
(i) + ~
∑
k 6=i
Pik
zi − zk , i = 1, . . . , N (1.2)
acting on the Hilbert space H = (C2)⊗N , Pik are permutation operators exchanging i-th and
k-th tensor components of H, ~ and κ are constant parameters (in general complex), and w(i)
acts as constant diagonal (twist) matrix diag(ω,−ω) in the i-th component of H.
The Matsuo-Cherednik construction provides a symmetrized projection 〈Ω|Ψ〉 of the solution
Ψ (1.1) to a solution of the eigenvalue problem for the quantum Calogero-Moser N -body system
[2]: (
− κ
2
2
N∑
i=1
∂2zi + (~− κ)~
N∑
i<j
1
(zi − zj)2
)
〈Ω|Ψ〉 = E〈Ω|Ψ〉 , (1.3)
where the eigenvalue E is a function of the twist parameter ω. The dual vector 〈Ω| ∈ H∗ is
invariant with respect to the action of permutation operators. Details and generalizations can
be found in [5].
The quasiclassical limit κ → 0 of the Knizhnik-Zamolodchikov equations (1.1), with Ψ
expanded as Ψ = (Ψ0 + κΨ1 + . . .)e
S/κ, with some function S = S(z1, . . . , zN) leads to the
eigenvalue problems
HGi ψ = H
G
i ψ , H
G
i = ∂ziS, ψ = Ψ0 ∈ H , i = 1, . . . , N (1.4)
2
for the commuting Hamiltonians of the Gaudin model. At the same time the quasiclassical limit
of the spectral problem (1.3) provides some value HCM = E0(ω) of the classical Calogero-Moser
Hamiltonian
HCM =
1
2
N∑
i=1
p2i −
N∑
i<j
g2
(qi − qj)2 , pi = q˙i (1.5)
with the following identification of variables. The positions of classical particles qi are identified
with the marked points zi of the Gaudin model (as in the Schro¨dinger equation (1.3)), the
coupling constant g is equal to the Planck constant ~, and the classical velocities q˙i are identified
with the eigenvalues HGi of the quantum Gaudin Hamiltonians:
qj = zj , g = ~ and q˙j = H
G
j , j = 1 , ... , N . (1.6)
Similar fixation holds true for all higher Hamiltonians in involution of the Calogero-Moser model:
HCMk = Ek(ω) , (1.7)
so that we finally obtain all action variables be fixed. Equations (1.7) define some Lagrangian
submanifold in the classical 2N -dimensional phase space. Its definition depends on the data of
the initial KZ equations (1.1).
Lax matrix and Bethe ansatz. In order to clarify the duality relation between the Gaudin
model (1.4) and the Lagrangian submanifolds the classical Lax matrix of the Calogero-Moser
system should be used. For the model (1.5) it is of the following form:
LCMij ({q˙l} , {ql} , g) = δij q˙i + g
1− δij
qi − qj , i, j = 1 , . . . , N . (1.8)
MCMij = δij
∑
k 6=i
g
(qi − qk)2 − (1− δij)
g
(qi − qj)2 , i, j = 1 , . . . , N, (1.9)
so that the N ×N matrix Lax equation L˙ = [L,M ] is equivalent to the equations of motion
p˙i = q¨i = −
∑
k 6=i
2g2
(qi − qk)3 , i = 1 , . . . , N . (1.10)
Recall that the eigenvalues of the Lax matrix Spec(LCM) = {I1, . . . , IN} are the action variables
for the model (1.5) since HCMk =
1
k
tr (LCM)k =
1
k
N∑
i=1
Iki .
To find the level of Hamiltonians Ek(ω) (1.7) (or equivalently, the level of the action variables
Ik), one can use the algebraic Bethe ansatz for the Gaudin model. The solution of the eigenvalue
problems (1.4) is as follows:
HGi = ω +
N∑
k 6=i
~
zi − zk +
M∑
γ=1
~
µγ − zi , i = 1, . . . , N , (1.11)
where the parameters {µα , α = 1, . . . ,M} are the Bethe roots satisfying the system ofM Bethe
equations (BE)
2ω + ~
N∑
k=1
1
µα − zk = 2~
M∑
γ 6=α
1
µα − µγ , α = 1, . . . ,M . (1.12)
3
The positive integer parameter M is the number of overturned spins in the Gaudin eigenvector
ψ ∈ H (1.4). In what follows we assume that M ≤ [N/2]. Using the identification (1.6) we
can substitute q˙j = H
G
i into the Lax matrix (1.8) and compute the eigenvalues Ik (the action
variables). It appears that on shell, i.e., when the Bethe equations (1.12) are satisfied, these
eigenvalues take the form [8]
SpecLCM
({HGj }, {zj} , ~)∣∣∣
BE
= {ω , . . . , ω︸ ︷︷ ︸
N−M
, −ω , . . . ,−ω︸ ︷︷ ︸
M
} . (1.13)
That is the action variables of the classical model are twist parameters ω, −ω with multiplicities
given by the occupation numbers N −M , M (the numbers of spins looking up and down in
the state ψ). The identification of variables (1.6) can be viewed as initial conditions for the
Calogero-Moser model (1.8)–(1.10), i.e. the quantum-classical duality provides some specific
initial conditions for the classical model given by intersection of two Lagrangian submanifolds.
The first one is the N -dimensional level set of N classical Hamiltonians in involution defined by
(1.13) and the second one is the N -dimensional hyperplane qj = zj. (These are initial coordi-
nates of the particles.) In particular, if the twist is absent (ω = 0), then the first Lagrangian
submanifold is the zero set of the higher classical Hamiltonians.
Determinant identities and factorization of the Lax matrix. The derivation of (1.13)
is quite tricky (see [8]). It uses some non-trivial determinant identities for the matrices of the
form LCM
({HGj (zk, µk, ~, ω)}, {zj} , ~). For the example discussed above the identity looks as
follows:
det
N×N
(
L − λI
)
= (ω − λ)N−M det
M×M
(
L˜ − λI
)
, (1.14)
where I is the identity matrix and
Lij = δij
(
ω +
N∑
k 6=i
~
qi − qk +
M∑
γ=1
~
µγ − qi
)
+ (1− δij) ~
qi − qj , i, j = 1, . . . , N (1.15)
L˜αβ = δαβ
(
ω −
M∑
γ 6=α
~
µα−µγ −
N∑
k=1
~
qk−µα
)
+ (1− δαβ) ~
µα−µβ , α, β = 1, . . . ,M . (1.16)
Identities of such type appear in studies of scalar products of Bethe vectors in quantum inte-
grable models [1]. The proof of these identities is based on another non-trivial phenomenon –
factorization of the Lax matrices [9, 17]. For example, consider the matrix L (1.15) for M = 0.
It can be represented in the following form1:
L = ωI + ~(D0)−1V C0V −1D0 = (D0)−1V
(
ωI + ~C0
)
V −1D0 , Vij(q) = q
j−1
i , (1.17)
(D0)ij = δij
N∏
k 6=i
(qi − qk) , (C0)ij = i δi+1,j , (1.18)
where V is the Vandermonde matrix, D0 is diagonal and C0 is the upper-triangular matrix.
In factorization formulas for Lax matrices for Calogero-Moser models associated with the root
systems of types B,C,D the upper-triangular matrix
C˜ij =
1 + (−1)j
2
δi+1,j (1.19)
1In this paper the notations for V,C0 differ from those in [8] by transposition.
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is also used, see (A.7), (A.10). From (1.17) it immediately follows that such matrix L has all
eigenvalues equal to ω. It is the statement (1.14) for M = 0. Below we use some modifications
of the above determinant identities and factorization formulae.
From duality to correspondence: supersymmetric generalization. In the supersym-
metric case the main statement of the duality relation (1.13) is that it holds true for gl(1|1) and
gl(0|2) supersymmetric Gaudin models [13, 3, 11] as well as for gl(2|0). In the general case one
should take into consideration all m+ n + 1 models associated with the superalgebras gl(m|n)
with m + n fixed [16]. In this respect a single classical system corresponds to a number of
quantum models.
Notice that duality (1.13) could be used (in principle) for a direct solution of the quan-
tum spectral problem (1.4) without using the Bethe ansatz equations (1.12). Indeed, one
may write down a system of algebraic equations for the Lax matrix (1.8) to have the eigen-
values (1.13). Solving this systems with respect to velocities one finds the spectrum (1.4) as
HGj = q˙j({qk}, ω, ~). However, it follows from the above statement that a given solution for
velocities may correspond to one or another Gaudin model among the m + n + 1 models, and
it is not clear in general to which one. To clarify the underlying combinatorics is an interesting
open problem.
Calogero-Moser systems and Gaudin models with boundary. In our previous paper
[18] we studied the duality for Calogero-Moser models associated with the classical root systems
of simple Lie algebras, i.e. to the root systems of BN , CN and DN types. These models were
introduced in [14]. In the rational case the Hamiltonian is of the following form:
H =
1
2
N∑
a=1
p2a − g22
N∑
a<b
( 1
(qa − qb)2 +
1
(qa + qb)2
)
− g24
N∑
a=1
1
(2qa)2
− g21
N∑
a=1
1
q2a
. (1.20)
It depends on three free parameters, the coupling constants g2, g4 and g1. Two of them (g4 and
g1) can be unified in (1.20) into a single combination g
2
4/4+ g
2
1. We do not do that since the two
last terms are associated with roots of different types, and in the trigonometric (and elliptic)
extensions these terms are different. The root systems BN , CN and DN are distinguished by
values of the coupling constants, see (A.4).
The size of the matrices participating in the Lax pair for the model (1.20) is 2N×2N (C,D)
or (2N + 1) × (2N + 1) (B). The corresponding factorization formulas of the type (1.17)–
(1.18) were derived in [17], see (A.7), (A.10). Based on this knowledge we showed in [18] that
(1.20) is quantum-classically dual to the boundary Gaudin magnet – the Gaudin limit of the
XXX quantum spin chain with (some special) boundary conditions introduced by Sklyanin
[15]. Using the algebraic Bethe ansatz for the boundary Gaudin models [10] we derived the
underlying matrix identities (A.17) and (A.23) of type (1.14) and computed the levels of the
classical Hamiltonians. In contrast to AN−1 type Calogero-Moser model (1.5), all eigenvalues of
BCD-type Lax matrix are equal to zero:
det
(
LCM
({HGj }, {zj} , ~)∣∣∣
BE
− λI
)
= (−λ)r , (1.21)
where r = 2N for CN , DN root systems and r = 2N + 1 for BN .
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Purpose of the paper is to extend the quantum-classical duality between the quantum bound-
ary Gaudin magnet and the classical Calogero-Moser model of types BCD to the correspondence.
Namely, a single classical model (associated to the root system of type B, C or D) is related
to three supersymmetric Gaudin magnets associated with superalgebras gl(2| 0), gl(1| 1) and
gl(0| 2). The eigenvalues and Bethe equations are described in the next section. It should be
stressed that our previous construction for gl(2| 0) [18] can not be straightforwardly extended
to the supersymmetric case. Some additional computational tricks are required for the proof.
Some details of the proof are given in Section 3. The details of the Lax representation for
the Calogero-Moser models of types BCD, including factorization formulae and determinant
identities, can be found in the appendix. In the Conclusion we summarize the obtained results.
2 Supersymmetric Gaudin model with boundary
We consider gl(m|n) Gaudin magnets with open boundary conditions and m + n = 2, which
arise by applying Gaudin limit to the Z2-graded quantum spin chains. The rational models are
defined through the graded permutation operator
P =
m+n∑
i,j=1
(−1)p(j)Eij ⊗ Eji , P(x⊗ y) = (−1)p(x)p(y)(y ⊗ x) , x, y ∈ Cm|n . (2.1)
See the notation in (A.24)–(A.28). The supersymmetric Yang’s R-matrix is of the form
R(u) = I+
η
u
P . (2.2)
It satisfies the graded Yang-Baxter equation
R12(u1 − u2)R13(u1 − u3)R23(u2 − u3) = R23(u2 − u3)R13(u1 − u3)R12(u1 − u2). (2.3)
For the construction of integrable spin chains with open boundary conditions one needs the
reflection equations for boundary K-matrices K±(u):
R12(u1 − u2)K−1 (u1)R21(u1 + u2)K−2 (u2) = K−2 (u2)R12(u1 + u2)K−1 (u1)R21(u1 − u2) , (2.4)
R12(u2 − u1)(K+1 (u1))t1R21(−u1 − u2 − (m− n)η)(K+2 (u2))t2 =
(K+2 (u2))
t2R12(−u1 − u2 − (m− n)η)(K+1 (u1))t1R21(u2 − u1) ,
where ti means super transposition in the i-th tensor component (A.27).
In this paper we consider the following diagonal solutions2 of the reflection equations (2.4):
K−(u) =

1 +
αη
u
0
0 −1 + αη
u
 , K+(u) =

1− βη
u+ m−n
2
η
0
0 −1− βη
u+ m−n
2
η
 . (2.5)
2General K-matrices presumably correspond to the general Lax matrix of the Calogero-Moser model [4],
which has no restriction (A.3) for the coupling constants. However the factorization properties and determinant
identities are yet unknown for the general Lax pair.
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Relations (2.3) (2.4) guarantee that the transfer matrices
T(u) = str0
(
K+0 (u)R01(u− z1) . . . R0N (u− zN )K−0 (u)R0N(u+ zN ) . . . R01(u+ z1)
)
(2.6)
commute for different values of the spectral parameter: [T(u),T(v)] = 0 for all u, v. The Gaudin
model appears in the limit ε→ 0 after the substitution η = ε~:
T(u) = (−1)p(1) + (−1)p(2) + ε~γ(u) + ε2~2TG(u) +O(ε3), (2.7)
where γ(u) is a scalar function. The notation p(i) is defined in (A.24). The expression
TG(u) = −2αβ
u2
+
1
~
N∑
i=1
( HGi
u− zi −
HGi
u+ zi
)
(2.8)
is the Gaudin transfer matrix, and the operators HGi are commuting Gaudin Hamiltonians:
1
~
HGi =
(2ξ + (−1)p(1) − (−1)p(2))σ(i)3
2zi
+
N∑
k 6=i
( Pik
zi − zk +
σ
(i)
3 Pikσ
(i)
3
zi + zk
)
, ξ = α− β , (2.9)
where Pik are the graded permutation operators (2.1) exchanging i-th and k-th tensor compo-
nents of the Hilbert space (Cm|n)⊗N . The Gaudin spectral problems are
HGi ψ = H
G
i ψ. (2.10)
The eigenvalues HGi of these operators are obtained via the algebraic Bethe ansatz technique
[3].
The Gaudin model (2.8), (2.9) with 2N marked points z1, . . . , zN ,−z1, . . . ,−zN will be shown
to be dual to the Calogero-Moser models of types CN and DN . Besides this case, we also need
the one related to the BN root system. It comes from the transfer matrix (2.8) by substituting
N → N + 1 and zN+1 = 0. Then we have 2N + 1 marked points z1, . . . , zN , 0,−z1, . . . ,−zN . In
this case we fix the parameter ξ = p(1)−p(2). Consider the solutions of the eigenvalue problem
(2.10) in all the cases [3].
2N marked points. The eigenvalues of the Gaudin Hamiltonians (2.9) are of the form
1
~
HGi =
ξ − p(1) + p(2)
zi
+
N∑
k 6=i
(
(−1)p(1)
zi − zk +
(−1)p(1)
zi + zk
)
−
M∑
l=1
(
(−1)p(1)
zi − µl +
(−1)p(1)
zi + µl
)
, (2.11)
where ξ = α − β. The set of Bethe roots {µ}M = {µ1, . . . , µM} satisfy the system of M Bethe
equations (l = 1, . . . ,M)
2ξ
µl
+ (−1)p(1)
N∑
k=1
(
1
µl − zk +
1
µl + zk
)
=
=
(
(−1)p(1) + (−1)p(2)
)( 1
µl
+
M∑
k 6=l
(
1
µl − µk +
1
µl + µk
))
.
(2.12)
Let us write down (2.11) and (2.12) explicitly for different superalgebras:
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gl(2|0) case:
1
~
H
G(2|0)
i ({z}N , {µ}M , ξ) =
ξ
zi
+
N∑
k 6=i
(
1
zi − zk +
1
zi + zk
)
−
M∑
l=1
(
1
zi − µl +
1
zi + µl
)
, (2.13)
2
ξ
µl
+
N∑
k=1
(
1
µl − zk +
1
µl + zk
)
= 2
(
1
µl
+
M∑
k 6=l
(
1
µl − µk +
1
µl + µk
))
. (2.14)
gl(1|1) case:
1
~
H
G(1|1)
i ({z}N , {µ}M , ξ)
=
ξ + 1
zi
+
N∑
k 6=i
(
1
zi − zk +
1
zi + zk
)
−
M∑
l=1
(
1
zi − µl +
1
zi + µl
)
,
(2.15)
2
ξ
µl
+
N∑
k=1
(
1
µl − zk +
1
µl + zk
)
= 0 . (2.16)
gl(0|2) case:
1
~
H
G(0|2)
i ({z}N , {µ}M , ξ) =
ξ
zi
−
N∑
k 6=i
(
1
zi − zk +
1
zi + zk
)
+
M∑
l=1
(
1
zi − µl +
1
zi + µl
)
, (2.17)
−2 ξ
µl
+
N∑
k=1
(
1
µl − zk +
1
µl + zk
)
= 2
(
1
µl
+
M∑
k 6=l
(
1
µl − µk +
1
µl + µk
))
. (2.18)
In all these cases H
G(m|n)
i = H
G(m|n)
i ({z}N , {µ}M , ξ), i.e. the eigenvalues depend on N marked
points zi, M Bethe roots µj and the parameter ξ.
2N + 1 marked points. Here we consider the Gaudin model (2.7)–(2.8) with N + 1 spins and
ξ = p(2)− p(1), zN+1 = 0. Then (2.11)–(2.12) acquire the form
1
~
H˜Gi ({z}N , {µ}M)
= (−1)p(1)
(
2
zi
+
N∑
k 6=i
(
1
zi − zk +
1
zi + zk
)
−
M∑
l=1
(
1
zi − µl +
1
zi + µl
))
,
(2.19)
(−1)p(1)
N∑
k=1
(
1
µl − qk +
1
µl + qk
)
=
(
(−1)p(1) + (−1)p(2)) M∑
k 6=l
(
1
µl − µk +
1
µl + µk
)
. (2.20)
For each superalgebra (2.19)–(2.20) we have:
gl(2|0) case:
1
~
H˜
G(2|0)
i ({z}N , {µ}M) =
2
zi
+
N∑
k 6=i
(
1
zi − zk +
1
zi + zk
)
−
M∑
l=1
(
1
zi − µl +
1
zi + µl
)
, (2.21)
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N∑
k=1
(
1
µl − qk +
1
µl + qk
)
= 2
M∑
k 6=l
(
1
µl − µk +
1
µl + µk
)
. (2.22)
gl(1|1) case:
1
~
H˜
G(1|1)
i ({z}N , {µ}M) =
2
zi
+
N∑
k 6=i
(
1
zi − zk +
1
zi + zk
)
−
M∑
l=1
(
1
zi − µl +
1
zi + µl
)
, (2.23)
N∑
k=1
(
1
µl − qk +
1
µl + qk
)
= 0. (2.24)
gl(0|2) case:
1
~
H˜
G(0|2)
i ({z}N , {µ}M) = −
2
zi
−
N∑
k 6=i
(
1
zi − zk +
1
zi + zk
)
+
M∑
l=1
(
1
zi − µl +
1
zi + µl
)
, (2.25)
N∑
k=1
(
1
µl − qk +
1
µl + qk
)
= 2
M∑
k 6=l
(
1
µl − µk +
1
µl + µk
)
. (2.26)
3 Proof of the correspondence
The statement of the correspondence is that relation (1.21) holds true for the Lax matrices
(A.1) of BCD types, where velocities of the Calogero-Moser particles are identified with the
eigenvalues of gl(2|0) or gl(1|1) or gl(0|2) Gaudin model Hamiltonians given in (2.11) or (2.19)
for C,D and B root systems respectively. More precisely, make the following identifications:
zj = qj , j = 1, . . . , N , (3.1)
q˙j = H
G(m|n)
j ({q}N , {µ}M , ξ) or q˙j = H˜G(m|n)j ({q}N , {µ}M) . j = 1, . . . , N . (3.2)
Next, consider the Lax matrix
L({q˙j}N , {qj}N | g1, g2, g4)
from (A.1)–(A.4). The size of the Lax matrix is equal to r = 2N for CN , DN root systems and
r = 2N + 1 for BN . Then we are going to prove the following statement:
det
2N×2N
(
L
({
H
G(m|n)
j ({q}N , {µ}M , ξ)
}
N
, {qj}N
∣∣∣ g1, g2, g4))∣∣∣
BE (2.12)
− λI
)
= λ2N , (3.3)
where
for CN : g1 = 0 , g2 = ~ , g4 =
√
2~(ξ − p(1) + p(2)) ,
for DN : ξ = p(1)− p(2) , g1 = 0 , g2 = ~ , g4 = 0
(3.4)
and
det
(2N+1)×(2N+1)
(
L
({
H˜
G(m|n)
j ({q}N , {µ}M)
}
N
, {qj}N
∣∣∣√2~, ~, 0)∣∣∣
BE (2.20)
− λI
)
= −λ2N+1 .
(3.5)
The proof for gl(2|0) with parameters (A.5) or (A.8) was given in [18]. Here we prove the cases of
the superalgebras gl(1|1) and gl(0|2). We will see that the latter can be reduced to gl(2|0) using
special properties of the Lax matrices. The proof for gl(1|1) requires additional computational
trick based on the usage of the Frobenius matrix and matching of the parameters.
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3.1 CN and DN root systems for gl(1|1) superalgebra
Here m = n = 1. We begin with the CN root system since DN comes as a particular case of it.
It follows from (3.4) and (A.24) that p(1) = 0, p(2) = 1 and g1 = 0, g2 = ~, g4 =
√
2~ (ξ + 1).
Introduce the short-hand notation for the Lax matrix of size 2N × 2N entering (3.3):
L1|1 = L
(
{HG(1|1)j ({q}N , {µ}M , ξ)}, {q}N | 0, ~,
√
2~ (ξ + 1)
)
. (3.6)
By comparing (2.13) and (2.15) we conclude that
H
G(1|1)
j ({q}N , {µ}M , ξ) = HG(2|0)j ({q}N , {µ}M , ξ + 1) . (3.7)
Therefore,
L1|1 = L
(
{HG(2|0)j ({q}N , {µ}M , ξ + 1)}, {q}N | 0, ~,
√
2~ (ξ + 1)
)
, (3.8)
that is the Lax matrix has the form (A.15) written for gl(2| 0) case but with ξ replaced by ξ+1.
However, we can not use the duality statement for gl(2| 0) case here since the Bethe equations
in gl(1|1) case (2.16) differ from those (2.14) for gl(2| 0). We can use this argument when M = 0
only (then the set of Bethe equations is empty). For M = 0 we get L1|1 = L′(ξ → ξ + 1) for
L′ (A.7). The duality relation (3.3) then follows immediately from the explicit form of matrices
C0 and C˜ (1.19) because they are upper-triangular.
Suppose M ≥ 1. Let us apply the determinant identity (A.17) to (3.8). We get:
det
2N×2N
(L1|1 − λI) = λ2N−2M det
2M×2M
(
L˜1|1 − λI
)
, (3.9)
where 2M × 2M dual matrix is of the form
L˜1|1 = L
(
{HG(2|0)j ({µ}M , {q}N ,−ξ)}, {µ}M | 0, ~,−
√
2 ~ ξ
)
. (3.10)
Next, let us impose the Bethe equations (2.16) in (3.10) (take it “on-shell”). This yields
L˜1|1
∣∣∣
BE(2.16)
= L
(
{HG(2|0)j ({µ}M , {∅}, ξ) , {µ}M | 0, ~,−
√
2~ξ
)
. (3.11)
Using explicit form of (2.13), we have:
H
G(2|0)
j ({µ}M , {q}N , ξ) = HG(2|0)j ({µ}M , {q}N ,−ξ) +
2ξ
µj
, (3.12)
so that
L˜1|1ij
∣∣∣
BE(2.16)
= Lij
(
{HG(2|0)k ({µ}M , {∅},−ξ) , {µ}M | 0, ~,−
√
2~ξ
)
± δij 2ξ
µj
(3.13)
(for i, j = 1, . . . , 2M), where the sign + is for 1 ≤ i ≤ M and the sign − for M + 1 ≤ i ≤ 2M .
The first term is transformed using the factorization formula (A.7):
L
(
{HG(2|0)j ({µ}M , {∅},−ξ) , {µ}M | 0, ~,−
√
2~ξ
)
= ~(D0)−1V
(
C0 − (1 + 2ξ)C˜
)
V −1D0 .
(3.14)
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The second term in (3.13) is a diagonal matrix, which can represented through the Frobenius
companion matrix (A.14) as follows:
2ξ~ (D0)−1V
(
J−1
)
V −1D0 , (3.15)
where the set of variables {xk} defining J is (µ1, ..., µM ,−µ1, ...,−µM). Finally, we obtain
L˜1|1
∣∣∣
BE(2.16)
= ~(D0)−1V
(
C0 − (1 + 2ξ)C˜ + 2ξJ−1
)
V −1D0, (3.16)
where the matrices C0 and C˜ are as in (1.18), (1.19) (their size is 2M × 2M), and the matrix
J−1 (A.11) is of the form
J−1 =

0 1 0 . . . 0
−e2M−2(µ−11 , .., µ−1M ,−µ−11 , ..,−µ−1M ) 0 1 . . . 0
0 0 0 . . . 0
. . . . 0
. . . . 0
. . . . 1
−e0(µ−11 , .., µ−1M ,−µ−11 , ..,−µ−1M ) 0 0 . . . 0

. (3.17)
Here ek are elementary symmetric polynomials of the indicated variables. Then we obtain:
det
2M×2M
(
L˜1|1
∣∣∣
BE(2.16)
− λI
)
= det
2M×2M
(
C0 − (1 + 2ξ)C˜ + 2ξJ−1 − λI
)
. (3.18)
Our aim is to show that the latter determinant equals λ2M . Using the explicit form (1.18), (1.19),
(3.17) of all entering matrices, one can verify that the first row of the matrix C0−(1+2ξ)C˜+2ξJ−1
consists of zeros. Also, (2M − 1)× (2M − 1) matrix obtained from C0 − (1 + 2ξ)C˜ + 2ξJ−1 by
removing the first column and the first row is upper-triangular. Therefore,
det
2M×2M
(
C0 − (1 + 2ξ)C˜ + 2ξJ−1 − λI
)
= λ2M . (3.19)
Together with (3.9) this completes the proof for the CN root system and yields
det
2N×2N
(
L1|1
∣∣∣
BE(2.16)
− λI
)
= λ2N . (3.20)
The proof for the DN root system follows from the above at ξ = −1.
3.2 CN and DN root systems for gl(0|2) superalgebra
Here m = 0, n = 2, p(1) = 1, p(2) = 1 and g1 = 0, g2 = ~, g4 =
√
2~ ξ for CN (and ξ = 0 for
DN).
We are going to use the following statement:
Lemma Consider 2N × 2N matrix (A.1) for CN (and DN) root system, i.e. the Lax matrix
L({q˙j}N , {qj}N | g1, g2, g4)
L =
(
P + A B
−B −P − A
)
, A , B ∈ Mat(N,C) , (3.21)
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where P,A,B are given in (A.2). Then det(L − λI) is an even function of the parameter g4
entering as common coefficient in the diagonal part of the matrix B.
The proof is given in the appendix.
Consider the Lax matrix
L0|2 = L
(
{HG(0|2)j ({q}N , {µ}M , ξ)}, {q}N | 0, ~,
√
2~ξ
)
, (3.22)
where H
G(0|2)
j ({q}N , {µ}M , ξ) are given in (2.17). From the above Lemma we have
det
2N×2N
(L0|2 − λI) = det
2N×2N
(
L
(
{HG(0|2)({q}N , {µ}M , ξ)}, {q}N | 0, ~,−
√
2~ξ
)
− λI
)
.
(3.23)
Also notice that
H
G(0|2)
j ({z}N , {µ}M , ξ) = −HG(2|0)j ({z}N , {µ}M ,−ξ) . (3.24)
Therefore,
det
2N×2N
(L0|2 − λI) = det
2N×2N
(
L
(
{HG(0|2)({q}N , {µ}M , ξ)}, {q}N | 0, ~,−
√
2~ξ
)
− λI
)
= det
2N×2N
(
−LT
(
{HG(0|2)({q}N , {µ}M , ξ)}, {q}N | 0, ~,−
√
2~ξ
)
+ λI
)
(3.24)
= det
2N×2N
(
L
(
{HG(2|0)({q}N , {µ}M ,−ξ)}, {q}N | 0, ~,−
√
2~ξ
)
+ λI
)
.
(3.25)
Finally, the Bethe equations (2.18) for gl(0|2) are exactly the same as in the gl(2| 0) case (2.14)
but with ξ → −ξ. Thus the proof of the duality relation in this case follows from the one for
gl(2|0) (with sign of ξ changed):
det
2N×2N
(
L0|2
∣∣∣
BE(2.18)
− λI
)
= λ2N . (3.26)
3.3 BN root system for gl(1|1) superalgebra
Here m = n = 1, p(1) = 0, p(2) = 1 and g1 =
√
2~, g2 = ~, g4 = 0. The size of the Lax matrix
is (2N + 1)× (2N + 1).
Introduce the matrix
L1|1B = L
(
{H˜G(1|1)j ({q}N , {µ}M)}, {q}N |
√
2~, ~, 0
)
, (3.27)
where H˜
G(1|1)
j ({q}N , {µ}M) are from (2.23). Notice that these eigenvalues coincide with those
for gl(2|0) case (2.21), so that
L1|1B = L
(
{H˜G(2|0)j ({q}N , {µ}M)}, {q}N |
√
2~, ~, 0
)
. (3.28)
Then we use the determinant identity for the BN case (A.23)
det
(2N+1)×(2N+1)
(
L1|1B − λI
)
= −λ2N−2M+1 det
2M×2M
(
L˜1|1 − λI
)
, (3.29)
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where
L˜1|1 = L
(
{−HG(2|0)j ({µ}M , {q}N , ξ = −1)}, {µ}M | 0, ~,
√
2~
)
(3.30)
is 2M × 2M matrix and eigenvalues HG(2|0)j ({µ}M , {q}N , ξ = −1) are from (2.13) for CN case
with ξ = −1 and {q}N , {µ}M interchanged:
H
G(2|0)
i ({µ}M , {q}N , ξ = −1)
= − ~
µi
+
M∑
k 6=i
(
~
µi − µk +
~
µi + µk
)
−
N∑
l=1
(
~
µi − ql +
~
µi + ql
)
.
(3.31)
Also, making the transposition we have:
det
2M×2M
(
L˜1|1 − λI
)
= det
2M×2M
(
−(L˜1|1)T + λI
)
= det
2M×2M
(
L
(
{HG(2|0)j ({µ}M , {q}N , ξ = −1)}, {µ}M | 0, ~,
√
2~
)
+ λI
)
.
(3.32)
The Bethe equations (2.23) imply that the last sum in (3.31) vanishes. Then
det
2M×2M
(
L˜1|1
∣∣∣
BE(2.23)
− λI
)
= det
2M×2M
(
L
(
{HG(2|0)j ({µ}M , {∅}, ξ = −1)}, {µ}M | 0, ~,
√
2~
)
+ λI
)
.
(3.33)
In this way we come to the matrix L
(
{HG(2|0)j ({µ}M , {∅}, ξ = −1)}, {µ}M | 0, ~,
√
2~
)
. It is
exactly the case (3.11), which was previously discussed in detail (3.12)–(3.19) for generic ξ, and
here we deal with ξ = −1. Therefore,
det
2M×2M
(
L˜1|1
∣∣∣
BE(2.23)
− λI
)
= λ2M . (3.34)
Thus, plugging this into (3.29), we get
det
2N×2N
(
L1|1B
∣∣∣
BE(2.23)
− λI
)
= −λ2N−2M+1λ2M = −λ2N+1 . (3.35)
3.4 BN root system for gl(0|2) superalgebra
Here m = 0, n = 2, p(1) = 1, p(2) = 1 and g1 =
√
2~, g2 = ~, g4 = 0. The size of the Lax
matrix is (2N + 1)× (2N + 1).
Introduce the Lax matrix
L0|2B = L
(
{H˜G(0|2)j ({q}N , {µ}M)}, {q}N |
√
2~, ~, 0
)
, (3.36)
where the eigenvalues H˜
G(0|2)
j ({q}N , {µ}M) are from (2.25). Notice that
H˜
G(0|2)
j ({q}N , {µ}M) = −H˜G(2|0)j ({q}N , {µ}M) (3.37)
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(see (2.21)). Therefore,
det
(2N+1)×(2N+1)
(
L0|2B − λI
)
= − det
(2N+1)×(2N+1)
(
−
(
L0|2B
)T
+ λI
)
= − det
(2N+1)×(2N+1)
(
L
(
{H˜G(2|0)({q}N , {µ}M)}, {q}N |
√
2~, ~, 0
)
+ λI
)
.
(3.38)
The Bethe equations for gl(0|2) case (2.26) are exactly the same as for the gl(2|0) case (2.22).
Thus, the desired statement follows from the one for gl(2|0):
det
(2N+1)×(2N+1)
((
L0|2B
)∣∣∣
BE(2.26)
− λI
)
= −λ2N+1 . (3.39)
4 Conclusion
To summarize, let us formulate the final statement of the paper. Consider the set of supersym-
metric Gaudin models with boundary based on the superalgebras gl(2|0), gl(1|1) and gl(0|2).
For each of the Gaudin model make the following substitutions into the data of the classical
Calogero-Moser models of type BCD:
zj = qj , j = 1 , . . . , N (4.1)
and
q˙j = H
G
j or q˙j = H˜
G
j , j = 1 , . . . , N (4.2)
in the Lax matrix (A.1), which we denote as L({q˙j}, {qj}| g1, g2, g4). Here HGj and H˜Gj are
eigenvalues of the Gaudin Hamiltonians (2.11) and (2.19) respectively. For the classical root
systems the set of the coupling constants and the Lax matrix size r are as follows:
BN : H˜
G
j (2.19), g1 =
√
2~, g2 = ~, g4 = 0, r = 2N + 1;
CN : H
G
j (2.11), g1 = 0, g2 = ~, g4 =
√
2~ (ξ + p(2)− p(1)), r = 2N ;
DN : H
G
j (2.11) with ξ = p(1)− p(2), g1 = 0, g2 = ~, g4 = 0, r = 2N .
(4.3)
If the Bethe roots {µk} satisfy the Bethe equations (more precisely, (2.20) for the BN case, (2.12)
for the CN case and (2.12) with ξ = p(1)− p(2) for the DN case), i.e., HGj or H˜Gj belong to the
spectrum of the Gaudin model, then all eigenvalues of the Lax matrix L({H˜Gj }, {qj}| g1, g2, g4) or
L({HGj }, {qj}| g1, g2, g4) and, therefore, all the integrals of motion, are equal to zero (see (1.21)).
5 Appendix
5.1 Lax pairs and identities
The Lax matrices for the Calogero-Moser models (1.20) are of sizes (2N + 1)×(2N + 1) (but
they have effective size 2N × 2N when g1 = 0) [14]:
L =
 P + A B C−B −P − A −C
−CT CT 0
 (A.1)
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where P,A,B are matrices of size N ×N and C is a column of length N :
Pab = q˙aδab , Aab =
g2(1− δab)
qa − qb , Bab =
g2(1− δab)
qa + qb
+
g4
√
2δab
2qa
, (C)a =
g1
qa
, (A.2)
a, b = 1, . . . , N . The Lax matrix provides the Hamiltonians through Hk =
1
2k
trLk. For k = 2
this yields (1.20). In fact, the matrix (A.1) becomes the Lax matrix of the model (1.20) if the
coupling constants g2, g4 and g1 satisfy the condition
3:
g1(g
2
1 − 2g22 +
√
2g2g4) = 0 . (A.3)
The classical root systems (of BCD types) arise as follows:
– BN (so2N+1): g4 = 0, g
2
1 = 2g
2
2; r = 2N + 1, x2N+1 = (q1, ..., qN ,−q1, ...,−qN , 0);
– CN (sp2N ): g1 = 0 and r = 2N , x2N = (q1, ..., qN ,−q1, ...,−qN );
– DN (so2N): g1 = 0, g4 = 0 and r = 2N , x2N = (q1, ..., qN ,−q1, ...,−qN),
(A.4)
where r is equal to the size of the Lax matrix (it is a dimension of the fundamental representation)
and xr = {x1, . . . , xr} is the set of coordinates on the Cartan subalgebra of the corresponding
Lie algebra.
Factorization formulae. Let us write down the factorized form of the Lax matrices (A.1)–
(A.4) [17]. For this purpose we use the Vandermonde matrix V and the D0 from (1.17)–(1.18).
Both matrices are uniquely defined by a set of r = N variables xN = {q1, . . . , qN}. We assume
the following rule for BCD cases: the matrices V,D0, C0, C˜ (1.17)–(1.18) are of size r × r
constructed by means of sets of variables xr from (A.4). For BN root system D
0 obtained in this
way should be also multiplied by diag(IN , IN ,
√
2). With these definitions, we have the following
factorization formulae:
CN and DN : set
g1 = 0, g2 = ~, g4 =
√
2~ξ (A.5)
and make the substitutions (these are some canonical transformations in the Hamiltonian ap-
proach)
q˙i → ξ~
qi
+
N∑
k 6=i
(
~
qi − qk +
~
qi + qk
)
, i = 1, . . . , N . (A.6)
Then the matrix L→ L′ obtained in this way takes the form
L′ = ~(D0)−1V (C0 − (1− 2ξ)C˜)V −1D0 . (A.7)
This is true for the CN case, and ξ = 0 in (A.7) yields the DN case.
BN : set
g1 =
√
2~, g2 = ~, g4 = 0 (A.8)
3The model (1.20) is integrable for arbitrary constants but this Lax representation requires the constraint
(A.3). We use it since the factorization formulae and determinant identities are available for this type of the Lax
representation only. Alternative Lax pairs can be found in [4].
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and make the substitutions
q˙i → 2~
qi
+
N∑
k 6=i
(
~
qi − qk +
~
qi + qk
)
, i = 1, . . . , N . (A.9)
The matrix L→ L′′ obtained in this way is represented in the form
L′′ = ~(D0)−1V (C0 + C˜)V
−1D0, (A.10)
where C0 and C˜ are the matrices defined in (1.18), (1.19) but of the size (2N + 1)× (2N + 1).
Frobenius companion matrix is constructed by means of coefficients of characteristic poly-
nomial p(z) = det(zI − J) = zr + cr−1zr−1 + cr−2zr−2 + ... + c1z + c0. The matrix J and its
inverse are as follows:
J =

0 0 . . . 0 −c0
1 0 . . . 0 −c1
0 1 . . . 0 −c2
. . . 0 .
. . . 0 .
. . . 0 .
0 0 . . . 1 −cr−1

, J−1 =

−c1/c0 1 0 . . . 0
−c2/c0 0 1 . . . 0
−c3/c0 0 0 . . . 0
. . . . 0
. . . . 0
. . . . 1
−1/c0 0 0 . . . 0

, (A.11)
where we assume generic case, so that c0 6= 0. The zeros of p(z) are eigenvalues (x1, . . . , xr) of
r×r matrix J , and (−1)icr−i = ei(x1, . . . , xr) are the elementary symmetric polynomials defined
by p(z) =
r∏
k=1
(z − xk) =
r∑
k=0
(−1)r−ker−k(x1, .., xr)zk. The ratios of coefficients entering J−1 can
be represented in the following way:
−ck
c0
= (−1)k+1er−k(x1, . . . , xr)
er(x1, . . . , xr)
= (−1)k+1ek(x−11 , . . . , x−1r ) . (A.12)
The Vandermonde matrix Vij(x) = x
j−1
i brings J to the diagonal form:
diag(x1, x2, . . . , xr) = V J V
−1 (A.13)
or, equivalently,
diag(x−11 , x
−1
2 , . . . , x
−1
r ) = V J
−1V −1. (A.14)
The determinant identities. For the CN and DN root systems, following [17, 18], consider
the 2N × 2N matrix
L = L
(
{HG(2|0)j }N({q}N , {µ}M , ξ), {q}N | 0, ~,
√
2 ~ ξ
)
. (A.15)
It is the Lax matrix (A.1) L({q˙j}, {qj}| g1, g2, g4) of type CN , where velocities are replaced by
eigenvalues of gl(2|0) Gaudin Hamiltonians (2.13), and the set of constants is chosen according
to (A.5). Define also the dual matrix L˜ of size 2M × 2M :
L˜ = L
(
{HG(2|0)j }M({µ}M , {q}N , 1− ξ), {µ}M | 0, ~,
√
2 ~ (1− ξ)
)
. (A.16)
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Then the determinant identity for the matrices (A.15), (A.16) is as follows:
det
2N×2N
(
L− λI
)
= λ2N−2M det
2M×2M
(
L˜ − λI
)
. (A.17)
Similarly, for the BN root system define the matrix
L = L
(
{H˜G(2|0)j }N , {qj}N |
√
2~, ~, 0
)
(A.18)
of size (2N + 1) × (2N + 1) with the set of coupling constants (A.8) and H˜Gj are from (2.21).
The dual matrix is of size 2M × 2M :
L˜ = L
(
{−HG(2|0)j }({µj}M , {qj}N , ξ = −1), {µj}M | 0, ~,
√
2~
)
. (A.19)
Again, the arguments {q}N and {µ}M are interchanged in the expression (A.19):
L˜ =
(
A˜ B˜
−B˜ −A˜
)
, A˜ , B˜ ∈ Mat(M,C) , (A.20)
where
A˜ij = δij
(
~
µi
+
N∑
k=1
(
~
µi − qk +
~
µi + qk
)
−
M∑
l 6=i
(
~
µi − µl +
~
µi + µl
))
+
~(1− δij)
µi − µj (A.21)
and
B˜ij = δij
~
µi
+ (1− δij) ~
µi + µj
. (A.22)
Then the determinant identity reads as follows:
det
(2N+1)×(2N+1)
(
L − λI
)
= −λ2N−2M+1 det
2M×2M
(
L˜ − λI
)
. (A.23)
5.2 The notation for gl(n|m) matrices
We use the fundamental (defining) representation of the gl(n|m) superalgebra. Elements of
gl(n|m) are endomorphisms of Z2-graded vector space V = Cm|n. The parity of the basis
elements of V is defined through Z2-valued parameter
p(i) =
{
0, for 1 ≤ i ≤ m,
1, for m+ 1 ≤ i ≤ n+m. (A.24)
The parity of the matrix units
p(Eij) = p(i) + p(j) mod 2 (A.25)
provides the rule for the tensor product of operators (matrices):
(A⊗ B)(C ⊗D) = (−1)p(B)p(C)(AC)⊗ (BD) . (A.26)
The super-transposition for operator-valued matrices is defined as
A =
m+n∑
i,j=1
Eij ⊗ aij → At =
m+n∑
i,j=1
(−1)p(j)+p(j)p(i)Eji ⊗ aij . (A.27)
The super trace is
strA =
m∑
i=1
aii −
m+n∑
i=m+1
aii . (A.28)
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5.3 Proof of Lemma (3.21)
Let us consider the characteristic polynomial of the matrix L (3.21):
det
2N×2N
(L− λI) = det
N×N
(
(B −A− P ) (B + A + P ) + λ2I
)
. (A.29)
The explicit form of these matrices is as follows:
(P + A+B)ij = δij
(
q˙i +
g4√
2qi
)
+ (1− δij) 2g2qi
q2i − q2j
,
(B −A− P )ij = δij
(
g4√
2qi
− q˙i
)
− (1− δij) 2g2qj
q2i − q2j
.
(A.30)
Next, compute the product of the matrices (A.30):
N∑
α=1
(B −A− P )iα (B + A+ P )αi =
(
g24
2q2i
− q˙2i
)
+
N∑
α6=i
4g22q
2
α
q2i − q2α
,
N∑
α=1
(B − A− P )iα (B + A+ P )αj =
(
g4√
2qi
− q˙i
)
2g2qi
q2i − q2j
−
(
g4√
2qj
+ q˙j
)
2g2qj
q2i − q2j
−
N∑
α6=i,j
4g22q
2
α
(q2i − q2α)(q2α − q2j )
= − 2qiq˙i
q2i − q2j
− 2qj q˙j
q2i − q2j
−
N∑
α6=i,j
4g22q
2
α
(q2i − q2α)(q2α − q2j )
, i 6= j.
(A.31)
Thereby, we found that every matrix element of N ×N matrix (A.29) is an even function of g4.
Thus the characteristic polynomial (A.29) is an even function of g4.
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