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Let F be a ﬁeld of characteristic not 2, a1, . . . ,an ∈ F ∗, M = F (√a1,
. . . ,
√
an ). Let further G be the subgroup of F ∗/F ∗2 generated by
a1, . . . ,an . For any I ⊂ {1, . . . ,n} put aI =∏i∈I ai (a∅ = 1). Consider
the complex
∏
I =∅
K ∗I /K ∗I
2 ϕ−→ G ⊗ F ∗/F ∗2 ψ−→ 2Br F res−→ 2BrM
∏
NM/E−→
∏
F⊂E⊂M, [M:E]=2
2Br E,
where KI = F (√aI ) are all the quadratic extensions of F , contain-
ing in M , ϕ({wI }) =∑I aI ⊗ NKI /F (wI ), ψ(aI ⊗ z) = (aI , z). The
homology group of this complex at i + 1-th term from the left is
denoted by hi(M/F ). Independently of char F we give examples of
these complexes with nontrivial h3(M/F ) and prescribed n 3 and
a1, . . . ,an−1. Also similar examples concerning the group h1(M/F )
are constructed.
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A.S. Sivatski / Journal of Algebra 323 (2010) 336–348 337where KI = F (√aI ) are all quadratic extensions of F , containing in M , ϕ({wI }) =
∑
I aI ⊗ NKI/F (wI ),
ψ(aI ⊗ z) = (aI , z). We call this complex the Brauer group complex for the given multiquadratic ex-
tension M/F (in fact this is the Brauer group complex from [ELTW]). The homology group of this
complex at i + 1-th term from the left is denoted by hi(M/F ). It is known that if n  2, or F is
either local or global ﬁeld, then hi(M/F ) = 0 [T,ELW,ELTW,STW]. A natural question arises whether
this complex is always exact, and if not, how big the groups hi(M/F ) can be. The group h2(M/F )
was considered in [T,ELTW,S3]. In particular, numerous examples of nontrivial h2(M/F ) were given
in these papers. In the present article we investigate the groups h3(M/F ), and h1(M/F ), devoting a
separate section to each of them.
Our notation is almost everywhere as in the books [L] and [Sch]. The only difference is in the
deﬁnition of Pﬁster forms; for elements a1, . . . ,an ∈ F ∗ we put 〈〈a1, . . . ,an〉〉 = 〈1,−a1〉⊗· · ·⊗〈1,−an〉
(take notice of the signs). By 2Br F we denote the 2-torsion of the Brauer group of the ﬁeld F , which
is isomorphic to the cohomology group H2(F ,Z/2Z). If a,b ∈ F ∗ , then, as usual, (a,b) ∈ 2Br F denotes
the class of the quaternion algebra over F , determined by the generators i and j, and the relations
i2 = a, j2 = b, i j = − ji. Slightly abusing terminology we will often identify a central simple algebra
with its class in the Brauer group. If α ∈ 2Br F and L/F is a ﬁeld extension, then by deﬁnition αL =
resL/F α, and resL/F 2Br F is the image of 2Br F in 2Br L under the restriction map. Recall also that if
the extension L/F is ﬁnite, there exists a norm map NL/F : 2Br L → 2Br F , which makes the diagram
2Br L −−−−→ H2(L,Z/2Z)
NL/F
⏐⏐ NL/F⏐⏐
2Br F −−−−→ H2(F ,Z/2Z)
commutative, and which is compatible with the restriction. If a ∈ F ∗ and b ∈ L∗ , then NL/F (a,b) =
(a,NL/F b). The composition NL/F ◦ resL/F is just the multiplication by the degree of the extension L/F .
If L/F is quadratic, then the sequence
2Br F
res−→ 2Br L NL/F−−→ 2Br F
is exact.
We denote by K2(F ) the 2-dimensional Milnor K -group of F . There is an isomorphism
K2(F )/2K2(F )  2Br F taking the symbol {a,b} to (a,b), which is compatible with the restriction
and the norm [M1].
1. The group h3(M/F )
We are interested in the group h3(M/F ) partly because the sequence
F ∗/F ∗2 res−→ M∗/M∗2
∏
NM/E−−−−→
∏
F⊂E⊂M, [M:E]=2
E∗/E∗2
is exact (see [ELW], Theorem 2.1), which means that “one-dimensional” version of h3(M/F ) is zero.
In this section we give examples of multiquadratic extensions M/F such that h3(M/F ) is inﬁnite
and cd2 F = 2, following an idea in [S1] and [S2].
In order to construct a multiquadratic extension M/F with nonzero h3(M/F ) we start from any
ﬁeld k, n 2, and elements a1, . . . ,an−1,d,u ∈ k∗ . Put
F = k(x), an = x2 − 4d, M = F (√a1, . . . ,√an ),
where x is an indeterminate.
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√
x2 − 4d )) ∈ 2Br F (
√
x2 − 4d ). Notice that N
F (
√
x2−4d )/Fβ =
(u,d). Our main purpose is to prove the following:
Proposition 1. The following two conditions are equivalent:
1) At least one of the algebras (aIu,d), where I runs over all the subsets of {1, . . . ,n− 1}, is zero.
2) βM ∈ resM/F 2Br F .
Proof. 1) ⇒ 2). Assume that (aIu,d) = 0 for some I ⊂ {1, . . . ,n− 1}. Then we have
N
F (
√
x2−4d )/F
(
β +
(
aI ,
1
2
(
x+
√
x2 − 4d )))= (u,d) + (aI ,d) = (aIu,d) = 0.
Since h3(F (
√
x2 − 4d )/F ) = 0, we get that
(
β +
(
aI ,
1
2
(
x+
√
x2 − 4d ))) ∈ res
F (
√
x2−4d )/F 2Br F .
It remains to notice that βM = βM + (aI , 12 (x+
√
x2 − 4d ))M ∈ resM/F 2Br F .
2) ⇒ 1). The proof of this implication is much harder than the proof of the previous one. It
suﬃces to consider the case where k has no proper ﬁnite odd degree extensions. Indeed, we can pass
to a maximal odd degree extension k′/k and use that the map 2Brk → 2Brk′ is injective.
Now assume that all the algebras (aIu,d) are nonzero, and βM = αM for some α ∈ 2Br F . For any
ﬁeld K let
2Br K (x)
∂=⊕∂p−−−−→
∐
p∈P1K
K (p)∗/K (p)∗2
be the second residue map. Since any element of 2Br F is a sum of quaternion algebras [M1], and
((x2 − 4d)a,b) = (x2 − 4d,b) + (a,b) for any a,b ∈ F ∗ , we can assume that ∂x2−4d(α) = 1. Put l =
k(
√
a1, . . . ,
√
an−1 ). Notice that since (aIu,d) = 0 for any I , the algebra l(√u ) = l[x]/(x2 − u) is a
ﬁeld. Since αM(
√
u ) = βM(√u ) = 0, we have
αl(
√
u )(x) =
(
x2 − 4d,h),
where h ∈ l(√u )[x]. Assume also that degh is minimal. In particular, h is a squarefree polynomial.
Lemma 2. One can assume that h = ef , where f ∈ k[x] is monic, and e ∈ l(√u )∗ .
Proof. If f ∈ l(√u )[x] (resp. f ∈ k[x]), then by f we will denote the residue of f in the algebra
l(
√
u,
√
d ) = l(√u )[x]/(x2 − 4d) (resp. in the ﬁeld k(√d) = k[x]/(x2 − 4d)).
Obviously,
(
x2 − 4d,h)= αl(√u )(x) = (x2 − 4d,σh)
for any σ ∈ Gal(l(√u )(x)/F ). Suppose p ∈ l(√u )[x] is a prime divisor of h, but not a divisor of x2−4d.
Let us show that σ p is a prime divisor of h as well. Indeed, assume the contrary. Then
1= ∂σ p
(
x2 − 4d,h)= ∂σ p(x2 − 4d,σh)= x2 − 4d (mod σ p) = ∂σ p(x2 − 4d,σ p).
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2Br l(
√
u )(x) ∂−→
∐
p∈P1
l(
√
u )
l(
√
u )(p)
∗
/l(
√
u )(p)
∗2 N−→ l(√u )∗/l(√u )∗2
(the reciprocity law) to the l(
√
u )(x)-algebra (x2 − 4d, σ p) we get Nl(√u,√d )/l(√u )σ p ∈ l(
√
u )∗2.
Therefore, σ p ∈ vl(√u,√d )∗2 for some v ∈ l(√u )∗ . Comparing the residues, we conclude that
(x2 − 4d,h) = (x2 − 4d, v σhσ p ), a contradiction to minimality of degh.
Thus, we have either
1) h = ef , or 2) h = e(x±2√d ) f ), where f ∈ k[x] is monic, and e ∈ l(√u )∗ . Since degh is minimal,
and (x2 − 4d,−(x2 − 4d)) = 0, we see that x2 − 4d does not divide f . Of course, case 2) is impossible
if
√
d /∈ l(√u ). We are going to show that in fact case 2) is always impossible, which will complete
the proof of the lemma. Indeed, assume that
√
d ∈ l(√u ), and, for instance, h = (x − 2√d )P , where
P ∈ l(√u )[x]. Then we have
(
x2 − 4d, (x− 2√d )P)= (x2 − 4d, P)+ (x2 − 4d, x− 2√d )
= (x2 − 4d, P)+ (−x− 2√d, x− 2√d ) = (x2 − 4d, P)+ (x2 − 4d,−4√d )
= (x2 − 4d,−4√dP)
a contradiction since the deg P = degh − 1, and degh is minimal. 
Lemma 3. In the notation of Lemma 2 one can assume that e ∈ l∗ .
Proof. Since by our assumption ∂x2−4d(α) = 1, we have
1= ∂x2−4dαl(√u )(x) = ef ,
i.e. f ∈ el(√u,√d )∗2, which implies, taking the norm, that Nl(√u,√d )/l(√u ) f ∈ l(
√
u )∗2. Since the
norm map commutes with the restriction, and f ∈ k[x], we get that either Nk(√d)/k f ∈ aIk∗2, or
Nk(
√
d)/k f ∈ aIuk∗2 for some I ⊂ {1, . . . ,n − 1}. Since by the hypothesis all the algebras (aIu,d) are
nontrivial, and the composition
k(
√
d)∗/k(
√
d)∗
2 N−→ k∗/k∗2
⋃
d−−→ 2Brk
is zero, we conclude that Nk(
√
d)/k f ∈ aIk∗2, or, equivalently, Nl(√d)/l f ∈ l∗2. Therefore, f ∈ e0l(
√
d)∗2
for some e0 ∈ l∗ . Comparing the residues, we get
(
x2 − 4d, ef )= (x2 − 4d, e0 f )l(√u )(x).
Hence, changing e to e0, we can assume that e ∈ l∗ . 
Thus, since (α − (x2 − 4d, ef ))l(√u )(x) = 0, we obtain
(
α − (x2 − 4d, ef ))l(x) = (u, g), (∗)
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(u, g) = (u,σ g) + (x2 − 4d, eσ e).
Hence for any prime p ∈ l[x] dividing g , but not dividing x2 − 4d we have ∂σ p(u, g) = ∂σ p(u, σ g).
Repeating the proof of Lemma 2 we conclude that either
1) g = e˜ f˜ , or
2) g = e˜(x± 2√d ) f˜ ,
where e˜ ∈ l∗ , and f˜ ∈ k[x].
Suppose that case 2) holds. This is possible only if d ∈ aIk∗2 for some I ⊂ {1, . . . ,n − 1}. Consider
any ﬁeld k′ such that k(√aI ) ⊂ k′ ⊂ l, and [l : k′] = 2. Applying the norm Nl(x)/k′(x) to the equality (∗)
we get
(
x2 − 4d,Nl(x)/k′(x)e
)= (u,Nl(x)/k′(x)˜e).
Since the polynomial x2 − 4d is monic, we conclude, taking the specialization of the last equality
at the inﬁnity point, that (u,Nl(x)/k′(x)˜e) = 0. Since x2 − 4d decomposes into linear factors over k′ ,
it follows that Nl(x)/k′(x)e ∈ k′∗2. Taking into account that k′ is an arbitrary ﬁeld of codimension 2
between k(
√
aI ) and l, we can assume by [ELW], Theorem 2.1, that e ∈ k(√aI ).
Now consider a ﬁeld k ⊂ l1 ⊂ l such that l = l1(√aI ), and apply the norm Nl(x)/l1(x) to the equal-
ity (∗). We get
(
x2 − 4d,uNk(√aI )/ke
)
l1(x)
= (u,Nl/l1 e˜)l1(x).
As earlier, taking the specialization at inﬁnity, we conclude that both parts of the last equality are
zero. Since
√
d ∈ l∗ , it follows that uNk(√aI )/ke ∈ l∗2. This implies that uNk(√aI )/ke ∈ a Jk∗2 for some
J ⊂ {1, . . . ,n − 1}, i.e. Nk(√aI )/ke ∈ a J uk∗2. Therefore, (a J u,d) = (a J u,aI ) = 0, a contradiction, so that
case 2) does not hold.
Thus, case 1) holds. Put t = 12 (x+
√
x2 − 4d ). Then
d
t
= 1
2
(
x−
√
x2 − 4d ), x= t + d
t
,
√
x2 − 4d = t − d
t
.
Obviously, F = k(x) = k(t + dt ), F (
√
x2 − 4d ) = k(t). The equality (∗) implies
(u, t) = αl(t) =
(
u, e˜ f˜
(
t + d
t
))
l(t)
.
Since ∂t(u, e˜ f˜ (t + dt )) = u = 1, we conclude that deg f˜ with respect to x is odd. Since k has no proper
odd degree extensions, and f˜ is deﬁned over k, it follows that f˜ is divisible by some linear polynomial
x−m, where m ∈ k. Therefore, over l we have
1= ∂t2−mt+d(u, t) = ∂t2−mt+d
(
u, e˜ f˜
(
t + d
t
))
= u.
Since u is not a square, m
2−4d
u ∈ l∗2. Furthermore, since m ∈ k, we get that m
2−4d
u ∈ aIk∗2 for some
I ⊂ {1, . . . ,n − 1}, hence (aIu,d) = 0. This is a contradiction, which proves implication 2) ⇒ 1) in
Proposition 1. 
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are nonzero, and n 3. Suppose also that a1 and a2 determine distinct nontrivial elements in k∗/k∗2 , and
(u,d)k(√a1 ) = (u,d)k(√a2 ) = (u,d)k(√a1a2 ) = 0.
Then β is a nonzero element in the homology group h3(M/F ).
Proof. Notice ﬁrst that to provide the last condition we can replace the ﬁeld k from Proposi-
tion 1 by the composite of the function ﬁelds of the forms 〈ud,−u,−d,a1〉, 〈ud,−u,−d,a2〉, and
〈ud,−u,−d,a1a2〉. This procedure does not affect nontriviality of the algebras (aIu,d).
Consider any ﬁeld E such that F ⊂ E ⊂ M , and [M : E] = 2. If √x2 − 4d ∈ E , then NM/EβM = 0.
If
√
x2 − 4d /∈ E , then M = E(√x2 − 4d ), and NM/EβM = (u,d)E . If √a1 /∈ E , and √a2 /∈ E , then
M = E(√a1 ) = E(√a2 ), which implies that a1a2 ∈ E∗2, or, equivalently, F (√a1a2 ) ⊂ E . Thus, inde-
pendently of the choice of E we have NM/EβM = 0, hence by Proposition 1 β is a nonzero element in
h3(M/F ). 
Along with the Brauer group complex one can consider the analogous complex of the Witt groups
W (F ) res−→ W (M)
∏
NM/E−−−−→
∏
F⊂E⊂M, [M:E]=2
W (E),
where NM/E denotes the transfer map corresponding to the E-linear map sM/E : M = E(√e ) → E
deﬁned by sM/E (1) = 0 and sM/E (√e ) = 1 [Sch].
Corollary 5. Under conditions of Corollary 4 the element 〈〈u, 12 (x+
√
x2 − 4d )〉〉 is nontrivial in the homology
group of the Witt group complex for the extension M/F .
Proof. The equality NM/E 〈〈u, 12 (x +
√
x2 − 4d )〉〉 = 0 follows from the deﬁnition of the map NM/E .
Suppose now that 〈〈u, 12 (x+
√
x2 − 4d )〉〉 ∈ resM/F W (F ). It is easy to see that then there is α˜ ∈ I2(F )
such that 〈〈u, 12 (x+
√
x2 − 4d )〉〉 = resM/F α˜. Hence βM = resM/F α, where α is the image of α˜ under
the map I2(F ) → I2(F )/I3(F )  2Br(F ), a contradiction. 
Remark. Slightly modifying the example in Corollary 4, we can give an example of a ﬁeld F such
that the group h3(M/F ) is inﬁnite. Indeed, assume that A is some set of indices, and instead of one
element u ∈ k∗ we have a collection of elements ui (i ∈ A) such that (uiu j,d) = 0, (ui,d)k′ = 0, for any
i = j ∈ A and k′ is any of the ﬁelds k(√a1 ), k(√a2 ), k(√a1a2 ). Then by Proposition 1 the algebras
(ui,
1
2 (x +
√
x2 − 4d )) are pairwise distinct elements in h3(M/F ). Similarly, the 2-fold Pﬁster forms
〈〈ui, 12 (x+
√
x2 − 4d )〉〉 determine pairwise distinct elements in the corresponding homology group of
the Witt group complex.
Proposition 1 implies the following curious statement.
Corollary 6. Let k be a ﬁeld, n  2, a1, . . . ,an−1,d ∈ k∗ , F = k(x), P i, Q i ∈ F , and the element θ =∑
i(ai, P
2
i − (x2 − 4d)Q 2i ) has no residues. Then θ = (aI ,d) for some I ⊂ {1, . . . ,n − 1}. Moreover, any
algebra (aI ,d) can be written in this form.
Proof. Since θ has no residues, θ ∈ 2Brk. The specialization of θ at the point x = 2
√
d is, obviously,
zero. Hence θk(
√
d ) = 0, which implies that θ = (u,d) for some u ∈ k∗ . Therefore,
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F (
√
x2−4d )/F
((
u,
1
2
(
x+
√
x2 − 4d ))+ n−1∑
i=1
(
ai, Pi + Q i
√
x2 − 4d ))= (u,d) + (u,d) = 0,
which means that
(
u,
1
2
(
x+
√
x2 − 4d ))+ n−1∑
i=1
(
ai, Pi + Q i
√
x2 − 4d ) ∈ res
F (
√
x2−4d )/F 2Br F .
It follows that (
u,
1
2
(
x+
√
x2 − 4d )) ∈ res
F (
√
a1,...,
√
an−1,
√
x2−4d)/F 2Br F .
By Proposition 1 we get (aIu,d) = 0 for some I ⊂ {1, . . . ,n − 1}, i.e. θ = (u,d) = (aI ,d). Notice also
that
(aI ,d) =
∑
i∈I
(
ai, x
2 − (x2 − 4d)),
which completes the proof. 
Remark. The fact that the Brauer group complex is exact in the cases of quadratic and biquadratic
extensions allows us to give another description of the group h3(M/F ) for a multiquadratic extension
M/F . Namely,
h3(M/F ) =
⋂
F⊂E⊂M, [M:E]=2 resM/E 2Br E
resM/F 2Br F
=
⋂
F⊂K⊂M, [M:K ]=4 resM/K 2Br K
resM/F 2Br F
.
Indeed, this follows from the fact that the complex
2Br K
res−→ 2BrM
∏
NM/E−−−−→
∏
K⊂E⊂M, [M:E]=2
2Br K
is exact for any quadratic or biquadratic extension M/K . There is a similar description for the homol-
ogy group of the Witt group complex.
Returning to the ﬁeld F in Corollary 4, notice that cd2 F  3. However, it is possible to improve this
result, and give an example of a ﬁeld extension F̂/F linearly disjoint with M/F such that the natural
map h3(M/F ) → h3(MF̂/ F̂ ) is injective and any 5-dimensional form over F̂ is isotropic. In particular,
cd2 F̂ = 2. Recall that G is the subgroup of F ∗/F ∗2 generated by ai , 1 i  n. For an arbitrary ﬁeld K
and a quadratic form ϕ over K denote by K (ϕ) the function ﬁeld of the projective quadric determined
by ϕ .
The key point of the modiﬁed construction is the following:
Proposition 7. Let K be a ﬁeld, M/K a multiquadratic extension, E1 ⊂ E2 be ﬁeld extensions of K linearly
disjoint with M/F . Then the map h3(ME1/E1) → h3(ME2/E2) is injective in the following cases:
1) E2/E1 is an odd degree extension (not necessarily ﬁnite).
2) E2/E1 is a purely transcendental extension (for example, E2 = E1(ϕ), where ϕ is an isotropic quadratic
form over E1).
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Q ∪ (s) = 0 for any 1 = s ∈ G.
4) E2 = E1(ϕ), where ϕ is a 4-dimensional form over E1 such that discϕ /∈ G and 〈〈discϕ, s〉〉 = 0 for any
1 = s ∈ G.
5) E2 = E1(ϕ), where ϕ is any 5-dimensional form over E1 .
Proof. 1) We can assume that the extension E2/E1 is ﬁnite. Suppose β ∈ 2BrME1 is such an element
that resME2/ME1 β = resME2/E2 α for some α ∈ 2Br E2. Consider the commutative diagram
2Br E2
res−−−−→ 2BrME2
N
⏐⏐ N⏐⏐
2Br E1
res−−−−→ 2BrME1
Since for a ﬁnite odd degree extension the composition N◦ res is identity, we have
resME2/ME1 ◦ resME1/E1 ◦NE2/E1 α = resME2/ME1 ◦NME2/ME1 ◦ resME2/E2 α
= resME2/ME1 ◦NME2/ME1 ◦ resME2/ME1 β = resME2/ME1 β.
Since [ME2 : ME1] is odd, the map resME2/ME1 is injective, hence
β = resME1/E1 ◦NE2/E1 α,
which proves in particular that the map h3(ME1/E1) → h3(ME2/E2) is injective.
2) We can assume that E2 = E1(t). The proof of this part is quite similar to the proof of part 1);
the only difference is that the norm map should be changed to the specialization map 2Br E1(t) →
2Br E1 with respect to an arbitrary rational point of the projective line P1E1 .
3) Suppose β ∈ 2BrME1 is such an element that resME2/ME1 β = resME2/E2 α for some α ∈ 2Br E2.
Then for any closed point p ∈ X ∂p(α)ME1(p) = 1. Hence ∂p(α) = sp for some sp ∈ G depending on p.
The element sp is not always uniquely determined, but if ∂p(α) = 1, we put sp = 1. Choose any point
p0 ∈ X of degree 2. Since any divisor on X of degree 0 is principal, there exists a function f p ∈ E1(X)∗
such that div( f p) = deg p2 p0 − p. Then the element α′ = α −
∑
p∈X (sp, f p) has at most one nonzero
residue, namely at the point p0. Moreover, resME2/E2 α = resME2/E2 α′ . So, changing if necessary α to
α′ we can assume that Supp(α) ⊂ {p0}, where Supp(α) = {p ∈ X : ∂p(α) = 0}. Consider two possible
cases:
A) Supp(α) = ∅. Let α˜ ∈ K2(E2) be a preimage of α under the norm residue map K2(E2) →
2Br(E2). Consider the commutative diagram
K2(E2) −−−−→ 2Br E2
∂
⏐⏐ ∂⏐⏐∐
p E1(p)
∗ −−−−→ ∐p E1(p)∗/E1(p)∗2
We need the following:
Lemma 8. (See [Su].) Suppose k is a ﬁeld, X is a nonsplit conic over k, s ∈ K2(k(X)) is such that ∂p(s) ∈ k(p)∗2
for any p ∈ X. Let ∂p(s) = t2p , and put t =
∏
p∈X Nk(p)/k(tp). Then t is independent of the choice of tp , t ∈{−1,1}, and t = 1 if and only if s ∈ 2K2(k(X)) + resK (X)/k K2(k).
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resME2/ME1 2BrME1, Lemma 8 implies that
∏
p NE1(p)/E1xp = 1. This means that α = γE2 for some
γ ∈ 2Br E1. So (β − γME1 )ME2 = 0, which means that β equals either γME1 , or (γ + Q )ME1 . In both
cases the image of β in h3(ME1/E1) is zero.
B) Supp(α) = {p0}. We will show that this case is in fact impossible. Obviously, ∂p0(α) = s for
some 1 = s ∈ G . Consider the commutative diagram
2Br E1(
√
s )
res−−−−→ 2Br E2(√s )
N
⏐⏐ N⏐⏐
2Br E1
res−−−−→ 2Br E2
The argument in case A) shows that αE2(
√
s) = γE2(√s) for some γ ∈ 2Br E1(
√
s ). Therefore,
resE2/E1 ◦NE1(√s )/E1 γ = NE2(√s )/E2 ◦ resE2(√s )/E1(√s ) γ = NE2(√s )/E2 ◦ resE2(√s )/E2 α = 0.
This implies that NE1(
√
s )/E1 γ equals either 0, or Q . If NE1(
√
s )/E1 γ = Q , then Q ∪ (s) = 0, a contra-
diction to the hypothesis. So NE1(
√
s )/E1 γ = 0, i.e. γ = δE1(√s ) for some δ ∈ 2Br E1. Taking into account
that αE2(
√
s) = γE2(√s) , we get
α − δE2 = (s, f )
for some f ∈ E∗2. Since ∂p0 (α) = 1, there exist p1 ∈ X of degree not divisible by 4, p1 = p0, odd
integers k0,k1, and a divisor a such that div( f ) = k0p0 + k1p1 + a and p0, p1 /∈ Suppa. Since
s = ∂p1(s, f ) = ∂p1(α) = 1,
we get
√
s ∈ E1(p1). Moreover, [E1(p1) : E1(√s )] is odd, because [E1(p1) : E1] is not divisible by 4.
Since Q E1(p1) = 0, we conclude that Q E1(√s ) = 0, hence QME1 = 0, a contradiction.
4) Suppose ϕ  〈a1,a2,a3,a4〉. Let E = E1(t1, t2, t3), where t1, t2, t3 are indeterminates. We have
ϕE 
〈
a1t
2
1 + a2t22,a1a2
(
a1t
2
1 + a2t22
)
,a3,a4
〉
 〈a1t21 + a2t22 + a3t23,a3(a1t21 + a2t22)(a1t21 + a2t22 + a3t23),a1a2(a1t21 + a2t22),a4〉
 〈a1t21 + a2t22 + a3t23 + a4,a4(a1t21 + a2t22 + a3t23)(a1t21 + a2t22 + a3t23 + a4),
a3
(
a1t
2
1 + a2t22
)(
a1t
2
1 + a2t22 + a3t23
)
,a1a2
(
a1t
2
1 + a2t22
)〉
.
It follows that
ϕE 
〈
a1t
2
1 + a2t22 + a3t23 + a4
〉⊥ ϕ′,
for some 3-dimensional form ϕ′ over E , and
C0(ϕ
′)  (−a1a2a3(a1t21 + a2t22 + a3t23),−a3a4(a1t21 + a2t22)(a1t21 + a2t22 + a3t23 + a4)).
Hence ∂a1t21+a2t22+a3t23+a4C0(ϕ
′) = disc(ϕ), which implies
∂a t2+a t2+a t2+a
(
C0(ϕ
′) ∪ (s))= (disc(ϕ), s).
1 1 2 2 3 3 4
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the extensions E(ϕ′)(ϕ)/E(ϕ′) and E/E1 are purely transcendental, the result follows from parts 2)
and 3).
5) Since the discriminant of the generic 4-dimensional subform of ϕ is equal to a1t21 + a2t22 +
a3t23 + a4t24 + a5, the result follows from part 4). 
Now we are going to apply the Merkurjev construction of the ﬁeld with a prescribed even u-
invariant (see [M2], Theorem 3). Starting from any ﬁeld F construct an inﬁnite tower of ﬁelds F =
F0 ⊂ F1 ⊂ · · · in the following way: if i is even, then Fi+1 is a free composite of all function ﬁelds
Fi(ϕ), ϕ ranging over all 5-dimensional forms over Fi . If i is odd, then Fi+1 is a maximal odd degree
extension of Fi . Put F̂ =⋃i F i . It is easy to check that the u-invariant of F̂ is not more than 4, and
F̂ has not any proper odd degree extension. In particular, cd2 F̂  2. In view of Proposition 7 we have
h3(M/F ) ↪→ h3(MF̂/ F̂ ). Therefore, using the remark after the proof of Corollary 5, we can give an
example of a ﬁeld F̂ such that the group h3(MF̂/ F̂ ) is inﬁnite, and cd2 F̂  2.
Remark. If any 4-dimensional form with nontrivial discriminant over a ﬁeld F is isotropic, and M/F
is an arbitrary multiquadratic extension, then h3(M/F ) = 0 (see [ELW], Corollary 4.7). Thus, part 4) of
Proposition 7 does not generalize to any 4-dimensional form with nontrivial discriminant.
2. The group h1(M/F ) for triquadratic extensions
Examples of triquadratic extensions (multiquadratic extensions of degree 8) M/F with nontrivial
h1(M/F ) are known (see [STW], Theorem 5.1, Remark 5.4). However, in all these examples char F =
0. In this section we get rid of this restriction. First we recall the deﬁnition of property CV for a
quadratic extension L/F .
By deﬁnition, a quadratic extension L/F has property CV (common value), if for any two binary
quadratic forms q1, q2 over F the existence of a common value of the forms q1L , q2L implies the
existence of a common value of the forms q1L , q2L , lying in F
∗ . Examples of quadratic extensions of
characteristic 0 not satisfying this property has been given in [STW], Remark 5.4. In the same paper
it was established that for a triquadratic extension F (
√
a,
√
b,
√
c )/F
h1
(
F (
√
a,
√
b,
√
c )/F
) F ∗ ∩ NF (√c )(a)NF (√c )(b)
(F ∗ ∩ NF (√c )(a))(F ∗ ∩ NF (√c )(b))
,
where we denote by NK (u) the norm group NK (
√
u )/K K (
√
u )∗ for a ﬁeld extension K (
√
u )/K .
Moreover, if forms α  〈1,−a〉 and β  z〈1,−b〉 give a counterexample to property CV for an ex-
tension F (
√
c )/F , then (a, z)F (
√
ab,
√
c ) = 0, and a ⊗ z + ab ⊗ u + c ⊗ v is a nontrivial element in
h1(F (
√
a,
√
b,
√
c )/F ) for any u, v such that (a, z) + (ab,u) + (c, v) = 0.
On the other hand, suppose k is a ﬁeld, d, c1, c2 ∈ k∗ , d /∈ k∗2 such that c21 − 4d and c22 − 4d are
nontrivial distinct elements in k∗/k∗2, x is an indeterminate, F = k(x), L = F (√x2 − 4d ). Set
q1  (x− c1)
〈〈
c21 − 4d
〉〉
, q2  (x− c2)
〈〈
c22 − 4d
〉〉
.
It has been shown in [S2], Proposition 1, that the extension L/F does not satisfy property CV , and
the forms q1,q2 provide a corresponding counterexample. Here we have a = c21 − 4d, b = c22 − 4d,
c = x2 − 4d, z = (x− c1)(x− c2). It is easy to check computing the residues that
(
a, (x− c1)(x− c2)
)+ (ab, (c1 + c2)(x− c2)((c1 + c2)x− c1c2 − 4d))
+ (x2 − 4d,−(x− c1)(x− c2)((c1 + c2)x− c1c2 − 4d))= 0.
Therefore, in view of the discussion above we get the following:
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(
c21 − 4d
)⊗ (c1 + c2)(x− c1)((c1 + c2)x− c1c2 − 4d)
+ (c22 − 4d)⊗ (c1 + c2)(x− c2)((c1 + c2)x− c1c2 − 4d)
+ (x2 − 4d)⊗ −(x− c1)(x− c2)((c1 + c2)x− c1c2 − 4d)
is nontrivial in the homology group h1(F (
√
c21 − 4d,
√
c22 − 4d,
√
x2 − 4d )/F ).
For an arbitrary ﬁeld F and elements a,b, c ∈ F ∗ the group h1(F (√a,
√
b,
√
c )/F ) can be written
in a form symmetric with respect to a,b, c, namely,
h1
(
F (
√
a,
√
b,
√
c )/F
) NF (a) ∩ NF (b) ∩ NF (c)
F ∗2NF (√a,√b,√c )/F F (
√
a,
√
b,
√
c )∗
(see [G], Proposition 3). To do this let u ∈ F ∗,u = αβ , where α ∈ NF (√c )(a), β ∈ NF (√c )(b). Then the
rule u → NF (√c )/F (α) determines a well-deﬁned isomorphism
F ∗ ∩ NF (√c )(a)NF (√c )(b)
(F ∗ ∩ NF (√c )(a))(F ∗ ∩ NF (√c )(b))
 NF (a) ∩ NF (b) ∩ NF (c)
F ∗2NF (√a,√b,√c )/F F (
√
a,
√
b,
√
c )∗
. (∗∗)
It remains to notice that the left-hand group is isomorphic to h1(F (
√
a,
√
b,
√
c )/F ).
In our example where F = k(x) it is easy to check, computing the residues, that
(
c21 − 4d,2(x− c1)
(
x+
√
x2 − 4d ))= (c22 − 4d,2(x− c2)(x+√x2 − 4d ))= 0
(recall that x+ √x2 − 4d = 2t), which means that
2(x− c1)
(
x+
√
x2 − 4d ) ∈ N
F (
√
x2−4d)
(
c21 − 4d
)
,
2(x− c2)
(
x+
√
x2 − 4d ) ∈ N
F (
√
x2−4d)
(
c22 − 4d
)
.
Under isomorphism (∗∗) the image of the element
z = (x− c1)(x− c2) ∈ NF (√x2−4d )
(
c21 − 4d
)
N
F (
√
x2−4d )
(
c22 − 4d
)
is NF (
√
c )/F2(x− c1)(x+
√
x2 − 4d ) = d ∈ F ∗/F ∗2. Summarizing, we get the following:
Corollary 10. Let k be a ﬁeld, a1,a2 ∈ k∗/k∗2 distinct nontrivial elements, d ∈ k∗ \ k∗2 , and (a1,d) =
(a2,d) = 0. Put F = k(x), M = F (√a1,√a2,
√
x2 − 4d ). Then d /∈ F ∗2NM/F M∗ .
Proof. Since (ai,d) = 0, we get ai = c2i e2i − 4de2i for some ci, ei ∈ F . Now the corollary follows from
the argument above. 
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X3) ∈ 2Br E, where E = F ((X1))((X2))((X3)). Then A ∪ (d) = 0 ∈ H3(E,Z/2Z), but d /∈ E∗2 Nrd(A∗).
Proof. It is obvious that A ∪ (d) = 0. Since d /∈ F ∗2NM/F M∗ , we have d /∈ E∗2 Nrd(A∗) (see [KLST,
p. 283]). 
Corollary 12. In notation of Corollary 11 consider the form
Φ  〈〈a1, X1〉〉⊥ −〈〈a2, X2〉〉⊥ a1〈〈x2 − 4d, X3〉〉.
Then the E-variety PSO(Φan) is not stably rational, i.e. PSO(Φan) × AmE  AnE for any m,n.
Proof. The result follows from [G, p. 745] (the proof in [G] is given only for the zero characteristic
case, but inspection shows that this restriction is not in fact necessary). 
Starting from the extension in Corollary 10 it is easy to produce a triquadratic extension M̂/ F̂ such
that the group h1(M̂/ F̂ ) is inﬁnite. Put a3 = x2 − 4d. Let Xn be the aﬃne F -variety determined by the
equations
X2i1 − a1Y 2i1 − Ti = X2i2 − a2Y 2i2 − Ti = X2i3 − a3Y 2i3 − Ti = 0 (1 i  n).
Put Fn = F (Xn), Mn = MFn . Obviously, (a1, Ti) = (a2, Ti) = (a3, Ti) = 0 for any 1 i  n.
Proposition 13.
1) The elements Ti are pairwise distinct in the group
NFn (a1) ∩ NFn (a2) ∩ NFn (a3)
F ∗n 2NMn/FnMn∗
 h1(Mn/Fn).
2) Put F̂ =⋃∞i=1 Fi , M̂ = MF̂ . Then the group h1(M̂/ F̂ ) is inﬁnite.
Proof. 1) We should prove that all the elements Ti T j are nontrivial in this group. The variety Xn
has a nonsingular rational point p with Ti = d, T j = 1. It determines a discrete F -valuation, and the
extension Mn/Fn is unramiﬁed with respect to this valuation. Choose a local parameter π ∈ F ∗n . Let
s be the specialization map M∗n → M∗ with respect to π . If z = πnu ∈ M∗n , and v(u) = 0, then by
deﬁnition s(z) = u ∈ M∗ . Commutativity of the diagram
M∗n
s−−−−→ M∗
N
⏐⏐ N⏐⏐
F ∗n
s−−−−→ F ∗
shows that triviality of Ti T j in h1(Mn/Fn) would imply triviality of d = s(Ti T j) in h1(M/F ).
2) Obvious, in view of part 1). 
Remark. If the ﬁeld F is of ﬁnite type over the prime ﬁeld, then the group NF (a1)∩···∩NF (an)
F ∗2NM/F M∗
is ﬁnite
for any multiquadratic extension M = F (√a1, . . . ,√an )/F (see [G], Remark 3). In particular, the group
h1(M/F ) is ﬁnite if M/F is triquadratic.
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1) Let M/F be any multiquadratic extension. Does there exist an extension K/F linearly disjoint
with M/F such that h1(MK/K ) = 0 (resp. h3(MK/K ) = 0)?
2) Suppose F is of ﬁnite type over the prime ﬁeld. Is the group h1(M/F ) (resp. h3(M/F )) ﬁnite?
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