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RE´SUME´
Dans la se´mantique des cadres de Fillmore, les mots prennent leur sens par rap-
port au contexte e´ve´nementiel ou situationnel dans lequel ils s’inscrivent. Frame-
Net, une ressource lexicale pour l’anglais, de´finit environ 1000 cadres conceptuels,
couvrant l’essentiel des contextes possibles.
Dans un cadre conceptuel, un pre´dicat appelle des arguments pour remplir les
diffe´rents roˆles se´mantiques associe´s au cadre (par exemple : Victime, Manie`re,
Receveur, Locuteur). Nous cherchons a` annoter automatiquement ces roˆles se´-
mantiques, e´tant donne´ le cadre se´mantique et le pre´dicat.
Pour cela, nous entrainons un algorithme d’apprentissage machine sur des ar-
guments dont le roˆle est connu, pour ge´ne´raliser aux arguments dont le roˆle est
inconnu. On utilisera notamment des proprie´te´s lexicales de proximite´ se´mantique
des mots les plus repre´sentatifs des arguments, en particulier en utilisant des re-
pre´sentations vectorielles des mots du lexique.
Mots-clefs : traitement des langues ; apprentissage supervise´ ; roˆles se´mantiques ;
FrameNet ; repre´sentations distribue´es
ABSTRACT
According to Frame Semantics (Fillmore 1976), word meanings are best un-
derstood considering the semantic frame they play a role in, for the frame is what
gives them context. FrameNet is a lexical database that defines about 1000 seman-
tic frames, along with the roles to be filled by arguments to the predicate calling
the frame in a sentence. Our task is to automatically label argument roles, given
their position, the frame, and the predicate (sometimes refered to as semantic role
labelling).
For this task, I make use of distributed word representations, in order to im-
prove generalisation over the few training exemples available for each frame. A
maximum entropy classifier using common features of the arguments is used as a
strong baseline to be improved upon.
Keywords : natural language processing ; supervised learning ; semantic role
labelling ; FrameNet ; word representations
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CHAPITRE 1
INTRODUCTION
Le traitement automatique des langues vise a` construire une repre´sentation
formelle du langage humain qui soit compre´hensible et donc manipulable par une
machine. Cela permet notamment de re´sumer, traduire, ou extraire de l’information
automatiquement a` partir de donne´es textuelles.
Ce me´moire se penche sur une repre´sentation de l’information se´mantique conte-
nue dans le texte : on fait correspondre des phrases a` des e´ve`nements ou a` des
situations mettant en rapport des agents et des facteurs, chacun de ces e´le´ments
devant correspondre a` une partie du texte clairement identifie´e.
Par exemple, dans la phrase Je me prome`ne dans le bois, il s’agit d’identifier
le mouvement (prome`ne) d’un agent (Je), pre´cise´ de la zone dans laquelle a lieu
ce mouvement (dans le bois). On peut identifier plus pre´cise´ment que c’est un
mouvement intentionnel de l’agent lui-meˆme, par opposition a` Je tombe dans le
puits, par exemple.
La recherche de cadres typiques descriptifs de l’information se´mantique est mo-
tive´e par la se´mantique des cadres, introduite en section 1.1. L’ensemble des e´ve`-
nements ou situations qu’on peut chercher a` identifier est de´fini et de´crit par Fra-
meNet, pre´sente´ section 1.2. Je pre´sente ensuite la taˆche d’analyse automatique, et
les ressources comple´mentaires que j’ai employe´es (des repre´sentations distribue´es
de mots) pour ame´liorer la re´alisation de cette taˆche, en ge´ne´ralisant les donne´es
d’apprentissage par rapport au lexique.
La section 2 pre´sente l’e´tat de l’art en e´tiquetage se´mantique. Je de´cris les
expe´riences que j’ai mene´es, et pre´sente et de´taille leurs re´sultats dans la section 3,
avant de conclure.
1.1 Se´mantique des cadres
La se´mantique des cadres est une the´orie de´veloppe´e par Fillmore dans les an-
ne´es 70 (voir par exemple Fillmore 1976), qui stipule que la compre´hension du sens
d’un mot passe avant tout par la connaissance du cadre dans lequel ce mot est
utilise´.
Par exemple, le mot acheter tient son sens du contexte de l’e´change commercial
entre de la monnaie et un bien, impliquant un acheteur et un vendeur, une me´thode
de transaction, etc. De meˆme, vente ou cher renvoient au meˆme cadre ge´ne´ral, mais
mettent l’accent sur un contexte plus restreint du sce´nario commercial.
1.2 FrameNet
De´veloppe´ depuis 1997 a` l’universite´ Berkeley, le projet FrameNet 1 vise a`
construire une base de donne´es lexicale pour l’anglais, lisible par la machine, pour
de´crire la fac¸on dont les mots peuvent se combiner, en fonction de leur cadre se´-
mantique.
La ressource peut se de´composer en 3 parties que je de´taillerai tour a` tour :
– la description des cadres se´mantiques ;
– le dictionnaire d’unite´s lexicales ;
– le corpus annote´.
Dans la suite du texte, je traduis l’essentiel des exemples en franc¸ais, mais
FrameNet e´tant bien une ressource construite pour l’anglais, j’ai duˆ garder un
minimum d’e´le´ments dans la langue originale.
J’ai utilise´ la version 1.5 de FrameNet 2 pour mener mes expe´riences.
1. https://framenet.icsi.berkeley.edu/fndrupal/
2. publie´e en septembre 2010, j’ai utilise´ une version te´le´charge´e en fe´vrier 2013
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1.2.1 Cadres se´mantiques
FrameNet s’appuie sur la se´mantique des cadres de Fillmore (voir section 1.1),
et de´finit ainsi un peu plus de 1000 cadres, visant a` couvrir tous les e´ve`nements
ou tous les contextes possibles, au niveau ge´ne´ral. Un cadre se´mantique consiste
en une courte description (en anglais) du contexte situationnel ou de l’e´ve`nement
conside´re´, d’une liste de roˆles se´mantiques pouvant eˆtre remplis dans ce cadre, et
d’une liste d’unite´s lexicales qui appellent ce cadre dans le texte. Certains roˆles plus
fondamentaux a` la situation sont dits appartenir au noyau du cadre (Core Frame
Elements).
Par exemple, le cadre Communication 3 est de´crit comme suit (ou` les roˆles sont
mis en e´vidence) :
Un Communicateur transmet un Message a` un Destinataire ; le Sujet
et Medium de la communication pouvant aussi eˆtre exprime´s. Ce cadre
ne spe´cifie pas la me´thode de communication (oral, e´crit, geste, etc.).
Les cadres qui he´ritent de ce cadre ge´ne´ral de Communication peuvent
ajouter des de´tails au Medium de diffe´rentes fac¸ons (en franc¸ais, a` la
radio, dans une lettre), ou a` la Fac¸on de communiquer (bavardage,
diatribe, cri, murmure).
Les roˆles du noyau de ce cadre sont Communicateur, Medium, Message, et Su-
jet, et les autres roˆles pouvant eˆtre remplis (Non-Core Frame Elements) sont le
Destinataire, la Quantite´_d’information, un Descriptif de l’e´tat de la com-
munication, la Dure´e, la Fre´quence, la Fac¸on, le Moyen, l’Endroit, le But, et le
Moment correspondant a` la communication en question.
Les diffe´rents cadres se´mantiques sont relie´s par des relations de cadre a` cadre
(par exemple, un cadre peut eˆtre un sous-cas d’un autre plus ge´ne´ral), pour former




entre roˆles remplis. Par exemple, le cadre Engagement utilise le cadre Communica-
tion et les roˆles Destinataire, Medium, Sujet, et Manie`re sont communs et se
correspondent mutuellement entre les deux cadres. Parmi ces roˆles, le Destina-
taire est hors noyau pour le cadre de la Communication, mais dans le noyau du
cadre Engagement. La Manie`re est hors noyau pour les deux cadres, et les autres
roˆles sont dans les noyaux des deux cadres. Le Communicant du noyau du cadre
Communication, n’est pas relie´ au roˆle Locuteur du noyau du cadre Engagement
mais pourrait l’eˆtre.
1.2.2 Unite´s lexicales
Plus de 10 000 unite´s lexicales sont annote´es comme possibles pre´dicats des dif-
fe´rents cadres (a` chaque unite´ lexicale correspond un unique cadre pour lui donner
sens). L’unite´ lexicale comporte une de´finition, et de nombreux exemples annote´s
de´crivant avec quels roˆles du cadre se´mantique elle peut se combiner (et dans quels
agencements syntaxiques).
Prenons l’exemple de deux unite´s lexicales, elbow.v 4 et elbow.n 5 (le verbe to
elbow et le nom elbow).
Elbow.n appartient au cadre des Parties_observables_du_corps (cadre si-
tuationnel plutoˆt qu’e´ve`nementiel), et est de´fini comme « la jointure entre l’avant-
bras et le bras », et est annote´ dans 16 phrases. Les roˆles du noyau de ce cadre
sont la Partie_du_corps et le Possesseur, et hors noyau, Attache, Descripteur,
Localisante_orientation, et Sous_partie. Parmi les 16 annotations mention-
nant elbow.n sont 1 fois annote´s les roˆles Attache, Descripteur, et Locali-
sante_orientation, et 16 fois les roˆles du noyau (mais Possesseur est annote´ 3
fois comme absent de la phrase, mais compre´hensible par le contexte, Definite Null






cadre, on trouve aussi cheville.n, barbe.n, chevelure.n, corne.n, gorge.n et
museau.n.
Elbow.v appartient au cadre Causer_du_mal, de´crit par : « les mots dans ce
cadre de´crivent une situation dans laquelle un Agent ou une Cause blesse une
Victime. La Partie_du_corps de la Victime qui est le plus directement affecte´e
peut eˆtre mentionne´e a` la place de la Victime ». Elbow.v est alors de´fini comme
« frapper ou donner un coup avec le coude (particulie`rement dans des compe´ti-
tions sportives ou pour de´gager un chemin) ». Les roˆles du noyau de ce cadre sont
l’Agent, la Partie_du_corps touche´e, la Cause (non-intentionnelle) qui pourrait
provoquer le mal, et la Victime. Il y a 21 roˆles hors noyau, dont le Degre´ de
mal cause´, les Circonstances, les Ite´rations de l’e´ve`nement, et le Re´sultat de
l’action. Parmi les 13 annotations contenant elbow.v, la Victime et l’Agent sont
toujours annote´s (l’Agent deux fois comme non pre´sent dans la phrase, a` cause de
sa construction grammaticale, Constructional Null Instanciation dans FrameNet),
la Partie_du_corps 4 fois, et 6 des roˆles hors noyau entre 1 et 5 fois. 71 autres
unite´s lexicales appelent ce cadre, dont cogner.v, flageller.v, contusionner.v,
empoisonnement.n, empaler.v et frappe.n.
La figure 1.1 montre un exemple d’annotation d’unite´ lexicale, le nombre de fois
ou` les diffe´rents roˆles ont e´te´ annote´s, et leurs re´alisations.
1.2.3 Corpus annote´
FrameNet comporte, en termes d’annotations, environ 175 000 exemples (ex-
traits du British National Corpus) venant enrichir le dictionnaire d’unite´s lexicales,
et surtout un corpus plus restreint de texte annote´ au complet (contrairement aux
exemples, ou seul un cadre se´mantique est annote´ par phrase). Ce corpus d’environ
6000 phrases (pour 25 000 cas de cadres se´mantiques) est plus repre´sentatif du texte
qu’aurait a` traiter une application concre`te, et permet d’entrainer et d’e´valuer des
outils automatiques d’annotation.
Un exemple d’annotation avec elbow.v est repre´sente´ en figure 1.1.
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Figure 1.1 – Exemple d’annotation de l’unite´ lexicale elbow.v. Elbowed est la
cible, I remplit le roˆle de l’Agent, Karen celui de la Victime, unceremoniously
de´crit la Manie`re et aside le Re´sultat de l’e´ve´nement.
1.3 Analyse se´mantique automatique
E´tant donne´ le lourd couˆt de l’annotation manuelle pour des donne´es aussi
pre´cises que celles de FrameNet, on cherche a` produire automatiquement ces anno-
tations, et c’est la taˆche qui va nous inte´resser dans ce me´moire.
Trois syste`mes existent et sont librement distribue´s pour produire automatique-
ment des annotations suivant FrameNet 6, qui seront aborde´s a` la section 2.
1.3.1 E´tapes de l’annotation
L’annotation automatique se de´roule ge´ne´ralement en une succession d’e´tapes :
6. https://framenet.icsi.berkeley.edu/fndrupal/ASRL
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– Identifier les pre´dicats (ou mots « cibles », targets en anglais) qui font re´-
fe´rence a` des cadres. Typiquement, on peut utiliser la liste des unite´s lexicales
associe´es a` un cadre dans FrameNet (et les cibles annote´es dans les donne´es
d’entrainement).
– De´sambiguiser le cadre appele´ par la cible, parmi plusieurs cadres si-
milaires et relie´s dans la hie´rarchie (une unite´ lexicale n’est liste´e qu’avec un
seul cadre dans FrameNet, mais un mot polyse´mique correspond a` plusieurs
unite´s lexicales).
– De´terminer la position des arguments qui remplissent les roˆles se´man-
tiques de´termine´s par le cadre, typiquement a` l’aide d’une analyse syntaxique
de la phrase.
– E´tiqueter chacun des arguments avec le roˆle qu’il remplit. C’est sur
cette sous-taˆche (de´taille´e ci-apre`s) que je me suis concentre´.
Les troisie`me et quatrie`me e´tapes peuvent e´ventuellement eˆtre fusionne´es, par
exemple en recherchant dans la phrase quel segment (ou aucun) remplit un roˆle
donne´ – plutoˆt que de chercher a` e´tiqueter chaque segment – comme il sera de´taille´
dans la section 2.4.
Typiquement, les pre´dictions pour chaque argument sont faites inde´pendam-
ment les unes des autres, et alors une e´tape de post-traitement peut venir ame´liorer
la cohe´rence des pre´dictions entre elles.
1.3.2 E´tiquetage de roˆles se´mantiques
Je me suis concentre´ sur la taˆche qui consiste a` assigner son roˆle a` chaque argu-
ment d’un cadre se´mantique. Pour chaque occurence d’un cadre dans une phrase,
je conside`re connus :
– la cible ;
– le cadre pre´cis e´voque´ par la cible ;
– la position de chacun des arguments.
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Il s’agit alors de de´terminer le bon roˆle pour chaque argument parmi la liste de
roˆles que le cadre accepte (une dizaine en moyenne).
La de´cision de conside´rer comme connue la position des arguments est signi-
ficative, et essentiellement motive´e par l’impre´cision des analyseurs syntaxiques
automatiques. Dans le cas le plus ge´ne´ral, un argument peut eˆtre compose´ de n’im-
porte quel sous-ensemble des mots de la phrase, e´ventuellement disjoints, mais cet
espace de recherche est bien trop grand pour trouver les arguments.
Les syste`mes d’annotation se´mantique s’appuient donc le plus souvent sur une
analyse syntaxique de la phrase a` annoter, et conside`rent comme des arguments
potentiels les noeuds de l’arbre syntaxique de la phrase (les linguistes parlent de
constituants). Malheureusement, les auteurs d’un syste`me a` l’e´tat de l’art 7 rap-
portent qu’environ 20% des arguments annote´s ne correspondent pas a` un noeud de
l’arbre syntaxique 8 produit par l’analyseur qu’ils ont utilise´, et sont de`s lors pra-
tiquement impossibles a` identifier. Le plus souvent, cela est duˆ aux erreurs faites
par l’analyseur syntaxique. Plus rarement, les arguments annote´s dans FrameNet
ne sont pas des constituants. Par exemple, dans la phrase « As capital of Europe’s
most explosive economy, Dublin seems to be changing before your very eyes. », le
mot economy appelle le cadre E´conomie, et le roˆle Descripteur de ce cadre est rem-
pli par l’argument « most explosive ». Dans une analyse syntaxique de la phrase, le
constituant est « most explosive economy », chaque adjectif renvoyant directement
a` economy. L’argument annote´ « most explosive » n’est pas un constituant.
Lorsque un argument ne correspond pas a` un noeud de l’arbre produit par
l’analyseur syntaxique, il n’est donc meˆme pas envisage´ pour eˆtre e´tiquete´. Qui
plus est, comme il sera pre´cise´ en section 2.1, la correspondance d’un argument
avec un noeud de l’arbre permet de de´terminer de nombreuses caracte´ristiques de
cet argument, pertinentes pour son e´tiquetage. Connaˆıtre la position des arguments
7. Das et al. (2012)
8. entre autres parce que l’analyseur syntaxique est entraine´ sur des donne´es assez diffe´rentes
de celles annote´es dans FrameNet
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sans avoir a` la pre´dire e´vite de souffrir de ces limitations, et simplifie la taˆche a`
traiter.
1.4 Repre´sentations de mots
D’apre`s Turian et al. 2010, l’utilisation de repre´sentations distribue´es de mots
– apprises de manie`re non-supervise´e – est une me´thode simple et ge´ne´rale pour
ame´liorer la pre´cision de syste`mes d’apprentissage supervise´ pour le traitement des
langues.
Ge´ne´ralement, dans les syste`mes automatiques de traitement des langues,
chaque mot est repre´sente´ a` une place unique d’un lexique, et peut eˆtre repre´sente´
par un vecteur one-hot, c’est-a`-dire qui comporte autant de ze´ros que de mots dans
le lexique, avec un seul un a` la place du mot repre´sente. Chaque mot du vocabulaire
est alors identiquement diffe´rent de tous les autres. La repre´sentation des mots par
un vecteur de valeurs re´elles, e´quivalent a` une position dans un espace, permet de
situer des mots nouveaux pour un algorithme d’apprentissage supervise´ par rap-
port a` des mots connus, par proximite´ dans l’espace des repre´sentations. Ainsi les
donne´es d’entrainement se ge´ne´ralisent plus facilement a` tous les mots dont on a
la re´pre´sentation (mais qui sont inconnus du point de vue de l’apprentissage), ce
qui ame´liore les performances globales.
J’ai utilise´ les repre´sentations de mots fournies par Ronan Collobert, apprises
de manie`re non-supervise´e avec SENNA 9 (Collobert et al. 2011), a` partir d’un
e´norme corpus de texte non e´tiquete´ (provenant essentiellement de Wikipe´dia).
Cette ressource fournit la repre´sentation dans un espace de dimension 50 de 130
000 mots, les plus fre´quents dans le corpus.
A` travers un re´seau de neurones (pre´sente´ dans Collobert & Weston 2008), a`
chaque ite´ration de l’algorithme, un n-gram du texte ainsi qu’un n-gram bruite´
(ge´ne´re´ ale´atoirement) sont pre´sente´s a` un mode`le de langue, et les repre´sentations
9. http://ronan.collobert.com/senna/
9
des mots de l’historique du n-gram sont actualise´es par descente de gradient (par
rapport a` la diffe´rence de score entre le n-gram correct et le n-gram corrompu).
1.5 Mieux ge´ne´raliser a` l’aide de ressources se´mantiques
Mon approche vise a` utiliser la source de donne´es se´mantiques que sont les
repre´sentations distribue´es des mots du lexique pour ame´liorer l’apprentissage de
l’e´tiqueteur de roˆles se´mantiques. Mes donne´es sont donc des correspondances entre
les mots (chaines de caracte`res) et des vecteurs de coordonne´es, en dimension 50.
Dans l’ide´e, si des mots sont proches dans l’espace des repre´sentations, c’est
qu’ils sont se´mantiquement proches (par exemple, synonymes), et alors l’algorithme
d’apprentissage doit se servir de cette proximite´ pour mieux ge´ne´raliser sa connais-
sance des exemples d’entrainement (par exemple, faire de meilleures pre´dictions
pour des exemples de test similaires a` des exemples d’entrainement).
1.6 PropBank
PropBank 10 est (par rapport a` FrameNet) l’autre ressource principale utilise´e
pour faire de l’e´tiquetage se´mantique, (voir par exemple Ma`rquez et al. 2008). Le
corpus utilise´ est celui du Penn Treebank (voir Kingsbury & Palmer 2003), et les
annotations de nature se´mantique sont rajoute´es en tant qu’elles ont un lien avec la
syntaxe de´ja` annote´e (le Penn Treebank est une ressource canonique pour la taˆche
d’annotation syntaxique).
Dans PropBank, les annotations sont focalise´es sur les pre´dicats verbaux (les
cibles sont toutes des verbes, et re´ciproquement tous les verbes sont des cibles), et
comme dans FrameNet les arguments peuvent eˆtre soit au coeur de l’annotation
(core arguments), soit plus pe´riphe´riques (modifiers). La plus grande diffe´rence
10. http://verbs.colorado.edu/~mpalmer/projects/ace.html
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concerne le type d’annotation que constituent les arguments essentiels : dans Prop-
Bank, les roˆles principaux de tous les verbes sont les meˆmes, e´tiquete´s de A0 a` A5.
A0 et A1 sont les roˆles les plus fre´quents, et annotent respectivement l’Agent Pro-
totypique et le Patient Prototypique (ou le The`me).
Dans FrameNet, chaque cadre se´mantique de´finit les roˆles qui lui sont propres,
alors que dans PropBank, les roˆles sont comple`tement abstraits des pre´dicats indivi-
duels : cette abstraction peut eˆtre inte´ressante pour un algorithme d’apprentissage
si les arguments recouverts par les meˆmes e´tiquettes ont effectivement de forts
points communs (et PropBank a e´te´ conc¸u dans cette optique), mais en pratique,
il est difficile de savoir ce que ge´ne´ralisent exactement les arguments de A3 a` A5.
Dans la mesure ou` les repre´sentations de mots que j’emploie sont assez pre´cises
lexicalement, et sans rapport avec la syntaxe, il est inte´ressant de chercher a` annoter
des roˆles se´mantiques pre´cis plutoˆt que tre`s ge´ne´raux, et de suivre les conventions




L’annotation automatique de roˆles se´mantiques a e´te´ largement e´tudie´e depuis
l’article fondateur de Daniel Gildea et Daniel Jurafsky (2000). Le de´veloppement
de PropBank (Kingsbury & Palmer 2002, Palmer et al. 2005), et les taˆches CoNLL
de 2004 et 2005 (Carreras & Ma´rques 2004, Carreras & Ma`rquez 2005) ont beau-
coup influence´ l’annotation se´mantique (voir par exemple Koomen et al. 2005,
Punyakanok et al. 2008). Ma`rquez et al. (2008) donne une bonne vue d’ensemble
de la taˆche, des influences de la linguistique sur les ressources existantes, ainsi que
des techniques et des heuristiques courantes. Des travaux ont e´galement e´te´ mene´s
pour d’autres langues que l’anglais, comme Coppola & Moschitti (2010).
Pour FrameNet spe´cifiquement, plusieurs auteurs se sont attache´s a` identifier les
arguments et leurs roˆles, a` commencer par Gildea & Jurafsky (2000) (section 2.1).
Fleischman et al. (2003) ont e´te´ les premiers a` utiliser des mode`les a` maximum
d’entropie pour cette taˆche (section 2.2). Des syste`mes complets ont aussi e´te´ de´ve-
loppe´s pour identifier automatiquement la totalite´ de l’annotation se´mantique (le
pre´dicat, le cadre, les arguments et leurs roˆles), notamment avec la taˆche 19 de la
campagne d’e´valuation SemEval-2007 (Baker et al. 2007). SEMAFOR 1 est un tel
syste`me, de´veloppe´ depuis 2010 a` l’universite´ Carnegie-Mellon, et constitue l’e´tat
de l’art en la matie`re (voir section 2.4). Les autres syste`mes distribue´s librement
sont LTH 2 (auquel se compare SEMAFOR), de´veloppe´ a` l’universite´ de Lund, en
Sue`de (Johansson & Nugues 2007), et Shalmaneser 3, de l’universite´ de la Sarre, en




2.1 Gildea & Jurafsky (2000)
Gildea & Jurafsky (2000) pre´sente le premier syste`me d’identification des roˆles
se´mantiques de constituants d’une phrase dans un certain cadre se´mantique, en
utilisant des caracte´ristiques lexicales et syntaxiques extraites d’une analyse auto-
matique de la syntaxe de la phrase. Ils de´composent la taˆche en deux parties : la
de´tection des frontie`res des arguments, marginalement, et surtout la classification
de leur roˆle.
Les caracte´ristiques employe´es sont le type syntaxique de l’argument (nominal,
verbal, etc.), sa fonction grammaticale dans la phrase, sa position par rapport au
pre´dicat, la voix (active ou passive) du verbe, et le mot de teˆte du syntagme.
Toutes ces notions e´tant de´finies pour des constituants de la phrase (des noeuds de
l’arbre syntaxique), il est primordial que les arguments a` annoter correspondent a`
des syntagmes identifie´s comme tels par l’analyseur syntaxique. S’il n’y a pas de
correpondance exacte, il s’agit de de´terminer heuristiquement parmi les noeuds de
l’analyse syntaxique celui qui couvre le mieux l’argument.
Pour estimer les probabilite´s des roˆles, les auteurs utilisent une cascade de mo-
de`les (backoff ) avec des couvertures variables, les plus pre´cis employant le plus
de caracte´ristiques et couvrant le moins d’exemples. Lorsque toutes les caracte´-
ristiques ne sont pas utilisables (pour des valeurs non vues a` l’entrainement), les
mode`les utilisant moins de caracte´ristiques, moins pre´cis mais avec une plus grande
couverture, sont utilise´s. Par exemple, le mode`le qui utilise le mot de teˆte, le type
de syntagme, et la cible, peut se prononcer dans 50% des cas, et a une pre´cision
de 87%, alors que le mode`le n’utilisant que la cible couvre 100% des cas mais est
seulement pre´cis a` 41%.
Le mode`le avec le meilleur mode`le de rappel, re´gle´ sur leur ensemble de de´-
veloppement, obtient 76.9% de pre´cision sur leur ensemble de test. Leurs donne´es
e´taient les phrases exemples d’une version pre´liminaire de FrameNet comportant
67 cadres, soit 49 013 phrases annote´es avec un cadre par phrase.
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Les auteurs observent que les mots de teˆte constituent une caracte´ristique des
plus fiables pour de´terminer le roˆle d’un argument : le mode`le utilisant uniquement
la cible et le mot de teˆte pour classifier un roˆle obtient 86,7% de pre´cision, mais
ne couvre que 56% des donne´es. Pour augmenter la couverture de ce mode`le, les
auteurs font une expe´rience pour grouper les noms du lexique (avec la technique de
clustering de´crite dans Lin (1998)), ce qui leur permet d’obtenir un mode`le couvrant
98% des mots de teˆte nominaux, et pre´cis a` 79.7%. Finalement, cela ajoute 0,8%
de pre´cision a` leur mode`le global, sur l’ensemble de de´veloppement.
Mon e´tude vise a` eˆtre la continuation de cette expe´rience, en utilisant les repre´-
sentations distribue´es de mots pour ge´ne´raliser les mots du lexique.
2.2 Fleischman & Hovy (2003)
En 2003, Fleischman et Hovy ont pour la premie`re fois utilise´ des mode`les a`
maximum d’entropie pour classifier les roˆles d’arguments de cadres se´mantiques, en
obtenant des re´sultats proches de ceux de Gildea et Jurafsky (76% de pre´cision),
sur des donne´es comparables (40 000 phrases exemples de FrameNet).
Les auteurs apportent une ame´lioration notable au mode`le de base : ils cherchent
a` classifier les diffe´rents arguments d’une meˆme phrase en tant qu’ils forment une
se´quence, plutoˆt qu’individuellement. Pour cela, les e´tiquettes des deux pre´ce´dents
arguments sont rajoute´s aux caracte´ristiques de l’argument a` e´tiqueter a` l’entraine-
ment des mode`les, et l’algorithme de Viterbi est utilise´ pour e´tiqueter les se´quences
d’arguments de l’ensemble de test. Cet e´tiquetage joint leur permet d’ame´liorer
leurs performances d’environ 1,5%.
Fleischman et Hovy comparent enfin l’utilisation de caracte´ristiques extraites
automatiquement de l’analyse syntaxique de la phrase a` annoter, et de donne´es
annote´es manuellement (fournies par FrameNet). Les annotations manuelles ame´-
liorent nettement la performance des classifieurs, d’environ 9% (pour atteindre
environ 85% de pre´cision). De telles donne´es sont tre`s couteuses a` obtenir, et ne
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refle`tent pas les possibilite´s d’annoter un autre texte, mais de´montrent les progre`s
qu’une meilleure analyse syntaxique automatique permettrait d’obtenir.
2.3 Shalmaneser : Erk & Pado (2006)
E´labore´ en 2006 , Shalmaneser 13 est le premier syste`me complet d’analyse se´-
mantique avec FrameNet distribue´ librement, et conc¸u comme un outil unifiant des
modules inde´pendants proce´dant a` l’analyse (avec des e´tapes semblables a` celles
mentionne´es section 1.3.1).
Les modules de´veloppe´s pour Shalmaneser utilisent des classifieurs de Bayes
na¨ıfs et des mode`les a` maximum d’entropie, les auteurs mettant particulie`rement
l’accent sur la souplesse de l’outil, compatible avec plusieurs modules d’apprentis-
sage machine externes. L’utilisateur a le choix de pre´dire les roˆles des arguments en
une ou deux e´tapes (autrement dit, une e´tape de classification entre « argument »
et « pas un argument » est optionnelle). De nombreuses autres fonctionnalite´s
relatives a` l’inde´pendance des modules sont offertes par cet outil (comme l’utilisa-
tion d’analyseurs syntaxiques diffe´rents, ou encore l’entrainement de mode`les pour
diffe´rents sous-ensembles des donne´es, cadre par cadre ou cible par cible, etc.).
Sur les exemples de la version 1.2 de FrameNet, les auteurs rapportent une
pre´cision de 78% pour l’e´tiquetage des roˆles des arguments (la taˆche arglab du
module ROSY), graˆce a` des caracte´ristiques syntaxiques et lexicales.
2.4 SEMAFOR : Das et al. (2010)
SEMAFOR est un syste`me complet automatique d’annotation se´mantique, de´-
veloppe´ depuis 2010 a` l’universite´ Carnegie-Mellon. Comme e´labore´ en section 1.3.1,
le syste`me identifie tour a` tour :
– les cibles, graˆce a` des re`gles sur les lemmes des cibles vues dans l’ensemble
d’entrainement ;
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– les cadres auxquels re´fe`rent les cibles, lorsqu’elles sont ambigue¨s, graˆce a` un
mode`le log-line´aire base´ sur les de´pendances syntaxiques de la cible, et sur
son lemme 4 ;
– les arguments avec leur roˆle.
Plutoˆt que d’identifier d’abord les arguments pour ensuite leur assigner un roˆle
– comme il est courant dans la litte´rature sur l’e´tiquetage se´mantique, par exemple
dans Koomen et al. (2005), Xue & Palmer (2004), ou Johansson & Nugues (2007) –
SEMAFOR identifie, pour chaque roˆle, quel segment de phrase le remplit le mieux
(ou le segment vide, quand le roˆle n’est pas exprime´ dans la phrase). Les e´tapes
d’identification et de classification des arguments sont donc mene´es simultane´ment.
Le mode`le employe´ pour la classification des roˆles des arguments est un
deuxie`me mode`le log-line´aire, base´ sur environ un million de caracte´ristiques bi-
naires des arguments (caracte´ristiques lourdement lexicalise´es sur les de´pendances
syntaxiques, les parties du discours, et les lemmes de plusieurs mots dans l’argu-
ments, ainsi que sur la relation entre l’argument et la cible).
Par comparaison avec ma taˆche, e´tant donne´es la cible, le cadre, et les posi-
tions exactes des arguments, SEMAFOR obtient un score F1
5 de 80,5% avec ce
mode`le pour e´tiqueter inde´pendamment le roˆle des arguments, sur la version 1.3
de FrameNet.
SEMAFOR inclut aussi une e´tape de post-traitement des pre´dictions faites in-
de´pendamment les unes des autres, qui vise principalement a` empeˆcher que les
arguments pre´dits pour remplir diffe´rents roˆles ne se superposent. Ce proce´de´ ame´-
liore leur score F1 sur la taˆche qui nous inte´resse de 0,5%, pour atteindre 81%.
4. Voir aussi Das & Smith 2011 pour l’apprentissage semi-supervise´ de cadres appele´s par des
cibles non vues a` l’entrainement.
5. Avec son approche de de´tection des arguments remplissant chaque roˆle, connaissant la
position de l’ensemble des arguments, SEMAFOR doit encore de´terminer quels roˆles sont exprime´s
et lesquels ne le sont pas. Ses pre´dictions sont assez pre´cises (88%), mais avec un plus faible rappel
(75%).
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2.5 Apprentissage joint des diffe´rents cadres se´mantiques
Une des particularite´s notables de SEMAFOR, en particulier par rapport a` LTH
duquel il s’inspire et auquel il se compare, est que les deux mode`les de de´sambi-
guisation des cadres, et surtout de classification des roˆles sont communs a` tous les
cadres se´mantiques, plutoˆt que d’eˆtre entraine´s se´pare´ment. LTH utilise de nom-
breux se´parateurs a` vaste marge : pour de´sambiguiser les cadres, pour identifier les
arguments, et pour classifier les arguments – avec un mode`le par cadre se´mantique.
N’e´tant pas persuade´ que l’apprentissage des mode`les des diffe´rents cadres
puisse s’unifier raisonnablement (autrement dit, qu’une connaissance de l’appren-
tissage des autres cadres serve pour apprendre le mode`le d’un cadre particu-
lier), j’ai pre´fe´re´ entrainer un mode`le par cadre comme il est plus courant (et
plus simple). L’ide´e serait a` creuser davantage, en particulier pour des cadres se´-
mantiques proches. Les relations de cadre a` cadre permettraient de distribuer les
exemples annote´s entre plusieurs cadres pour en agrandir l’ensemble d’entraine-
ment, notamment. Plusieurs cadres partagent aussi des roˆles similaires, meˆme si les
situations sont tre`s diffe´rentes, et ces exemples aussi pourraient eˆtre ge´ne´ralise´s.
Il me semble toutefois qu’une telle exploration demanderait davantage d’effort
manuel ou semi-automatique pour faire la part des connaissances ge´ne´ralisables et
des distributions de roˆles entie`rement inde´pendantes, ce qu’un mode`le log-line´aire
ou a` maximum d’entropie (e´quivalents a` un re´seau de neurones a` une seule couche)




Dans mes expe´riences, e´tant donne´ un cadre se´mantique appele´ par une cible
connue, et e´tant donne´s des arguments, un classifieur doit e´tiqueter chaque argu-
ment avec le bon roˆle, parmi ceux de´finis pour le cadre se´mantique par FrameNet.
Du point de vue de l’apprentissage machine, c’est un proble`me bien connu de clas-
sification multi-classe (voir par exemple Kotsiantis 2007).
3.1 Donne´es
Figure 3.1 – Exemple d’annotation de tous les cadres pre´sents. Le cadre
Cause_de_bruit (Cause to make noise) est appele´ par l’unite´ lexicale ring.v, la
cible. Dans ce cadre, les roˆles Agent et Producteur_de_son sont annote´s, rem-
plis par enough ringers et more than six of the eight bells respectivement. Les
cadres Faiseur_de_bruit, Suffisance et Existence sont e´galement annote´s dans
la meˆme phrase.
Les donne´es comple`tement annote´es de FrameNet repre´sentent 5946 phrases,
re´parties parmi 78 documents. J’ai utilise´ le meˆme de´coupage des donne´es que
(Das & Smith 2011), avec 55 documents pour l’ensemble d’entrainement et 23
documents pour le jeu de test. L’ensemble d’entrainement comporte aussi 123 190
phrases exemples (annote´es avec un cadre par phrase).
Sur 1019 cadres de´finis par FrameNet, 470 ont des exemples dans l’ensemble
de test, et peuvent eˆtre e´value´s. Comme les diffe´rents cadres se´mantiques sont
largement inde´pendants les uns des autres, un mode`le est entraine´ par cadre.
L’ensemble d’entrainement (restreint aux 470 cadres testables) se compose de
142 659 instances de cadres se´mantiques, avec en moyenne 1,08 argument annote´
par cadre (soit 154 769 arguments annote´s). En moyenne, le mode`le d’un cadre
teste´ a 325 exemples d’entrainement.
Dans FrameNet, en moyenne 10 roˆles sont de´finis pour un cadre donne´, et dans
les donne´es d’entrainement, on rencontre en moyenne 4,7 roˆles diffe´rents annote´s
au moins une fois. Les diffe´rents roˆles sont assez bien repre´sente´s dans les donne´es :
un mode`le simpliste qui annoterait pour tous les arguments d’un cadre le roˆle le
plus fre´quemment vu a` l’entrainement pour ce cadre obtient 50% de pre´cision.
3.2 E´valuation
L’ensemble de test comporte 4456 instances de cadres, soit 7209 arguments a`
classifier. Pour permettre une certaine comparaison a` l’e´tat de l’art 1, la perfor-
mance rapporte´e pour chacune des me´thodes e´value´es est la micro-pre´cision sur cet
ensemble d’arguments, c’est-a`-dire la proportion d’arguments pour lesquels le roˆle
effectivement est pre´dit par le mode`le, tous cadres confondus.
Le syste`me fait une pre´diction pour chaque argument a` annoter, aussi le rappel
et la F1-mesure sont tous deux e´gaux a` la pre´cision rapporte´e.
3.3 Syste`me de re´fe´rence
3.3.1 Pre´sentation
Comme syste`me de re´fe´rence, et dans la ligne´e de Das et al. 2010 et Fleischman
& Hovy 2003, j’ai entraine´ – pour chaque cadre, contrairement a` SEMAFOR, cf
section 2.5 – un mode`le a` maximum d’entropie (e´quivalent a` une re´gression logis-
tique). Le mode`le s’appuie sur plusieurs caracte´ristiques (features) de l’argument
1. a` nuancer par les diffe´rents ensembles de donne´es utilise´s par les diffe´rents auteurs
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a` classifier, portant sur sa position et sur son contenu, et pre´dit le roˆle le plus
probable compte tenu de ces donne´es.
Le mode`le distribue la probabilite´ des diffe´rentes classes pour maximiser la
vraisemblance des connaissances de l’ensemble d’entrainement, autrement dit pour
faire les pre´dictions les moins arbitraires possibles (le maximum d’entropie au sens
de Shanon) pour les exemples de test. Voir par exemple Ratnaparkhi (1997) pour
une pre´sentation de l’usage typique de ces mode`les en traitement des langues.
Le mode`le a` maximum d’entropie a e´te´ imple´mente´ avec NLTK 2 (Wagner 2010),
bibliothe`que pour le traitement des langues e´crite en Python.
3.3.2 Caracte´ristiques employe´es
Les caracte´ristiques du mode`le de re´fe´rence se de´composent en plusieurs cate´-
gories. Avec l’exemple de l’Agent dans le cadre Cause_de_bruit (figure 3.1), les
caracte´ristiques employe´es sont pre´sente´es dans la table 3.I.
Les pre´dictions de roˆle e´tant faites individuellement pour chaque argument, la
dernie`re caracte´ristique permet au mode`le de tenir compte dans une certaine mesure
du cadre dans lequel a lieu chaque pre´diction. Intuitivement, dans les cadres ou` de
tels roˆles s’instancient, un argument qui est le premier annote´ dans la phrase a
peu de chances d’eˆtre le Patient ou le The`me de l’action, et plus de chances d’eˆtre
l’Agent (au sens du cadre spe´cifique en question).
Les parties du discours (part of speech) ont e´te´ e´tiquete´es automatiquement a`
l’aide du Stanford Parser (de Marneffe et al. 2006), en meˆme temps qu’ont e´te´
obtenues les de´pendances syntaxiques de la phrase.
3.3.3 Re´sultats
On peut voir les performances des diffe´rents groupes de caracte´ristiques (utili-
se´es se´pare´ment) en table 3.II.
2. http://nltk.org/
18. de plus de 5 caracte`res
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Table 3.I – Caracte´ristiques du mode`le de re´fe´rence, range´es par cate´gorie, ainsi
que leur valeur dans l’exemple pre´sente´ en figure 3.1.
Caracte´ristiques par cate´gorie Valeur dans l’exemple
Caracte´ristiques de base
le texte de l’argument enough ringers
le texte de la cible ring
la position (en caracte`res) de l’argument dans la phrase 23
Position relative
est-ce que l’argument est avant ou apre`s la cible avant
si l’argument est a` la meˆme place que la cible non
la distance (en mots) entre la cible et l’argument 1
Nombre de mots
le nombre de mots de l’argument 2
le nombre de mots pleins 3de l’argument 2
Contenu
le premier mot de l’argument enough
le premier mot plein de l’argument enough
Parties du discours
partie du discours du premier mot de l’argument JJ (adjectif)
partie du discours du dernier mot de l’argument NNS (nom pluriel)
la partie du discours majoritaire dans l’argument JJ
Arguments pre´ce´dents de cadre
nombre d’arguments de´ja` e´tiqutee´s dans le cadre 0
La table 3.III montre les meilleures performances en utilisant seulement n
groupes de caracte´ristiques, avec n entre 1 et 6, parmi les groupes e´value´s en table
3.II. Essentiellement, davantage de caracte´ristiques ame`nent de meilleurs re´sultats,
mais comme on peut voir dans les dernie`res lignes, pas absolument toujours.
Pour les expe´riences utilisant les repre´sentations de mots pre´sente´es dans la
suite, tous les groupes de caracte´ristiques sont employe´s, car toutes les caracte´ris-
tiques ame´liorent (un peu, comme on verra) les performances du mode`le.
Finalement, ce syste`me de re´fe´rence arrive a` 80.0% de pre´cision, a` comparer
aux 76% de pre´cision (avec des donne´es obtenues automatiquement) de Fleischman
& Hovy (2003), ou aux 80.97% de F1-mesure de Das et al. (2010), sur d’autres
versions des donne´es de FrameNet. L’utilisation de repre´sentations de mots va venir
ame´liorer ce syste`me de re´fe´rence.
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Nombre de mots 57.7%
Contenu 58.9%
Parties du discours 66.5%
Ordre des arguments 61.1%
Table 3.III – Performances des combinaisons de groupes de caracte´ristiques du
mode`le de re´fe´rence.
Nombre et cate´gories utilise´es Pre´cision
1 : Position relative 73.8%
1 : Parties du discours 66.5%
2 : Position relative + Contenu 77.3%
2 : Position relative + Parties du discours 77.6%
3 : Base + Position relative + Parties du discours 78.7%
3 : Position relative + Ordre + Parties du discours 77.8%
4 : Base + Position relative + Contenu + Parties du discours 79.4%
4 : Position relative + Ordre + Contenu + Parties du discours 79.4%
5 : Base + Position relative + Ordre + Contenu + Parties du discours 80.0%
6 : Tous les groupes 79.6%
3.4 Utilisation des repre´sentations de mots
3.4.1 Repre´sentation des arguments
50% des arguments sont constitue´s de plus d’un mot. Pour pouvoir de´terminer
des caracte´ristiques de ces arguments a` partir des repre´sentations de mots, il faut un
moyen de se´lectionner un ou plusieurs mots de leur texte qui seraient les plus signi-
ficatifs. Je suis parti du principe qu’un mot appartenant a` chaque argument devait
le repre´senter se´mantiquement : ide´alement, l’ambassadeur iraquien est repre´sente´
par ambassadeur, proche de personne, ou de porte-parole parmi les mots vus a`
l’entrainement, et ces derniers remplissent fre´quemment le meˆme roˆle (Locuteur)
dans le cadre de l’Engagement, ce qui permettrait de conclure que l’ambassadeur
iraquien remplit aussi le roˆle de Locuteur.
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De´terminer quel mot repre´sente le mieux un argument est une taˆche en soi. J’ai
teste´ 3 me´thodes simples (le premier mot, le dernier mot, ou le mot le plus long),
et une me´thode s’appuyant sur les de´pendances grammaticales 4 de la phrase : le
mot de teˆte d’un segment de phrase est le mot situe´ le plus haut dans la hie´rarchie
des de´pendances.
Par exemple, l’argument their ignorance which was based on prominent views
est repre´sente´ par ignorance, car toute la proposition subordonne´e de´pend (indi-
rectement) de based, qui de´pend de ignorance, et their de´pend aussi d’ignorance.
Dans le cadre du Jugement (fait par une personne, pouvant eˆtre positif ou ne´gatif),
cet argument est ensuite classifie´ comme Celui_ou_ce_qui_est_juge´.
Les performances des diffe´rentes me´thodes sont rapporte´es en table 3.IV en
ajoutant leur mot repre´sentatif aux caracte´ristiques des arguments. Le mode`le du
plus proche voisin (de´taille´ ci-apre`s) donne les meˆmes re´sultats de fac¸on beaucoup
plus marque´e (voir table 3.V). Globalement, les mots de teˆte sont les plus pertinents
pour repre´senter se´mantiquement les arguments.
Table 3.IV – Pre´cision du mode`le de re´fe´rence enrichi de la connaissance du mot
repre´sentatif des arguments, en fonction du mot choisi pour les repre´senter. Les
mots de teˆte sont de´termine´s graˆce aux de´pendances obtenues avec le Stanford Par-




Mot de teˆte 80.4%
Mot le plus long 80.2%
Dernier mot 80.3%
Une fois un argument repre´sente´ par un mot, on peut lui assigner une position
dans l’espace des repre´sentations, celle du mot qui le repre´sente. 2% des mots de
teˆte des arguments n’ont pas de repre´sentation dans les donne´es employe´es 5. Pour
ceux-la`, seules les caracte´ristiques de base sont employe´es.
4. http://nlp.stanford.edu/downloads/stanford-dependencies.shtml
5. Tous les nombres sont repre´sente´s par le mot number.
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3.4.2 Plus proche voisin
De`s lors que chaque argument a une position dans l’espace des repre´sentations,
l’algorithme de classification qui vient naturellement a` l’esprit est celui des plus
proches voisins (Cover & Hart 1967) : en phase de test, un argument a` classifier
a une position dans l’espace des repre´sentations, les diffe´rents exemples d’entrai-
nement aussi, et on peut calculer des distances entre ces positions. On peut alors
assigner a` un argument l’e´tiquette la plus fre´quente parmi ses plus proches voisins.
Pour reprendre l’exemple, le plus proche voisin de l’argument repre´sente´ par am-
bassadeur serait celui repre´sente´ par porte-parole, donc on lui assigne le meˆme roˆle,
Locuteur.
Le mode`le du 1-plus-proche-voisin – qui pre´dit pour un argument le roˆle de
l’exemple d’entrainement le plus proche – obtient 70% de pre´cision. C’est assez
remarquable pour un mode`le aussi simple. Pour comparaison, le mode`le qui pre´-
dit pour un argument le roˆle le plus fre´quemment annote´ a` l’entrainement arrive
seulement a` 50% de pre´cision.
Le mode`le a` maximum d’entropie est ge´ne´ralement plus puissant que celui
des plus proches voisins. Concre`tement, en entrainant les mode`les des cadres avec
comme seule caracte´ristique la pre´diction du mode`le des plus proches voisins, on
obtient un meilleur re´sultat, de´taille´ en table 3.V, en fonction du choix de mot
repre´sentatif.
Table 3.V – Pre´cision du (1) plus proche voisin en fonction du mot choisi pour re-




Mot de teˆte 74.0%
Mot le plus long 68.4%
Dernier mot 68.9%
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3.4.3 k plus proches voisins
Prendre en compte plusieurs voisins dans la pre´diction du roˆle d’un argument
re´duit le bruit dans les donne´es et ame´liore nettement les performances. Toutefois,
prendre en compte trop de voisins diminue l’importance de la proximite´ entre les
mots (a` l’extreˆme, en conside´rant tous les voisins, leur position n’a plus d’impor-
tance). On peut ponde´rer le roˆle de chaque voisin en fontion de la distance, ce que
j’ai essaye´ de faire (voir section 3.4.4). La figure 3.2 montre les re´sultats en fonc-
tion de k du mode`le des plus proches voisins (en re´alite´, un mode`le a` maximum
d’entropie ayant pour seule caracte´ristique cette information pour classifier chaque
argument).
Figure 3.2 – Pre´cision moyenne du mode`le utilisant pour seule caracte´ristique
le roˆle majoritaire parmi les k plus proches voisins de chaque argument. La ligne
repre´sente la meilleure caracte´ristique du mode`le de re´fe´rence, conside´re´es se´pare´-
ment.
Pour inte´grer cette information au mode`le de re´fe´rence, on peut simplement
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ajouter aux caracte´ristiques d’un argument le roˆle pre´dit par le mode`le des plus
proches voisins. La figure 3.3 montre les performances obtenues : avec plusieurs
voisins, cette information ame´liore le mode`le de re´fe´rence (en vert), et permet
d’arriver au niveau du syste`me SEMAFOR, a` l’e´tat de l’art (en rouge pointille´).
Figure 3.3 – Pre´cision du mode`le de re´fe´rence informe´ de la pre´diction du mode`le
des k plus proches voisins. La ligne verte repre´sente le syste`me de re´fe´rence, et la
ligne rouge pointille´e SEMAFOR.
3.4.4 Voisins ponde´re´s
J’ai essaye´ de raffiner la me´thode des plus proches voisins en les ponde´rant
de diffe´rentes fac¸ons. D’apre`s (Tan 2005), lorsque diffe´rentes classes sont re´parties
ine´galement dans les donne´es d’entrainement, l’algorithme des plus proches voisins
identifie la classe la plus fre´quente avec une grande pre´cision, mais au de´triment
des classes les moins fre´quentes.
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Pour reme´dier a` ce phe´nome`ne, les exemples des classes les moins fre´quentes
peuvent eˆtre surponde´re´s pour compenser leur rarete´. Dans une expe´rience, j’ai
ponde´re´ chaque exemple par l’inverse de la fre´quence de sa classe. La figure 3.4
montre les re´sultats en fonction du nombre de voisins pris en compte. C¸a n’est pas
efficace : les roˆles plus rares sont peut-eˆtre mieux repe´re´s, mais au de´triment des
roˆles plus fre´quents.
Figure 3.4 – Re´fe´rence + Mode`le des k plus proches voisins ponde´re´s par l’inverse
de leur fre´quence, pour mieux e´tiqueter les roˆles rares.
Une autre fac¸on classique de ponde´rer les plus proches voisins est par l’inverse
de la distance, ce que j’ai fait dans l’expe´rience suivante (figure 3.5). C’est efficace,
et indiffe´remment du nombre de voisins conside´re´s (entre 3 et 15), les performances
de´passent 81%.
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Figure 3.5 – Re´fe´rence + Mode`le des k plus proches voisins ponde´re´s par l’inverse
de leur distance.
3.4.5 Centres des roˆles
Une autre fac¸on d’assigner un roˆle a` un mot inconnu consiste a` trouver de quel
roˆle il est le plus probablement un repre´sentant : dans l’espace des repre´sentations,
on peut situer la position moyenne des mots repre´sentant un roˆle, et assigner a` un
mot le roˆle du centre dont il est le plus proche. Cela revient a` partitionner l’espace
en grandes cellules de Vorono¨ı, une par roˆle, centre´es aux positions moyennes des
exemples d’entrainement des classes, et a` classifier les arguments suivant ces cel-
lules. Seule, cette caracte´ristique obtient 73.4% de pre´cision. En addition au mode`le
de re´fe´rence, elle permet d’atteindre 81.1%.
On peut enfin combiner ce mode`le avec celui des plus proches voisins (sans
ponde´ration), et ajouter les deux pre´dictions au mode`le de re´fe´rence. La figure
3.6 montre les re´sultats d’une telle combinaison. La meilleure performance est de
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81.5%, avec 20 voisins.
Figure 3.6 – Pre´cision des mode`les combine´s de refe´rence, des plus proches voisins
et des centres des roˆles.
On peut essayer de limiter les exemples d’entrainement pris en compte pour
calculer les centres des roˆles, mais apre`s quelques expe´riences, cela parait eˆtre moins
bon que de conside´rer tous les exemples.
3.5 Analyse
La table 3.VI re´capitule les diffe´rents re´sultats.
En regardant les re´sultats en de´tail, on observe que les gains en performance
proviennent en grande partie des cadres avec le moins d’exemples. La figure 3.VII
montre la moyenne des pre´cisions des mode`les de chaque cadre (c’est-a`-dire non
ponde´re´e par le nombre d’exemples de test que le mode`le a a` classifier), pour les
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Table 3.VI – Re´capitulatif des performances – la performance d’une me´thode
est la proportion d’arguments correctement e´tiquete´s dans l’ensemble de test, tous
cadres confondus (aussi appele´e micro-pre´cision).
Mode`le Performance
Centres des roˆles 73.4%
k plus proches voisins 74.6%
Fleischman et Hovy (2003) 76%
Re´fe´rence 80.0%
Re´fe´rence + mot repre´sentatif 80.4%
SEMAFOR (2010) 81.0%
Re´fe´rence + centres 81.1%
Re´fe´rence + plus proches voisins 81.3%
Re´fe´rence + voisins ponde´re´s 81.3%
Re´fe´rence + centres + PPV 81.5%
diffe´rentes me´thodes. On peut voir que l’apport des repre´sentations de mots est
plus net avec cette mesure. En particulier, les 100 cadres se´mantiques (environ
20% des cadres) avec le moins d’exemples d’entrainement ame´liorent leur pre´cision
moyenne de 5 points lorsque l’on rajoute la pre´diction utilisant les centres des roˆles
au mode`le de re´fe´rence.
Cette observation est cohe´rente avec la vision e´voque´e en section 2.1, a` savoir
que l’abstraction sur des mots du lexique que permettent les repre´sentations de mots
permet de mieux ge´ne´raliser les donne´es disponibles, surtout lorsqu’elles sont peu
importantes (peu d’exemples par classe). Cette mesure est d’autant plus pertinente
que les cadres peu repre´sente´s dans l’ensemble de test sont aussi les cadres les plus
difficiles a` entrainer, du fait de leur plus faible nombre d’exemples d’entrainement.
On peut aussi remarquer que lorsque les repre´sentations de mots sont utilise´es, la
pre´diction du mode`le base´ sur elles est conside´re´e comme importante par le mode`le
a` maximum d’entropie, c’est-a`-dire qu’il lui alloue un poids important. Par exemple,
avec les centres des roˆles, le roˆle du centre le plus proche est la caracte´ristique la plus
lourdement ponde´re´e dans 77% des mode`les des cadres 6 ; pour comparaison, avec
6. la deuxie`me caracte´ristique la plus ponde´re´e l’est dans seulement 7% des cadres
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Table 3.VII – Performance calcule´e en faisant la moyenne des pre´cisions des mo-
de`les de chacun des cadres se´mantiques (macro-pre´cision). Les cadres avec moins
d’exemples dans l’ensemble de test prennent davantage d’importance, par rapport
au calcul de la micro-pre´cision.
Mode`le Pre´cision moyenne des cadres
Centre des roˆles le plus proche 69.6%
k plus proches voisins 70.0%
Re´fe´rence 73.2%
Re´fe´rence + mot repre´sentatif 74.0%
Re´fe´rence + centres 75.8%
Re´fe´rence + plus proches voisins 75.2%
Re´fe´rence + voisins ponde´re´s 74.8%
Re´fe´rence + centres + PPV 76.1%
le mode`le de re´fe´rence, la caracte´ristique la plus ponde´re´e (est-ce que l’argument
est avant ou apre`s la cible) l’est dans seulement 30% des mode`les des cadres.
En bilan, on peut dire que les repre´sentations de mots apportent de la robustesse
au mode`le. Une approche simple (k plus proches voisins) donne a` elle seule des
performances raisonnables (75% de pre´cision), et elles permettent aussi d’enrichir
et d’ame´liorer les performances d’un mode`le semblable a` l’e´tat de l’art.
Les erreurs restantes sont en partie dues aux arguments pre´positionnels (dont
le mot de teˆte est une pre´position). Avec la liste de mots vides (stopwords) de
NLTK, les arguments dont le mot repre´sentatif est un mot vide repre´sentent 40%
des erreurs, pour seulement 27% des donne´es : le taux d’erreur pour ces arguments
est de 26%, contre 19% en ge´ne´ral. Surdeanu et al. (2003) propose de ge´ne´raliser
le concept de mot de teˆte pour en faire un « mot de contenu », et propose de nou-
velles re`gles heuristiques pour de´terminer le mot de teˆte dans le cas de syntagmes
pre´positionnels. Ce « mot de contenu » est la direction a` poursuivre pour e´tendre
l’utilisation ade´quate des repre´sentations de mots a` tous les arguments.
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3.6 E´tiquetage joint des arguments d’un cadre
Jusqu’a` pre´sent, a` part la caracte´ristique « nombre d’arguments pre´ce´dents », les
roˆles des diffe´rents arguments d’un meˆme cadre sont pre´dits de fac¸on inde´pendante.
Or, les annotations sont assez de´pendantes les unes des autres. Par exemple, deux
arguments d’une phrase ont le meˆme roˆle dans seulement 5% des cas (et seulement
20% des cadres le permettent), alors que le mode`le peut assigner indiffe´remment
a` plusieurs arguments le meˆme roˆle s’il l’estime le plus probable pour chacun (en
pratique, cela arrive dans 6% des cas, pour les cadres ou` une telle re´pe´tition est
impossible). J’ai essaye´ de lutter contre ce phe´nome`ne, en corrigeant a posteriori
les de´cisions prises pour e´viter les re´pe´titions de roˆles dans les cadres ou` c’est
inde´sirable.
Lorsque le meˆme roˆle est pre´dit pour plusieurs arguments d’une meˆme phrase, le
mode`le choisit une autre se´quence de pre´dictions sans re´pe´tition pour les diffe´rents
arguments, qui maximise la probabilite´ totale des de´cisions individuelles. Graˆce
au faible nombre d’arguments a` annoter par cadre, et au faible nombre de roˆles
possible, il est facile de parcourir l’ensemble des combinaisons possibles dans la
plupart des cas 7. Quand il y a trop de combinaisons possibles (environ 15% des
cas), le mode`le garde la se´quence de pre´dictions avec une re´pe´tition.
Malheureusement, si une telle correction permet bien de diminuer les pre´dictions
incompatibles (deux arguments avec le meˆme roˆle dans un cadre qui ne le permet
pas), la nouvelle pre´diction n’est pas meilleure pour autant, et les performances se
de´gradent le´ge`rement (de 0.5% en moyenne).
Dans le meˆme ordre d’ide´es, on peut trouver dans FrameNet diffe´rentes informa-
tions supple´mentaires. Dans certains cadres, des roˆles sont mutuellement exclusifs :
par exemple, dans le cadre du Bruit_de_de´placement, un argument peut avoir
le roˆle de Zone (dans laquelle a lieu le de´placement) ou bien un argument peut
7. Dans 75% des cas, il y a moins de 500 combinaisons possibles, et dans 87% des cas, moins
d’un million.
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avoir le roˆle de Chemin (suivant lequel a lieu le de´placement), mais les deux sont
incompatibles. Au contraire, des roˆles peuvent aller de pair et la pre´sence de l’un
requiert la pre´sence de l’autre. Pour d’autres roˆles, il est annote´ un type se´mantique
(parmi une petite ontologie propre a` FrameNet), auquel doit appartenir le re´fe´rent
de l’argument (par exemple, Sentient, Message, Lieu, Degre´, etc.). Malheureu-
sement, chacune de ces informations ne concerne qu’une petite fraction des roˆles
ou des cadres (10% des roˆles ont un type se´mantique), et il faut consacrer beau-






Comme e´voque´ en section 3.5, l’imple´mentation des re`gles propose´es dans Sur-
deanu et al. (2003) pour de´terminer le mot le plus repre´sentatif du contenu d’un
argument serait une direction naturelle pour poursuivre mon travail.
Parmi tant d’autres ame´liorations possibles, dans mes expe´riences, les mode`les
des cadres sont entraine´s se´pare´ment, alors que certains cadres se´mantiques se
ressemblent, et certains roˆles sont communs ou similaires parmi diffe´rents cadres
(voir la discussion en section 2.5). Comme e´voque´ en section 3.6, l’e´tiquetage joint
des arguments d’un cadre pourrait e´galement eˆtre davantage explore´.
Du point de vue de l’apprentissage machine, les mode`les pourraient eˆtre mieux
entraine´s. Un ensemble de de´veloppement permettrait de mieux adapter les para-
me`tres a` chaque me´thode (fixer la valeur de k se´pare´ment pour chaque cadre, et
inclure ou non certaines caracte´ristiques de base). Un re´seau de neurones plus com-
plexe que le mode`le a` maximum d’entropie utilise´ permettrait peut-eˆtre de mieux
combiner les caracte´ristiques, plutoˆt que de simplement leur assigner des poids.
Enfin, il serait inte´ressant d’utiliser d’autres repre´sentations distribue´es de mots
(entraine´es par d’autres syste`mes que SENNA), pour comparer les re´sultats.
4.2 Conclusion
FrameNet de´finit un ensemble de cadres se´mantiques appele´s par des pre´di-
cats, ainsi que les roˆles pouvant eˆtre remplis par les arguments du dit pre´dicat.
J’ai employe´ des repre´sentations distribue´es de mots, entraine´es par SENNA, pour
ame´liorer la taˆche de classification des arguments en roˆles, en supposant connus le
pre´dicat, le cadre se´mantique, et la position des arguments.
Les repre´sentations de mots situent les mots du lexique, via leurs coordonne´es,
dans un espace, l’espace des repre´sentations. La repre´sentation des arguments a`
classifier par leur mot le plus repre´sentatif – dans mes expe´riences, leur teˆte syn-
taxique – permet de les situer eux-meˆmes dans l’espace des repre´sentations. De`s
lors, on peut utiliser l’algorithme des plus proches voisins, ou bien partitionner
l’espace suivant le roˆle en moyenne le plus proche, pour classifier les arguments, et
faire des pre´dictions raisonnables, un peu infe´rieures a` l’e´tat de l’art.
En utilisant ces pre´dictions dans le cadre d’un mode`le a` maximum d’entropie,
on ame´liore les performances d’un mode`le de re´fe´rence utilisant uniquement des
caracte´ristiques de l’argument dans la phrase, et on de´passe du meˆme coup le
syste`me a` l’e´tat de l’art SEMAFOR sur la taˆche e´value´e.
En particulier, les repre´sentations de mots permettent de mieux ge´ne´raliser les
donne´es d’entrainement, via le lexique. Le mode`le de re´fe´rence performe naturelle-
ment moins bien sur les cadres avec moins d’exemples d’entrainement, et l’informa-
tion comple´mentaire apporte´e permet de re´hausser les performances de ces cadres
(ce que la macro-pre´cision met en e´vidence en accordant la meˆme valeur a` tous les
cadres, quel que soit leur nombre d’exemples).
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