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Abstract
In this thesis a fault detection technique for a high perfonnance hydrostatic
actuation system was developed and evaluated. The Extended Kalman Filter (EKF)
was used for parameter identification and was applied to an Electrohydraulic Actuator
(ERA) and the perfonnance of the technique is discussed. The ERA is a high
perfonnance, closed loop actuation system consisting of an AC variable speed electric
motor, a bi-directional gear pump, an accumulator, check valves, a cross-over relief
valve, connecting tubes and a custom made symmetrical actuator. The ERA has
potential applications in the aerospace industry for flight surface actuation and in
robotics. Failures in the ERA can pose a safety hazard and unscheduled maintenance
can result in costly downtime. Fault detection in the ERA will increase its safety and
efficiency.
The proposed preventive maintenance approach involves monitoring the ERA
by estimating two parameters of interest, namely the effective bulk modulus and the
viscous damping coefficient. Lowering of the effective bulk modulus, as a result of air
entrapment, will affect the response of the ERA and may cause stability issues, by
lowering the bandwidth of the system. Changes in the damping coefficient for the
actuator can indicate deterioration of the oil, wear in the seals or changes in external
friction characteristics. The two parameters were estimated using the EKF and changes
in the estimated values were related to faults in the system.
Prior to applying the EKF to the ERA prototype, an extensive simulation study
was carried out to investigate the feasibility of the approach as well as the level of
accuracy to be expected with the experimental system. The simulation study was used
to verify that changes in the two parameters were detected and accurately estimated.
In this study, an attempt was also made to visit some of the problems reported
with the use of the EKF for fault detection purposes, namely the difficulty in setting the
correct values in the matrices to initialize the EKF algorithm and the presence ofbiases
in the estimates. The problem was believed to be linked to system observability which
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was investigated in this research. It was found that using observable state space models
for the EKF improved the ability of the EKF to estimate parameters, both in terms of
accuracy of the estimations and repeatability of experimental results. System
observability was investigated in this work by first using simple mechanical systems
and then using the more complex ERA system. An iterative approach was presented
whereby parameters were not estimated at the same time but iteratively and using
different models. System observability was maintained by reducing the number of states
and by using the correct type and number of system measurements. Also, the use of
observable systems eliminated the need to choose parameter values, in the initial state
vector of the EKF, close to the desired parameter values, as was very often done in
previous research. No a-priori knowledge about the parameters was assumed in this
research. Biases in the estimates (this has been reported in previous studies) are
believed to be due to the filter facing a local minima problem. This problem is linked to
the error covariance matrix not converging to a global minimum. In the Kalman Filter,
the main objective of the error covariance matrix is to compute the Kalman gain, which
is in turn used to correct an estimate with the latest sensor measurement. Errors in the
Kalman gain may lead to biases in the estimates. In this study, it was also found that
although the system is not observable, it can be detectable, although the converse is not
true, and as such, changes in parameters can be detected but not necessarily accurately
estimated. Observability ensures uniqueness of the estimate.
The effective bulk modulus and viscous damping coefficient were estimated
successfully, both in simulations and using experimental data. Faults were introduced in
the EHA prototype and changes in the parameters were detected and estimated.
The friction characteristic of the actuator for the ERA was also investigated. A
novel empirical friction model was proposed. The EKF was used to estimate iteratively
(to maintain system observability), the coefficients of that friction function which was
believed to be a realistic representation of friction effect in the prototype. Simulation
and experimental results were presented. In summary, the application of the EKF
technique to the ERA has produced very promising results.
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Chapter 1
Introduction
1.1 Preliminary Remarks
Hydraulic systems are found in a wide range of airborne, mobile and stationary
applications, such as in the aerospace industry (e.g. flight surface actuation), off
highway equipment (e.g. backhoes and loaders), agricultural machinery, the
manufacturing industry (e.g. hydraulic presses) and robotics. Some of the unique
features ofhydraulic systems include a wide operating range (in terms of force/torque,
speed and direction), high force to mass ratio (actuators/moJors develop relatively large
force/torque for comparatively small devices) and the fluid itself acts as a lubricant
[Merrit, 1967].
In this study, fault detection in a high performance hydrostatic system, referred
to as an Electrohydraulic Actuator (EHA) is investigated. The EHA is a closed-loop,
hydrostatic system consisting of an AC variable speed electric motor, a fixed
displacement bi-directional gear pump (only in this particular application), an
accumulator, connecting tubes, a custom made symmetrical actuator and sensors.
Potential applications of the EHA are in the fields of robotics and aerospace industry
mainly [Habibi, 2000]. The ERA has advantages such as high energy efficiency, high
positional accuracy and compactness. In the EHA, the pump only delivers sufficient
flow to move the actuator piston, as compared to a conventional hydrostatic system with
a variable displacement pump running at constant speed, where the pump runs
irrespective of the motion of the piston. For a conventional system, by changing the
swash plate angle, the flow is changed and when the actuator piston is not required to
move, the swash plate may be adjusted so that the pump does not deliver any flow. This
strategy is not particularly energy efficient since the electric motor still drives the pump
in spite of the pump not delivering any flow.
The ERA has demonstrated a high level ofperformance, with high positional
accuracy (1 micron) [Habibi, 2000] mainly due to the control strategy and
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instrumentation used. Another distinct advantage of the ERA lies in its custom made
symmetrical actuator which is as compact as a single rod actuator and has equal flows
in and out of the actuator, very similar to a conventional double rod, symmetrical
piston. In robotics and aerospace applications in particular, these advantages are
appealing [Habibi, 1998]. Having the electric motor and the actuator close to each other,
i.e. having the supply and actuation module in a lumped unit configuration, results in
greater hydraulic stiffness (fast response), a reduction in the volume of oil required
(reducing the fire hazard risks) and a reduction in the length of tubes or hoses (thereby
reducing risks of leakages). This configuration is appealing for flight surface actuation
in aircraft:s, where the ERA can be positioned at the wing itself instead of centralized
fluid power systems with long hoses and tubes. " The new Lockheed Martin F-35 Joint
Strike Fighter's flight controls will use electrohydrostatic actuation (EHA) technology
for the first time in a production aircraft. This technology provides several benefits. The
actuators are smaller and weigh less; performance is more efficient and the F-35 is less
vulnerable to enemy fire." [Heney, 2002, pp. 16].
In robotic applications, the supply module (consisting of the electric motor,
controller, gear pump, accumulator and crossover reliefvalve) and the actuation module
(consisting of the custom made actuator) can be used separately ifneeded. In such
applications, the force to mass ratio of the actuation system plays a very significant role
in the bulk and overall mass of a manipulator (heavy actuation units would require
heavier links). Therefore, in robots with high degrees of freedom, the EHA can be used
as a single lumped unit (supply and actuation module forming an integral part, resulting
in a stiff system) near the base of the robot and a different configuration where the
supply module, still being near the base of the robot, is connected to the actuation
module further away from the base. This separate configuration of the EHA can be used
to manipulate links found further away from the base of the robot (in order to minimize
weight at the actuation point), although the hydraulic stiffness will be reduced by the
use of longer flexible hoses to connect the supply module to the actuation module
[Habibi, 2000]. Other advantages of the EHA for robotics application are high
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positional accuracy, efficiency and a relatively smaller actuator than the conventional
symmetrical double-rod actuator.
An effective fault detection strategy is important for the EHA because certain
failures in the system can result in system breakdown and as such, can be costly.
Failures of the EHA in safety critical applications such as in flight surface actuation in
aircraft can be catastrophic, resulting in loss of lives. Early fault detection based on
detecting a gradual degradation of the performance of the system is therefore useful in
allowing preventive maintenance, thus increasing safety and reducing downtime.
1.2 Te~hniques Used in Health Monitoring of Hydraulic Systems
Health monitoring in hydraulic systems is mostly done by monitoring pressure,
flow rate and temperature of the fluid, as well as visual inspection for leakage, fluid
aeration, water contamination and presence of solid contaminants [Hunt, 1986]. Fluid
condition monitoring is important since failures in hydraulic systems can be directly
related to the fluid condition [Coreless et aI, 1984]. Other techniques also include
power consumption and vibration analysis [Hunt, 1986]. Nowadays, in addition to these
techniques, progress in sensor technology and computers have paved the way for
relatively new monitoring techniques such as neural networks [Atkinson, 1996],
[Crowther et ai, 1996], [Rosa, 2001], [Hindman, 2002] and expert systems [Guo et aI,
1989], [Hogan, 1996] and these methods have been applied to offhighway equipment,
mining equipment, power generating plants and machine tools [Stecki, 2000]. A more
comprehensive description of the mentioned monitoring techniques is given in
Chapter 2.
1.3 The Extended Kalman Filter (EKF) in Condition Monitoring
"Condition monitoring consists ofconstantly processing measurable data or
input-output signals from the plant until useful quantities that best describe the current
health condition ofthe system are extracted. The processed information is then
compared against some known or pre-determined normal quantities", [Zavarehi, 1997,
pp.5].
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Zavarehi has used the Kalman Filter to "extract" information about the particular
hydraulic system which was under investigation. The Kalman Filter is a well-known
state estimator, which uses measurements linearly related to the states. The Extended
Kalman Filter (EKF) is basically the Kalman Filter applied to a nonlinear system using
a linearization procedure. Using the measurements, Zavarehi, as well as other authors
such as [Cao, 2001] and [Wright, 2001], have applied the EKF to different hydraulic
systems and have used the EKF to estimate some critical parameters for their systems.
The parameters so estimated, were directly related to the health of the hydraulic
systems. The estimations were compared to the "normal" parameter values (for a
healthy system) and deviations from the normal values were interpreted as faults.
When the EKF is used to estimate critical parameters in a system, faults in that
system are detected at an early stage (when the faults first appear), and corrective
actions can be taken to remedy the situation. The advantage is increased reliability and
safety in systems. Faults will not propagate to other system components, which could
potentially cause catastrophic failures. Also, appropriate decisions regarding the
severity of the situation can be made and the problem fixed in a more cost-effective and
risk-reducing manner.
Previous research involving the EKF for condition monitoring ofhydraulic
systems has reported some unexplained difficulties or phenomena (such as biases) in
estimating some parameters. The EKF has been used to estimate viscous friction and
Coulomb friction at the actuator with some success in [Zavarehi, 1997], although the
author reported some difficulties believed to be linked to "the lack ofobservability."
Initialization of the EKF algorithm was found to affect the ability of the EKF to
estimate the parameters successfully. It was found that Cao and Wright often used
initial parameter values very close to the desired ones in the EKF code for the
estimation to be successful. Zavarehi stated that "All the initial states/parameters in the
enhanced state vector were set to small random numbers." [Zavarehi, 1997, pp. 168].
Also, the research done by these authors focused mainly on using the filter as a tool for
parameter estimation. A better understanding ofthe filter is believed to be essential to
define its limitations in terms ofparameter estimation in hydraulic systems.
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1.4 Parameters of Interest in the Hydrostatic Actuation System
In this study, two important parameters, namely the effective bulk modulus and
the equivalent viscous damping coefficient are considered. The bulk modulus is the
most important fluid property in determining the dynamic performance ofhydraulic
systems because it relates to the stiffness of the liquid. It is a measure of fluid resistance
to compression and it is defined as the change in pressure divided by the fractional
change in volume at constant temperature [Merrit, 1967]. Bulk modulus is a function of
the pressure, the temperature and the entrained gas content in the fluid. It increases with
increasing pressure and decreases with increasing temperature. "In a pressure range of
oto 20,000 psi, bulk modulus increases linearly with pressure at a constant
temperature. For pressures above 20,000 psi, bulk modulus was found to exhibit a
nonlinear relationship with pressure due to relations between the free space and the
intermolecularforces. With regard to temperature, bulk modulus decreases
logarithmically with increasing temperature. The effect oftemperature on liquid bulk
modulus is greater than that ofpressure due to the logarithmic nature. These
relationships and approximations apply to degassedfluids" [Burton, 1971, pp. 13].
In all hydraulic fluids, air is present which causes the fluid to become
compressible. This results in a slower response time as the liquid bulk modulus
decreases and causes a general loss ofhorsepower in the system since work is spent on
air compression. In addition, a reduction in the bulk modulus will lower the natural
frequency of the hydraulic system and can cause stability problems [Merrit, 1967]. Air
can exist in a fluid in three forms: free air, entrained air and dissolved air. Free air is
that which is not entirely in contact with the fluid and exists in the form ofpockets
within the system; it can be eliminated to a certain degree by proper flushing of the
system. Entrained air is that which is in suspension in the fluid. It is usually found
suspended in the form of small air bubbles. Dissolved air is that which is in solution.
Bulk modulus decreases in the presence of free air and entrained air, but dissolved air
has been found to have no significant effect on liquid bulk modulus while in solution
[Merrit, 1967]. Fluids which contain dissolved air can be considered incompressible, as
the air is essentially part of the molecular structure of the fluid.
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With a sudden drop of static pressure, a substantial increase in fluid temperature
or an acceleration of fluid through an orifice, the dissolved air can be made to come out
of the solution in the form of entrained air [Burton, 1971]. It can be re-dissolved into the
fluid by increasing the pressure if the entrained air bubbles are not too large or if the
fluid is not already saturated with entrained air. As the pressure increases, the fluid can
hold more dissolved air. Unfortunately, in practical hydraulic systems, there is no way
ofknowing the amount of air which is in the free, entrained or the dissolved form in a
fluid under normal operating conditions.
Conventional techniques for measuring bulk modulus usually involve
pressurizing a sample of oil and measuring either volumetric changes or changes in
some property. However, the conditions ofpressurizing the oil are not necessarily those
experienced by the actual system. Furthermore, the composition of the oil sample may
not be representative of the oil in the system. Therefore, indirect methods ofmeasuring
bulk modulus using "on-line estimation" techniques may be a better option to determine
the bulk modulus of the oil. Burton simulated the dynamics of a transmission line and
estimated an effective bulk modulus of the fluid using a manual optimization technique
[Burton, 1971]. The technique was able to estimate a value in a repeatable fashion.
In this study (using the EHA), an effective bulk modulus for the EHA is to be
estimated. The effective bulk modulus is defined as the overall average bulk modulus
exhibited by the fluid when air is present or there is elasticity in the fluid containment
[Merrit, 1967]. Estimating this parameter is important in the EHA as it relates to the
system response, the stability and the efficiency, and forms an important part ofhealth
monitoring in this high performance hydrostatic device. In the EHA, air can get trapped
in the system when maintenance actions are being undertaken and components are
being replaced. Caution has to be exercised to prevent air entrapment when refilling oil
in the system. If the EHA is being used to actuate flight surfaces in an aircraft and if air
is trapped into it, the response time as well as the natural frequency of the EHA will be
reduced. This may result in system instability and have catastrophic consequences.
Therefore, finding the effective bulk modulus value of the EHA before the aircraft takes
off is important.
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The second parameter of interest in this research is the viscous damping
coefficient for the actuator. In hydraulic systems, close fitting surfaces are in relative
motion and a low viscosity will increase leakage in the system as compared to a large
viscosity value which will decrease efficiency. Viscosity is an important property of the
fluid and is essential for lubrication purposes. Viscous friction at the actuator arises
because a force is needed to shear the fluid. This force, termed as viscous friction, is
proportional to the area in contact, to the velocity of the piston and inversely
proportional to the film thickness [Merrit, 1967]. Therefore, changes in this important
parameter, when temperature is constant, are a good indication that the seal in the
actuator may be experiencing wear, or that the oil is deteriorating, resulting in reduced
lubricating properties. The viscous friction coefficient or viscous damping coefficient is
a lumped parameter. When the ERA is used for flight surface actuation, friction will not
be limited to the actuator viscous friction, but load friction (external friction) may
actually dominate. Therefore, quantifying the "total" friction force is important because
in addition to giving information about the seal in the actuator and oil condition, it can
also reveal potential problems in the movable flight surfaces (sticking). Such problems
will be reflected in the load pressure measurements of the EHA and if an unusual
damping coefficient is measured (or estimated using load pressure measurements), it
may indicate problems with the movable joints of the flight surfaces.
1.5 Research Objectives
The proposed preventive maintenance approach for the ERA involves
monitoring the system by estimating parameters of interest. System measurements for
the ERA are actuator piston position, piston velocity, load pressure and pump/electric
motor angular velocity. The main objectives of this study were:
• To produce an accurate and simplified model for the ERA to be used for simulation
studies and for implementing the parameter estimation technique. It must be pointed
out that a mathematical model for the EHA in earlier studies has been proposed but
revealed some inaccuracies in terms ofthe values of the parameters used. As such,
updating the existing model with some measured parameters was desirable.
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• To carry out a simulation study to verify the feasibility ofusing the Extended
Kalman Filter (EKF) to estimate the effective bulk modulus and the viscous
damping coefficient in the electrohydraulic actuator (EHA). The simulation
involving the EHA, as well as the EKF algorithm were implemented using
Matlab/Simulink®.
• To use the simulation study to establish the level of accuracy in the estimations of
the parameters, as well as to verify that changes in the parameters can be detected
and accurately estimated.
• To better predict the performance of the kalman filter and the Extended Kalman
Filter for state/parameter estimations, using concepts such as system observability
and sensitivity studies. This was done to understand th~ji1ter better, in an attempt to
explain some unexplained phenomena reported by authors who have applied the
EKF to hydraulic systems.
• To initialize the EKF state matrix without a-priori knowledge rather than using
some initial parameter values close to the known values.
• To experimentally determine values for some parameters and to set up the EHA
system in order to acquire experimental data. It must be pointed out that the ERA
was not in working condition at the beginning of the research.
• To investigate the friction characteristics of the actuator in the EHA and propose a
better model for friction in the actuator.
• To use the EKF to characterize the new friction model and estimate changes in the
friction model as a result of faults.
1.6 Thesis Outline
The thesis is generally organized in the same sequence as the research was
conducted. Chapter 2 provides a literature review of the field of condition monitoring as
applied to fluid power systems. This chapter provides an insight into some of the most
commonly occurring faults in hydraulic systems. It also includes a brief description of
some ofthe most commonly used monitoring strategies; monitoring fluid
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contamination, vibration analysis, temperature, pressure and flow monitoring, along
with the use ofexpert systems, neural networks and parameter estimation techniques.
A description of the Electrohydraulic Actuator (ERA) system, followed by a
simplified mathematical model for the EHA is presented in Chapter 3. A faults and
effects analysis of the ERA is also included in Chapter 3.
Parameters such as the pump and actuator leakage coefficients of the ERA, are
measured in this study and the results given in Chapter 4. The experimental procedures
and set up are described. The values for the parameters of a "healthy" ERA are also
given and are used to simulate a mathematical EHA model in "Matlab/Simulink®". The
simulated responses for a linearized EHA model are compared to their corresponding
measured system responses in Chapter 4. Also included in this chapter is a brief
description of the instrumentation for the EHA system.
The Kalman Filter followed by the Extended Kalman Filter (EKF) are
introduced in Chapter 5. The Kalman filter equations are derived and this chapter serves
to better explain the parameter estimation technique used in this study. In this chapter,
as mentioned earlier, a deeper understanding of the Kalman Filter and of the Extended
Kalman Filter is attempted, especially in terms of system's observability and uniqueness
ofpredictions.
Chapter 6 explains the importance of system observability when applying the
Kalman Filter and the Extended Kalman Filter to a system by using three examples,
namely a mass-damper system, a mass spring damper system and the ERA. An
extensive simulation study using the simple mechanical systems and the more complex
electrohydraulic actuator model is presented. The foundations of applying the EKF to
the EHA are laid and the general methodology used is explained. The inclusion of
parameters as states and reformulation of the resulting discrete state space model is also
explained. The unique iterative approach used in this study to estimate parameters using
an observable system is explained. A sensitivity study of the parameters of interest for
the ERA is also presented in this chapter. Next, the parameters are changed in
simulation and the EKF is used to detect and estimate the new parameters.
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The methodology explained in Chapter 6 is used to estimate the parameters in
the ERA prototype and experimental results are presented in Chapter 7, using the EKF
code developed for the simulation study. The estimated effective bulk modulus and
equivalent viscous damping coefficient in the actual system are shown. Faults are then
introduced in the prototype and the EKF is used to detect and estimate the new
parameters successfully.
Experiments conducted on the ERA to measure the viscous friction coefficient
are described in Chapter 8. Using a novel "quadratic friction" model to represent the
friction characteristics in the prototype, simulation studies are conducted. The EKF is
subsequently used to estimate the coefficients of the quadratic model, in simulation and
. in the actual prototype.
A summary of the thesis is given in Chapter 9 followed by a list of
contributions. Some conclusions and recommendations for future research are also
presented in this chapter. The novelties of this research were essentially;
1. Estimation of the effective bulk modulus, an extremely difficult parameter to
measure, using the EKF,
2. Use of system observability to enhance the performance of the EKF, illustrated by
first using simple mechanical examples and then using the more complex system,
3. Use of an iterative approach, whereby parameters were not estimated
simultaneously but one at a time using different models, to ensure system
observability,
4. Use of sensitivity function to identify an appropriate input signal to the filter,
5. Use ofno a-priori knowledge about estimated parameters to initialize the EKF,
6. Showing that changes in parameters in the hydrostatic system were detected but not
necessarily accurately estimated when the model was not observable,
7. Modeling of the nonlinear friction characteristics at the hydraulic actuator in a
unique way, and
8. Use of the EKF to successfully estimate the coefficients of the proposed nonlinear
model for the actuator in simulation and using experimental data.
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Chapter 2
Condition Monitoring Strategies in Fluid Power
This chapter serves to summarize some ofthe most commonly used condition
monitoring strategies for fluid power applications. Also, previous research done on the
use of the Extended Kalman Filter (EKF) for parameter estimation is reported. Finally,
the choice ofusing the EKF for condition monitoring purposes in the electrohydraulic
actuator (EHA) is explained.
2.1 Introduction
In the early years of fluid power (pre 1960's), maintenance was mostly done
when systems broke down and hydraulic machines were usually operated until they
wore out or broke down, resulting in costly repairs. Furthermore, a fault originating in
one single component (considerable wearing for example) usually propagated through
the system (e.g. through metal particles in the oil), causing more damage. In some
instances, time based monitoring techniques have been implemented, where faults in a
system were detected only when measured values exceeded their normal limits
[Isermann, 1984]. Non-measurable, yet critical quantities such as the viscous damping
coefficient, the spring constant and the Coulomb friction could not be monitored.
In the last two decades, condition monitoring techniques have been used to
increase reliability and safety ofhydraulic machines. The main reason for this increased
interest in this form ofpreventive fault detection was the increased complexity of fluid
power systems and advances in real time monitoring and fault diagnosis tools and
strategies [Hindman, 2002]. In particular, increasingly powerful computers have opened
the possibility of applying new numerical methods for condition monitoring. The
emphasis nowadays is, therefore, on early fault detection in fluid power systems.
Deterioration in the performance of some critical pieces of equipment can be detected at
an early stage and corrective measures taken to prevent failures. This preventive
maintenance approach is becoming increasingly popular in hydraulic systems that are
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continuously operated. As such, preventive maintenance is cost effective, when
considering financial losses that can result from downtime of equipment (for example
in the aerospace industry where unscheduled maintenance can have high financial
implications, and in factories where unexpected shut down ofa production line can
result in very substantial losses). This strategy increases safety, and reduces risks of
accidents due to catastrophic failure ofhydraulic components [Zavarehi, 1997].
Monitoring the health ofhydraulic equipment can also extend a machine operating life
cycle and increase its energy efficiency.
Fluid power involves the use ofpressurized fluid, which can be dangerous, if
proper maintenance of the system is not ensured [Esposito, 2000]. Some of the most
common causes ofhydraulic failures are given in Table 2.1 which has been reproduced
from [Hunt, 1986] and provides a good illustration of sources, conditions and
characteristics of failures in fluid power systems. Most of these problems can be
avoided ifproper condition monitoring is undertaken.
Health monitoring in hydraulic systems is usually done by monitoring pressure,
flow rate, and temperature of the fluid, as well as by visual inspection for leakage, fluid
aeration, water contamination, and presence of solid contaminants [Hunt, 1986]. Other
techniques also include power consumption and vibration analysis.
In general, the behavior of any hydraulic system such as erratic action of the
actuator and loss ofmotor speed can be used to detect faults. Although these techniques
are valid, the development ofnew sensors, the emergence ofpowerful computing tools
and simulation packages to capture the dynamic behavior ofhydraulic components and
the appearance of neural networks and of expert systems, have improved fault detection
and diagnosis of fluid power systems. These methods have been applied to offhighway
equipment, mining equipment, power generating plants and machine tools [Stecki,
2000]. In the following sections, a brief overview of established methods of condition
monitoring in fluid power systems is presented.
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2.2 Monitoring Fluid Condition
About 70% of all hydraulic system failures are related directly to the fluid
condition [Hindman, 2002]. Hence, sampling and testing the fluid is an effective
method to test the condition of the system. The vast majority ofhydraulic system
failures are due to the presence of foreign materials (contaminants) in the working fluid.
Table 2.1: Commonly Encountered Problems in Fluid Power Systems
[Hunt, 1986, pp.290]
Feature of fluid power Condition for failure Failure Characteristics
• Excessively high • Hosel TubinglPipes
burst
Fluid pressure • Wear in components
such as pumps
• Excessively low • Cavitation and erosion
• Leaking seals
Fluid level Low Overheating and cessation
of operation
Flow forces in valves High/Concentrated Jet erosion of spools and
valves
Flow and Pressure Pulses Resonant Fatigue
Clogged or blocked with • Cavitation, erosion
Filtration contaminants • Filter bursts, hose burst,
back pressure
Fluid IContainment material Incompatible Swelling of seals and
corrosion of surfaces
• High particulate • Wear in sliding parts
Fluid borne contamination concentration in fluid • Blockage ofports
• Chemicals • Corrosion
Circuit design Loads excessive Cracks and breakage
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Fluid contamination occurs either due to "external ingression" or "internal
generation" ofsolid debris or changes in the oil properties as described in [Hunt,
1986]. Since fluid power systems generally work under high pressures, (implying fine
clearances, close tolerances and a high standard of surface finish during manufacture),
high standards of cleanliness are vital for their operation. Since machining and
assembling processes for fluid power components have tremendously improved, their
sensitivity to contamination has increased as well.
Furthennore, as reported in [Coreless et aI, 1984, pp. 3], "in a clean
environment, the contamination level in the fluid is most likely due to faults in the
system and thus monitoring the contamination level is monitoring the system itself'.
Solid contaminant monitoring is most prevalent. Solid contaminants cause scoring and
wear to all types of components resulting in catastrophic failures when components
cease to operate, break up and thereafter cause further contamination of the system.
Figure 2.1 [Stecki, 2000], illustrates the location of some of the wear, leakage
and contamination points in a typical hydraulic circuit. It can be seen that contaminants
can enter into the system at locations such as at the actuator and at the reservoir.
Leakage can occur at the actuator, pump and at connections. Wear in a hydraulic system
can occur at the actuator seal and at different valves.
" Intermittent failure" [Coreless et al, 1984] occurs when the solid particles
prevent a valve from seating correctly but eventually get washed away when the valve
reopens. Intermittent failures render the diagnosis operation more difficult and reduce
system reliability. "Degradation failures" [Coreless et al, 1984] involve wearing,
corrosion, and cause intemalleakage in components. Very often, degradation failures
degenerate into catastrophic failures. In servovalves, solid contaminants cause friction
between the spool and the sleeve, thus eroding the metering edges. This in tum
increases center flow, silting, sticking of the spool and in some cases complete failure
due to clogging ofintemal orifices [Merrit, 1967]. Small particles such as metallic parts
and oil residues can combine to fonn silts that clog the fine passages in control valves.
These particles can also act as an abrasive paste that erodes the sharp control edges of
the spool valve. This produces more contamination and opens up the diametrical
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clearances permitting even larger particles to enter and consequently lead to component
break down [Sasaki et aI1984]. Solid contaminants such as metallic particles from the
normal wear of components such as pumps, motors, seals and shedding ofhoses, filter
material and rust, are self generated within the system [Sasaki et aI, 1984].
Seal wear
,.----Air contamination
Motor
~ Sliding wear
Leakage at connections ,
Sliding wear
and Erosion
Aeration and water
Contamination \
Figure 2.1 Wear, Leakage and Contamination Entry Points in a Typical
Hydraulic System, reproduced from [Stecki, 2000, pp.15]
Built-in contamination occurs during manufacture, installation and repair of
components. This type ofcontamination results in cloth fiber grits and chips from
grinding and machining to appear in the working fluid. Airborne particles can also enter
the system as contaminants. Cylinder seals are fitted with wiper rings to remove fine
contaminants from the piston rod which is exposed to the atmosphere. These wiper
rings tend to wipe the rod dry, subsequently causing wear of the seal itself and enabling
foreign matter to enter the system [Sasaki et al, 1984].
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In order to determine the contamination level in the hydraulic system,
techniques such as "visual inspection, gravimetric analysis and particle counts" [Sasaki
et aI, 1984] are used. "A dirty fluid to the human visibility implies the presence of
particles ofsize greater than 40 microns" [Merrit, 1967]. This test is sufficient for non-
critical applications where servovalves are not being used. In gravimetric analysis, a
certain volume of contaminated fluid is passed through a dry, preweighed filter paper
which retains the contaminant. The next steps are to remove the retained oil by using a
solvent and to dry and weigh the filter in order to determine the weight of the
contaminant (usually expressed in milligrams per litre). Electronic particle counts
involve passing the contaminated fluid through a transparent tube and then projecting a
light beam through the tube. A photocell senses the light intensity and electronic
counters record the number of light interruptions, which is a measure of the number of
particles [Merrit, 1967]. Other methods used to analyze the contamination level and
nature of contaminants involve the use ofmicroscopes and determination of the
ferromagnetic content. Chemical changes of the fluid such as its acidity, additive losses
and physical changes such as viscosity can also be used to condition monitor the
hydraulic system. It is worth noting that most of these methods are essentially "off line"
since the tests involve collecting a sample of the fluid for analysis, away from the
system itself.
Contaminants can be removed by flushing the system thoroughly. The velocity
of the flushing oil needs to be sufficiently high to maintain turbulent flow inside the
hoses and pipes to ensure that all of the solid contaminants are removed [Coreless et al
1984]. Also the use of a filter can ensure that particle size in the fluid is restricted to a
satisfactory maximum size for the operation.
Contamination of the hydraulic fluid (petroleum based oil) also occurs through
fluid oxidation, caused by the chemical reaction ofair with oil particles [Esposito,
2000]. The products of oxidation which include "sludge, varnish and insoluble gums"
increase the viscosity of the oil [Esposito, 2000]. To make matters worse, they are also
acidic in nature, causing a chemical reaction between the metal and the acid. This is
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usually referred to as corrosion of components. Oxidation is accelerated under high
temperatures. Usually additives are used in the oil to inhibit oxidation.
Figure 2.2, [Sasaki et aI, 1984, pp. 116], shows oil contamination and machine
properties in hydraulic equipment. The figure illustrates the correlation of oil
contamination and hydraulic problems as a result of a degradation of the physical and
chemical properties of the fluid.
There have been studies made in order to simulate the contamination within
fluid power systems. Dynamic Contamination Control techniques [Stecki 2000, Lui et
al 1990] categorize the fluid power components into filters, cylinder seals and reservoirs
which are components that remove, allow entry of, and store contaminants respectively.
"The contamination control system, is represented by a block diagram in which each
block represents a linear function ofa single hydraulic component. The contamination
control system is solved using digital simulation and the results provide information
about contamination levels at various locations in the circuit in response to varying
sizes and distribution ofingressed or generated contaminant. " [Stecki and Schoenau,
2000,pp.337].
2.3 Vibration Analysis
Vibration analysis is a popular monitoring technique that is either categorized as
airborne (acoustic) or structure borne (feeling) [Hunt, 1986]. Vibration analysis is a
powerful tool for fault detection and diagnosis in mechanical systems (gearboxes in
particular).
In fluid power applications, vibration analysis has been used to diagnose faulty
pumps and motors by monitoring their pressure pulses or ripples caused by the
movement of gears and pistons [Hunt, 1986]. Accelerometers are placed on the casing
of the components and pressure transducers can be used to obtain signatures for the
system. In general, "signals often consist oflowfrequency components with large
amplitudes which mainly determine the nominal values ofthe signal and higher
frequency components with small amplitudes which give additional information on the
inner state ofthe process" [Isennann, 1984, pp. 388].
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Figure 2.2: Correlation of Oil Contamination and Hydraulic
Problems, reproduced from [Sasaki et aI, 1984, pp. 116]
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In gear pumps for example, a small amplitude high frequency ripple component
is usually superimposed on the mean flow rate due to meshing and unmeshing action of
the teeth [Zavarehi, 1997]. Spectral analysis of the pressure ripple data is an insight into
the health of the pump. The pressure ripple's fundamental frequency depends on the
number of teeth, and on the pump speed. Its frequency and shape can change with wear
for example. Through the ripple characteristics, effective monitoring of the pump
condition can be achieved.
An extensive review of condition monitoring strategies in fluid power is given in
[Hunt, 1984] and [Hindman et aI, 2002]. Hunt reveals that both time based and
frequency based analyses have been used to indicate wear or faults. As the signal in a
rotating machine repeats itself in a cyclic manner, time domain analysis is an easy
method of interpreting a vibration signal. However, as reported in [Zavarehi, 1997,
pp.11], "one ofthe limitations ofvibration analysis for condition monitoring in fluid
power is that although spectral analysis (frequency based analysis) is a powerful tool
for condition monitoring ofhigh frequency systems such as rotating pumps and motors,
they fail to provide adequate information when used to detect faults affecting low
frequency responses such as in linear actuators and valves".
2.4 Temperature Monitoring
Temperature monitoring is measuring the temperature rise of the hydraulic fluid
as it passes through a component such as a pump [Hunt, 1986]. In general, excessive
temperature hastens oxidation of the oil, reduces oil viscosity, promotes wear in pumps,
valves and actuators as well as accelerates seal deterioration. Monitoring this parameter
is therefore important. The change in temperature occurs due to the horsepower loss
(product ofpressure drop and flow) as the fluid passes through hydraulic resistances
such as orifices, valves, pipes and leakage paths [Merrit, 1967]. Certain temperature
rises are normal due to pressure changes but if a change in flow characteristics occurs,
the temperature change is going to be modified. In pumps for instance, a temperature
rise in the fluid can be interpreted as a drop in efficiency of the pump as slippage
increases due to wear. However, care should be exercised when using this technique
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since changes in room temperature or of the hydraulic system environment need to be
taken into consideration for reliable diagnosis to be made. Similar approaches can be
made in regards to condition monitoring ofvalves and filters. In addition, the use of
thermographs using infra-red cameras can indicate hot spots in a hydraulic system due
to inefficiencies of components as a result of wear or temperature rise at points of
leakage [Hunt, 1986]. Monitoring the oil temperature in the reservoir will also give
valuable information about the health of the hydraulic system.
2.5 Pressure and Flow Monitoring
Pressure measurements can provide a good indication of leakage problems and
faulty components such as pumps, flow control valves, pressure relief valves and
actuators. Excessive pressure drops in hoses or pipelines can also be detected by
pressure measurements. Pressure monitoring in pumps and at different locations in the
system by the use ofpressure transducers, is a valid fault-detection scheme [Hunt,
1986]. Loss ofpressure may indicate a faulty pump, load failure or bursting ofhoses for
instance. This technique is not specific to a particular component but rather a
monitoring scheme for the complete system. Pressure pulsation monitoring is, in fact,
used in conjunction with vibration analysis to diagnose faults.
Flow monitoring involves the use of flow meters [Hunt, 1986]. A reduction in
the normal flow can be due to leakage in the system, pump fault, or component wear
and deterioration. Monitoring the case drain flow in a pump for instance can give
valuable information about the condition of the pump. Flow meters can indicate
whether or not the actuator is receiving the expected flow rate. In addition to flow and
pressure measurements, checking the level of fluid in the reservoir is another easy
method to determine leakage in the system.
A flow measurement strategy will work more easily in the open loop
configuration to detect leakage than in the closed loop systems. An example is when a
closed loop position system is operating, excessive pump slippage, which could be
detected by monitoring pump flow in the open loop form, is compensated for by an
increase in the speed of the motor driving the pump. Therefore, this fault cannot be
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detected by monitoring the pump flow alone but if the speed of the motor is monitored
as well, an increase in speed without a corresponding increasing in flow indicates a
pump fault. Another drawback ofusing flow measurements or pressure measurements
to monitor the health of the system is that "noise associated with these measurements,
can be misinterpreted as faults" [Zavarehi,1997]. In addition, it is not always feasible to
have these sensors on the hydraulic machines, especially off-highway equipment,
because the sensors can be damaged when the machines operate in harsh environments
[Hindman, 2002]. Also accurate and robust flow meters are very expensive.
2.6 Expert Systems for Condition Monitoring in Fluid Power
Much research has been conducted in the area of automatic fault detection and
diagnosis using expert systems-also referred to as knowledge-based systems. "Expert
systems are computer programs in which the special problem solving skills ofan expert
in a particular area have been transferred to a computer. The expert system codifies
and stores in a computer the knowledge and experience ofan expert"[Guo et al, 1989,
pp.310]. This approach for fault diagnosis has been motivated primarily by the
emergence of increasingly complex hydraulic systems, with a large number of
components and the requirement for rapid and reliable fault diagnosis. For instance, if
by the use of two flowmeters, flow upstream and downstream of a directional control
valve, are monitored, leakage in the component can be detected by a difference in the
flow measurement. This example is taken from [Burton et al, 1990]. A simple set of
rules to implement this procedure is as follows:
IF Flow upstream [entering the control valve] is monitored;
AND Flow downstream [leaving the valve] is monitored;
AND Flow upstream is not equal to Flow downstream;
AND control valve is not in the closed center position;
THEN Leakage is occurring at the control directional valve;
AND THEN Operator is infonned.
This example illustrates a simple application of an expert system in condition
monitoring. This technique ofusing conditional statements, "IF-THEN' rules, is
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commonly referred to as the production rules where the IF's are called the antecedents
and the THEN's consequents [Burton et al 1990]. Furthermore, as the hydraulic
machine increases in size and complexity, the number ofrules needed to fully diagnose
faults becomes enormous. Fault Tree Analysis is usually used to analyze the system and
identify all of the possible component fault combinations which could be responsible
for particular failures [Hogan et aI, 1996]. However, the fault detection and diagnosis
time increases enormously with the increasing set of rules for complex systems
[Zavarehi, 1997].
Moreover, another drawback of this technique, as reported in [Burton et al 1990,
pp. 539], is that "there is no guarantee that the knowledge acquisition process, or the
set ofrules, will be sufficient to correctly diagnose a fault because ofincorrect or
incomplete a priori information". Also, expert systems tend to be specified for a certain
plant only and knowledge is not easily generalized to other plants. Noisy measurements
can severely affect the results of fault diagnosis since expert systems have little
capability for robust handling ofnoisy data [Zavarehi, 1997].
2.7 Neural Networks for Condition Monitoring in Fluid Power
The fundamental principle in neural computing is that a complex function can be
processed by a large number of simple, interconnected elements in a network. The
neural network thus consists ofmultiple layers of neurons connected in series and
parallel and this interconnection ofneurons allows the network to learn complex non-
linear functions. The neural network is basically trained, rather than programmed, by
making use of a set of input and output data. Mathematically, the influence of one
neuron on another is described by the weight associated with the interconnections and
the training process consists ofmodifying the weights in the network [Atkinson et al,
1996]. Figure 2.3 (a), reproduced from [Gupta, 2001], is a schematic of a single neuron.
It has an array of sampled inputs which are multiplied by weights, followed by an
addition operation of all the weighed inputs to generate a single value which in tum,
goes through a nonlinear, mapping operation to generate an output. This output can be
an input to another neuron. Figure 2.3(b), also reproduced from [Gupta, 2001],
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illustrates the training ofa neural network, where the training algorithm modifies the
weights in the neural network by making use of the error between the actual system
output and the network output. The network is trained when it is able to mimic the
actual system.
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Figure 2.3 (a) Schematic ofa Neuron [Gupta, 2001]
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Figure 2.3 (b) Training Process of a Neural Network [Gupta, 2001]
23
In fault diagnosis using neural networks, the fact that a neural network, with at
least one hidden layer containing non-linear functions, can learn any continuous,
bounded, nonlinear functions is of interest [Atkinson et aI, 1996]. One approach is to
make the network learn the mapping between the state space behavior of the hydraulic
system (velocity, pressure, displacement, and flow) and the values ofparameters
(viscous damping coefficient, leakage coefficient) that need to be monitored. Thus the
input to the neural network is the system measurements while the outputs of the
network are parameters of interest [Crowther et aI, 1996]. A slight variation of this
approach is to use the weights of the networks as parameters of interest [Rosa, 2001].
Rosa used a neural network to estimate the parameters of a proportional solenoid
valve and monitoring these parameters indicated the presence of faults in the
component. The parameters of interest were the main spool viscous friction constant,
the main spool Coulomb friction constant, the main spool orifice area gradient, main
spool spring constant and the main spool spring pre-compression. The spool
displacement and velocity were used as inputs to a single neuron. The weights of the
trained neuron were the parameters of interest.
Neural networks are able to establish heuristic, unstructured relationships
between inputs and outputs ofnon-linear systems. The major disadvantage of this
method is that the data used for training has to represent a broad range ofoperating
conditions for the systems and such richness and availability ofdata are not always easy
to obtain. Also, another issue becomes the selection ofmeasurements or inputs which
are the most appropriate for the neural networks. Furthermore, the training process can
be quite tedious, especially when the number of faults increases [Zavarehi, 1997].
Neural networks also tend to identify steady state faults more easily than dynamic
faults, occurring during transient periods [Crowther et al, 1996].
In addition to approximating nonlinear functions, neural networks have been
used for condition monitoring purposes as pattern classifiers, where fault classes are
produced corresponding to the different fault situations. In this approach, the neural
networks assign input patterns, which consist of a vector of system features selected for
distinguishing between the fault classes, to a finite number of classes [Zavarehi, 1997].
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The classifier partitions the input feature measurements into decision regions that
indicate to which class any of the input patterns belong. Neural network pattern
classifiers form nonlinear discriminant functions using single or multilayer neural
networks. However, a steady state needs to be reached for reliable classification.
In [Hindman, 2002], a method for evaluating the condition of a valve and of the
actuator in a mobile hydraulic system was developed. In his study, an artificial neural
network was used to map pressure and temperature changes to actuator and valve faults.
The inputs of the neural network were pressure and temperature measurements and its
outputs indicated and detected the actuator failure and the valve failure; the artificial
neural network mapped the network input to an actuator and valve fault condition
(increase in internal leakage). Data obtained, using a pre-specified procedure, was used
to train the neural network, and the output of the network assigned a numerical value
indicating the severity of the fault (the pressure profile was used to quantify the fault
condition).
2.8 Fault Detection Using Mathematical Models of the Systems
A brief review ofcondition monitoring strategies involving direct
measurements, fluid analysis, expert systems and neural networks has been presented in
the previous sections. In this research, the approach used for fault detection differs from
the techniques mentioned previously: although measurements (sensor data) are needed,
a mathematical model of the system is also required. These methods can be used for
predicting signals and estimating non-measurable state variables and process
parameters. Therefore, the strategy is essentially a parameter estimation method; an
approach which has become popular with the emergence ofpowerful digital computers.
The process model parameters are constant coefficients, which appear in the
mathematical description of the relationship between the input and the output signals
[Isermann, 1984]. In this health monitoring approach, system measurements, which are
normally corrupted by noise, are taken and fed to the parameter estimation algorithm,
which has a mathematical model of the system embedded in it. This condition
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monitoring approach is illustrated in Figure 2.4, reproduced from [Isermann, 1984, pp.
390].
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Figure 2.4 Fault Detection Based on Parameter Estimation
Thus, for a hydraulic system, estimating critical parameters, (such as the viscous
damping coefficient, the leakage coefficient, etc.) can be used to monitor the health of
the system. Any deviation of these parameters from their normal values can be
interpreted as faults. This is shown in Figure 2.4 where the non-measurable estimated
parameter value is compared to its normal value and a "fault decision" is subsequently
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made. These non-measurable states and parameters of interest are estimated based on
physical laws and are obtained by applying recursive parameter estimation techniques
such as the Extended Kalman Filter [Zavarehi, 1997,Cao, 2001,Wright, 2001] and least
squares method [Ansarian, 2001] to the system. The final step in this generalized
structure of fault detection method is based on process models and non-measurable
quantities is fault diagnosis, which implies fault location, cause and magnitude.
Ansarian, used two techniques, namely the ordinary least square and the
maximum likelihood methods to estimate parameters in a hydraulic valve [Ansarian,
2001]. The experiments consisted of closed outlet port tests to estimate spring constant
and precompression (flow forces on the spool are eliminated) and open port tests where
valve orifice area gradient and deadband were estimated. The ordinary least square
method consists of"minimizing a sum ofsquares based on the difference between the
measured values and the predicted values" [Ansarian et al, 2002]. The other parameter
estimation method is the maximum likelihood method and it makes use of the
"statistical information available regarding the distribution ofthe observations"
[Ansarian et al ,2002].
2.9 Condition Monitoring Using the Extended Kalman Filter
In this study, the Extended Kalman Filter (EKF) is used to estimate some critical
parameters in a hydrostatic system, referred to as the Electrohydraulic Actuator (ERA).
The Extended Kalman Filter has been used previously with success for condition
monitoring ofhydraulic systems. The Extended Kalman Filter is a state and parameter
estimation technique which makes use of the model of the system embedded in it to
estimate current states and predict future states and parameters in the presence ofnoisy
measurements. The Kalman Filter estimates the states of a linear stochastic system but
parameter estimation (as explained in more detail in Chapter 6) involves a nonlinear
function and the Extended Kalman Filter (EKF) is used instead.
Cao [2001] used the Extended Kalman Filter to estimate parameters for a swash
plate assembly and control piston in a load sensing pump [Cao, 2001]. These pumps
compensate for variations in the load conditions, and this is achieved by a piston which
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controls the swash plate movement of the pump. Parameters such as the viscous
damping coefficient and spring constant coefficient as well as the spring pretension
coefficient in the swash plate were estimated using the EKF. Simulation results showed
that accurate prediction of the parameters could be achieved. Experimental results
showed that parameters estimated were reasonably repeatable for similar operating
conditions.
Wright made use of the EKF to estimate some critical parameters of a
proportional solenoid valve [Wright, 2001]. The study showed the application of the
EKF technique to the main stage of a two-stage solenoid proportional valve. The
experimental procedures, which were similar to the one used by [Ansarian 2001],
consisted of two distinct operating conditions, namely the closed and the open port
scenarios. During the closed port tests (no flow through the valve), the EKF technique
was used to estimate parameters such as the valve spring coefficients, spring
precompression, viscous friction and Coulomb friction. It was found that the estimated
values of the spring constant and the spring precompression coefficient were repeatable
but estimates of the valve spool viscous damping coefficient were not. Furthermore, the
EKF was not able to detect Coulomb friction effects. The open port tests (shorting the
valve flow) were used to predict the deadzone (spool overlap) and the flow force spring
coefficient (used to find the orifice area gradient). The EKF was successful in
estimating the valve deadzone and the flow force spring coefficient.
Zavarehi used the EKF technique to monitor the condition ofa hydraulic system
consisting of a solenoid proportional valve and of an actuator [Zavarehi, 1997]. The
EKF was used to estimate states and parameters which could not be measured directly
and included the solenoid magnetic force and coil resistance, the pilot valve flow rate
and the orifice area.
2.10 Condition Monitoring for the ERA System Using the EKF
In this study, the EKF technique is applied to a hydrostatic system referred to as
the Electrohydraulic Actuator (ERA) rather than using some ofthe other mentioned
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techniques. The EKF is chosen as the condition monitoring scheme for the EHA, at the
expense of other condition monitoring strategies for the following reasons:
1. The EHA is a hydrostatic system and as such there is no oil reservoir.
Contamination monitoring is not practical since an oil sample is not readily
obtained. Investigating the contaminants in the oil can be done as part of a
scheduled maintenance program where the aircraft for example is grounded for
some time, but it will still imply opening up the lines and refilling the system with
oil, thereby increasing the risk ofhaving air being trapped in the system.
2. The EKF has been applied successfully to hydraulic systems in the past and using it
in this particular application seems logical.
3. The EKF can work in the presence ofnoise in the data. The algorithm has some
terms that quantify the level ofnoise to be expected in the data. Position
measurement in the EHA is currently being made using an optical encoder which
produces a "clean" signal. But earlier feasibility studies involving the EKF made
use ofnoisier sensor data and the EKF was able to estimate the parameters
successfully. Therefore, it can be expected that the EKF will predict parameters
without major difficulties using clean signals.
4. The EKF is known to detect changes in parameters as well as to predict the new
parameters accurately. Therefore, its use for condition monitoring purposes in the
EHA is justified in the sense that it both diagnoses the fault (since the parameters
can be related to typical faults) as well as quantifies the fault (the level ofparameter
deviation from the normal value).
5. The EKF requires a fairly accurate model for the system under investigation. A
mathematical model for the EHA was already available at the beginning of the
research.
6. The parameters of interest for this study are the effective bulk modulus and the
viscous damping coefficient. The effective bulk modulus is mostly dominant in the
transient region and as such the use ofneural network or expert systems to estimate
this parameter or to detect a fault due to this parameter is believed to be challenging.
The EKF is well suited since fast convergence to the desired parameter can be
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achieved by using the proper initial conditions for the filter (using a large initial
error covariance for the states). Techniques such as limit checking for pressures and
flow rates are valid condition monitoring strategies, but cannot be used in this
particular application since the parameters ofinterest are not readily measured.
7. The EKF, in addition to estimating parameters, estimates states as well. This has its
own advantages since the more infonnation one has about a system, the better
equipped one is to detect faults and even diagnose them.
8. As mentioned in earlier sections vibration/spectral analysis is mostly applied to
rotary systems (high frequencies) and since the ERA has a linear actuator, this
technique is not believed to be the best approach. Nevertheless, this does not
exclude its use to detect faults in the bi-directional gear pump (wearing ofgears is
reflected in the pressure ripples).
9. Expert systems and neural networks show challenges of their own, in tenns of
difficulties in codifying the set ofrules for fault detection and training of the
neurons. The EKF can be tedious to "tune" but as seen earlier, one of the objectives
of this research is to make this process a little less tedious by making the filter work
without assuming any priori infonnation to initialize the state matrix.
2.11 Conclusions
In this chapter some ofthe most commonly encountered condition monitoring
schemes in the fluid power area have been presented. Previous research involving the
use of the Extended Kalman Filter for parameter estimation is reported. The reasons for
choosing the strategy used for condition monitoring of the Electrohydraulic Actuator
are explained. In Chapter 3, the Electrohydraulic Actuator (ERA) is presented. A
mathematical model for the ERA is described. Furthennore, a faults and effects analysis
for the ERA is proposed.
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Chapter 3
Electrohydraulic Actuator (EHA)
This chapter serves as an introduction to the Electrohydraulic Actuator (EHA).
The different components of the EHA are briefly described. A linearized mathematical
model of the ERA is also presented. A faults and effects analysis of the EHA concludes
this chapter.
3.1 Introduction
Two types ofhydraulic transmission systems are commonly used in industry,
namely valve controlled and pump controlled hydraulic systems. A typical valve
controlled hydraulic system is shown in Figure 3.1, [Habibi, 2000]. The valve acts as
the control element, regulating the flow to and from the supply system. The electric
motor drives the hydraulic pump, which delivers oil to the circuit. The pump runs at a
constant speed, giving a constant flow rate. Depending on the magnitude of the force
acting on the actuator, flow entering into (from) the actuator chambers results in a
pressure build up (drop) in the fluid. When the pressure differential exceeds the
opposing forces on the actuator (friction), the piston will move. This circuit
configuration is commonly found in industry.
Higher perfonnance can be achieved by using a servovalve as the control
element. A servovalve is a directional control valve that has infinite variable positioning
capability (the valve has variable orifice area) and has precise metering properties.
Usually, servovalves are coupled with feedback sensing devices which allow for very
accurate control ofposition, velocity and acceleration of the actuator. It is also worth
noting that the use of double rod cylinders (symmetrical actuator), with equal working
areas ensures equal flows going to and from the actuator and consequently avoids
problems resulting with speed and force asymmetry. However, in industry, asymmetric
actuators are commonly used because they require less space, especially in applications
where the effective length of the cylinder is limited by fixtures surrounding the piston.
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Figure 3.1 Valve Controlled Hydraulic Actuation System.
The major drawbacks of conventional hydraulic systems are an oil reservoir, low
efficiency (when a fixed speed electric motor is used to drive a variable displacement
pump) and losses at the valves and high costs if servovalves are being used.
A potential alternative to a valve controlled hydraulic actuation system, for
niche applications, is hydrostatic transmission, which consists of a hydraulic pump
supplying fluid to a hydraulic actuator. In a "closed" form, the pump and the actuator
are "connected" directly as shown in Figure 3.2. As such, the pump is the element that
controls the flow to the actuator and no valves are required to change the flow.
A typical closed hydrostatic circuit is shown in Figure 3.2. The pump supplies
oil to the circuit and controls movement of the actuator. Fluid on the downstream side
of the actuator is ported directly to the inlet of the pump. Hydrostatic transmissions
have been used as an alternative to servovalve controlled conventional actuation
systems when the requirement for positional accuracy is not very stringent. Most
hydrostatic circuits, as illustrated in Figure 3.2, use a constant speed motor, with a
variable displacement pump. In these circuits, moving a swash plate in the pump
changes the volumetric displacement of the pump and therefore regulates the oil flow
and movement of the hydraulic actuator.
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Figure 3.2 Closed Hydrostatic Circuit.
The configuration shown in Figure 3.2 is widely used in industry and contains a
variable displacement pump coupled to an actuator or more commonly, a motor.
Additional circuitry for swash plate angle control is usually needed. In industry, single
rod actuators are commonly used but their application in hydrostatic transmission
requires modified and complex circuitry to compensate for the different flow rates at the
actuator.
Furthermore, as illustrated in Figure 3.3, a plot of input motor current and motor
speed for an electric motor or hydraulic pump (assuming stiff coupling) reveals the
presence ofa dead-band in hydrostatic actuation [Habibi, 2000]. This dead-band at the
pump/motor interface is largely due to a nonlinear friction effect, including static and
Coulomb friction and limits positional accuracy and stability of such a system.
3.2 Description of the Electrohydraulic Actuator
The operation of the Electrohydraulic Actuator, in this study referred to as the
EHA, is based on the principle of closed-circuit hydrostatic transmission. As mentioned
in the previous section, in hydrostatic transmission, the exhaust oil from the cylinder (or
motor) is returned directly to the pump inlet. The pump is connected directly to the
actuator. The EHA was designed for high positioning accuracy, able to compete with
conventional closed loop hydraulic systems, [Habibi, 1999]. As with all conventional
hydraulic actuation systems, the EHA has a high torque to mass ratio; however the EHA
system offers advantages such as a negligible deadband, high positioning accuracy
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(,1 micron) in the closed loop fonn,high efficiency due to the absence of control valves
and linearity. The main constituent of the ERA is a bi-directional fixed displacement
gear pump which rotates with variable speed in the direction of actuator movement. In
the ERA, the effect of the dead-band (Figure 3.3) is resolved by using a high gain inner-
loop control strategy.
Figure 3.3 Dead-band in a Hydrostatic Actuation System [Habibi et aI., 2000, pp. 11].
The components of the ERA are:
• an electric motor,
• a variable speed, fixed displacement, bi-directional gear pump,
• a symmetrical linear actuator (which is designed specifically for the EHA),
• pressure and position sensors,
• an accumulator,
• a cross over relief valve,
• an inertial load, and
• a filtering sub-circuit (which is not present in this study).
A schematic of the EHA is depicted in Figure 3.4.
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Figure 3.4 Schematic of the Electrohydraulic Actuator (ERA)
The ERA uses a bi-directional, fixed displacement gear pump to supply oil to
the actuator. Unlike conventional hydrostatic systems, where the motor speed is kept
constant and where there is need for additional circuitry for actuation of the swash plate
angle of the variable displacement pump, flow rate control is achieved in the ERA by
simply varying the speed of the electric motor. When the flow encounters a resistance
such as an actuator, its fluid pressure increases. The pressure difference in the actuator
chambers results in exertion ofa force on the extemalload, (in this study, a horizontal
sliding mass). A symmetrical actuator has been specially designed for the ERA and is
used in its experimental prototype, details ofwhich can be found in [Rabibi, 1999].
In the following sections, the different components of the prototype (pump,
actuator, accumulator and electric motor) are described briefly, and the relevant
equations, which are needed to develop a mathematical model for the system, presented.
In addition, the ratings of these components are given in order to have a better
understanding of the system. These rating are used to calculate the maximum velocity
of the piston and for power calculations, as well as to understand the criteria which were
used when these components were selected.
3.2.1 Hydraulic Pump
A bi-directional hydraulic gear pump is used in the ERA. The pump has three
ports, with two large diameter ports as input/output ports and a case drain port for pump
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(3.1)
(3.2)
extemalleakage. The input/output ports are connected to the actuator ports via steel
tubing and the case drain line is connected to the inner accumulator circuit via check
valve (Figure 3.4) in order to minimize oil losses since the oil leaking is returned back
to the circuit. It is worth noting that.the piston position accuracy is dependent on the
pump volumetric displacement. A small displacement per revolution implies finer
movement of the cylinder rod, and higher control resolution. But this will be at the
expense ofrod speed which is proportional to pump displacement. A trade-offbetween
maximum rod speed and positioning accuracy is required.
In the EHA, a fixed displacement gear pump (John S.Bames G.C series No.04)
is used, with a volumetric displacement Dpof 0.065 cu.in/rev (1.065cc. frev) and a
maximum speed of4000 rpm. The nominal output pressure-Pn is 207 bars (3000 psi)
and maximum intermittent output pressure is 276 bars (4000 psi). At maximum angular
speed OJ max of4000 rpm, the flow Qpump delivered by the pump is given by,
Qpump = D pOJrnax and is calculated as being 7.1 x 10-5 m3fs (4.2611min). The nominal
output power from the pump, given by, QpumpPn' is 1.5 kW. It should be noted that
calculations are for an ideal system with negligible leakage and pressure drops.
The pump flow is modeled as, [Habibi, 2000]:
Q =D OJ - f:(p - P. ) _ Va d~ - C (p _ p )
a p p '=' a b Pe dt ep a r
( ) Vb d~ ( )Qb =DpOJ p -; ~ -~ +--+Cep ~-P,.Pe dt
where Qa is the flow delivered by the pump (m3Is), Qb is the flow entering the pump
(m3/s),; is the pump cross-port leakage coefficient (m3/sPa),Dp is the pump volumetric
displacement (m3/rad), Pa represents pump pressure at its outlet port (Pa),~ is pump
pressure at its inlet port (Pa), Va is the pump section volume associated with its outlet
port (m3), Pe is the effective bulk modulus ofhydraulic oil, (Pa), Vb is the pump section
volume associated with its inlet port (m3), OJ p is the pump angular velocity (rad/s), C ep is
the pump extemalleakage coefficient (m3/sPa) and p,. is the accumulator pressure (Pa).
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3.2.2 New Symmetrical Linear Actuator for the EHA
As mentioned earlier, a symmetrical linear actuator has been specifically
designed for the EHA, [Habibi et. aI, 1999]. A symmetrical actuator is needed in order
to keep the "in going" and "out coming" flows from the actuator the same.
Symmetrical actuators are very convenient in robotics, in aircraft (space critical
applications) and in industry in general. In this design, there are two working chambers,
Cl and C2, as illustrated in Figure 3.5, [Habibi et. al, 1999]. A hollow cylinder, which
is closed at one end and which has a circular disc around the opening at the other end,
replaces the solid rod of the conventional piston. The surface area of the closed end of
the cylinder, AI, is made equal to the area A2 ofthe disc. Al and A2 are the active
areas of the two pressure chambers and are made equal for symmetry.
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Figure 3.5 Symmetrical Actuator for the EHA
Chamber C3 can be opened to the atmosphere or can be filled with pressurized
gas or fluid in applications where a bias is required to counter balance dead weight
acting under gravity. The contact between the cylinder and the fixed body ofthe
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actuator is through low friction seals. Hydraulic fluid enters the two chambers of the
actuator through openings Oland 02. There can be some external leakage across the
seal into chamber C3. The openings 03 and 04 allow draining of fluid from this
chamber. Opening 05 is provided to allow pressurization of chamber C3 for specialized
applications. The actuator is made of stainless steel and all dynamic, low friction Teflon
seals are of a lip pre-energized type.
The disadvantage of this design is the complicated fabrication procedure
compared to conventional single rod cylinder. The piston area A =At =A2 is
5.051 X 10-4 m2 (0.783 in2). Thus the theoretical maximum piston velocity, given the
maximum flow, is Vrnax =Qpump =0.14 mls. The maximum output force is 10.5 kN andA
the piston stroke is 12.65 em.
The mathematical model of this actuator is described by the following equations,
[Habibi et al 2000]:
Q = AX +(Voac +AX]d~ +LP. (3.3)
t P
e
dt 1
Q = AX_(Voac - AX] d~ -LP (3.4)
2 Pe dt 2
where A =At =~ and Qt represents flow in the actuator (m3/s), Q2 is the flow out of
the actuator (m3Is), A is the pressure area in the symmetrical actuator (m2), x is the
displacement from mean position (m), VOac is the pipe volume plus actuator chamber
volume at zero position (m3), ~ is the pressure in chamber Cl of actuator (Pa),~ is
the pressure in chamber C2 ofactuator (Pa) and L is the actuator external leakage
coefficient (m3/sPa).
38
3.2.3 Accumulator
The accumulator is a device that stores the potential energy ofan incompressible
fluid held under pressure. A bladder type accumulator is used in the EHA. It contains an
elastic barrier between the oil and the gas. The accumulator is used to prevent oil
cavitation, by pressurizing the forward and return lines to its preset pressure, and to
prevent introduction of air in the system [Habibi, 2000]. It also serves as a source ofoil
for the system, replacing external leakage losses from the actuator, pump or
connections. It maintains a minimal system pressure of2.76 - 6.9 bars (40-100 psi). A
pressure higher than 6.9 bars (100 psi) will damage the pump seals (case drain). The
accumulator is present in the prototype but it is not included in the mathematical model
for the EHA. The reason is that from [Habibi et al, 2000], it is assumed that for control
applications, the accumulator dynamics are insignificant and can be neglected in
deriving a simplified mathematical model for the EHA.
3.2.4 Control Strategy in the EHA
The EHA system can be divided into two hydraulic sub-circuits, namely a high-
pressure outer-circuit connected to the symmetrical actuator and an inner-circuit with
the low-pressure accumulator. The inner circuit prevents cavitation and replaces leakage
losses. The control strategy used in the EHA is critical for its performance. Two control
loops are used, as shown in Figure 3.6.
Loop 1 is a high-gain inner loop controller used to regulate the motor speed and
hence provide an accurate control over the pump flow. This flow control strategy
desensitizes the system to dead-band occurring due to friction at the pump-motor
interface.
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Loop 2 is an outer-loop controller, which allows precise control of the output
variable (position).
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Loop I: Motor I pump velocity
Loop 2: outer-loop feedback (position)
Figure 3.6 Control Block Diagram for the EHA
3.2.5 Electric Motor /Pump Subsystem Model
This section describes the reason for selecting the specific electric motor for the
EHA and this is included here for completeness. The electrical motor used for driving
the EHA pump is the Infranor Mavilor MA 30 motor. The power requirement of the
electric motor, (assuming 800/0 pump efficiency and using the pump output power) is
about 2.5 kW. Based on this requirement and desired characteristics for output torque,
maximum speed, mechanical and electrical time constants, the Mavilor MA 30 has been
used in this prototype. The motor output power is 3.2 kW and is a high performance
three-phase AC brushless electrical motor, with a pancake construction. The motor also
includes an integrated resolver which is used to provide motor velocity feedback. The
controller (Infranor SMTBD1 digital controller) controls the speed and also monitors
motor overheating as well as current overload. The motor speed input command is an
analog signal within the range of-1OV to +1 OV. "Careful selection ofthe motor in
conjunction with a high gain inner loop proportional integral motor speed control
strategy can substantially reduce the dead-band" shown in Figure 3.3 as explained
below, [Habibi, 2000, pp. 15].
The relationship between the field current and the input voltage of the three-
phase motor can be modeled as a first order transfer function as shown below:
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G = Ie
1 V
e
(3.5)
where 0, =( 1/R) = Ke with Ie being the control input current (A), Vc is
Le/ Re S +1 'eS +1
the control input voltage (V), R
e
represents motor line-to-line resistance (a ), Le is
motor line-to-line inductance (H), K e being motor electrical circuit gain( a-I) and 'e
being the motor electrical circuit time constant (s).
The torque generated by the motor is characterized by
(3.6)
where Tm is the motor torque (Nm), K e being motor gain (Nm/A), K wbeing motor
equivalent viscous-friction constant (Nms/rad), and () representing motor angular
position (rad). Given that the motor is connected directly to the pump, the torque
exerted on the pump driving shaft is given by
(3.7)
(3.8)
where J pm is the motor/pump inertia (Nms2/rad), K P
visc
coefficient due to oil viscosity
(Nms/rad), TDB is the nonlinear friction (including static and coulomb) at pump motor
interface which is considered for this analysis as an external disturbance.
Equating (3.6) to (3.7) and taking the Laplace transform gives the pump speed
as follows:
OJp(JpmS+KPvise +Kw)=Kele -Dp(Pa -~)-TDB
OJ p =G2Kel e-G2Dp(~ -~)-TDBG2
where
1 1/(KPvise + K w ) K m
G2 = JpmS+KPvise +Kw = (Jpm/(KPvise +Kw))s+1 = 'ms +1
(3.9)
1
where K m is the gain of the motor/pump transfer function and is equal to K
K Pvise + w
J pm
and , = is the time constant.
m K Pvise +Kw
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(3.10)
(3.11)
A block diagram relating the pump angular velocity to the input motor voltage is
illustrated in Figure 3.7.
Figure 3.7 Block Representation of Equation (3.8)
When the specially designed inner loop controller is integrated into the system, the
block diagram of Figure 3.7 becomes that shown in Figure 3.8.
Dp(Pa-Pb) TDB
OJd~ Ges HKeG]~-- G2 pOJ~pdemanded - .
angularpump _
angular velocity
velocity
Figure 3.8 Inner-loop Controller Block Diagram
The inner loop high gain controller, Ges, which is a PI type controller, becomes:
K
G =K +~
cs P.:s
s
where K Pes and K les are the proportional and integral gains respectively.
Furthermore, the relationship between the motor input and the inner controller can be
characterized as Vc =(OJ d - OJ p 17cs as shown in Figure 3.8.
The overall closed loop function for the motor/pump subsystem can be expressed as:
= GcsK cG}G2 _ G2 T _ G2 D (p -p.)
OJ p OJd DB p a b1+GcsK cG}G2 1+Gcs K c G}G2 1+GcsK c G}G2
This equation reveals that the effect of TDB and Dp (Pa - ~) which are undesirable can
be minimized by using a high gain inner loop velocity controller, which
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(3.12)
makesGcsK cGtG2 »1 [Habibi, 2000]. Thus it is seen from Equation (3.11) that a high
gain inner loop control strategy can reduce the effect ofdeadband in the system.
Experimental determination of the prototype's motor/pump model has enabled
the identification of the following transfer function, which relates the system input
voltage to the motor velocity, as explained and reported in [Habibi, 2000].
(i)p(s) _ 2.779xl0-t s+40.55
V(s) -1+1.0162xl0-2 s+5.7803xl0-sS2
3.2.6 Linearized Model of the EHA
In this section the assumptions needed to derive the mathematical model for the
EHA are presented. It is assumed that the accumulator dynamics are insignificant, i.e.
the discharge flow from the accumulator is instantaneous and transients associated with
the accumulator discharge are neglected. These assumptions imply that the inner circuit
is at a constant pressure and that the check valves do not leak and their dynamics are
insignificant.
Furthermore, it is assumed that leakage flows in the actuator and pump are
laminar, i.e., leakage is proportional to pressure difference. Another assumption is that
the coupling between the electric motor shaft and the pump shaft is very stiff and
therefore, the angular motor speed and angular pump speed are the same. It is also
assumed that there are negligible coulomb and static friction at the load linear bearings
and low friction, teflon dynamic seals in the actuator. Only viscous friction is
considered in the model. However, as seen later in this study, this assumption is not
valid since the actuator friction characteristic is nonlinear. The other assumptions have
been shown to be reasonable.
Moreover, since steel tubes are used as connecting lines, their expansion is
negligible and consequently dynamic effects resulting from pipe elasticity is neglected.
Also, the initial piston position is assumed such that there are equal volumes in the lines
and the changes in piston position from initial position are small. This is a "weak"
assumption but is required for a linearized analysis.
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(3.13)
Consequently, the derivation for the linearized model for the EHA begins with
considering the flow from the pump being equal to the flow to the actuator and this can
be expressed as Qa = QI and Qb = Q2. The load flow Q/ can be written as:
Q = QI + Q2 = Qa + Qb = D OJ
/ 2 2 p p
The pump/actuator pipe connection is modeled as a pressure drop, Ppipe . Using Darcy's
pipe flow equation as
(3.14)
where
K pipe is the pipe coefficient relating pressure drop to flow (Pa S2/m6)
In a linearized form
(3.15)
The relationship between the pump port pressures and the actuator chamber pressures
can be approximated to:
(3.16)
Substituting Equations (3.1), (3.2), (3.3) and (3.4) into (3.13) yield:
AX+(Voac + AXJ d~ +LP. + AX_(Voac -AxJ dP2 -LP-
Pe dt I Pe dt 2
( ) VdP () Vbd~=D OJ _J: P -p. __a _a -c P +D OJ _J: P -P.b +---+C P.bp p ~ a b f3e dt ep a p p ~ ape dt ep
(3.17)
Assuming that due to symmetry of the EHA, Va ~ Vb' Equation (3.17) becomes:
2Ax+ VOac (d~ _ dP2 } Ax(d~ + d~ )+L(P. -p-)f3e dt dt Pe dt dt I 2
= 2D OJ - Va (dPa _ dPb } 2J:(P - p.)- C (p - p.b) (3.18)p p f3e dt dt ~ a b ep a
Rearranging Equation (3.18) gives:
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(3.19)
(3.20)
D Va (d~ dPb } ( ) Cep ( )OJ -- --- ;: P -P. -- P -P.p p 2f3e .dt dt '=' a b 2 a b
=AX+Voac(d~ _d~} Ax (d~ +d~)+L(R_P)
2f3e dt dt 2f3e dt dt 2 1 2
dP dP. dP. dP dP. - dPSince _a ~ _1 and _b ~ _2 and due to symmetry of the actuator, _1 ~__2 for
dt dt dt dt dt dt
Vo =VOac + Va , with Vo being the total mean volume, a simplified pump/actuator model
is obtained as:
D . Vo (d~ d~} Cep ( ) L( )pOJp=AX+- --- (f+-)~+Pp;pe-P2+Pp;pe+-~-P2
2f3e dt dt 2 2
Further rearrangement of Equation (3.20) gives:
. V (dP. dP} C L )DpOJ p =AX+_0 _1__2 (f+~)(~-~)+(2f+Cep)Pp;pe +-(~ -~ (3.21)2f3e dt dt 2 2
In this study, the ERA is connected to a horizontal sliding mass. The
displacement of the mass can be related to the output force by the Equation (3.22),
assuming negligible coulomb and static friction and assuming only viscous friction,
F = (~-~)A =Mi+Bi (3.22)
where F is the output force acting on mass (N), x is displacement of load from mean
position (m), M is load mass (kg),and B is viscous damping coefficient (Ns/m).
Rearranging Equation (3.22) as:
(~_~)= Mi+Bi
A
Substituting Equations (3.23), (3.15) and (3.16) into (3.21) gives
DpOJp(I-4Kpjpe(f + Cep /2)DpOJ po )
=Ai+~(MX'+Bi}(f + Cep)(Mi+Bi)+ L(Mi+Bi)
2f3e A 2 A 2 A
Rewriting Equation (3.24) gives:
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(3.23)
(3.24)
(3.27)
(3.28)
=mp(Dp - 4Kpipe (q + Cep 12)D~mpo)
(3.25)
The transfer function G" (s) = X(s()) can be obtained as:
mp s
x(s) Dp(1-4KPipe(q + Cep 12)Dpmpo )
mp(s)= 3(MV) 2(LM/2+(q+CepI2)M+BVo/2Pe) (A2+B(q+Cep I2)+LB/2)S __0 + s + s ----~---
2PeA A A
(3.26)
Rearranging Equation (3.26) gives:
( ) Dp(1- 4Kpipe (q + Cep 12)DpmpO )2PeAxs M~
IlJp(S) = S3 + S2(l!- + (2q + Cep + L)Pe) + s(A2+ B(q + Cep 12) + LB/2) 2PeM Vo MVo
The transfer function given in Equation (3.27) describes the hydraulic system and it can
be represented in a general form as:
X(s) f(hm~
mp(s) = S(S2 + 2("mnh s +m~)
Since in practice, 4KPiPeDp(q + Cep 12)m pO «1, the following approximations can be
made:
mn" =
(3.29)
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(3.30)
From Equation (3.29) it is seen that the natural frequency is lowered by
increasing the mass and the trapped volume, whereas the effect of effective bulk
modulus and piston area is opposite. Therefore, a high bulk modulus and short
transmission lines are needed for high natural frequency. Also, it is seen that viscous
damping at the actuator and leakage (actuator and pump) affect the overall damping of
the system. Furthermore, the gain of the system is a function ofpump displacement and
piston area.
Using these approximations, the transfer function given in Equation (3.27) can
be simplified to
2Dp Pe A
x(s) MVo 1(110):11
0)p(s) ~ 3 2( B CrP) (2P A 2 CrBP) = sfS 2 + 2;IIO)nhs+ 0):11) ,s +s _+__e +s e + e ~
M Vo MVo MVo
where the total leakage coefficient of the system, consisting ofpump cross port leakage,
pump external leakage and actuator leakage, is given by Cr =2~ + Cep + L .
The transfer function given by Equation (3.30) is the general mode ofoperation
and applies for conditions when both pressures ~ and P2 vary simultaneously. This
occurs when the pump switches the flow direction and the pressure in the return lines
starts to increase from the accumulator pressure value, while the pressure in the forward
lines start to drop.
Equation (3.30) is different from the model derived in previous studies involving
the EHA. Measurements carried out on the EHA prototype (reported in Chapter 4)
revealed the importance of the viscous friction coefficient as compared to the leakage
coefficients (pump and actuator). Furthermore, the model reported in [Habibi, 2000]
had estimated values for leakage coefficients and viscous friction that subsequent
measurements proved to be inaccurate. These and minor inaccuracies in the fonn of a
missing factor of"2" and pump displacement were reported and later corrected in a
joint publication in [Chinniah et ai, 2003].
47
3.3 Failure Modes and Effects Analysis for the EHA Components
In this section, an attempt is made to consider some of the possible faults that
may occur when the EHA is operating. This is crucial when considering implementing a
condition monitoring scheme for any machine. Knowing the possible faults and having
a better understanding of these faults enable the identification of critical parameters
which can be monitored. Furthermore, it can provide some guidance in deciding which
type of condition monitoring approach to use.
As described in Chapter 1, the effective bulk modulus is the most important
fluid property in determining the dynamic performance ofhydraulic systems because it
relates to the stiffness of the liquid. A typical value for petroleum products is about
1720 MPa (250,000 psi). However, such a large value is rarely achieved in practice
because the bulk modulus decreases sharply with small amounts of entrained air in the
liquid, (as explained in Chapter 1). In addition, the bulk modulus can be lowered by
mechanical compliance, such as elasticity of structural members (hydraulic motor
housings and lines connecting valves and pumps to actuators). However, in the EHA,
hydraulic lines are not made ofTeflon or hard rubber (no flexible hoses are used). Steel
tubes connect the pump to the actuator and therefore possible reduction in bulk modulus
is believed to be mainly influenced by air in the fluid.
In any practical situation, it is extremely difficult to determine the effective bulk
modulus other than by direct measurement since it is impossible to know the amount of
entrapped air in the system. A lowered bulk modulus value can cause system instability.
Also system performance can be affected (lowered gains and bandwidths). Thus,
monitoring this parameter is very useful and it gives a good indication of the health of
the actuation system.
Leakage flows and friction are the sources of losses in hydraulic machines.
Because all clearances are intentionally made small to reduce losses, these leakage
flows are laminar and therefore are proportional to pressure. The leakage coefficients
associated with leakage in the actuator and pump in the EHA are other useful
parameters in considering condition monitoring of the EHA. Excessive leakage flow is
undesirable. Subsequently, the pump volumetric efficiency decreases. This means that,
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more power will be required to drive the pump for the same performance level (i.e. to
overcome the leakage losses).
Hydraulic systems generate heat as a result of intemallosses. Usually, in
hydraulic systems, the major heat generators are the orifices and valves used to control
the flow. The hydraulic power consumed by these devices is dissipated in heating the
fluid. In the EHA, which is a pump controlled hydraulic circuit, heat is generated by
leakage flow losses in the pump and actuator. Another source ofpotential heat
generation is the resistive pressure drops in hydraulic lines, fittings and filters. The
cross over reliefvalve also generates heat but this only becomes a factor in stall load
conditions. Also, seal friction, mechanical friction and viscous drag between surfaces in
the pump and actuator, generate heat. The compression of oil, and especially of
entrained air to higher pressures in the pump can cause heat generation. Temperature of
the hydraulic oil is extremely important when considering system performance.
Viscosity of the oil is an important property when considering lubrication. Close
fitting surfaces in relative motion occur in most hydraulic components and if the
viscosity is too low, leakage flow increases and if too large, component efficiencies
decrease because of the additional power required to shear the fluid. Viscosity decreases
rapidly with increased temperature. In addition at high temperatures, fluids can
decompose and form solid reaction products which can clog filters, pumps and actuator.
A decrease in lubricity of the oil also occurs at higher temperatures. Lubricity refers to
the fluid capability to act as a boundary layer lubricant. Lack of lubricating properties
promotes wear and shortens component life. Increased clearances between surfaces due
to wear results in degraded performance in the form ofincreased leakage, loss in
efficiency and failure to build up pressures.
A fixed displacement, bi-directional gear pump is used in the ERA. A typical
fault for gear pumps in general includes excessive pump noise which might be due to a
misalignment ofpump motor coupling, a low level ofoil, excessively high speed, air
leak in the suction line, flow restriction in the suction side, broken or worn parts or a
wrong choice of fluid. Two other potential faults associated with gear pumps are
excessive heat generation due to excessive pump pressure, excessive friction and
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leakage as well as oil leakage at pump seals due to abrasive substances on the pump
shaft, incorrect seal installation, damaged shaft seal or poor coupling alignment.
The linear symmetrical actuator is another very important component of
hydraulic systems. Some of the typical failures in the hydraulic actuator in general
include: (1) drift due to leakage in the piston seals and connecting lines, (2) failure to
move due to excessive friction load, too low pressure, seal leak, erratic cylinder action
due to high viscosity during warm up period and due to air in the system and (3) finally
excessive leakage due to excessive pressure or damaged seals due to wear as a result of
contaminated fluid.
In hydraulic circuits, pressure relief valves are used to prevent excessive
pressure build up in the lines. Some ofthe typical failures include a low system pressure
as a result of dirt or chip holding the valve partially open or as a result of a damaged
seat or poppet, a damaged or weak spring. Another fault linked to the relief valve is
overheating of the system as a result of continuous operation at relief setting, which
causes oil viscosity to fall and leakage in the system to increase.
3.3.1 Faults and Effects Analysis for the ERA
In this section, the potential faults in the ERA and their possible effects are
described for each component of the system.
• Symmetrical Actuator
Fault Effect
(a) Seal wear. (a) Friction characteristics change
(coulomb and viscous friction).
(b) Actuator leakage coefficient increases.
(b) Oil degradation -Change in its (a) Change in viscous friction (when the
lubricating properties. temperature is unchanged).
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• Gear Pump
Fault Effect
(a) Wearing of gears -As a result of (a) Volumetric efficiency reduced and
contaminants in oil. more slippage.
(b) Higher levels ofnoise.
(b) Seal wear. (a) Leakage along electric motor and gear
pump coupling shaft.
(c) Case drain seal failure (a) Excessive external leakage into
accumulator
(b) Low efficiency.
(c) Increase in accumulator pressure
during operation.
(d) Oil temperature increases.
(e) Decrease in actuator velocity.
• Connections (Loose Fittings)
Fault Effect
External Leakage. System failure or contamination to
environment.
• Cross-Over Relief Valve
Fault Effect
Clogged or stuck because of debris and not (a) Actuator velocity is lowered relatively
fully open or closed. to motor speed, since less flow delivered
to actuator as leakage occurs through
cross-over relief valve (if not fully closed).
(b) Oil Temperature rises.
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• Oil (Changes in physical properties)
Fault Effect
Lowering of the effective bulk modulus
because ofpotential air pockets in the Lowers. the natural frequency of the
system. This may occur for two reasons, system and affects system response.
namely:
(a) When refilling the EHA with oil,
dissolved air at atmospheric pressure
in the oil may form air bubbles.
(b) Complete flushing ofANY hydraulic
system is difficult. In this design as the
system is fully closed, air flushing can
only occur when the ERA is being
refilled, thus making removal of
trapped air particularly difficult. In this
case, the frame ofthe actuator will
need to be rotated for releasing the
trapped air.
• Hydraulic Oil- Contaminants in Fluid
Fault Effect
Contaminants can get into the system The effect of contaminants can be very
when replenishing with oil or at the harmful because the hydrostatic system
actuator, where air borne contaminants get makes use of a relatively small volume of
deposited onto the exposed piston and can oil. Contaminants can damage the pump
enter the system (especially if the seal is (wearing) as well as change the physical
damaged). and chemical properties of the oil.
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• Electric Motor
Fault Effect
Overheating ofcoils- System shuts down.
The ERA has a protecting mechanism that ( electric motor switches oft)
limits the maximum current in the motor
and frequency of the input signal.
• Mechanical Coupling Between Electric Motor and Pump
Fault Effect
Fatigue and wear (a) Break.
(b) Increased vibration and noise.
• Check Valves
Fault
Failure to hold pressure Excessive leakage
Effect
3.4 Summary
In this chapter, a brief description of the Electrohydraulic Actuator (ERA) has been
provided and a simplified, linearized model for the ERA has been presented. In
addition, some of the potential faults that can occur in the ERA have been discussed and
a list of faults and effects for the ERA are given. In Chapter 4, numerical values for the
parameters appearing in Equation (3.29) are presented. The parameters are obtained
either from manufacturers' specification sheets or are determined experimentally. A
simulation study is then conducted and the linearized model is validated in the next
chapter by comparing time responses of the mathematical model to that of the ERA
prototype.
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Chapter 4
EllA Instrumentation and Model Validation
In Chapter 3, the ERA was described and a linearized mathematical model
developed. Thus a lumped parameter model for the ERA was proposed. In this chapter,
the values of the different parameters are determined experimentally. Some parameters
are obtained from the literature and others from the specification sheets of the
components. The measurements of the pump leakage coefficients (cross port and
external) as well as the actuator leakage coefficients have not been done previously for
the Electrohydraulic Actuator. The viscous damping coefficient of the ERA is also
measured (as explained in detail in Chapter 8) .The sensors used in this particular study
of the ERA are new; namely the LvnT (linear variable differential transformer), the
differential pressure transducer and the optical encoder (improved resolution compared
to the one used previously). The instrumentation is also briefly described in this chapter.
Finally, using the parameter values, obtained from experiments, specification
sheets (for pump and actuator) and estimated using the EKF (equivalent viscous
damping coefficient and effective bulk modulus), the updated ERA closed loop
linearized model is presented and compared to the actual system response.
4.1 Experimental Determination of ERA Parameters
Parameters such as the pump volumetric displacement, actuator area, volume of
oil in the lines and actuator and inertial load are obtained from the specification sheets,
measurement of the dimensions ofpiston diameter and dimensions of lines. In the ERA,
the pump displacement value stated by the manufacturer is 1.6925 x 10-7 m3/rad. An
experiment was performed where the motor speed was varied and the piston velocity
measured. In the absence of leakage and dynamic effects, a simple relationship between
the pump displacement and the actuator velocity is illustrated by Equation (4.1),
DpOJ p ~ AX (4.1)
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where D p is the pump displacement, OJ p is the pump velocity, A is the piston area and
xis piston velocity. A graph ofpiston velocity in mls against pump speed in radls, at a
fixed temperature of24 ± 1°C, is shown in Figure 4.1. As expected, a linear relationship
D
exists and the slope of the graph ideally represents the ratio of -p •
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Figure 4.1 Measured Piston Velocity with Increasing Pump Speed at Fixed Temperature
The experimentally measured ratio was 3.33 x 10-4mlrad (the ideal value being
3.356x 10-4m/rad). The experiment was performed only once, at an oil temperature of
24 ± 1 °c with the 20 kg inertial load attached to the piston, and it was performed to
confirm the values for the piston area and the pump displacement.
4.2 Experimental Determination of the Pump Leakage Coefficient
In previous studies involving the ERA, the pump cross leakage coefficient as
well as the actuator external leakage coefficients have been predicted using an
optimization technique. The ERA prototype responses were compared to a simulated
ERA system and parameters were optimized until the actual and simulated responses
matched [Rabibi, 2000]. The problem with this approach was the possibility of ending
up with a local minima. In this study, the leakage coefficients for the pump and the
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actuator were measured. It is to be noted that, the measurement of these coefficients
revealed one important property for the ERA system, namely that their contribution to
the dynamics of the overall system, (in tenns of damping), was smaller than initially
believed.
In this section the experimental procedure used to detennine the leakage
coefficient in the pump is described. Leakage flow was assumed to be laminar and
therefore linearly dependent on pressure. As the pump pressure increased, the pump
leakage flow increased linearly and a linear decrease in the flow delivered by the pump
was observed. The experiment consisted ofkeeping the speed of the motor constant and
varying the pressure by means of a needle valve. The flow delivered by the pump was
calculated by using oil volume and time information. This was done at a constant
temperature of24 ± 1°C. The equation describing the pump flow is given by
Qp=Dp{Op-CpPp (4.2)
The slope of the line for a plot ofmeasured pump flow and pressure measurements,
represents the lumped pump leakage coefficient. A schematic of the experimental set up
is depicted in Figure 4.2.
Needle Valve
Thennocouple Pressure Transducer
/'
il
Measuring Cylinder
Figure 4.2: Schematic for the Experimental Set Up Used to Measure Pump Leakage.
The needle valve was used to vary the pressure; closing the valve increased
pump pressure. The system pressure was always kept below the relief valve pressure in
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order to prevent oil passing through the relief valve. Since the leakage flow was
laminar, it was by nature very dependent on temperature. An increase in temperature
will increase the leakage flow, by decreasing oil viscosity. In the experiment,
temperature at the pump outlet port and at the case drain were both monitored carefully
using thermocouples and all the tests were done at the same temperature. The use of a
large reservoir also helped in keeping the oil temperature constant (24 ± 1°C).
A measuring cylinder was used to collect the oil and the volume flow rate was
determined. This method was used, rather than measuring flow rate with a flowmeter
because it was more accurate since the pump flow rate was relatively low. The pump
pressure was measured using a pressure transducer that had been calibrated using a
"dead weight tester" prior to being used. The pressure-voltage linear relationship is
shown in Figure 4.3 (calibration done twice). The dead weight tester consisted of a hand
pump static pressure generator and a piston of precisely known area loaded by
accurately calibrated weights. The differential pressure transducer was connected to the
pressure generator outlet and the same pressure was applied to the weighted piston.
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Figure 4.3: Pressure Transducer PressureNoltage Relationship
When the pressure generator pump developed a pressure that balanced the force
(weight) on the known area, the piston rose. The piston was rotated manually to
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eliminate static friction effects. Also, the absence of seals (piston had a close fit to the
bore) eliminated seal friction forces.
A plot of flow rate versus pressure at a constant pump speed of 500 rpm is
depicted in Figure 4.4. As expected, a linear relationship was obtained, with the slope of
the line representing the total pump leakage coefficient. The pump pressure was
increased to a maximum of 1.1 x 107 Pa (1520 psi), at which point the pump flow
reached a minimum of 7.4xl0-6 m3/s (O.44I/min).
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Figure 4.4: Flow Versus Pressure at Pump Speed of 500 rpm
The pump leakage coefficient was found to be 1.38 x 10-13 m3/sPa. For
repeatability purposes, the experiment was done several times (Figure 4.5), at the same
pump speed (500 rpm) and temperature (24 ± 1°C). An average overall pump leakage
coefficient of 1.5 x 10-13 m3/sPa was used.
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Figure 4.5: Pump Flow and Pressure Relationship at a Pump Speed of500 Rpm
The pump volumetric efficiency plot (Figure 4.6) was generated by taking the
ratio of the measured flow to the theoretical flow (obtained by multiplying the pump
volumetric displacement with the pump velocity) as shown by the following equation.
Q D OJ -C P C
1]v = p = p p p p = 1 p P
p
(4.3)
QTheoretical D p OJpDpOJ p
From the efficiency plot, it can be seen that as the pump pressure increases, the
volumetric efficiency decreases, reaching a low value of 83% at about 1.05 x 107 Pa
(1520 psi). The oil temperature was 24 ± 1°C.
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Figure 4.6: Plot ofPump Volumetric Efficiency Against Pump Pressure at 500 Rpm
In addition, experiments were also performed to quantify the external leakage
coefficient of the pump, i.e. its case drain flow. These experiments consisted ofvarying
the pump pressure and measuring the case drain flow by connecting a hose to the case
drain and collecting the oil in a smaller measuring cylinder. This was used for greater
accuracy since the volume of oil collected was smaller than previously. The result for
one experiment is shown in Figure 4.7. The oil temperature was once again 24 ± 1°C.
The case drain flow was expected to be directly proportional to pump pressure,
assuming constant temperature. Each time, at a constant pressure, the leakage flow was
measured by recording the volume and time information. Moreover, the procedure was
repeated for various pump speeds and it was found that if temperature was carefully
monitored, repeatability was achieved. An external pump leakage coefficient of
7 x 10-14 m3/sPa was used. Thus, for the EHA, the pump cross port leakage and the
extemalleakage coefficients were about the same order ofmagnitude.
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Figure 4.7: Case Drain Flow Versus Pressure at a Speed of600 rpm.
4.3 Experimental Determination of the Actuator Leakage Coefficient
Having determined the pump leakage parameters, the next step was to determine
the leakage coefficients for the actuator. It was assumed that leakage flow consisted
primarily of extemalleakage into chamber 3 (illustrated in Figure 3.5). A clamp was
built to hold the actuator while it was tested and to prevent the piston from moving, as
shown in Figure 4.8. The first set of experiments consisted ofpressurizing the chamber
Cl, (which would nonnally result in the piston extending) as shown in Figure 4.8 The
leakage path is also illustrated using an arrow in Figure 4.8. The actuator pressure in
this test was relief valve pressure. The leakage flow was measured by collecting the
fluid in a 10 ml measuring cylinder and timing it. Actuator leakage was assumed to be
laminar in nature.
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Figure 4.8: Experiment Set Up to Detennine Actuator Leakage Coefficient
The experiments were perfonned at different relief valve settings. The use ofa large
reservoir maintained the temperature constant. This strategy was applicable in this case
since the flow rate through the relief valve was low. A plot of actuator pressure and
leakage flow is shown in Figure 4.9.
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Figure 4.9: Plot ofActuator Leakage Flow Versus Pressure
The slope of the line in Figure 4.9 represents the actuator leakage coefficient,
when the actuator is in the extension mode. The results are given in Table 4.1. It can be
seen that the actuator leakage coefficient is negligible when compared to the pump
lumped leakage coefficient.
The leakage coefficient for the actuator in the retraction mode was also
determined experimentally using the same approach but this time pressurizing the other
chamber of the actuator, as illustrated in Figure 4.10. However, it was found that
negligible leakage (too small to be measured using a 10 ml measuring cylinder),
occurred when the actuator was in the retracting mode. The piston was blocked at
different positions and the same observation was made even though pressures as high as
8.3 MPa (1200 psi) were being used. From Table 4.1, an average actuator leakage
coefficient of 4 x 10-15 m3/sPa was used for the EHA, when deriving its linearized
transfer function model.
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Figure 4.10: Experiment to Measure Actuator Leakage Coefficient in Retraction Mode.
4.4 Simplified Model for the EHA
From Chapter 3, the simplified model for the ERA was derived as:
2Dp PeA
x(s) MVo(i)p(S)~ 3 2(B CrPeJ (2PeA2 CrBPeJs +s -+-- +s +--=--:..-.:::.-
M Vo MVo MVo
(4.4)
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(4.5)
Table 4.1: Actuator Leakage Coefficient at Different Piston Positions
Piston displacement (em) Actuator Leakage Temperature
Coefficient (m3/sPa) (oC)
2.5 3.65 x 10-15 24 ± 1
2.5 3.98 x 10-15 24 ± 1
5 3.55 X 10-15 24 ± 1
5 3.7x10-15 24 ± 1
8 4.14xlO-15 24 ± 1
8 4.04 X 10-15 24 ± 1
The parameter values of the ERA are tabulated in Table 4.2. Using these values,
the hydraulic transfer function for the ERA, given by Equation (4.4), reduces to:
x(s) 26.21
lVp(S) = S3 +s2(39.5)+s(7.8E4)
Table 4.2: Parameter Values for the ERA
Symbol Def'mitions Values (prototype)
A Piston area in symmetrical actuator 5.051xl0-4 m2
Dp Pump volumetric displacement. 1.6925 x 10-7 m
3/rad
M Load mass 20 Kg
fie Effective bulk modulus. 2.1 x 108 Pa
Va Oil volume 6.85 x 10-5 m3
B Viscous friction coefficient. 760 Ns/m
Cr Lumped pump and actuator leakage coefficient 5 x 10-13 m3/sPa
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4.5 Linear Variable Differential Transformer (LVDT)
A linear variable differential transfonner (LVDT) was used initially to measure
the piston displacement. It produced an electrical output proportional to the
displacement of a separate movable core. The operation of an LVDT is as follows:
An AC carrier excitation is applied to a primary coil. Two identical secondary
coils are symmetrically spaced from the primary and are connected externally in a
series-opposing circuit. Motion of the non-contacting magnetic primary coil and core
varies the induced voltage in the secondary coils. If the core is centered between the
secondary windings, the voltage induced in each secondary is identical and 1800 out of
phase so there is no net output. If the core is moved off center, the mutual inductance of
the primary and one secondary is greater than with the other, and a differential voltage
appears across the secondaries in series. This voltage is essentially a linear function of
displacement.
The DC LVDT maintains all the desired characteristics of the AC LVDT but has
the simplicity ofDC operation. It is comprised of two integral parts: an AC operated
LVDT and a carrier generator/signal condition module. The carrier oscillator produces
a constant amplitude sine wave to excite the primary of the LVDT. In the ERA
prototype, a DC operated LVDT was used initially (before using the optical encoder)
for piston displacement measurement. The LVDT used was a Schaevitz (Durham
Instruments) 5000 DC-E model LVDT. The input was 15 V DC and the sensitivity was
80.75 mV/mm (0.8075 V/cm).
The LVDT was calibrated by using a vernier caliper to measure the
displacement from the null position, and a digital voltmeter was used to measure· the
corresponding voltage. The results are shown in Figure 4.11.The measured slope was
0.01257 m/V (0.796 V/cm) which was very close to the value of 0.8075 V/cm given in
the LVDT manufacturer's specification sheet.
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Figure 4.11: Plot ofDisplacement Versus Measured Voltage for LVDT
4.6 Measured Output of the ERA Prototype Using the LVDT
The EHA hydraulic transfer function was given in Equation (4.5). Using this
model and the model given by Equation (3.12), in Chapter 3, representing the electric
motor, a simulated response to an input consisting ofa sine wave, 0.01 m amplitude and
4 Hz frequency was obtained and compared to the measured response from the EHA
prototype, as shown in Figure 4.12. The simulated model was a linearized closed loop
model for the EHA, with the sine wave being the desired piston position and the output
being the simulated piston position. The measured output was the measured piston
response using the LVDT. From Figure 4.12, it can be seen that there is good agreement
between the simulated and measured responses.
The procedure was repeated using a higher frequency, lower amplitude sine
wave as the desired input to the closed loop simulated and experimental system. The
input was a sine wave with a frequency of25 Hz and amplitude of0.005 m. The
simulated and measured actuator piston as a result of applying this input to the
simulated EHA model and the actual EHA prototype response are shown in Figure 4.13.
The simulated and measured responses were found to match each other very closely.
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Figure 4.12: Measured and Simulated Responses (4Hz, O.01m, sinusoid)
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Figure 4.13: Measured and Simulated Responses (25 Hz, O.005m, sinusoid)
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From the plots, the simulated and measured responses showed reasonable
correlation and therefore, it was concluded that the simulated model was a good
representation of the actual prototype. The purpose was not to get an accurate model but
a representative model from which simulation studies could be based. From these plots
it could also be seen that the measured displacement was very noisy. The LVDT used to
measure piston displacement was picking up noise from the electric motor.
4.7 Differential Pressure Transducer
A differential pressure transducer was used in the prototype to measure the
pressure difference across the piston. The load pressure measurement was needed for
estimating the equivalent viscous friction using the Extended Kalman Filter, as
explained in Chapter 6. Prior to connecting the pressure sensor to the Electrohydraulic
Actuator, it was calibrated using a dead weight tester and the results for the calibration
of the differential pressure transducer is shown in Figure 4.14.
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Figure 4.14: Calibration ofDifferential Pressure Transducer
As illustrated in Figure 4.14, the output of the pressure sensor was 1 V for a measured
pressure difference of0.17 MPa (25 psi) approximately.
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4.8 Linear Optical Encoder
At a later stage in the study, a high precision optical encoder was used to
measure piston displacement. The LE18 optical incremental linear encoder,
manufactured by Gurley Precision Instruments was used in the ERA. An encoder is a
device that converts linear displacement into digital or pulse signals. The most popular
type of encoder is an optical encoder which consists of a moving pattern of opaque and
transparent sectors and as the pattern moves, they interrupt the light emitted onto a
photodetector, generating a digital or pulse signal output. The incremental encoder
generates a pulse (as opposed to an entire digital word for an absolute encoder) for each
incremental step. The incremental encoder uses two output channels to sense position.
Using two code tracks with sectors positioned 90° out ofphase, the two output channels
indicate both position and direction ofmotion. Therefore by monitoring both the
number ofpulses and the relative phase of the two signals, both position and direction
ofmotion can be tracked. The LE 18 model used in the ERA provides a resolution of 1
micron.
Using the optical encoder, the measured responses for different inputs were
compared to the simulated responses using similar inputs and the results are shown in
Figures 4.15 to 4.18. The inputs used were a 4Hz sine wave (0.01 m amplitude), a
25 Hz sine wave (amplitude of 0.005 m), a step response (0.01 m amplitude) and a
square wave (0.005 m amplitude and 0.5 Hz frequency). The measured responses, as
illustrated in Figures 4.15 to 4.18 are "cleaner" and show good agreement with
simulated responses.
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Figure 4.15: Measured and Simulated Responses for the EHA (4Hz sine input)
-3
1 x 10
0.5
1- measured I
--- -- simulated
-0.5
-1 '-- --I.... ...L.- --'- -----'
o 0.1 0.2 0.3 0.4
Time (s)
Figure 4.16: Measured and Simulated Responses for the EHA (25 Hz sine wave)
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Figure 4.18: Measured and Simulated Square Wave Responses
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4.9 Concluding Remarks
In Chapter 4, the experimental set up to measure two important parameters for
the EHA namely the pump leakage coefficient and the actuator leakage coefficient is
described. In previous studies, these two parameters were obtained using an
optimization technique which compared simulated and measured responses and varied
the values for the parameters until the two responses showed good agreement.
Measurements carried out in this study revealed that the previous values corresponded
to local minima conditions and were inaccurate. Also, in this chapter, the values of all
the parameters required to simulate the linearized model of the EHA using
Matlab/Simulink® is presented. Simulated responses are compared to experimental
results. The instrumentation used in the EHA is also briefly described. The model
presented in this chapter is used as described in Chapter 6, to generate simulated data
required to apply the Kalman and the Extended Kalman Filter to the EHA.
Chapter 5 serves as an introduction to the Kalman and the Extended Kalman
Filter. The equations for the Kalman and the Extended Kalman Filters are derived and
explained. Chapter 5 can be regarded as a good literature review ofthe Kalman Filter
and is necessary in order to understand how the filter estimates states. This is important
since one of the objectives of this study is to further understand the Kalman Filter and
the EKF in order to address some of the issues in previous research involving condition
monitoring ofhydraulic systems using the EKF.
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Chapter 5
Introduction to the Kalman Filter
This chapter serves as an introduction to the Kalman filter and provides insight
on the parameter estimation technique used in this study. Although the development of
the Kalman and the Extended Kalman Filters equations are well known, for
completeness and continuity, the development of the appropriate equations and the
underlying assumptions are presented in this chapter. The adaptation of the Kalman
filtering concept for its application to nonlinear systems is referred to as the Extended
Kalman Filter and is explained. Issues pertaining to the divergence of the filter are
discussed. Chapter 6 explains both the state formulations required when applying the
Kalman filter and the Extended Kalman Filter to the Electrohydraulic Actuator (ERA).
5.1 Introduction
In this study the Extended Kalman Filter, a modified form ofthe Kalman filter,
is used for parameter and state estimation. The Kalman filter is an optimal state
estimation process applied to a dynamic system with random perturbations. More
precisely, as defined by Chen, "the Kalmanfilter gives a linear, unbiased and
minimum mean error variance recursive algorithm to optimally estimate the unknown
state ofa dynamic systemfrom noisy data taken at discrete real time intervals,"[Chen,
1987, pp.36]. The Kalman filter has produced a virtual revolution in the field of systems
engineering. Kalman filters are used in such diverse areas as navigation, guidance
[Bryson et a1.1971], oil drilling, geodetic surveys, video and laser tracking systems,
ballistic missile trajectory estimation [Zarchan, 1997], radar and power systems
[Brown, 1997].
Basically, the Kalman filter is a set ofmathematical equations that provides an
efficient computational (recursive) solution of the least square method [Brown, 1997].
With the recent development ofhigh-speed computers, the Kalman filter has become
more useful even for very complicated real time applications. In fact, the recursive
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property of the Kalman filter makes it possible to process measurements on line. There
is no need for storing measurement data, thus reducing considerably the amount of
memory space needed in computers. In the Kalman filter, each new estimate is formed
as a "blend ofthe old estimate and the current measurement" [Brown, 1997, pp. 191].
5.2 Statistical Review
When considering Kalman filtering, it is necessary to model the process and the
measurement noise as being random signals, having a normal probability distribution,
zero mean and known covariance matrices [Brown, 1997]. Furthermore, the criterion
used in Kalman filtering is minimum mean square error. A brief review ofrandom
(stochastic) signals is provided in Appendix A and some definitions are presented.
These definitions are required to develop the mathematical equations describing the
Kalman filter.
5.3 Discrete State Space Model of a Linear System
The continuous state space model for a linear system having system and
measurement noise matrices as w(t) and v(t) respectively, can be expressed as
[Brown,1997]:
X(t) =AX(t) + RU(t) + w(t) (5.1)
Z(t) = CX(t) + vet) (5.2)
where X (t) is the state vector, (n xl) matrix, A is the system, (n x n) matrix, B is the
input matrix, (n x p), C represents the output matrix, (m x n), U (t) is the input
vector, (p x 1), Z(t) is the output vector, (m x 1), w(t) is the system noise, (p x 1), and
vet) stands for measurement noise, (m x 1) .
The Kalman filter requires a discrete state space model of the system. In this
study, a simplified discrete form for the state space model is generated by using the
"forward difference" approximation, as shown in Equation (5.3) [Zavarehi, 1997].
X(t) ~ X(k +1) - X(k)
~
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(5.3)
where T: is the sampling period.
(5.4)
(5.5)
(5.6)
(5.7)
(5.8)
(5.9)
G(k) = T:B
W(k) =T:w(k)
V(k) = v(k)
Applying the forward difference approximation to Equations (5.1) and (5.2)
yields the following discrete state space model,
X(k +1) = <1>X(k) + GU(k) +W(k)
Z(k) = HX(k) + V(k)
with <1>(k) = T:A +1
and where <1> represents the discrete system matrix, G is the discrete input matrix, H is
the discrete output matrix, W(k) represents process noise and V (k) is measurement
noise.
Elements of W(k) and V(k) which represent the process noise and measurement
noise respectively are assumed to be uncorrelated and white, [Brown, 1997]. Thus,
W ~ N(O, Q(k» and V ~ N(O, R(k» (5.10)
where Q(k) and R(k) are known covariance matrices of W(k) and V(k) respectively.
The noise covariance matrices are defined as [Brown, 1997]
E[~(k)Wj(k)T] =Q(k) i = j
=0 i-:¢:.j
E[~ (k)Vj (k)T] =R(k)
=0
i= j
i -:¢:. j
(5.11 )
5.4 The Kalman Filter
The Kalman filter consists of two stages, namely the estimation stage and the
prediction stage [Brown, 1997], [Dean, 1986]. The estimation stage is depicted in
Figure 5.1. The Kalman filter estimates states by comparing the measurement data
Z (k) , which are affected by both the system and measurement noise, with the predicted
output y-(k). Using this error vector and a Kalman gain, K (k), it improves upon an
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initial estimation of the state vector X- (k) to produce a better estimate, X(k) , in this
study, referred to as the "refined state estimate". As such, X- (k) is referred to as the
"unrefined estimate".
From Figure 5.1, the estimation equation of the Kalman filter is given by
X(k) =X- (k) +K(k)[Z(k) - y- (k)]
=X- (k) +K(k)[Z(k) - HX- (k)] (5.12)
V(k)
y-(k)
X-(k)
1-----1
+
X(k)
X(k)
Physical System Estimation Stage
Figure 5.1:The Estimation Stage in the Kalman Filter.
The objective of the Kalman filter is to get an optimal estimate of the states and
this is achieved by using the "minimum mean square error criterion", [Brown, 1997].
Much ofthe remaining derivation is based on the approach by [Brown, 1997].
The goal of the "prediction stage", of the Kalman filter is to obtain a new
unrefined value for X-(k) for the next step at k +1. The prediction stage is shown in
Figure 5.2. The prediction equation is described by:
X- (k +1) = <1>X(k) + GU(k) (5.13)
In this stage, a refined estimate of X(k) at step k is now used to predict what X- (k +1)
is at the next step, k +1, based on the modeled dynamics of the plant.
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X(k) ---.t
U(k)
Figure 5.2: The Prediction Stage of the Kalman Filter
5.4.1 Derivation of Kalman Filtering Equations
To start the derivation of the Kalman filter equation~, it is necessary to define
the error vectors associated with X- (k) and X (k). The error vectors are e- (k) and
e(k) respectively and are defined as:
e- (k) =X(k) - X- (k)
e(k) =X(k)-X(k)
(5.14)
(5.15)
The covariance matrices associated with e- (k) and e(k) , which in fact represent the
mean square error, are P- (k) and P(k) respectively. They are defined as:
P- (k) =E[e- (k)e- (k)T] =E{[X(k) - X- (k)][X(k) - X- (k)]T}
P(k) =E[e(k)e(k)T] =E{[X(k) -X(k)][X(k) - X(k)T}
(5.16)
(5.17)
where P- (k) is the unrefined estimate of the error covariance matrix and P(k) is the
refined estimate of the error covariance matrix.
As mentioned previously, the Kalman filter is based on the criterion of
minimum mean square error and as such, in the error covariance matrix, P(k) , the
diagonal represents the mean squared error. Substituting Equation (5.12) into Equation
(5.17), P(k) can be expressed as:
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P(k) = E{[X(k) - X- (k) - K(k)(Z(k) - Hi- (k))]
[X(k) - X- (k) - K(k)(Z(k) - Hi- (k))Y} (5.18)
Substituting Equations (5.14) and (5.5) into Equation (5.18), P(k) becomes:
P(k) = E{[e- (k) - K(k)[HX(k) +V(k) - HX- (k)]]
[e- (k) - K(k)[HX(k) +V(k) - HX- (k)]f} (5.19)
Simplifying [e- (k) - K(k)[HX(k) +V(k) - HX- (k)]] in Equation (5.19) gives
e- (k) - K(k)HX(k) - K(k)V(k) +K(k)HX- (k)
= e- (k) - K(k)H[X(k) - X- (k)] - K(k)V(k)
= e- (k) - K(k)He- (k) - K(k)V(k)
=[I - K(k)H]e- (k) - K(k)V(k) (5.20)
Simplifying[e- (k) - K(k)[HX(k) +V(k) - HX- (k)]]T in Equation (5.19) gives
e-(k)T -[HX(k) + V(k)-HX-(k)f K(k)T
=e- (k)T -[He- (k) + V(k)]T K(k)T
= e-(k)T -[e-(k)T H T +V(k)T]K(k)T
=e-(k)T -e-(k)T H TK(k)T - V(k)T K(k)T
= [I - H TK(k)T]e- (k)T - V(k)T K(k)T (5.21)
Substituting Equations (5.20) and (5.21) into Equation (5.19) gives:
P(k) = E{[[I - K(k)H]e- (k) - K(k)V(k)][[I - H TK(k)T]e- (k)T - V(k)T K(k)T]}
=E{[I - K(k)H]e- (k)e- (k)T[I - H TK(k)T] +K(k)V(k)V(k)T K(k)T}
=[I - K(k)H]E[e- (k)e- (k)T][I - H TK(k)T] +K(k)E[V(k)V(k)T ]K(k)T (5.22)
Now the unrefined estimate of the covariance matrix has been defined as
P- (k) = E[e- (k)e - (k)T] . Also, the covariance matrix of the measurement noise is
given byR(k) =E[V(k)V(k)T].
Therefore P(k) can be rewritten as:
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P(k) =[1 - K(k)H]P- (k)[1 - H TK(k)T] +K(k)R(k)K(k)T (5.23)
Equation (5.23) is a general expression for the error covariance matrix and is
valid for any gain, K(k). The Kalman gain is that particular gain, K(k) , which
minimizes the individual tenns along the major diagonal of P(k) . This is because these
tenns represent the estimation error variances.
Equation (5.23) can be expanded and simplified to:
P(k) =P- (k) - K(k)HP- (k) - P- (k)HTK(k)T + K(k)[HP- (k)HT + R(k)]K(k)T
(5.24)
The variances along the diagonal of P(k) are of interest. SinceP- (k) equals to
P- (k)T , the trace of P-(k)HTK(k)T is equal to the trace of its transpose,
K(k)HP- (k). Equation (5.24) can be expressed as:
P(k) = P- (k) - 2K(k)HP- (k) +K(k)[HP- (k)HT+R(k)]K(k)T
Differentiating the trace of P(k) with respect to K(k) yields:
d[trace(P(k»] = -2 [HP- (k)]T + 2K(k)[HP- (k)HT+R(k)]
dK(k)
(5.25)
(5.26)
In order to obtain the optimal value of K(k) which minimizes the trace of P(k) , the
d · .. d . d[trace(P(k)] 0envatlve IS equate to zero, I.e. =
dK(k)
The Kalman gain K(k) is therefore obtained as:
[HP-(k)]T
K(k)------
HP-(k)H +R(k)
=P- (k)HT[HP- (k)HT+R(k)rl
Substituting K(k) into Equation (5.24) yields the optimum P(k) as:
P(k) =[1 - K(k)H]P- (k)
(5.27) .
(5.28)
(5.29)
The next stage of the Kalman filter algorithm is the prediction stage. From
Equation (5.17), the predicted estimate is described by
X- (k +1) = <1>X(k) + GU(k)
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(5.30)
(5.31)
(5.32)
The estimated error vector associated with X- (k + 1) is given by the following:
e- (k + 1) =X(k + 1) -X-(k + 1)
Substituting Equation (5.4) and (5.13) into (5.30) yields
e- (k + 1) =<l>X(k) + GU(k) + W(k) - <l>X(k) - GU(k)
=<I>[X(k) - X(k)] +W(k)
=<l>e(k) + W(k)
Now P- (k + 1) =E[e- (k + l)e- (k + l)T]
Substituting Equation (5.31) into (5.32) gives
P- (k + 1) =E{[<I>e(k) + W(k)] [<I>e(k) + W(k)f}
=E{[<I>e(k) +W(k)][e(k)T <l>T +W(k)]T}
= E[<I>e(k)e(k)T <l>T + <l>e(k)W(k)T + W(k)e(k)T <l>T + W(k)W(k)T]
Since Q(k) =E[W(k)W(k)T], P(k) = E[e(k)e(k)T],E[W(k)] =oand E[W(k)T] =0,
the above equation can be simplified to
P- (k +1) =<l>P(k)<I>T +Q(k) (5.33)
The five Kalman filtering equations have been derived and can be summarized
as follows:
Estimation equations:
K(k) =P- (k)HT[HP- (k)HT +R(k)r1
X(k) =X- (k) + K(k)[Z(k) - HX- (k)]
P(k) =[1 - K(k)H]P- (k)
Prediction equations:
X- (k +1) = <l>X(k) + GU(k)
P- (k +1) =<l>P(k)<I>T +Q(k)
(5.27)
(5.12)
(5.28)
(5.13)
(5.33)
5.5 Extended Kalman Filter
The Extended Kalman Filter (EKF) is an extension of the linear Kalman filtering
theory to nonlinear problems. "The goal is to minimize the estimation error for the
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(5.34)
(5.35)
states ofa nonlinear system along a trajectory by applying a linearization technique."
[Brown, 1987] ~ As seen in the previous sections, the Kalman filter addresses the general
problem ofestimating the state of a discrete time controlled process that is governed by
a linear stochastic difference equation. If the model is nonlinear, the Extended Kalman
Filter is used [Horton, 1997]. In this method, the Kalman filter is applied to nonlinear
systems by continually updating a linearization around the previous state estimate,
starting with an initial guess. The linearization is made around the most recent
reference, which is X(k) for the system function and X- (k) for the measurement
function [Brown, 1997].
A Taylor approximation of the system function is made at the refined state
estimate X(k) and an approximation of the measurement function is made at the
unrefined state estimate X-(k) .
The nonlinear model can be represented by [Ljung 1979]:
X(k +1) = f(X(k),U(k» + W(k)
Z(k) =h(X(k» + V(k)
where f(X(k),U(k» and h(X(k» are the nonlinear system and measurement
functions respectively.
The linearization is made using the most recent state estimate obtained which is
using the unrefined estimate for the system function and the refined estimate for the
measurement function, as shown in Figure 5.3.
Therefore, doing a linear Taylor series approximation of f(X(k),U(k» at an
operating point X(k) and of h(X(k» at the operating point X- (k), and ignoring the
higher-level terms yields:
f(X(k) U(k» ~ f(X(k) U(k» + (8f (X(k), U(k» I_ )(X(k) - X(k» (5.36)
, , 8X(k) X(k)
h(X(k» ~ h(X- (k» + (8h(X(k» 1 A_ )(X(k) - X- (k» (5.37)
8X(k) x (k)
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Initial unrefined estImate and
error covariance
System
Measurement
System
Input
..
...
Calculate Kalman
Gain Eq (5.17)
Calculate refined
Est. Eq (5.12)
Calculate refined
error covariance Eq (5.28)
Linearize state equation
Using refined est. Eq (5.38)
Calculate the predicted
unrefined est. Eq (5.36)
....
Calculate the predicted
l-..+ error covariance Eq (5.33)
r
Linearize the measurement
equation with predicted
unrefined est. Eq (5.39)
Figure 5.3 The Extended Kalman Filter (EKF) Loop
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Substituting Equation (5.36) into (5.35), results in Equation (5.38).
X(k + 1) = 8f(X(k),U(k» I, X(k) + fCX(k) U(k» - 8f(X(k),U(k» I, X(k) +W(k)
8X(k) X(k) , 8X(k) X(k)
(5.38)
Substituting Equation (5.37) into (5.35), results in equation (5.39).
Z(k) = 8h(X(k» I'_ X(k) + h(X- (k» - 8h(X(k» I'_ X- (k) + V(k) (5.39)
8X(k) x (k) 8X(k) X (k)
Rewriting the above equations as follows:
X(k +1) = <I>(k)X(k) +U1(k) + W(k)
Y(k) =H(k)X(k) + V(k)
where:
<I>(k) =Of(X(k),U(k» I'
8X(k) X(k) ,
H(k) = 8h(X(k» I'
8X(k) X-(k) ,
U1(k) = f (X(k),U(k»- <I>(k)X(k)
(5.40)
(5.41)
Y(k) =Z(k) - h(X- (k»+ H(k)X- (k).
The linearization procedure is completed and the same Kalman filter equations
derived previously are used when estimating states in a nonlinear system. The EKF loop
is illustrated in Figure 5.3, with references to the equations used.
5.6 Divergence in the Extended Kalman Filter
In theory, the Kalman Filter is defined in terms of real numbers which have
infinite precision. However, when it is implemented on digital computers, it is done in
finite precision arithmetic. In binary representation, the rational numbers are
transformed into sums ofpowers of 2 and this representation is limited to 24 bits of
mantissa. "The difference between the true value ofthe result and the value
approximated by the processor is called the roundofferror" [Brown 1997]. Computer
roundoff errors can and do cause the Kalman Filter to diverge [Brown, 1997]. Roundoff
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errors can be reduced by using more precision, i.e. more bits in the mantissa of the data
fonnat. The EKF can also diverge if the reference about which the linearization takes
place is poor. The most common situation of this type occurs at the initial starting point
of the recursive process (poor "a priori" infonnation about the true state). This causes a
large error in the initial matrix and forces the initial error covariance to be large.
A very large error covariance combined with low-noise measurements at the
first step will cause the error covariance matrix to ''jump'' from a very large value to a
small value in one step. This can lead to numerical problems due to roundoff. A non-
positive-definite error covariance matrix at any point in the recursive process usually
leads to divergence [Brown, 1997].
The initial state matrix is presumably the best estimate prior to receiving any
measurement information and thus it is used as the reference for linearization. If the
error in the initial state matrix is large, the first-order approximation used in the
linearization will be poor, and divergence may occur even with perfect arithmetic
[Brown, 1997].
There are several design issues associated with the EKF, such as proper choice
of the Q and R matrices to avoid filter divergence. However, when these problems
occur, the filter designer must usually apply ad hoc "fixes". As indicated in EKF
literature, there is no single cure for all numerical problems. Each case must be
considered on its own merits.
Another type of divergence may be caused by inaccurate modeling of the
process being estimated. The Kalman Filter has a model embedded in it and if the
physical system is behaving differently from the predicted behavior, divergence may
occur. As described in [Brown, 1997, pp. 263], the "obvious remedy for this type of
divergence problem is to insert some process noise into each ofthe state variables, even
at the risk ofsome degree ofsuboptimality".
Divergence can also occur when the system is not observable, as reported in
[Brown, 1997]. Physically, it means that there are one or more state variables that are
hidden from the measurements and "ifthe unobservedprocesses are unstable, the
corresponding estimation errors will be unstable" [Brown, 1997, pp. 264]. The error
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covariance matrix will show an increase in the estimation error. The measurements are
not providing enough information to estimate all the state variables of the system.
Another study carried out by Konrad et aI, analyzed the error behavior for a discrete
Extended Kalman Filter for a general nonlinear system [Konrad et aI, 1998]. It was
shown that the "estimation error remains bounded ifthe system satisfies the nonlinear
observability rank condition and ifthe initial estimation error as well as the disturbing
noise terms are small enough."
Another interesting paper, written by Ljung provides a convergence analysis
using the Extended Kalman Filter for joint parameter and state estimation problems,
[Ljung, 1979]. The study revealed that estimations may be biased or divergent because
of "a lack ofcoupling between the Kalman gain and the parameter in the algorithm".
The author suggested having "a coupling term to ensure global convergence".
5.7 Conclusions
In this chapter, the fundamental equations for the Kalman and the Extended
Kalman Filter are described. This chapter serves as an introduction to the parameter
estimation technique used in this study, namely the Extended Kalman Filter (EKF) and
it also served as a literature review for the Kalman Filter. It is seen that the EKF is
based on linearization of the state equations at each time step and of the use of the
Kalman Filter (linear estimation theory). EKF in this study is used since the joint state
and parameter estimation can be regarded as a state estimation problem for a nonlinear
system. Some ofthe causes associated with divergence of the EKF are also reported in
this chapter. The following chapter will further investigate the effect of system
observability on the ability of the Kalman filter and of the Extended Kalman Filter to
successfully estimate states and parameters. Simple mechanical systems are used at first
and the Kalman filter, as well as the EKF will be applied to the systems which will be
made observable or unobservable depending on the type ofmeasurements and the
number of estimated states (explained in greater detail in the next chapter). The Kalman
filter and the Extended Kalman Filter will then be applied to the more complex
Electrohydraulic Actuator (ERA) system.
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Chapter 6
Parameter Estimation Using
Extended Kalman Filter
The overall objective of this research was early fault detection in a high
performance hydrostatic system by estimating critical parameters using the Extended
Kalman Filter. As seen in Chapter 5, the application of the EKF for a combined
parameter and state estimation required a state space formulation of the problem. In
order to illustrate the methodology and the degree of accuracy that could be expected
using this technique, the EKF was first applied to two simulated, simple mechanical
systems (described in Appendix B). The EKF was then applied to a mathematical model
of the more complex Electrohydraulic Actuator (ERA), to demonstrate practical
difficulties that could be encountered when applying the EKF to a real system. The
mathematical model developed for the ERA, described in Chapter 3 was used to
estimate two important parameters for the ERA, namely the viscous friction coefficient
and the effective bulk modulus. A simulation study was done to show the feasibility of
this approach and to determine the level of accuracy in the prediction of the parameters.
It should be pointed out that the application of the EKF in the hydrostatic system
is unique. The EKF has never been used to estimate critical parameters in a hydrostatic
system, and to detect changes in those parameters. Fault detection in hydraulic
components and some very basic circuits using the Extended Kalman Filter have been
previously investigated [Zavarehi, 1997, Cao, 2001, Wright, 2001], but, as mentioned,
never using a closed complex system such as the ERA. The "effective" bulk modulus is
an important parameter dictating the system dynamics, an extremely difficult parameter
to measure directly or indirectly; the application of the EKF for the prediction of this
parameter was unique.
This chapter also investigates the importance of system observability when
using the Kalman filer and the Extended Kalman Filter for state and parameter
estimation. This investigation is achieved by first using a simple mechanical system and
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then using the more complex EHA model. In this chapter, an attempt is made to further
understand the Kalman and the Extended Kalman Filters. Simple examples are used to
carry out simulation studies to illustrate state estimations for observable and
unobservable systems. The EKF is investigated for parameter estimation for both
observable and unobservable systems in simulation. In previous studies involving the
EKF and multiple parameter estimation in hydraulic systems, the filters were used as
tools for state and parameter estimations. In this study, an in-depth study of the Kalman
Filter and of the EKF is used to provide an insight into the limitations of the filters. This
is particularly important in this case since difficulties are experienced when the EKF is
used for multiple parameter estimation in the EHA.
6.1. Importance of the Observability Condition
By definition, an unobservable state is one which cannot be uniquely obtained
through the "observations" and hence the solution provided by the Kalman filter may be
a local minima and not necessarily be the correct answer. "A system is said to be
observable at a time step ko iffor a state X(ko) at that time, there is afinite k} > ko
such that knowledge ofthe outputs from ko to k} are sufficient to determine state ko"
[Southhall et aI, 1998]. In other words, for a system to be observable, the initial states
can be uniquely reconstructed using observations or measurements from the system. An
illustrative example is provided in Appendix B, where for a mass damper system, using
velocity alone as a measurement, the system is unobservable since the initial position
cannot be found using velocity measurements. The system thus fails the observability
test (explained later in this chapter). However, the use ofposition makes the mass
damper system observable and the initial states can be reconstructed from the position
measurements.
Following this definition for observability, an unobservable system is one where
the values of some elements in the state vector at time ko may not be uniquely
determined from examination of the output regardless of the number of observations
taken. "This concept ofobservability is useful in solving the problem ofreconstructing
unmeasurable state variables in the minimum possible length oftime" [Ogata, 2002].
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Unlike previous studies involving the EKF and parameter estimations in
hydraulic systems [Cao, 2001], [Zavarehi, 1997], [Wright, 2001], in this study, no a-
priori information was assumed for the estimated parameters or states (that is the initial
parameter/state matrix used in the EKF was always zero). The observability test was
also carried out whenever the Kalman Filter or the EKF was used to estimate states and
parameters. In the case of the EKF, since linearization was involved about an operating
point, the observability test was carried out at each iteration, unlike for the Kalman
Filter where the state matrix and the measurement matrix do not change. "A system is
known to be completely observable ifthe rank ofthe observability is equal to the
number ofstate variables", [Ogata, 2002]. The observability of the state space model of
the system, (when reformulating the model for parameter e~timation) has often been
overlooked in the previous studies involving the EKF for condition monitoring
purposes.
In the research carried out by Zavarehi, it was stated that "all the initial
states/parameters are set to random numbers" but the author did not provide the actual
parameter values used to initialize the EKF algorithm [Zavarehi, 1997]. It was believed
that using initial values close to the desired parameter values to initialize the state
matrix in the EKF might be an indication of an observability problem. However it
should be pointed out that Zavarehi did report that "the lack ofobservability ofthe
Coulomb friction and ofviscous damping coefficient is responsible for slow
convergence rate" and was used to account for the biases in these two estimated
parameters. This bias can also be explained by a local minima resulting from a system
where change in the states have an impact on the measured output, but not uniquely
attributable to them.
In a different study done by Cao, the EKF was used to estimate three parameters
for a swash plate assembly and the control piston, namely the swash plate damping
coefficient, swash plate spring constant coefficient and the swash plate pretension
coefficient [Cao, 2001]. The only way the author could make the EKF converge to the
desired values was by using initial parameter values (used in the EKF algorithm) which
were very close to the estimated values. For instance, Cao used an initial value of
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5 Nms/rad for the swash plate-damping coefficient in the EKF code when the estimated
value was 5.305Nms/rad. The initial values used for the swash plate spring constant
coefficient and for the pretension coefficient were also both close to their estimated
values. Only the swash plate angular displacement was used as the measurement.
However, since the results reported in that study were repeatable and did follow
physical changes in system parameters, the actual value was not so much a concern as
was the ability of the filter to detect changes.
In the present study, it was believed that the lack of full observability could
prevent the EKF from successfully estimating states and parameters. However, initial
studies had revealed that extensive tuning (setting the initial noise and error covariance
matrices) of the EKF could result in successful parameter estimation in spite of the
system being unobservable, as it can be seen in the examples presented in Appendix B.
Therefore, a more effective method for estimating several parameters became one of
estimating one parameter at a time using different models, and using the known
parameter value to estimate the second one from a second model (tackling the problem
in an iterative manner). This resulted in reducing the number of states and had a higher
probability ofmaking the state space refonnulation of the problem observable, as
compared to simply including all the parameters to be estimated as states and
attempting to estimate them simultaneously.
In order to investigate the importance ofobservability for the Kalman Filter the
following cases were considered.
• Application of the Kalman Filter to an observable system (mass damper system with
only position being used as measurement)
• Application of the Kalman Filter to an unobservable system (mass damper system
with only velocity being used as measurement).
• Application of the Kalman Filter to an unobservable system made observable by
increasing the number ofmeasurements (mass damper system with both position
and velocity used as measurements).
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• Application of the Extended Kalman Filter to an observable system first (mass
damper system; position as measurement) and then to an unobservable system (mass
damper system; velocity as measurement) to estimate the damping coefficient.
• The above steps were repeated using a mass spring damper system and using the
Kalman filter to estimate the states. Next, the EKF was used to estimate one
parameter at a time (viscous damping coefficient and then spring constant
coefficient), followed by the two parameters at the same time.
For brevity, only the results, of these scenarios are presented in this chapter and
are summarized in Tables 6.1 to 6.5. The actual simulation studies, states space
formulations, as well as the augmentation of the state matrices to accommodate
parameters are all described in Appendix B. Also included in Appendix B are the
different observability matrices.
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Table 6.1: Kalman Filter Applied to A Mass-Damper System for State Estimation
Measurements used Agreement between
for State estimation by the Observability Test Estimated States and the
Kalman Filter Simulated States.
Observable
Rank ofobservability Good Agreement
Position matrix was 2 and length of (No visible difference)
state vector was 2 ( position The estimated states
and velocity being the two converged to the simulated
states) states.
Not observable (one Poor Agreement between
unobservable state). simulated and estimated
Velocity Rank ofobservability position. There was a ''bias''
matrix was 1. present between the
estimated position and the
simulated position, but no
divergence of the filter.
Convergence of the
estimated velocity to the
simulated velocity.
Position and Velocity Observable Good Agreement
Rank of observability (No visible difference)
matrix was 2. Estimated position and
velocity converged to their
simulated values.
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Table 6.2: Extended Kalman Filter Applied to the Mass-Damper System
(Parameter Estimation)
Measurements used Agreement between
for State/ Parameter Observability Test Estimated and the
Estimation Simulated States
Observable Good agreement for both
Position Rank of the observability states (no visible difference)
matrix was 3 and length of and estimated parameter
the augmented state vector (viscous damping
was 3 ( 2 states and one coefficient) converged to its
parameter) known value.
Not observable. Poor agreement between
Velocity Rank ofobservability estimated and simulated
matrix was 2. The length of position (showing the
the augmented state vector presence ofa bias) but good
was 3. There was 1 agreement between
unobserved state (position). estimated velocity and
simulated velocity. The
estimated parameter
converged to its known
value.
Good agreement for both
Position and Velocity Observable parameter and states.
Rank of observability Convergence of the
matrix was 3 and length of estimated states to their
the augmented state vector simulated values and ofthe
was 3 estimated parameter to its
known value.
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Table 6.3: Kalman Filter Applied to a Mass-Spring-Damper System (State
Estimation)
Agreement between
Measurements used Observability Test Estimated and the
for State Estimation Simulated States
Observable.
Rank of the observability Good Agreement
Position matrix was 2 and length of (No visible difference
state vector was 2 (position between estimated and
and velocity being the two simulated states).
states).
Observable. Rank of Good Agreement
Velocity observability matrix was 2 The estimated states
and length of state vector converged to the simulated
was 2. states.
Observable Good Agreement
Rank of observability The estimated states
Position and Velocity matrix and length of state (position and velocity)
vector were both 2 converged to the simulated
states.
It was interesting to note that the Mass-Spring-Damper system remained
observable when velocity was used as measurement. As explained in Appendix B, this
was due to the displacement term being detectable. The Mass-Spring-Damper system is
a Type 0 system but showed similar results as the Mass-Damper system (Type 1
system) in terms of the Kalman Filter estimating states successfully for observable
systems.
Next, the EKF was applied to the Mass-Spring-Damper system to estimate the
viscous friction and then to estimate the spring constant. The results were similar and
only one set ofresults is presented in Table 6.4.
94
Table 6.4: Extended Kalman Filter Applied to the Mass-Spring-Damper System
for State Estimation and Estimation of 1 Parameter (Damping Coefficient)
Measurements Used Agreement between
For State/ Parameter Observability Test Estimated and the
Estimation Simulated States
Observable. Good agreement for both
Position Rank of the observability states and parameter. The
matrix was 3. Length of the estimated states converged
augmented state vector was to the simulated states. The
3 with 2 states and 1 estimated damping
parameter. coefficient converged to its
known value.
No agreement between the
Not observable. estimated and the simulated
Velocity Rank of observability position. Estimated
matrix was 2. velocity converged to the
simulated velocity.
Estimated parameter
(Damping) did not converge
to its known value.
Observable Good agreement for both
Position and Velocity Rank ofobservability parameter and states.
matrix was 3 (No visible difference)
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Table 6.5: Extended Kalman Filter Applied to the Mass-Spring-Damper System to
Estimate Two Parameters (Damping and Spring Constant)
Measurements Used Agreement between
For State/ Parameter Observability Test Estimated and the
Estimation Simulated States
Good agreement for both
Not Observable (one states (no visible difference)
unobservable state) and parameters. The
Position Rank of the observability estimated states (position
matrix was 3 and length of and velocity) converged to
the augmented state vector the simulated states. The
- -
was 4. estimated parameters
(damping coefficient and
spring constant) converged
to their known values.
Velocity Not observable (two The estimated position
unobservable states). showed a bias compared to
Rank of the observability the simulated position. The
matrix was 2 and length of estimated velocity
augmented state vector was converged to the simulated
4 velocity. The parameters
did not converge to their
known values.
Not Observable (one Good agreement for both
Position and Velocity unobservable state). Rank parameters and states.
of observability matrix was (No visible difference)
3 and length of augmented
state vector was 4
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From the simulation studies carried out on the simple Mass-Damper system and
Mass-Spring-Damper, reported in Appendix B, some observations could be made
regarding the importance of observability for the Kalman Filter and the Extended
Kalman Filter as far as state and parameter estimations are concerned.
Observability was found to be an essential condition for the Kalman Filter to
converge (that is for the estimated states to match the simulated ones, without
knowledge ofinitial position) as illustrated by the simple Mass-Damper system and the
Mass-Spring-Damper system. In both examples, the use ofposition as a measurement
made the systems observable. The Kalman Filter estimated position and velocity
accurately when position was used as the only measurement. However, when the
velocity was used as measurement, for the Mass-Damper system that is a Type 1
system, the system was not observable. The observability test revealed the presence of
one unobserved state (position). As such, when the velocity was used as the
measurement, the estimated position did not show good agreement with the simulated
position, revealing the presence of a ''bias'' when the initial condition was not known.
The estimated position was "shifted" by a value equal in magnitude to the initial
position condition. This ''bias'' disappeared when the initial position was known. On the
other hand, the estimated velocity converged to the simulated velocity. Therefore, it was
confinned that, as reported in the literature, the Kalman Filter estimated states
accurately for observable systems only. In the Mass-Spring-Damper system (a Type 0
system), the use ofvelocity as the only measurement preserved the observability of the
system and the Kalman Filter estimated the two states for the observable system
accurately.
When the EKF was applied to the nonlinear systems (using the linearized state
matrix and applying the observability condition at each iteration) it was found that the
importance ofobservability was not clear cut but was found to be application-
dependent. However, when guaranteeing the observability condition, the EKF always
converged to the simulated states and parameters. This was shown by using position as
the only measurement for the Mass-Damper system and the Mass-Spring-Damper
system. Estimation ofone parameter in both examples using position as the only
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measurement resulted in the system satisfying the observability condition. The rank of
the observability matrix was equal to the length of the augmented state vector in each
case. The EKF estimated states (position and velocity) and one parameter (viscous
damping or spring constant) successfully.
It also seemed that there were two types ofobservability conditions; the first one
where the measurement itselfmade the system unobservable (for instance using
velocity instead ofposition) and a second one which resulted from augmenting the state
matrix with parameters to be estimated and thereby resulting in an augmented length of
the state vector. Using velocity as measurement, the Mass-Damper system was
unobservable (1 unobserved state) and the EKF, when used to estimate the position,
showed the presence of a "bias" when compared to the simulated position. The
estimated velocity converged to the simulated velocity. The estimated damping
coefficient converged to its known value, in spite of the system being unobservable as a
result ofvelocity being used as measurement. When position was used to estimate two
parameters in the Mass-Spring-Damper system, the rank of the observability matrix
was 3 and length of the augmented state vector was 4. As such, the Mass-Spring-
Damper system was unobservable. But the states and the two parameters were
estimated successfully.
When velocity was used as the only measurement for the Mass-Spring-Damper
system, the number ofunobserved states in this case was 2 and parameter estimation
was not successful. The estimated position showed a ''bias'' but the estimated velocity
converged to the simulated velocity. However, when the initial position was known,
both parameter estimation and state estimation were successful. Therefore, it was
observed that augmenting the state matrix did not seem to affect state and parameter
estimation by the EKF, as illustrated by the Mass-Spring-Damper system which was
unobservable when two parameters were included as states but which still
demonstrated accurate convergence to the simulated parameters when position was
used as measurement. The use ofvelocity as measurement increased the number of
unobserved states to 2 for that same system and when the initial position was not
known, parameter estimation was not possible.
98
In the next section the Kalman Filter and the Extended Kalman Filter are applied
to the mathematical model for the Electrohydraulic Actuator. The Kalman Filter was
first applied to the EHA to estimate three states, namely piston position, velocity and
acceleration. The EHA model used was a Type 1, third order system and as such was
expected to demonstrate similar behavior to the Mass-Damper system. This was verified
in simulation with the results presented in the next section. Also, the Extended Kalman
Filter was later applied to the EHA to estimate the three states as well as two parameters
(viscous damping coefficient and effective bulk modulus). System observability was
checked in each of the following scenarios presented in the next section.
6.2 Applying the Kalman Filter to the ERA in Simulation
The results obtained when applying the Kalman Filter to a state space model of
the Mass-Damper and Mass-Spring-Damper system revealed that the observability
condition was necessary to ensure successful state estimation. It was ofparticular
interest in this study to determine if the trends summarized in Section 6.1 would apply
to a more complex system such as the EHA.
In Chapter 3, the linearized mathematical model for the EHA was given as:
2DpfJeA
x(s) MVo
mp(s)= 3 2(B CrfJe) (2 fJeA2 BfJeCr)s +s -+-- +s +~...::..-=-
M Vo MVo MVo
Using the third order transfer function above, the following equation can be written as:
... ..( B CrfJ) . (2 fJ A2 BfJ Cr ) ( 2DpfJe A )X+X _+__e +X e + e =m
M Vo MVo MVo p MVo
A state space formulation of the EHA system is expressed as follows:
Xt =X2 +wt
X2 =X3 +W2
X· X (2A
2
fJe BCrfJe) X (B CrfJe) ( 2DpAfJe)=- + - -+-- +m +W
3 2 MV, MV, 3 M V, p MV 3o 0 0 0
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(6.1)
(6.2)
where Xl is the state variable X , X 2 the state variable .k ,X3 the state variable X; WI ,
W 2 , w3 are the system noise; and VI is the measurement noise. In this case, piston
position is used as measurement. The electric motor angular velocity OJ p is the Kalman
filter input.
Using the forward difference approximation and applying it to the continuous
state space model, the discrete state space model of the EHA is:
Xl (k +1) = Xl (k)+ T:X2 (k)+ T: WI (k) (6.3)
X 2 (k + 1)= X 2 (k)+ T:X3 (k)+ Ts w2 (k)
X (k+ 1)= -X (k)T (2 fJeA2 +BfJeCr )-X T (~+ CrfJe)
3 2 s MV. MV, 3s M V,000
+X3(k)+ 2Dp AT:PeU(k)+T:w3 (k)MVo
The state space model, given by Equation 6.3 was used by the Kalman Filter. A
simulation of the EHA linearized model (plant) was done in SimulinklMatlab® to
generate simulated data. The input to the closed loop, linearized EHA system (plant)
was a sine wave, with a frequency of4 Hz and amplitude ofO.Ot m (desired piston
position). The overall transfer function of the EHA consisted of the second order
electric motor transfer function in series with the third order hydraulic transfer function
and a proportional gain. In the EHA prototype, pump angular velocity measurements
were readily available. It should be pointed out that the pump angular velocity was used
instead of the desired piston position as the input to the EKF in order to simplify the
state estimation problem which would have otherwise involved a fifth order model. The
EKF model described by Equation 6.3 was found to be observable, with the rank of the
observability matrix being equal to the length of the state matrix, both being equal to 3.
The Kalman Filter was used to estimate the three states, namely piston position,
velocity and acceleration in simulation, as shown in Figure 6.t which depicts the plots
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of simulated states superimposed on the estimated states. There is no visible difference
between the estimated and simulated states. It is verified that the Kalman Filter
estimated successfully the states for the fully observable ERA system.
The observabiliy matrix is, after substituting with the numerical values:
Observability Matrix =[ ~ ], where A =[~ O.~l O.~OI]
H(Ay 0 -78.27 0.962
and H = [1 0 0]
Observability Matrix =[~1 O.~l ~].
0.002 0.00001
(6.4)
The rank of the observability matrix and the length of the state vector were both 3.
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Figure 6.1: Kalman Filter Used to Estimate States in the Simulated Electrohydraulic
Actuator Model (Transfer Function Model)
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(6.6)
The initial state vector and the initializing matrices for the Kalman Filter were
set as:
X(O)=[O 0 oy R(k) = 1x10-6
[IXI01 0
Ix:04]
[IXI0-S 0 lX~0-4]P(O) = ~ Ix 101 Q(k) = ~ 1X 10-7 (6.5)0 0
Having confirmed that the Kalman Filter worked for an observable system ofthe
EHA, the model was next made unobservable by using simulated velocity as the
measurement instead of simulated position (similar to the Mass-Damper example). Thus
the observability matrix for this scenario is:
Observability Matrix =[ ~ ],
H(Ay
where A =[00
1 O.~OI O.~OI] and H =[0 1 0]
- 78.27 0.962
Observability Matrix =[~o ~ O.~1 ].
0.922 0.00196
The rank of the observability matrix was now 2, which was less than the length of the
state matrix. Thus it was confirmed that the EKF model was not fully observable. The
Kalman Filter was then used to estimate states of the unobservable system as illustrated
in Figure 6.2. It is seen that the estimated position does not agree with the simulated
position and revealed the presence of a ''bias'' when the initial position is not known;
the results are consistent with those of Section 6.1 (The "bias" in the estimated position
disappeared when the initial position was known). The estimated velocity shows good
agreement to its simulated state values. The acceleration agreement is acceptable but
does show at least a 10% error in magnitude.
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The initial state matrix and the initializing matrices for the Kalman Filter were manually
set as:
o ] [IX 10-5
o , Q(k) = 0
lxl04 0
X(O)=[o 0 oy ,R(k)=lxI0-3
[
IXI01 0
P(O) = ~ lX~OI o 0]lxl0-7 0
o lxl0-4
(6.7)
0.1
0.05 ~ A l An ~
-~
.§.
"0 0
CD
CD
WJ\/\J Coen -0.05
-0.1
1 2 0 1 2
Time (s) Time (s)
0.01 r---------r-------,
-0.015 '---__~ --l
o
:g 0.005
13 0
E
CD
~ -0.005
0..
en
i5 -0.01
21
Time (s)
-4l111.1----~-------J
o
4 nr__--------r-------,
Figure 6.2: Estimating States Using the Kalman Filter for the Unobservable System Set
Up ofthe Electrohydraulic Actuator (EHA)
The Extended Kalman Filter was next applied to the EHA in order to estimate
the two key parameters of interest in this study namely, the effective bulk modulus and
the viscous damping coefficient. Although inclusion of the two parameters in the
augmented state vector made the system unobservable, it was deemed important to
103
(6.8)
determine if the same trend experienced with the more simple Mass-Spring-Damper
system discussed in Appendix B, also applied here.
6.3 Parameter Estimation in the EHA
In Chapter 3, the Electrohydraulic Actuator (ERA) was described and a
linearized model describing the hydraulic transfer function for the ERA (the plant)
given by Equation 3.33, was derived. In order to apply the EKF to the ERA, a state
space model ofthe hydraulic transfer function was required. The effective bulk modulus
ofthe system, Pe , and the viscous friction coefficient, B , were to be estimated using the
EKF. Usually, if two parameters are unknown, they are treated as states and the EKF
can be used to estimate them simultaneously as explained in [Wright, 2001], [Cao,
2001] and [Zavarehi, 1997]. In simulation, the same input as in Section 6.1 was applied
to the overall closed loop linearized transfer function for the ERA. The piston position
was used as measurement for the EKF and the input to the EKF was the electric motor
angular velocity (as a result ofapplying a desired piston position as the input to the
overall closed loop ERA system).
A state space formulation resulting from Equation (3.33) for the ERA system is
determined to be:
Xl =X2 +WI
X· - Xx(2A 2 X5Cr J x(X5 Cr X4 J X(2Dp AJ- --+-- - -+ +m +w
3 4 2 M v, MV, 3 M V, p 4 MV, 3o 0 0 0
Xl
X 2
Z = [1 0 0 0 0 X 3 + VI
X 4
X 5
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where XI is the state variable X; X 2 is the state variable X; X 3 is the state variable X;
X 4 is the effective bulk modulus; X 5 is the viscous friction coefficient; WI' W 2 , w3 ,
W4 , w5 are the system noise elements; and VI is the measurement noise.
Using the forward difference approximation and applying it to the continuous
state space model, the discrete state space model of the ERA is determined to be as
follows:
X 1(k+ 1)= Xl(k)+~X2(k)+Ts wl(k)
X 2(k+ 1)= X 2(k)+ TsX 3(k)+ Tsw2(k)
X (k+l)=-X (k)T(2X4(k)A 2 + X 5(k)X4(k)Cr J_x T(X5(k) + CrX 4(k)J
3 2 s MV. MV. 3s M V.
000
() 2DpA~X4(k) ( )+X3 k + OJ p+~W3 kMVo
X 4(k+ 1)= X 4(k)+Tsw4(k)
X 5(k+ 1)= X5(k)+~ w5(k)
The linearized system matrix can be written as follows:
(6.9)
<1>(k) = 8f(X(k)) =
8X(k)
where
<1>11 (k)
<1>21 (k)
<1>31 (k)
<1> 41 (k)
<1>51 (k)
<1>12 (k)
<1>22 (k)
<1>32 (k)
<I> 42 (k)
<1>52 (k)
<1>13 (k)
<l>23(k)
<1>33 (k)
<I> 43 (k)
<1>53 (k)
<1>14 (k)
<1>24 (k)
<1>34 (k)
<1> 44 (k)
<l>54(k)
<1>15 (k)
<1>25 (k)
<1>35 (k)
<1> 45 (k)
<1>55 (k)
(6.10)
<l>l1(k) =1, <1>12(k)=~, <l>13(k) =0, <l>14(k) =0,<I>15(k) =0
<1>21 (k) =0, <1>22 (k) =1, <1>23 (k) =~, <1>24 (k) =0, <1>25 (k) =0
<I> (k) =0 <I> (k) =- 2A2~X4 (k) _ X 5(k)X4(k)Cr
31 , 32 MV. MV.
o 0
<I> (k) = 1-T (X5 (k) + Cr X4 (k)J33 s M V.
o
105
(6.11)
<l>34(k)= 2A 2I:X2 (k) _ X 5 (k)CrX 2 (k)I: X 3(k)TsCr + 2Dp AI:OJp
.MVo MVo Vo MVo
<I> (k) = - X 3(k)I: _ X 2 (k)I:X4(k)Cr
35 M MV,
o
<I> 41 (k) =0, <1>42 (k) =0, <1>43 (k) =0, <1>44 (k) =1. <I> 45 (k) =0
<I> 51 (k) =0, <1>52 (k) =0, <1>53 (k) =0, <1>54 (k) =0 .<I>55 (k) =1.
The simulated values for the effective bulk modulus and for the viscous friction
coefficient were 2.1 x 108 Pa and 760 Ns/m respectively. The system described by
Equation (6.9) was found not to be observable and the observability matrix was
calculated at each iteration. The observability matrix using the linearized system matrix
given by Equation 6.10 was determined to be:
H
H<I>
Observability Matrix = H(<I>Y , and H = [1 0 0 0 0]
H(<I»3
H(<I>t
The rank ofthe observability matrix was found to be 4, compared to the length
of the state matrix of 5, and therefore it was confirmed that the system was not
observable. The Extended Kalman Filter was applied to this system and two parameters
were estimated, as shown in Figure 6.3.
The initial state vector and the initializing matrices for the EKF were set as:
X(O) =[0 0 0 0 0] (6.12)
Ix 101 0 0 0 0
0 Ix 101 0 0 0
p(o) = 0 0 1xl03 0 0 , R(k) =1x10-9 (6.13)
0 0 0 1X 1020 0
0 0 0 0 1X 108
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Figure 6.3: Applying the EKF to the ERA Model to Estimate Two Parameters
It can be seen from Figure 6.3 that the parameters do not converge to their
known values but do converge to some constant value. The states are estimated
accurately, with no visible difference between the estimated and simulated position,
velocity and acceleration.
Next, the number ofmeasurements was increased and all the states (position,
velocity and acceleration) used as measurements. This was done to try making the
system observable and to help the EKF estimate the effective bulk modulus and the
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viscous damping coefficient. But the system remained unobservable in spite of
increasing the number ofmeasurements. The rank was still 4 and the length of the state
vector 5. To demonstrate the effects of the EKF to this particular unobservable
configuration, the EKF was applied to the model with increased measured states.
The measurement matrix for this case when three states were used as measurements is:
Xl
z=[: 0 0 0 :]
X 2
+[::]1 0 0 X 3 (6.14)0 1 0 X 4
X s
The measurement noise covariance matrix was set as follows:
[1 x 10-12 0 lX~0-5 ]R(k) = 0 1x 10-6 (6.15)0 0
The estimated and simulated states which are piston position, velocity and
acceleration are depicted in Figure 6.4. These are superimposed plots and it can be seen
that they match very closely. The two parameters ofinterests, which are the effective
bulk modulus and the viscous friction coefficient, are estimated and the results are
depicted in Figure 6.4. It can be observed that the estimated parameters do not match
the known simulated values but do converge to some steady state values. The simulated
values for the effective bulk modulus and for the viscous friction coefficient are known
to be 2.1 x 108 Pa and 760 Ns/m respectively. After 20,000 iterations, the estimated
effective bulk modulus is 2.44 x 108 Pa and the estimated viscous friction coefficient is
871 Ns/m. The estimation errors for the effective bulk modulus are 16.2% and for the
viscous damping coefficient, 14.6%. The estimated parameters do not converge to their
known values but to some other values, indicating a local minima solution by virtue of
the Kalman Filter optimality condition.
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Figure 6.4: Estimated Effective Bulk Modulus and Viscous Damping Coefficient Using
Simulated Model ofERA and Position, Velocity and Acceleration as Measurements
Also shown in Figure 6.4 is the rank of the observability matrix at each iteration
and it is seen that the system remained unobservable, with the rank of the observability
matrix being 4, compared to the state length of5.
For the above-mentioned case, keeping all conditions the same (initial matrices
for the EKF and input signal), the parameters used in the simulated model were
changed. This was done in order to investigate whether the EKF could detect the
changes and estimate them accurately. For condition monitoring, it is not the absolute
value of the parameter that is of concern but the change from some normal value. Thus,
even though the estimates are not accurate, the changes in an independent manner are of
value. The estimated values for various bulk modulus and damping coefficient values
are shown in Table 6.6.
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Table 6.6: EKF Predictions when the Parameters were Changed
Simulated . Simulated Estimated Estimated Error: Error:
Effective Viscous Effective Viscous Effective Viscous
Bulk Damping Bulk Damping Bulk Damping
Modulus Coefficient Modulus Coefficient Modulus Coefficient
Pa Ns/m Pa Ns/m (%) (0/0)
2.1 x 108 3800 1.67 x 108 3039 20.5 20
2.1 x 108 1520 2.152 x 108 1554 2.4 2.18
2.1 x 108 2280 1.95 x 108 2124 7 7
2.1x108 3040 1.79 x 108 2611 14 14
1.05 x 108 760 1.11 x 108 797
." 5.43 4.87
2.1 x 107 760 2.06 x 107 749 1.91 1.45
1.68 x 108 760 1.86 x 108 835 10.7 9.87
1.47 x 108 760 1.6 x 108 822 8.98 8.16
From Table 6.6, it is seen that the EKF is able to detect changes in the
parameters when other parameters are held constant. But the accuracy of the estimations
is poor. Also, changes in one simulated parameter (when the other simulated parameter
was kept unchanged) resulted in changes in the estimated value of the other parameter.
This is not desirable in a condition monitoring scheme. It appears that the EKF has
difficulty in differentiating between the two parameters even when using the three
measurements, as confirmed by the lack of observability condition.
Next, the effective bulk modulus and the viscous damping coefficient were once
again estimated in simulation but this time a higher frequency input signal was used to
excite the system. In Section 6.4.1, a sensitivity study is described and it will be shown
that a higher frequency input signal is more suited for estimation of the effective bulk
modulus. In this particular scenario, the input signal used to estimate the two parameters
was a sinusoid, with a frequency of25 Hz and amplitude of 0.005 m (as compared to a
sinusoid of4 Hz and amplitude of 0.01 m). The EKF used the simulated pump angular
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velocity as its input and the simulated actuator piston position as its measurement. The
system remained unobservable, as expected, when the effective bulk modulus and the
viscous friction were expressed as states and one measurement (position) being used to
estimate them. The EKF was applied to the system and the resulting estimated states
and parameters are shown in Figure 6.5. It can be seen that the simulated and estimated
states showed good agreement and that the two estimated parameters converge to their
known values. The estimated effective bulk modulus is 2.09 xl 08 Pa (estimation error
of0.5%) and the estimated viscous damping coefficient is 758 Ns/m (estimation error of
0.26%).
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Figure 6.5: Estimated Effective Bulk Modulus and Viscous Damping Coefficient Using
Simulated Model ofEHA (High Frequency Input) and Position as Measurement
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The initial state vector and the initializing matrices for the EKF were set as:
x(o) =[0 0 0 0 0] (6.16)
lxl01 0 0 0 0
0 lxl01 0 0 0
p(o) = 0 0 Ix 103 0 0 , R(k) = lxl0-12
0 0 0 1X 1020 0
0 0 0 0 lxl09
1X 10-7 0 0 0 0
0 1X 10-1 0 0 0
Q(k) = 0 0 1X 10-2 0 0
0 0 0 0 0
0 0 0 0 0
From Figure 6.5 alone, one might conclude that the estimation of the effective
bulk modulus and of the viscous friction coefficients are improved when the input
signal is ofhigher frequency and that a more effective indicator for observability
condition could be a frequency sensitive function. However, when the parameters were
changed and the EKF used to estimate their values, as shown in Table 6.7, the changes
in the parameter were detected but the accuracy of the estimations for the other
parameter (whose value was kept unchanged) was poor, and in fact changed when they
should have remained constant.
From the results ofTable 6.6 and 6.7, it appears that if the strategy of estimating
both parameters at the same time from one model is used, there will have to be a look
up table which shows the changes in one parameter with respect to the other. This
approach is not considered to be practical and is believed not to be very reliable. This
does not exclude the use ofneural networks to train for the various conditions but this is
believed to be beyond the scope of this study.
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Table 6.7: EKF Predictions when the Parameters were Changed (After 4000 iterations)
when Using a Higher Frequency Input Signal (Position as measurement)
Simulated Simulated Estimated Estimated Error: Error:
Effective Viscous Effective Viscous Effective Viscous
Bulk Damping Bulk Damping Bulk Damping
Modulus Coefficient Modulus Coefficient Modulus Coefficient
Pa Ns/m Pa Ns/m (0/0) (%)
2.1 x 108 3800 2.08 x 108 3963 0.95 4.29
2.1 x 108 1520 2.21 x 108 1584 5.23 4.21
2.1 x 108 2280 2.25x 108 2437 7.14 6.89
2.1x108 3040 2.19x 108 3255 4.29 7.07
1.05 x 108 760 1.09 x 108 1186 3.81 56
2.1 x 107 760 2.1005x 107 1311 0.024 72.5
1.68 x 108 760 1.725 x 108 929 2.68 22.2
1.47 x 108 760 1.51 x 108 1014 2.72 33.4
6.3.1 Discussions
From the simulation study done on the more complex Electrohydraulic System it
is seen that the EKF did estimate some values for the two parameters of interest, with
substantial errors (14-18%) when the low frequency signal was used. The EKF
estimated the two parameters more accurately when a higher frequency signal was used
(estimation error less than 1%). This result is similar to the Mass-Spring-Damper
example where the EKF was used to estimate two parameters in spite of the system not
being observable. In both examples, position was used as the only measurement and the
unobservability was due to an augmentation of their state matrices with the parameters
to be estimated.
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In the Mass-Spring-Damper example, changes in the spring constant and the
viscous damping coefficient were accurately estimated by the EKF independent of
changes in the other parameter. However for the EHA system, the EKF (although being
able to detect changes in the simulated parameters) was not able to estimate their
values accurately and the error was not constant when the other parameter was
changed. The observability condition did not seem to affect the "detectability" ofthe
EKF when applied to the EHA for multiple parameter estimation, but appeared to
affect its "differentiability" between the two parameters. "Observability implies
detectability but the converse is not true and as such the observability condition is a
stronger condition", as reported in [Kamen et aI, 1999]. The EKF will be able to
differentiate between the two parameters if an observable system was used for
parameter estimation.
From the Mass-Spring-Damper system and the EHA examples, it can be
concluded that the importance of the observability condition for EKF was dependent on
the system. The accuracy "situation" ofthe estimated parameters (as well as
"detectability" and "differentiability") did not surface for the simple Mass-Spring-
Damper system example. It is worth mentioning that the EHA system is a Type 1
system, unlike the Mass-Spring-Damper system which is a Type 0 system.
It is also believed that as the complexity of the system increases, this concept of
observability will become more important for accurate parameter estimation. In the
examples used in this study to illustrate observability, the states are "direct derivatives"
i.e position, velocity and acceleration. As such, the use ofposition as the only
measurement makes the system observable in all cases and by inspection ofthe state
space models for each system, it is seen that ifposition is known (either measured or
estimated), velocity or acceleration can be estimated. In more complex hydraulic
systems, states are not restricted to direct derivatives but can include pressure, flow or
temperature for example. This concept ofobservability is believed to be even more
important for more complex system involving numerous states.
Hence, it is believed that the lack of full observability in the case ofthe EHA is
preventing the EKF from successfully estimating the parameters and changes in them.
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(6.17)
A more effective method for estimating both parameters in the EHA needs to be
examined and indeed one such approach is presented in the next section: that is,
estimating one parameter from one model and using the known parameter value to
estimate the second one from a second model. This will reduce the number of states and
will result in a higher probability ofmaking the state space reformulation of the
problem observable (as compared to including all the parameters to be estimated as
states and attempting to estimate them simultaneously).
In summary, from the simple Mass-Spring-Damper system and the more
complex EHA system example, it can be observed that parameter estimation is possible
when the systems are unobservable but the approach in the case of the EHA, is not
reliable and acceptable. Reliable fault detection requires changes in the parameters to be
detected and preferably accurately estimated. Thus a different approach is needed for
the EHA as described in the following section.
6.4 Estimating the Effective Bulk Modulus in the EHA
It is assumed that the viscous damping coefficient is known, and the effective
bulk modulus of the system Pe is to be estimated. Using the hydraulic transfer function
of the EHA, the following equation can be written:
X +x(.!!- + CT Pe)+x( 2PeA2 + BPeCT ) = OJ (2Dp PeA)
M Vo MVo MVo P MVo
A state space formulation of the EHA system can be determined as follows:
X1 =X2 +W1
X2 =X3 +W2
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(6.18)
where XI is the state variable X, X2 the state variable X ,X3 the state variable X,
X 4 the effective bulk modulus, WI' W 2 , W3 , W4 the system noise and VI' V2 the
measurement noise. The piston position and velocity were used as measurement for the
EKF and the input was the electric motor angular velocity.
The discrete state space model of the EHA is detennined to be as follows:
XI(k +1) = Xl (k)+ TsX 2 (k)+ T: WI (k) (6.19)
X2 (k +1)= X2 (k)+T:X3(k)+ Ts w2 (k)
X (k+l)=-X (k)T(2X4(k)A 2 + BX4(k)Cr )_x T(!!-+ CrX4(k»)
3 2 s MV, MV, 3s M V,000
() 2DpAT:X4 (k) ( )+X3 k + OJ +Tw2 kMV, p s
o
X4(k + 1)= X4(k)+I: w4(k)
The linearized system matrix can be written as:
<f)ll (k) <f)I2 (k) <f)13 (k) <f)I4 (k)
<f)(k) = Bf(X(k» = <f)21 (k) <f)22 (k) <f)23 (k) <f)24 (k)
BX(k) <f)31 (k) <f)32 (k) <f)33 (k) <f)34 (k)
<f) 41 (k) <f) 42 (k) <f) 43 (k) <f) 44 (k)
where
(6.20) ,
For this case, the length of the state matrix and the rank of the observability
matrix were equal to 4; therefore the state space model was observable. The simulated
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piston position and velocity were used as measurements in order to make the system
observable.
Using the EHA linearized model (the plant), the system was simulated using
SimulinklMatlab®. The input to the closed loop system was similar to section 6.2. The
state estimations (displacement, velocity and acceleration) and the estimated effective
bulk modulus are shown in Figure 6.6, which also shows the rank of the observability
matrix at each iteration The measurements for the EKF are simulated piston position
and velocity and the input to the EKF is electric motor speed. Three states
(displacement, velocity and acceleration) and effective bulk modulus are estimated by
the EKF. In simulation, it was found that the EKF estimated the states and parameter
accurately when compared to the simulated states and paratlleter value, as shown in
Figure 6.6, which is a plot of the superimposed simulated and estimated states. Also, the
estimated effective bulk modulus was 2.106 x 108 Pa, when a simulated value of
2.1 x 108 Pa was used (showing 0.29% error).
The initial state vector and the initializing matrices for the EKF were set as
follows:
X(O) =[0 o 0 Or R(k) = [1 x1:-12 Ix ~O-6] (6.21)
1x 1019 0 0 0
P(O) = 0 1X 10
19 0 0
0 0 1xl 019 0
0 0 0 1X 1019
lxl0-12 0 0 0
Q(k) = 0 1x 10-
9 0 0
0 0 1X 10-4 0
0 0 0 1X 10-8
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Figure 6.6: Estimation of the Effective Bulk Modulus in the EHA in Simulation Using
Piston Position and Velocity as Measurements.
The effective bulk modulus for the EHA model was next changed in simulation
and the EKF was used to estimate the new values for this parameter, as given in
Table 6.3, which shows the estimated effective bulk modulus, when their values in the
EHA "Matlab/Simulink®" model were changed in steps of 10 %.
It is seen that changes are detected but the accuracy of the estimated values for a
simulated system with a higher effective bulk modulus value is of concern. When the
simulated effective bulk modulus was 4.2 x 108 Pa, the estimation error was as large as
9.05 %, as shown in Table 6.8.
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Table 6.8: Estimated Effective Bulk Modulus Value in Simulation
Simulated Pe (Pa) Estimated Pe (Pa) % Error in estimation
2.1 x 108 2.106 X 108 0.29%
1.89x 108 1.88 x 108 0.53 %
1.68 x 108 1.67 X 108 0.59%
1.47 x 108 1.45 X 108 1.36 %
1.26 x 108 1.24 x 108 1.59%
1.05 x 108 1.04 x 108 0.95%
8.4x107 8.29x107 1.31 %
6.3 x 107 6.22 x 107 1.27 %
4.2 x 107 4.14x107 1.43 %
2.1 x 107 2.07 X 107 1.43 %
2.31 x 108 2.33 X 108 0.87%
2.52x 108 2.57 x 108 1.98%
2.73 x 108 2.81 X 108 2.93%
2.94x108 3.06x 108 4.08%
3.15 x 108 3.32x 108 5.4%
3.36x108 3.57x 108 6.25%
3.57 x 108 3.83 X 108 7.29%
3.78x 108 4.08x108 7.9%
3.99x 108 4.33 x 108 8.52%
4.2x108 4.58x 108 9.05%
The effective bulk modulus is known to have most influence on the natural
frequency of the system. Thus, it can be expected that the effect of changes in the
effective bulk modulus might be expected to be more readily detected by the EKF at
higher frequencies, indeed at frequencies approaching the natural frequency of the
system (approximately 25 Hz). Thus a more appropriate input signal might be a
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sinusoid at a higher frequency (higher than the 4 Hz signal used). This is verified by the
sensitivity study described in the next section.
6.4.1 Sensitivity of the Effective Bulk Modulus
Sensitivity is the change in system perfonnance as a result of system parameter
variations and it is measured by the ratio of the percentage change in system transfer
function to the percentage change in system parameter. Thus for a given parameter, b ,
in the transfer function, T(s) , sensitivity is given by Equation (6.22). Also, since
sensitivity is a function of Laplace variable, it varies with frequency and in this study,
the sensitivity for the effective bulk modulus is required.
ST _ oT(s) b
b -fibT(s)
The hydraulic transfer function was given by Equation (3.33)
2Dp Pe A
x(s) MVo
aJp(S)= 3 2(B CTPe) (2PeA2 BPeCT)S +S -+-- +S +~~
M Vo MVo MVO
(6.22)
(3.33)
(6.23)
2DpA CT 2A2 B BCT thLet X= ,Y=-, Z=--, P=-and Q=--, Pe being eparameter
MVo Vo MVo M MVo
of interest.
The transfer function given by Equation (3.33) can be rewritten as:
x(s) =T(s) = XPe
aJp(s) S3 + S2 (p + YPe) + s(ZPe +QPJ
Using equation (6.21), the sensitivity function is:
ST = oT(s) A
Pe aPe T(s)
where
aT(s) (S3 +s2(p+YPe)+s(ZPe + QPe»X -XPe(Ys2+Zs+Qs)
--=
aPe (S3 + S2 (P + YPe) + s(ZPe + QPe»2
which can be simplified to:
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(6.24)
oT(s) = XS 3+ S2 PX
oPe (S3 +S2 (P +YPe) + S(ZPe+ QPe»2
T XS3 +S2pX RS = X P~e _
fie (S3 + S2 (P +YPe) + S(ZPe +QPe»2 XPe
S3 + S2 (P +YPe)+ S(ZPe + QPe)
After simplification, the sensitivity function is determined to be:
ST = S2 +s P
fie S2 +S (P +YPe) + (ZPe +QPe) ,
or:
(6.25)
(6.26)
(6.27) .
(6.28)
S2 +sl!-
ST = M
Pe 2 ( B CTPe) 2A2Pe BCTPeS +S -+-- + +-~....::-
M V MV MV
The Bode plot of the sensitivity function S~e given by Equation (6.28) is
depicted in Figure 6.7. It is seen that the effect of Pe on the sensitivity function reaches
a peak at higher frequencies which implies that changes in Pe has a more profound
influence on the output of the transfer function at frequencies approaching the system
damped natural frequency. Thus estimation of the effective bulk modulus and
subsequent detection of changes in this parameter would be more likely to occur using a
higher frequency input than the one used previously. A 25 Hz signal was selected. A
higher frequency than 25 Hz was not used because of the over-current protection
mechanism in the EHA prototype, which caused the electric motor to shut down.
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Figure 6.7: Bode Plot of Sensitivity for Effective Bulk Modulus in the EHA.
6.4.2 Estimating the Effective Bulk Modulus (Higher Frequency Input)
From the previous section, it was postulated that a 25 Hz signal would be more
appropriate for exciting the system in order to enable the effective bulk modulus
prediction from the system measurements. The EKF was used to estimate the effective
bulk modulus using a 25 Hz signal input in the simulation. The estimated states
(position, velocity and acceleration) and the estimated effective bulk modulus are
shown in Figure 6.8.
The input signal was applied to the closed loop EHA linear model (plant) and it
had an amplitude of 5 mm and ofduration of 0.4 s. The duration for the input signal was
short because convergence of this parameter to its desired value was very fast, and
occurred within the 0.4 s duration. Also, the amplitude of the input was kept small
because the actual EHA prototype had a maximum current protection mechanism
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(thermal protection). The value of the estimated bulk modulus was 2.12 xl 08 Pa (known
simulated value was 2.1 x 108 Pa) and the estimation error for the effective bulk
modulus was 0.95%.
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Figure 6.8: Effective Bulk Modulus Estimation Using 25 Hz Input Signal (Position and
Velocity as Measurements)
The initial state vector and the initializing matrices for the EKF code when the
higher frequency input signal (25 Hz) was used, were set as:
x (0) = [0 0 0 0y (6.29)
R(k) = [1 x 100-
12 0]
1X 10-3
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P(O) =
Ix 109
o
o
o
o
1X 109
o
o
o
o
1X 1019
o
o
o
o
1X 1019
1x 10-12 0 0 0
Q(k) = 0 1x 10-
3 0 0
0 0 1X 10-9 0
0 0 0 1X 10-8
The values of the effective bulk modulus were changed and the EKF was used to
detect the changes. The results are presented in Table 6.9. If is seen that compared to the
4 Hz input signal, the accuracy in the prediction the effective bulk modulus is improved
for higher bulk modulus values. The maximum error between the estimated and the
simulated parameter is less than 5% as compared to a 10% when a 4 Hz signal is used.
The effect (if any) ofusing different starting values for the initial effective bulk
modulus in the EKF code was investigated. Initially, no a priori infonnation about the
effective bulk modulus value was assumed. The procedure for estimating the effective
bulk modulus in simulation was repeated but this time using a different starting value
(for the initial effective bulk modulus) in the EKF algorithm.
The initial values used in the different trials are illustrated in Figure 6.9. It is
evident from this figure that the estimated effective bulk modulus always matched the
value used in the simulated model, within a small steady state error band. Also, the
estimated states matched the simulated ones closely (not shown).
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Table 6.9: Estimated Effective Bulk Modulus Value in Simulation Using 25 Hz Input
Simulatedpe (Pa) Estimated Pe (Pa) % Error in estimation
2.1 x 108 2.12x 108 0.95%
1.89 x 108 1.91 X 108 1.06%
1.68x108 1.7 x 108 1.19 %
1.47 x 108 1.49 X 108 1.36%
1.26 x 108 1.27 x 108 0.79%
1.05 x 108 1.055 x 108 0.48%
8.4x 107 8.37x107 0.36%
6.3 x 107 6.25x107 0.79%
4.2 x 107 4.12x107 1.9%
2.1 x 107 2.06x 107 1.9%
2.31 x 108 2.37 X 108 2.6%
2.52x 108 2.58x 108 2.38 %
2.73x108 2.79x 108 2.2%
2.94x108 2.99x 108 1.7 %
3.15 x 108 3.19x 108 1.27%
3.36x 108 3.38x108 0.59%
3.57 x 108 3.56x 108 0.28%
3.78x 108 3.72x108 1.59%
3.99x 108 3.88 x 108 2.76%
4.2 x 108 4.03 X 108 4.05%
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Figure 6.9: Initializing the EKF Code Using Different Effective Bulk Modulus Values.
The "known" value ofviscous friction was changed to ensure that the estimation
ofbulk modulus was independent of the value of the viscous friction. It was found that
estimation ofeffective bulk modulus was relatively independent ofviscous friction
value at this frequency (25 Hz). A 50 % change in damping coefficient values caused a
negligible change (less than 1%) in the effective bulk modulus prediction. This was
considered to be a critical observation for condition monitoring applications.
In summary, it was concluded that using an observable system to estimate the
effective bulk modulus was an appropriate approach. The viscous damping coefficient
was assumed to be known (this parameter appears in the state space formulation of the
EHA model required to estimate the effective bulk modulus of the system).
Fundamental to this scenario was that the viscous damping coefficient had to be known
or would have to be estimated in an independent fashion. Such an approach for the EHA
is now considered.
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6.5 Estimation of Viscous Damping Coefficient in Simulation
In Section 6.3, the effective bulk modulus and viscous friction coefficient were
estimated simultaneously. The system was not observable and the estimates for viscous
friction coefficient and bulk modulus were poor. In this section an alternate method for
estimating viscous friction coefficient in a linear actuator is presented. The approach is
an extension of the work of [Burton, 1974] and [Zavarehi, 1997]. Basically, their
method consisted ofmeasuring the pressure difference (from which force could be
obtained) across the piston which moved the piston at various constant velocities (zero
acceleration). A friction plot consisting of force versus velocity was then used to
approximate an average viscous friction value.
In this study, the Extended Kalman Filter is used to estimate an average viscous
friction coefficient by using the pressure difference across the actuator as an input and
piston position as the measurement. It should be noted that the simulated model
assumes a linear viscous friction model. In order to carry out the simulation study using
pressure difference as the input to the EKF, the original (plant) model (linearized
transfer function model) for the EHA used in earlier sections would not be used. This is
because that simplified model relates pump angular velocity to piston displacement and
as such does not produce simulated load pressure data. Instead ofusing a "pure" sine
wave to represent load pressure across the lines, a different model for the EHA
(described later in this chapter) was developed and simulated in Matlab/Simulink®. The
input to that different closed loop EHA model remained desired piston position.
The pressure difference across the chambers of the actuator(~ - ~) , as a result
of the sine input to the EHA simulated system (physical plant), was a sine "shaped"
signal. The simulated load pressure was thus used as the input to the EKF instead of
using a "pure" sine wave source to represent the load pressure because the former case
was a more accurate representation of the physical system.
The mathematical model used in the EKF described the relationship between the
pressure difference (~ - ~) in the actuator chambers and piston displacement and is
given as follows:
(~-~)A=MX+BX (6.30)
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The input to the EKF was the simulated pressure difference and the measurement for
the algorithm, the piston displac~ent. The viscous damping coefficient, X 3 (k), is
included in the discrete state space model for the actuator, as shown below.
Xl (k +1) = Xl (k) +T:X2(k) +T: WI (k)
X (k +1) = U(k)AT: X 3(k)T:X2(k) + X (k) +T W (k)
2 M M 2 s 2
X 3(k+ 1) = X 3(k)+ T:w3(k)
Z(k) = Xl (k)+ v(k)
(6.31)
where Xl (k) , X 2 (k) ,X3 (k) are the displacement, velocity and viscous friction
coefficient respectively, w(k) the system noise, U(k) = (~ - ~) the pressure difference
between the actuator chambers, Z(k) measurement vector ( piston position) and v(k)
the measurement or sensor noise. The system is fully observable, with the rank of the
observability matrix being equal to the length of the augmented state matrix (both
equals to 3). This was verified in simulation with the observability matrix being
calculated at each iteration.
The linearized system matrix is:
(6.32)
<l>23(k)=- X 2(k)T: ,<I>3I(k) = 0, <l>32(k) = 0, <l>33(k) = 1
M
The first plot in Figure 6.10 shows the pressure difference, as determined from
the plant model, across the two chambers of the actuator. The input to the simulated
closed loop plant model system was a sine wave (desired piston displacement) of 4 Hz
and amplitude of0.01 m. The damping coefficient used was 760 Ns/m. The ''measured''
pressure difference from the plant model was the input to the EKF which estimated the
piston displacement, velocity and viscous friction coefficient. The simulated piston
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displacement, superimposed on the estimated piston displacement, as well as the
simulated velocity, superimposed on the estimated piston velocity are depicted in
Figure 6.10. No visible difference between the simulated and the estimated responses
are observed.
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Figure 6.10: Viscous Damping Coefficient Estimation Using the EKF.
It is seen that the estimated and simulated states match closely. The estimated viscous
damping coefficient is 772 Ns/m, which is almost the same as the value used in the
simulation study (error of 1.6 %).
The initial state vector and the initializing matrices used were set as:
x(0) =[0 0 0y ,R(k) =1x 10-9
p(0)=[lX~02 lX~02 ~], Q(k)=[lX~O-9
o 0 1X 107 0
00]lxl0-4 0
o lxl0-4
(6.33)
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The viscous damping coefficient value used to initialize the EKF was changed
(about the original value) to investigate whether it had any effect on the estimated
parameter value. For a fully observable system, the initial matrix will not affect the final
value of the estimated parameter. Thus, the initial viscous damping coefficient value
used in the EKF algorithm was set to 3000 Ns/m, 2000 Ns/m, 1000 Ns/m and
100 Ns/m. The state/parameter estimations are depicted in Figure 6.11. It is seen that
the estimated and simulated states match very closely and the final value of damping
coefficient is not affected (estimated parameter is 772Ns/m in each case).
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Figure 6.11: Changing the Initial Value for the Estimated Viscous Damping Coefficient
in the EKF Code Using Position as Measurement
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As a test, the simulated piston velocity was also used in addition to using
position as a measurement. The EKF was used to investigate the effect ofusing two
measurements on the accuracy ofviscous damping coefficient estimation and it was
found that no significant improvement in the estimations were achieved using two
measurements as compared to using only one. The reason was believed to be because
the system was observable in both cases.
In a physical system, seal wear or oil degradation will tend to affect the viscous
damping coefficient and the EKF needs to be able to detect this change. In the simulated
model of the ERA, this parameter was changed and the EKF was used to estimate the
parameter. Results are given in Table 6.10.
In addition, keeping the viscous friction constant in the ERA simulated model
(plant), the values for the effective bulk modulus and lumped leakage coefficient were
changed (changes as large as 100%). The EKF was then used to estimate the viscous
friction coefficient. It was found that the estimated value for the viscous friction
coefficient was unaffected by changes in other parameters (effective bulk modulus and
leakage coefficient).
In summary, since the viscous friction estimates converged to the value of the
known viscous damping coefficient used in the simulation, it was believed that the
Extended Kalman Filter would successfully estimate this coefficient for the ERA
prototype using the measured pressure difference across the chambers of the actuator as
the input to the EKF algorithm, and the actuator piston displacement as the EKF
measurement. Also, since in simulation, changes in the viscous friction coefficient were
detected by the EKF and the new values for viscous damping coefficient estimated
accurately, it was believed that changes in this important parameter in the actual system
would be detected using a similar approach, using a similar input as used for the
simulation study and a similar EKF model. Simulation studies also showed that the
estimated viscous damping coefficient was independent of changes in the other
parameters.
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Table 6.10: Changes in the Estimated Viscous Damping Coefficient
Simulated Viscous Estimated Damping Estimation
Damping Coeff. (Ns/m) Coefficient (Ns/m) Error (0/0)
760 772 1.6%
800 813 1.6%
900 912 1.3%
1000 1012 1.2%
2000 2012 0.6%
4000 4007 0.18%
700 712 1.7%
600 612 2%
500 513 2.6%
400 413 3%
300 313 4.3%
In the next section, a different model for the ERA was used to estimate the
viscous damping coefficient. This new model was used as the plant in the simulation
study. In this approach, to estimate the viscous damping coefficient, the input of the
EKF was pump angular velocity and the measurement used was the simulated piston
position, velocity and load pressure. The effective bulk modulus, in this method is
assumed to be known.
A new state space formulation will be required for the EKF, one which is
slightly more complex than used previously to estimate the same parameter. The
purpose of the more complex approach is described in the next section for completeness
and for an academic purpose only. In a practical situation, it will most probably not be
used.
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6.6 Using EKF in Estimating the Viscous Damping Coefficient by Using the
Known Effective Bulk Modulus Value
From the previous section, it was seen that using a relatively simple model in the
EKF, the viscous damping coefficient could be accurately estimated. In this section, an
attempt is made to estimate the same parameter but this time using position, velocity
and load pressure as measurements and once again making sure that the system remains
observable. This implies assuming a known effective bulk modulus value and using a
more complex model in the EKF.
The equations describing the pump/actuator flow model of the system have been
described in Chapter 3 and will be repeated here to enable the new EKF model to be
constructed. Restating Equations (3.1), (3.2), (3.3) and (3.4):
Q =D OJ - J:(p _ P. ) _ Va d~ - C (p _ p )a p p r:, a b Pe dt ep a r
Q =.AX_(Voac-AxJd~ -LP
2 P
e
dt 2
(3.1)
(3.2)
(3.3)
(3.4)
dP dP. dP dP. ..Since _a ~_I , _a ~ _I and V = V.o +V , WIth V beIng the total mean volume,dt dt dt dt 0 ac a 0
Qa =QI and Qb =Q2' the system pressures could be obtained as
d~ =[Ax+~(~ -P2)-LP2-Cep (P2 -~)-DpOJp] Pe (6.35)~ ~-Ax
From Equations (6.30), (6.34) and (6.35), the load pressure equation becomes
dPL = [2D OJ - 2J:P' - LP. - 2.AX] Pe (6.36)dt p p r:,. L L V
t
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where PL = ~ -P2 and ~ = Vo+Ax = Vo -Ax = 6.85x10-5 m3
The state space model can be represented as follows:
Xl =X2 +WI (6.37)
[
1 0
z= 0 1
o 0 ]
Xl []o 0 VI
o 0 ~: + v2
1 0 v3X 4
where Xl is the state variable X ,X2 the state variable X ,X3 the state variable PL ,
X 4 the viscous damping coefficient, WI' W2 , W3 , W4 the system noise and VI' V2 , V3 the
measurement noise.
Using the forward difference approximation and applying it to the continuous
state space model, the discrete state space model of the ERA is as follows:
Xl (k +1)= Xl (k)+ T:X2(k)+ T: WI (k)
X 2(k+1)=X2(k)+ r:X 3(k)A _ X 4(k)X2(k)T: +T:w2(k)M M
X 3(k +1) =[2DpOJ p (k) - 2?¥3 (k) - LX3(k) - 2AX2(k)] PeT: + X3(k)+ TsW3(k)~
X 4(k+1)=X4(k)+Tsw4(k) (6.38)
The linearized system matrix is written as:
<l>ll (k) <1>12 (k) <1>13 (k) <1>14 (k)
<I>(k) = 8f(X(k)) <1>21 (k) <1>22 (k) <1>23 (k) <1>24 (k) (6.39)=
<1>31 (k) <1>32 (k) <1>33 (k) <1>34 (k)8X(k)
<1>41 (k) <1>42 (k) <I>43(k) <I>44(k)
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where
<D l1 (k) = 1, <D12 (k)=I:, <D 13 (k) = 0, <D14 (k)=0.
<D (k) =0 <D (k) =1- X 4 (k)I: <D (k) = I:A <D (k) =- TsX 2 (k) .
21 '22 M' 23 M' 24 M
( ) () - 2AI:Pe ( ) (2; +LJ ( )<D 31 k =0, <D 32 k = , <D33 k =1- PeTs , <D34 k =0~ ~
<D 41 (k) =0, <D 42 (k) =0, <D 43 (k) =0, <D 44 (k) =1.
The observability test done on this particular system showed that the rank ofthe
observablity matrix was the same as the length of the state vector, (both equal to 4).
Therefore the system was observable. The estimated states and parameter are shown in
Figure 6.12. The viscous damping coefficient was estimated using simulated piston
displacement, velocity and load pressure as system measurements. The effective bulk
modulus was assumed to be known. The input to the EKF was now the simulated
electric motor/pump angular velocity (as compared to load pressure previously)
obtained when a 4 Hz sine, 0.01 m was used as the desired input of the simulated closed
loop Simulink/Matlab® EHA model. From Figure 6.12, the estimated viscous damping
coefficient is 764 Ns/m, showing an estimation error of 0.5 %.
The initial stateX(O) , error covarianceP(O), system noise Q(k) and
measurement noiseR(k) matrices used were set as:
[I x 10-10 0 IX~0_2]X(O) =[0 0 0 oy , R(k) = ~ 1X 10-9 (6.40)0
lxl01 0 0 0
P(O) = 0 1X 10
2 0 0
0 0 Ix 105 0
0 0 0 1xl03
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Figure 6.12: Estimating Viscous Damping Coefficient Using More Complex Model
The viscous damping coefficient was then increased from 760 Ns/m to a
maximum value of4000Ns/m (maximum estimation error of0.3 %) and then reduced to
a minimum value of300 Ns/m (maximum estimation error of2 %). The estimated
parameters are depicted in Figure 6.13. The estimated states (displacement, velocity and
load pressure) match the simulated ones very closely in each case. It was concluded that
changes in viscous damping coefficient in the simulated model were detected and
estimated to an error of2%.
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Figure 6.13: EKF Estimates New Viscous Damping Coefficients Successfully
The final value for the estimated viscous damping coefficient using the EKF was shown
to be independent of the initial value of the parameter used in the EKF algorithm as
illustrated in Figure 6.14.
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Figure 6.14: Initializing the EKF Algorithm Using Different Initial Values
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It should be pointed out that using the model described in Equation (6.37), both
the effective bulk modulus and viscous damping coefficient were also expressed as
states and the three measurements, namely piston position, velocity and load pressure
were used as measurements to estimate the two parameters simultaneously. However, it
was found that the system was not observable with the rank of the observability matrix
being equal to 4 and the length of the augmented state vector being 5.
6.7 Concluding Remarks
In this chapter, a simulation study was carried out to investigate the feasibility of
using the Extended Kalman Filter (EKF) to estimate two important parameters for the
Electrohydraulic Actuator (EHA), namely the effective bulk modulus and the viscous
friction coefficient. This is an important contribution because it means that the two
parameters in the EHA which are physically extremely difficult to measure directly can
now be observed over an extended period of time.
It was seen that including all the parameters of interest as states and applying the
EKF rendered the state space reformulation for the EHA unobservable. An improved
methodology for this particular application, which took into account observability of the
reconfigured state space model, involved first estimating the viscous friction coefficient
and substituting that estimated value in the state space model needed to now estimate
the effective bulk modulus. This strategy seemed more effective than estimating both
parameters simultaneously.
It was also found that the observability condition was necessary for the Kalman
filter to successfully estimate states. Using the examples of the mass damper and mass
spring damper systems (Appendix B), it was found that using position as measurement
for systems having "direct derivatives" such as velocity as the state, always made the
system observable. As such, the Kalman Filter estimated the states successfully in the
mechanical systems when the systems were observable. When the mass damper system
(Type 1 system), was made unobservable by using velocity as the measurement, the
estimated position showed a ''bias'' compared to the simulated position whereas the
estimated velocity converged to the estimated velocity. This ''bias'' disappeared when
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the initial position was known and state estimation was then successful for the
unobservable mass damper system. This behavior was consistent with the ERA, also a
type 1 system. The mass spring damper system (Type 0 system) remained observable in
spite ofusing velocity as the only measurement. The Kalman filter was able to estimate
the initial position using the velocity as measurement. The reason was believed to be
because of the presence of the displacement tenn in the velocity equation.
It was interesting to note that the Kalman filter estimated states for the
unobservable mass damper and ERA systems (when velocity was used as
measurement). The estimated position showed a "bias" which disappeared when the
initial position was known. The error covariance for the estimated position was found to
be constant (same as the set initial error covariance value for position) when the two
systems were unobservable. As such, the Kalman gain associated with the estimated
position was very small. It was believed that the estimated position was due to the
"prediction equation" of the Kalman filter which made use of the system model to
predict the state. Therefore, it could be said that the position was not being "estimated"
as such, but was being ''predicted''.
When the EKF was used to estimate a parameter in the mass damper and mass
spring damper system, using observable systems (position as measurement), the single
parameter was estimated accurately and changes in the parameter also estimated
accurately. In the case ofmultiple parameter estimation, for the mass spring damper
system (a type 0 system), when position was used as the only measurement, the system
was not observable as a result of augmentation of the state vector to accommodate the
parameters. But the EKF was able to accurately estimate 2 parameters and changes in
the parameters when only 1 state variable was not observable. When velocity was used
as measurement in the mass spring damper system, the EKF was not able to estimate the
parameters accurately when the initial position was not known, but estimated them
successfully when the initial position condition was known. Thus, for the mass spring
damper system, parameter estimation was possible when the system failed the
observability test due to an augmentation of the state matrix (1 unobserved state).
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Parameter estimation was also only possible in the same system when velocity was used
as measurement (resulting in 2 unobserved states) when the initial position was known.
In the case for the more complex EHA system, the Kalman filter showed similar
behavior to the mass damper system. When the Kalman filter was used to estimate
states using position as measurement, the system was fully observable and state
estimation was successful. The use ofvelocity as measurement made the system
unobservable and the estimated position was ''biased''.
The EKF, however showed a different behavior for the EHA as compared to the
mass spring damper system when it was used for multiple parameter estimation in the
EHA. The mass spring damper and the EHA examples were not observable when
multiple parameter estimation were attempted, using position as measurement. The EKF
showed difficulty to differentiate between changes in the parameters of the EHA (once
the filter was tuned). In the mass spring damper example, the EKF was able to correctly
estimate the parameters initially and estimated changes in the parameters accurately.
This observation was not the same for the more complex EHA system where the
parameters were estimated accurately initially but changes in parameters were not
accurately estimated.
The final approach used for parameter estimation in the EHA was as follows.
The two parameters of interest were estimated iteratively using two different models
which ensured that observability condition was satisfied each time. In previous studies
the same model was used to estimate all the parameters. It was believed that this
strategy would render fault detection via parameter estimation using the EKF more
effective in terms of accuracy of the parameter estimations and repeatability.
Following the extensive simulation study carried out in this chapter, it is
believed that the EKF can estimate the damping coefficient and the effective bulk
modulus for a real system. In Chapter 7, the two parameters will be estimated using
measurements from the EHA prototype. The EKF algorithms of Chapter 7 are similar to
the ones developed for the simulation study but measured data will be used instead of
simulated data. The initial conditions of the filter as well as the input signals applied to
the EHA prototype will be similar to the simulation studies.
140
Chapter 7
Experimental Results
Parameter Estimation in the EHA
In this Chapter the results obtained, when the measured responses from the
Electrohydraulic Actuator prototype (EHA) were used to estimate viscous friction
coefficient and effective bulk modulus by the Extended Kalman Filter (EKF), are
reported. Following the simulation study carried out in Chapter 6, the EKF algorithm
was applied to the EHA prototype. The system measurements were differential
pressure, electric motor angular velocity, and actuator position. The methodology
described in Chapter 6 was applied, in that the viscous friction coefficient was estimated
first using a reduced model of the actuator and thus using the known value for that
parameter, in effective bulk modulus estimation. The experimental estimations cannot
be compared to "known" values of these parameters.
7.1 Procedures for Collecting Experimental Data
The experimental procedure was essentially an off-line approach where the sine
wave (desired piston position) was used as input to the closed loop EHA prototype and
measurements from the prototype were recorded (illustrated in Figure 7.1). The
measured data (piston position, load pressure and pump angular velocity) were recorded
using a computer. Subsequently, the data was used to estimate the parameters by the
EKF. The state space formulation required by the EKF was similar to the model used
for the simulation study reported in Chapter 6.
The computer code (EKF algorithm) used for the simulation study was also used
for the experimental study. The same sampling time (lms), input signals (4Hz, O.Olm
sine wave and 25 Hz, O.005m sine wave) and initial matrices (initial state vector, system
and measurement noise covariance matrices and error covariance) for the EKF
algorithm, as used in the simulation study were used to estimate the two parameters
(viscous damping coefficient and the effective bulk modulus of the prototype).
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Figure 7.1: Measurements From the ERA Prototype Used by the EKF
The pump/electric motor angular velocity was measured by a "Speed monitor
output", which has a sensitivity of ±8 V for ±14000 rpm (183rad/sN), built in the
"controller block" of the electric motor (which drives the bi-directional gear pump of
the ERA). The 'controller block" has a "series ofracks ofPulse Width Modulation
Servo Amplifiers that provide speed controlfor the electric motor... The amplifiers
control directly the motor torque and speed by means ofthe information provided by a
transmitter resolver sensor... Protections include the amplifier rated current overload,
motor overtemperature, amplifier overtemperature", [Operating Manual, Infranor Inc,
1999]. The voltage applied to the input control (maximum voltage was ±10 V DC) for
the electric motor was proportional to the speed of the motor (The sensitivity was
± 10 V for 400Orpm, i.e. 41.88rad/sN) [Infranor, 1999].
An optical encoder (which replaced an LVDT at a later stage of the research)
was used for actuator piston displacement measurements. The encoder has been
described in Chapter 4. A differential pressure transducer, also introduced in Chapter 4,
was used to measure the differential load pressure across the two chambers of the
actuator. The safety crossover reliefvalve was pre-set to 250 psi. Calibration of the
LVDT and of the pressure sensor was described in Chapter 4. These sensors (except for
the optical encoder) produced voltages, which were directly proportional to the physical
quantity they were measuring.
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The signals from the sensors were recorded using a computer data acquisition
system (12 bit A/D-D/A Data Acquisition Board; CIO-DAS 1602/12 I/O Card). The
CIO-DASI600 analog connector was a 37-pin connector accessible from the rear of the
computer and wiring from the sensors and to the voltage control of the motor was done
in the connector. "Real Time Windows Target" was used in the acquisition system and
provided in the Matlab/Simulink® environment. The software was designed to operate
the ERA in a closed-loop form, making use of the optical encoder. Software was used
(C++) to "link" the optical encoder to "Real Time Workshop" such that "Real Time
Workshop" was able to "read" measurements from the optical encoder. Through Real
Time Workshop, the desired piston position (input signal for the closed-loop ERA
system) was compared to the measured piston output and the error signal was amplified
by a proportional controller (set to 585), which "fed" a voltage to the electric motor.
The experiments were always performed at a temperature of24 ±1°c (measured
using thermocouples). The temperature was monitored and the experiments spaced in
time to allow the oil to cool down and reach the same temperature before the next set of
experiment was performed.
The actuator piston was always positioned at the "middle" to have
approximately equal volumes in the two chambers of the actuator and to ensure that it
did not hit the end of the stroke.
7.2 Viscous Damping Coefficient Estimation
The viscous damping coefficient was estimated by the EKF and the filter used
the measured load pressure and actuator piston measurements from the ERA prototype.
The input signal to the prototype (plant) was a desired position of 0.01 m, 4 Rz sine
wave, of amplitude 0.01 m. The input signal (desired piston position) was applied to the
closed loop ERA prototype. The measured pressure difference, as well as the measured
piston position are shown in Figure 7.2. The measured pressure difference from the
plant was the input to the EKF, and piston displacement was the measurement for the
EKF. As shown in Figure 7.2, the EKF algorithm, as it progresses with each iteration,
gives a prediction ofdisplacement, piston velocity and the viscous damping coefficient.
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The state space model embedded in the EKF was described in Chapter 6 and given as
Equation (6.15). The sampling time used was 1ms.
The estimated piston displacement, Xl (k), and the estimated velocityX 2 (k),
match the measured states, as shown in the superimposed plots below and the viscous
friction coefficient X 3 (k) converges to a value of761 Ns/m. There is little differences
between the estimated and measured states.
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Figure 7.2: Estimation ofViscous Damping Coefficient in the EHA Prototype
(Estimated and Measured States Superimposed)
In Chapter 6, it was shown that the state space model for the simple model was
fully observable, (Rank ofthe observability matrix being equal to the length of the state
matrix for each iteration). Only displacement was used as a measurement. Similar to the
simulation study, the initial value used for the viscous friction coefficient in the EKF
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code was changed and the results shown in Figure 7.3. In this figure, the time-scale is
magnified to show the initial parameter values used in the EKF code to initialize the
state vector. Previously, the estimation process illustrated by Figure 7.2 was initialized
with a zero vector (no a priori information about the states).
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Figure 7.3: Estimation ofViscous Damping Coefficient (Independent of Initial Values)
The viscous friction coefficient estimate converges to the same value
irrespective of the starting value in the code. This indicates that a global minimum was
achieved by the EKF. Also, since the initial values used were the same as for the
simulation study, it was believed that the prediction had more or less the same level of
accuracy (less than 2% error). Moreover, since in simulation, changes in this parameter
were detected and accurately predicted it was believed that changes in this important
parameter in the EHA prototype would be detected accurately.
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The experiment was repeated several times, on different occasions and the
following table summarizes the results for estimation ofviscous friction coefficient,
using a 4 Hz sine wave as input. It is worth mentioning that all the tabulated results are
for experiments which were carried out at an oil temperature of24 ± 1°C.
Table 7.1: Viscous Damping Coefficient Estimation at a Temperature of24 ± 1°c
Experiment Number of iterations Estimated
Number required for convergence Viscous Friction
Coefficient (Ns/m)
1 3500 761
2 3600 762
3 3800 770
4 3780 775
5 3598 755
6 3760 750
Mean Value 762
Standard deviation 8.43
In the literature, it was reported that the EKF often diverges if the reference
point about which the linearization takes place is poor and therefore setting the initial
matrix is important. If no a priori information about the true estimate is available, a
large initial error covariance matrix is usually necessary. However, in estimating the
damping coefficient in the EHA prototype, no priori information was assumed.
It is believed that the initial value, if required for a particular system, should
only be used to determine how fast convergence is occurring. If the EKF converges
only when the initial value is chosen very close to the true value, then the final solution
may not be optimal and a situation referred to as "local-minima" might have been
reached due to lack of observability in the EKF formulation. Therefore, it can be seen
that the initial matrix is very important; if convergence occurs, when no a priori
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knowledge is available, i.e. with a zero matrix as the initial state estimate, this is a
strong indication that an optimal solution is reached.
Furthermore, the system noise and measurement covariance matrices in the EKF
algorithm need to reflect the amount ofuncertainty in the model and the noise ofthe
actual measurements. A noisy signal would imply using a numerically larger
measurement noise covariance matrix. In fact, before using an optical encoder to
measure the position of the load, an LVDT was used, resulting in noisy position
measurements. The noisy position measurements were also used to estimate the viscous
friction coefficient, as illustrated by Figure 7.4. The initial matrices used in the EKF
algorithm are given in Equation 7.2. It can be seen that the measurement noise was
increased from an initial value of R(k) = 1x10-9 (when the optical encoder
measurements were used) to a value of R(k) = 1x10-4 (when the LVDT was used).
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Figure 7.4: Estimation of the Viscous Damping Coefficient Using Noisy Measurements
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This result is important because it shows that parameter estimation can be carried out
using the EKF even with noisy signals (in applications where there are no optical
encoders for example) since the EKF algorithm does include a measurement noise
model.
o 0]lxl0-4 0
o 1X 10-4
The initial matrices used in the EKF algorithm were set as:
X(O) =[0 0 oy ,R(k)= lxl0-4
[
1x 10
2
0 0] [1 x 10-
9
p(0) = 0 1x 102 0 , Q(k) = 0
o 0 1X 107 0
(7.2)
From Figure 7.4, it is seen that the estimated displacement matches the
measured displacement and an estimate for velocity is also shown. The EKF converges
to a value of760 Ns/m. It can also be pointed out that usually LVDT measurements can
be less noisy in other applications, but for the ERA, the close proximity of the sensor to
the electric motor caused noise emanating from electric motor coils to be picked up by
the LVDT. This, together with the need for high precision measurements (the ERA has
an accuracy of 1 micron) motivated the use for an optical encoder which, unlike the
LVDT, produced a digital signal (as explained in Chapter 4).
7.3 Effective Bulk Modulus Estimation
A similar approach to that detailed in Chapter 6 was used to estimate the bulk
modulus, but instead ofusing the simulated data (namely simulated electric motor
angular velocity and the simulated actuator piston position), the actual measurements
were used to estimate the effective bulk modulus of the prototype using the EKF
algorithm. The state space formulation was described in Equation (6.19). A 25 Rz sine
wave input (desired position) of 0.005 m, was applied to the ERA prototype; the
measured electric motor speed was the input to the EKF and the piston position and
velocity (obtained by differentiation) from the prototype were the measurements for the
EKF. The EKF algorithm, as it progresses with each iteration, gives its prediction of
estimated states (piston displacement, velocity and acceleration). The states and the
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estimated effective bulk modulus are shown in Figure 7.5. It is seen that the estimated
displacement and velocity match the measured displacement and velocity very closely,
as illustrated by the superimposed plots in Figure 7.5. The estimated effective bulk
modulus was 2.1 x 108 Pa.
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Figure 7.5: Estimating Effective Bulk Modulus in the EHA Prototype
The initial matrices used (identical to the matrices used for the simulation study)
were set as follows:
X(O)=[O 0 0 Or [
I X 10-12 0]
R(k) = 0 Ix10-3 (7.3)
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1X 109 0 0 0
P(O) = 0 Ix 10
9 0 0
0 0 I X 1019 0
0 0 0 I X 1019
1X 10-12 0 0 0
Q(k) = 0 1X 10-
3 0 0
0 0 1X 10-9 0
0 0 0 I X 10-8
The procedure was repeated several times and the results given in Table 7.2. Estimation
for the effective bulk modulus estimation was repeatable as shown in Table 7.2.
Table 7.2: Effective Bulk Modulus Estimation at a Temperature of24± I °c
Experiment Number of iterations Estimated
Number required for convergence Effective Bulk Modulus
(Pa)
1 150 2.1 X 108
2 200 2.19x 108
3 230 2.09 x 108
4 180 2.15xl08
5 174 2.11 X 108
6 260 2.1 X 108
Mean Value 2.12xl08
Standard Deviation 3.54x 106
Similarly to the simulation study, the initial value used in the EKF algorithm for
the estimation of the effective bulk modulus was changed and the effect (if any)
investigated. The estimated effective bulk modulus value in the prototype was
independent of the initial value used, as illustrated in Figure 7.6, where the same set of
data was used but with a different initial effective bulk modulus value in the EKF code.
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The estimated effective bulk modulus is shown as a superimposed plot for different
initial values inthe EKF code. The estimated position and velocity were found to match
the measured states every time. It should be noted that the estimated effective bulk
modulus converges to the value 2.1 x 108 Pa (approximately) after 350 iterations.
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Initial Matrix in the EKF Code with Different Starting Values for the Parameter.
Similar to the case of the viscous damping coefficient estimation, experiments
were also conducted using the LVDT (instead of the optical encoder) to measure the
piston displacement in the prototype, in order to estimate the effective bulk modulus
using the 25 Hz signal. The estimation process is illustrated in Figure 7.7. It can be seen
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that the estimated position by the EKF agrees with the measurement position using the
LVDT. The measured piston displacement is shown in Figure 7.7 and is seen to be very
"noisy". The reason was, as in the previous case, the LVDT picked noise from the
nearby electric motor.
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Figure 7.7: Estimation of the Effective Bulk Modulus Using Noisy Measurements
As seen in Figure 7.7, the EKF estimates velocity and acceleration (accuracy of
the estimated states seems reasonable when compared to estimated states using the
optical encoder) and the estimated effective bulk modulus was 2.16 x 108 Pa. However,
it should be reported that these results were not as repeatable as when the encoder was
used to estimate this parameter. Variations ofup to 10 % (i.e. 2.16 x 108 ± 10%) in the
estimated value for the effective bulk modulus was recorded when the experiment was
repeated. The reason was believed to be because of large amount ofnoise in the system,
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which made the estimation of the effective bulk modulus more challenging. It should
also be pointed out that the initial state vector was set to zero and the measurement
noise covariance matrix was "larger" to reflect the level ofnoise in the physical system.
The initial matrices used (when piston displacement was measured by the use of
the LVDT) were set as:
X(O) = [0 0 0 Or R(k) = [1 x ~O-2 ~] (7.4)
lxl01 0 0 0
P(O) = 0 lxl0
2 0 0
0 0 1X 102 0
0 0 0 1X 1019
1xl0-3 0 0 0
Q(k) = 0 1x 10-
2 0 0
0 0 1x 10-4 0
0 0 0 1X 10-8
7.4 Estimating Viscous Friction Coefficient Using the Complex Model
Similar to the simulation study carried out in Section 6.5, the more complex
model was used in the EKF to estimate the viscous friction coefficient for the EHA. In
practice, this more complex method of estimating the viscous friction coefficient would
not be used since the simpler method explained previously was found to be appropriate
to estimate this parameter. However, in this section, the complex method is described
for academic purposes and to show that using a different input and different
measurements, a similar result can be obtained for the estimated viscous friction
coefficient. The state space formulation assumed that the effective bulk modulus was
known (iterative approach) and measurements from the physical system were piston
position, piston velocity and load pressure. The input to the EKF algorithm was the
measured pump/motor angular velocity and the other three mentioned measurements
from the EHA prototype were used as measurements for the EKF. The EKF estimations
are shown in Figure 7.8. The estimated states (position, velocity and load pressure)
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show good agreement with the measured ones. The estimated viscous friction
coefficient value was 750 Ns/m.
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Figure 7.8: Estimating Viscous Friction Coefficient in EHA Prototype Using Complex
Model Assuming Known Effective Bulk Modulus Value
The initial viscous damping coefficient value used in the EKF code was
manually changed and the results are shown in Figure 7.9. From this Figure, it is seen
that the estimated viscous friction coefficient in the EHA prototype always converges to
the same value (750 Ns/m), irrespective of the starting value used to initialize the
algorithm.
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Figure 7.9: Viscous Damping Coefficient Independent of Initial Values Used in EKF
7.5 Estimation of Parameters Iteratively using Three EKFs
The iterative approach to estimate one parameter at a time was automated and a
code, having three Extended Kalman Filters in series (a ''bank'' ofEKFs) was
implemented. The first parameter, viscous friction coefficient, was estimated using load
pressure as the input, and piston position as measurement to the EKF. The input to the
EHA prototype was the 4 Hz, 0.01 m signal. Next, using the estimated viscous friction
coefficient (from the first EKF), the second EKF used pump angular speed as its input
and piston position and piston velocity as measurements to estimate the effective bulk
modulus. The input to the EHA prototype was in this case a 25 Hz, 0.005 m signal.
Finally, using the known value for effective bulk modulus from the second EKF, the
third EKF used pump angular velocity as its input and three measurements, namely
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piston position, velocity and load pressure to estimate the viscous friction. The input to
the EHA prototype was a 4 Hz, O.Olm signal. The estimation process for this ''bank'' of
EKFs are shown in Figure 7.10.
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Figure 7.10: Estimating Two Parameters "Iteratively" in the EHA Prototype Using
Three EKF Algorithms in Series and Two Sets ofData, i.e. A Sine Input of 4 Hz and
0.01 m for Viscous Damping Coefficient Estimation and A Sine Input of25 Hz and
0.005 m for Effective Bulk Modulus Estimation
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This iterative approach serves to verify the value for the viscous friction
coefficient, estimated previously by using a simpler model in the first EKF. Negligible
difference in the estimated values, less that 1% variation about the mean value were
obtained making further iterations of the 3 EKFs in the fonn of a loop unnecessary. It
should be pointed out that in this iterative approach, all three EKFs were using state
space fonnulations which were observable at all times.
Furthermore, as demonstrated by the simulation study and experimental results,
the EKF estimates are independent of the starting values. This is believed to help
achieving "repeatability" of the results, an essential criteria for effective condition
monitoring using parameter estimation approach.
7.6 Introducing Faults in the ERA Prototype
A major objective of this research is to use the EKF to detect faults in the EHA.
As such, two faults were introduced in the system; increasing the viscous damping
coefficient by attaching a damper to the symmetrical actuator and reducing the effective
bulk modulus by connecting two, long flexible hoses filled with oil to the two chambers
of the actuator in the EHA. It was believed that these circuit modifications would
change the parameters of interest and that the EKF would be able to detect a change in
the values of the parameters.
The procedure detailed in Section 7.2 to estimate the viscous damping
coefficient was repeated but this time with a "damper" connected to the system. The
"damper" consisted of a symmetrical actuator with a needle valve (bleed valve)
connecting the two sides of the actuator. The inertial load of the EHA was connected to
this second passive actuator, as shown in Figure 7.11. The friction characteristics of the
custom made symmetrical actuator of the EHA was modified by adjusting the needle
valve of the second, passive actuator. The measurements ofinterest were the load
pressure and the actuator piston position, as shown in Figure 7.12. These data were
stored in the computer and the EKF used the load pressure as its input, and the piston
displacement as its measurement to estimate the viscous friction coefficient.
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Figure 7.11: Simplified Schematic of the ERA and the "Faults" Introduced in
the Experimental Rig
The measured load pressure and measured piston position when the damper was
connected to the inertial load of the ERA, are shown in this Figure 7.12. Estimation of
the viscous damping coefficient by the EKF, using measured data, is also illustrated in
·Figure 7.12 It is seen that although the measured piston position does not appear to
change when compared to Figure 7.3 (scenario with no damper in the system), the
measured load pressure increased. This was expected since a larger force was required
to move the inertial load because of an increase in the opposing friction force (assumed
to be due to increased viscous damping coefficient as a result of additional shearing of
the fluid in the damper). The estimated viscous damping coefficient, illustrated in
Figure 7.12, was 1970Ns/m, as compared to 761 Ns/m when no damper was used. This
showed a significant increase in the estimated value for this parameter.
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Figure 7.12: Estimated States and Parameter with a Damper Connected to EHA System
The experiment was repeated several times, with the same opening of the valve,
and the results were found to be very repeatable (standard deviation was 9.2). These
results are not presented here for brevity. The temperature of the oil was kept at
24 ±1°c each time, by spacing the experiment in time to enable the oil to cool down.
Also, it should be pointed out that the input signals lasted 4 seconds only and as such,
temperature control was not difficult. Thermocouples were used to monitor the oil
temperature both at the load actuator and at the EHA custom made actuator.
Next, by changing the opening of the valve (increasing), the damping coefficient
was changed (reduced), as illustrated in Figure 7.13, where the estimated viscous
damping coefficient was 1670Ns/m. Similarly, the experiment was performed several
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times and the results were very repeatable (standard deviation was 8.7), provided that
the temperature was constant.
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Figure 7.13: Estimated States and Parameter with a Damper Connected to ERA System
and Reducing the Damping Coefficient by Opening the Valve
The second type of fault which was investigated was a reduction in the effective
bulk modulus of the oil. This parameter was estimated in the ERA prototype, by first
using the normal viscous damping coefficient value (760 Ns/m), i.e. with no damper in
the system. As illustrated in the schematic ofthe experimental set up shown in Figure
7.11, this was achieved by connecting two flexible hoses filled with oil, one at each side
of the actuator to mimic a reduction in the effective bulk modulus due to air entrapment.
The EKF was used to estimate the effective bulk modulus for the modified system. The
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estimation process for the effective bulk modulus with the hoses connected to the
actuator is shown in Figure 7.14. It should be pointed out that the added volume of oil
(in the hoses) was included in the EKF algorithm (to update the existing ERA model in
the EKF algorithm).
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Figure 7.14: Estimated States and Parameter with Roses Connected to the Actuator
From Figure 7.12, it can be seen that the measured position of the ERA was
"different" from the measured response of a "healthy" ERA. This was due to a
reduction in the natural frequency of the system as a result of a reduction of the
effective bulk modulus. The measurements used from the ERA prototype were the
pump angular velocity (used as the input to the EKF) and the piston position (used as
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the measurement for the EKF). From Figure 7.14, the estimated effective bulk modulus
was approximately 1.3 x 108 Pa, irrespective of the initial value used for the effective
bulk modulus in the EKF code. Previously, the estimated effective bulk modulus value
was 2.1 x 108 Pa. A reduction of the effective bulk modulus value was detected by the
EKF and this reduction was due to the additional volume ofentrained air in the oil in
the hoses and because of the flexibility of the hoses. The experiment was repeated
several times, without the damper in the system and results were found to be repeatable
(standard deviation was 1.2 x 107 ). Results are not shown here for brevity. The
temperature was kept at 24 ±1°c for all the tests.
Next, the effective bulk modulus was estimated in the EHA prototype with this
time the damper connected (opening ofvalve kept constant) to the system, with hoses
not connected. This was done to verify that the increase in damping coefficient did not
affect the estimated effective bulk modulus of the EHA. Using the estimated damping
coefficient of 1692 Ns/m (with the damper connected), the effective bulk modulus was
found to show a slight change in its value (Mean was 2.24 x 108 Pa and the standard
deviation was 4.1 x 106 when the experiment was repeated several times). The new
damping coefficient value (1692 Ns/m) was used to update the model in the EKF.
In addition to the above scenario, the effective bulk modulus was also estimated
in the EHA prototype with both the Damper connected (same opening ofvalve as
previous case; viscous damping coefficient being 1692 Ns/m) to the system and with
hoses connected (to reduce the effective bulk modulus in the prototype). The EKF
detected a change in the effective bulk modulus and the results were similar to the case
where no damper were connected but with hoses connected. The estimated effective
bulk modulus was around 1.35 x 108 Pa (the mean value) and had a standard deviation of
1.42 x 107 •
Next, the viscous damping coefficient was estimated (with a reduced effective
bulk modulus) with the EHA prototype by having the hoses connected to the system and
with damper not connected. Using the simple model to estimate the viscous damping
coefficient, the EKF estimated a value of761 Ns/m repeatedly. The use of the complex
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model to estimate the viscous damping coefficient (one which assumed a known value
ofeffective bulk modulus) did not affect the estimated viscous damping coefficient.
7.7 Conclusions
In this chapter, the EKF has been applied to the ERA prototype to estimate two
parameters, namely the viscous damping coefficient and the effective bulk modulus.
The simulation study reported in Chapter 6, explained the methodology used and in this
chapter, simulated data has been replaced by measured data.
The EKF estimated the two parameters using the same initial conditions as well
as the same type of inputs used for the simulation study. It could be expected that the
level of accuracy in the estimations of the parameters, for the prototype, was
comparable to the accuracy level obtained from the simulation study. The EKF was also
able to detect faults in the ERA prototype which were introduced by connecting a
damper to the symmetrical actuator to mimic changes in viscous friction and by
connecting two flexible hoses, one at each side of the actuator, to mimic a decrease in
the effective bulk modulus. The experiments were repeated several times and the mean
as well as the standard deviations in the results were reported in this chapter.
In the next chapter, the friction characteristics of the symmetrical actuator in the
ERA would be investigated. This study on the symmetrical actuator of the ERA was
motivated by experimental results which revealed the presence of a different friction
model, other than the linear viscous friction model, which had been assumed so far in
this thesis.
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Chapter 8
Estimation of Nonlinear Friction Using EKF
The main focus of this chapter is to introduce a technique to estimate the
nonlinear friction characteristics at the actuator for the Electrohydraulic actuator (EHA).
In Chapter 3, a linearized model for the EHA was presented, where it was assumed that
only viscous friction (a linear friction model) was present in the actuator. In so doing, a
linearized load equation was obtained and the hydraulic model, after some mathematical
manipulations, was approximated to a third order transfer function. However, as will be
shown, experimental work has demonstrated the presence ofnonlinear friction
characteristics in the EHA prototype and in this chapter, a nonlinear friction model for
the actuator is first measured and later, the coefficients of a proposed nonlinear friction
model estimated. A novel quadratic model for the friction force is presented. The
Extended Kalman Filter is subsequently used to estimate the coefficients for the
quadratic function, taking into account observability conditions described earlier (that is
estimation of the coefficients for the quadratic friction characteristics is done iteratively
to ensure observability condition). Using the new friction characteristics, the effective
bulk modulus is estimated using the procedure outlined in Chapter 6. Both simulation
and experimental results are presented.
8.1 Friction Nonlinearities in Hydraulic Actuators
In hydraulic cylinders, movement of the piston (and of the fluid in the actuators)
is subject to friction arising as a result ofphysical contact between moving and non
moving parts and of shearing of the fluid between mating/moving parts. Static friction
must be overcome before the piston can move. As the actuator piston starts to move,
this friction force can decrease suddenly. These changes in friction can result in jerky
actuator motion, commonly referred to as "stick-slip" friction. Stick-slip is a
combination of static friction and a negative transition region and is found in the
"Stribeck" region of the friction-velocity curve [Merrit, 1967].
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Static friction is due to the overcoming ofbonds (microscopic roughness)
between two surfaces in contact and these bonds need to be sheared before motion
starts. Viscous friction occurs as the fluid exerts resistance to shearing and it is directly
proportional to the velocity. The viscous friction coefficient is proportional to the fluid
viscosity, the area of contact and inversely proportional to the clearance or oil film
thickness [Merrit, 1967].
In this study, a linear viscous friction model was assumed for the EHA.
However, experimental results, as detailed in the next section, showed that friction
characteristics in the EHA prototype, were nonlinear.
8.2 Nonlinear Friction Model For the Electrohydraulic Actuator
In this section, an attempt is made to generate an experimental friction-velocity
curve. The experimental procedure consisted ofkeeping the piston velocity constant
(zero acceleration) and measuring the pressure difference across the actuator. This
approach has been successfully used by Burton to measure friction characteristics in an
actuator as reported in [Burton, 1974].
For an ideal actuator with no slip stick, zero acceleration will imply that the
force, required to move the piston at constant velocity, overcomes viscous friction and
stick slip friction only as shown below:
(~ - ~)A = Mi + Bx + Fstatic + ~ransition (8.1)
Therefore, a series of triangular waves, which represented the desired piston
position for the closed loop EHA system, was used as inputs to the EHA prototype and
the pressure difference (load pressure) at each piston velocity was measured. The slope
of the triangular input signal was in fact velocity. The procedure followed was to
measure the point on the velocity-time trace in which the velocity was constant and then
measure an average value of force. The magnitude of the actuation velocity was
changed and the corresponding force recorded. The test was repeated many times at a
constant temperature (24 ± 1°C) and the results shown in Figure 8.1. This Figure shows
the measured forces required for overcoming friction and their corresponding constant
piston velocities.
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Figure 8.1: Measured Force Versus Measured Piston Velocity for the Actuator
8.2.1 Equivalent Viscous Friction
From Figure 8.1, it is observed that the force/velocity relationship is not linear
(unlike the linear viscous friction model that was assumed so far in this thesis). Thus, a
more realistic model for the friction should emulate the fonn shown in Figure 8.1 and in
this study, a novel "quadratic" model is assumed. Also, the friction force measurement
reveals that when the EKF was used to estimate the viscous friction coefficient in the
prototype, as detailed in Chapter 7 (using a linear viscous friction model in the EKF), it
was actually an "equivalent" viscous friction coefficient that was being estimated.
In this section, the "equivalent viscous friction coefficient is further investigated.
Unlike in Chapter 7 where a sine wave of frequency of4 Rz and amplitude ofO.Olm
was used as the input to the ERA prototype and resulting load pressure was the input to
the EKF in order to estimate the viscous friction coefficient, in this section, a series of
triangular waves are used as inputs to the closed loop ERA prototype and their resulting
load pressures are used as inputs to the EKF. The slope of the triangular inputs translate
into constant piston velocities. Thus, it was expected that as the piston velocities were
changed, by changing the slopes of the triangular inputs, the value of the estimated
viscous friction coefficient by the EKF would change as well, being larger at low piston
velocities and lower at higher piston velocities. This is illustrated in Figure 8.2 where
the triangular wave input translates into a piston velocity of 0.01 mls in the ERA
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prototype. The input to the EKF was the measured pressure difference; the measured
piston displacement was used as the measurement for the EKF algorithm.
The estimated "equivalent" viscous friction coefficient value is 5051 Ns/m,
which is much higher than the value estimated (760 Ns/m) in Chapter7 using a sine
wave. It is also seen that the measured velocity is not "smooth", but instead tends to
show "stick-slip" motion.
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Figure 8.2: Estimating Viscous Damping Coefficient Using a Triangular Waveform.
The initial matrices used in the EKF were set as:
X(O)=[o 0 Or, R(k)=lxl0-9 (8.2)
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[1 X10-9 0
o ]Q(k) = ~ 1X 10-4 ,
0 1X 10-4
[IX102 0
1xL]P(O) = ~ 1X 10
2
0
The procedure was repeated at different piston velocities (using triangular inputs of
different slopes) and "equivalent" viscous damping coefficients estimated each time.
The estimated equivalent viscous friction coefficient at different piston velocities are
summarized in Table 8.1. ~
Table 8.1: Estimated Viscous Damping Coefficient at Different Velocities
Measured Piston Velocity (mls) Estimated Equivalent Viscous Damping
Coefficient (Ns/m)
0.01 5051
0.02 1904
0.03 1152
0.04 716
0.05 758
0.06 780
0.07 775
An illustration of the EKF algorithm estimation at a different velocity is shown
in Figure 8.3. From the Figures 8.2 and 8.3 and from Table 8.1, it is evident that as the
velocity is increased, the equivalent viscous friction coefficient converges to that found
in Chapter 7 (760 Ns/m). From the estimations, it is seen that, at low piston velocities,
the EKF estimates an equivalent viscous friction at a higher value than at higher
velocities.
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It should be mentioned here that the estimated "equivalent" viscous friction
coefficient at each piston velocity was independent of the value used to initialize the
parameter in the initial state matrix found in the EKF algorithm. This was consistent
with the trends found in Chapters 6 and 7.
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Figure 8.3: Estimating Viscous Damping Coefficient Using a Triangular Waveform at a
Higher Piston Velocity (0.04 mls)
From this section, it can be concluded that using a linear model for friction in
the EKF to estimate the viscous friction coefficient in the prototype does result in an
"effective" viscous friction coefficient being estimated by the filter. The use of a sine
wave as the desired input to the prototype translates into a changing piston velocity
profile for the actuator. The use of the load pressure as the input to the EKF and of the
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piston displacement as the measurement for the EKF is sufficient to "characterize" the
"equivalent" viscous friction coefficient. The load pressure, when the piston velocities
are changing, is rich enough for the EKF to estimate the viscous friction coefficient
repeatedly at constant temperature, as shown in Chapter 7.
8.2.2 Quadratic Friction Model
From the measured friction force/velocity characteristics for the actuator, a
quadratic friction model was assumed for the Electrohydraulic Actuator friction
characteristics. The actuator model can be expressed in the general form as given by
Equation (8.3)
(8.3)
where aI' a2 ,a3 are the coefficients of the quadratic function. The coefficients of the
quadratic are estimated using the Extended Kalman Filter, with the input to the filter
being load pressure, (~ - ~) and with both piston velocity ( x) and piston position ( x )
being used as measurements. The coefficients of the quadratic expression are expressed
as states in the model below with X 3(k), X 4(k), X s(k) assigned to aI' a2,a3
respectively. (Note, the coefficients do change sign when velocity changes sign, i.e.
when the piston extends and retracts and this is included in the EKF algorithm such that
only the numerical value is of interest when the piston velocity is negative).
At this point it should be mentioned that with the increase in the number of
states, the system is not observable. As will be demonstrated at a later stage in this
Chapter, the EKF is made observable but first, the concept will be demonstrated with
the unobservable system. The discrete state space model for Equation (8.3), (the
coefficients of the quadratic expression are expressed as states in the model below with
X 3(k),X4 (k),Xs(k) assigned to ap a2,a3 respectively), can be expressed as follows:
Xl (k +1) = Xl (k) +T:X2(k) + T: WI (k)
X
2
(k + 1) = U(k)AT: X 3 (k)T:X2(k)2
M M
X 3 (k + 1) =X 3 (k) +Ts w3 (k)
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(8.4)
X 4(k+ 1)= X4(k)+~W4(k)
X 5(k +1)= X 5-(k)+~w5(k)
X1(k)
Z(k) = [~ 0 0 0 ~] X 2(k) +[V1(k)]X 3 (k)1 0 0 v2(k)X 4(k)
X 5(k)
<1>11 <1>12 <1>13 <1>14 <1>15
<I>(k) = 8f(X(k»
<1>21 <1>22 <1>23 <1>24 <1>25
= <1>31 <1>32 <1>33 <1>34 <1>358X(k)
<I> 41 <1>42 <I>43 <1>44 <I>45
<I> 51 <1>52 <I>S3 <l>S4 <l>5S
<1> 11 (k) =1,<I>12(k) =~,<I>13(k)= 0,<I>14(k)= 0, <l>ls(k) =0
<I> (k)- 0 <I> (k)-I- 2X3(k)X2(k)T: X 4 (k)T:
21 -, 22 - M M
<I> (k)= X 2(k)2T: <I> (k)= X 2(k)T: <I> (k)= XS(k)Ts
23 M' 24 M' 25 M
<1>31 (k) =0, <1>32 (k) =0, <1>33 (k) =1, <1>34 (k) =0, <1>35 (k) =0
<I> 41 (k) =0, <1>42 (k) =0, <I> 43 (k) =0 , <I> 44 (k) =1, <I> 45 (k) =0
<I> 51 (k) =0, <1>52 (k) =0 , <I> 53 (k) =0, <I>54 (k) =0 , <I>55 (k) =1
Preliminary simulation and experimental studies revealed that the triangular
wave used to estimate the coefficients ofthe quadratic function was not a good
waveform to use since only one velocity was available each time. There was not
sufficient infonnation available to the EKF to estimate the coefficients and therefore, a
more reliable input was found to be one where the velocity was changing. Similar to
Chapter 7, a sinusoid input (4 Hz, 0.01 m) was found to be more suitable (since it is
richer in tenns ofrange ofvelocity infonnation) and some typical experimental results
of the EKF algorithm in estimation of aI' a2,a3 are shown in Figure 8.4. The
temperature was kept constant at 24 ±1°C.
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Figure 8.4: Estimation of the Coefficients of the Quadratic Friction Model in the ERA
Prototype Using the EKF
The initial matrices used in the EKF were set as:
X(O) =[0 0 0 0 Or,
R(k) =[1 x 100-
10 0]
1X 10-3
(8.5)
1X 10-10 0 0 0 0
0 1X 10-7 0 0 0
Q(k) = 0 0 1x 10-7 0 0
0 0 0 Ix 10-4 0
0 0 0 0 1X 10-2
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Ix 109 0 0 0 0
0 Ix 109 0 0 0
P(O) = 0 0 1xl09 0 0
0 0 0 lxl09 0
0 0 0 0 1X 109
From Figure 8.4, it can be seen that the estimated states (superimposed on
measured states), displacement and velocity match the measured states closely. The
EKF estimated the coefficients aI' a2,a3as 2.176 xl0
4
, -1.885 x 103 and 73.2
respectively. A plot of the measured friction-velocity relationship of the prototype using
the estimated coefficients is shown in Figure 8.5. The curve (solid line) is the estimated
friction force-velocity relationship.
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Figure 8.5: Estimated Friction Model Compared to Measured Friction Model
From Figure 8.5, the estimated friction model and measured friction
characteristic differ. In addition, the estimation results were found not to be repeatable
(± 12 % variation about the mean values). As mentioned earlier, Equation (8.4) was in
fact not observable. Therefore, a somewhat unique methodology was used to estimate
the coefficients for the quadratic in an iterative fashion in order to ensure that
observability condition was met and in order to achieve a closer fit between the
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estimated friction "curve" and the measured friction "curve". This was similar to the
approach used to iteratively determine the equivalent viscous friction coefficient and
effective bulk modulus as discussed in Chapter 6.
Using the same set ofdata as in the previous section, i.e using a sine wave of
4Hz in frequency and 0.01 m in amplitude as input to the EHA, the load pressure as
input to the EKF and with the measurement for the EKF being the piston position, the
Coulomb friction coefficient (°3 ) was first estimated assuming that the other
coefficients were zero. The equation now becomes that described in Equation (8.6).
(~-~)A = M:i+ 03
03 > 0, oX > 0 (8.6)
03 < 0, oX < 0
The discrete state space formulation ofEquation (8.6) is expressed as follows:
Xl (k+ 1) =Xl (k)+ ~X2(k)+Ts wl(k) (8.7)
X 2(k+l) = U(k)A~ _ X3(k)~ +X2(k)+~W2(k)M M
X 3(k +1) = X 3(k)+Tsw3(k)
Z(k) =Xl (k)+v(k)
where Xl (k) , X 2 (k) ,X3(k) are the displacement, velocity and Coulomb friction
coefficient 03 respectively, w(k) is the system noise, U(k) = (~ - ~) is the pressure
difference between the actuator chambers, Z(k) is the measurement vector and v(k)
represents the measurement or sensor noise.
The linearized system matrix is:
8f(X(k» [<1>11 (k) <1>12 (k) <1>12 (k)]
<I>(k) = = <1>21 (k) <1>22 (k) <1>23 (k) ,
8X(k)
<1>31 (k) <1>32 (k) <1>33 (k)
where <1>11 (k) =1, <1>12 (k) =~,<I>13 (k) =0
<1>21 (k) =0, <1>22 (k) =1, <1>23 (k) =_Ts ,
M
<I> 31 (k) =0, <I>32 (k) =0, <1>33 (k) =1
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(8.8)
The results of the EKF estimations are shown in Figure 8.6 where 03 converges to a
value of46 N..
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Figure 8.6: Estimating a3 (Coulomb Friction) in the Quadratic Friction Model for the
Electrohydraulic Actuator Prototype
The initial matrices used in the EKF were set as
x(o)=[o 0 Or , R(k) = 1x 10-9
[IXI09 0
IX:09 ]p(O) = ~
Ix 109
0
[IX 10-9 0 IX~0_4]Q(k) = ~ lxl0-120
(8.9)
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From Figure 8.6, it is seen that the estimated piston displacement and velocity
match the measured displacement and velocity closely (shown as superimposed plots).
The estimated Coulomb friction was 46 N. The estimated value was also very close to
the measured value for friction, using the triangular waves as inputs, when the velocity
was small. The system was observable (with the rank of the observability matrix and the
state matrix length both being equal to 3 for all iterations), It was also verified that the
estimated Coulomb friction in the EHA prototype was independent of its initial value
used to initialize the state matrix in the EKF algorithm, as illustrated in Figure 8.7.
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Figure 8.7: Estimation ofCoulomb Friction in the Prototype when Different Starting
Values are Used to Initialize the EKF Algorithm
In the study carried out by [Zavarehi, 1997], it was reported that the "Coulomb
Friction estimation was inaccurate and had a bias due to lack ofobservalibity". In this
study, a simpler and observable spate space model was embedded in the EKF and then
used to estimate Coulomb friction. It is worth mentioning that the system was
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(8.10)
observable even though only the piston displacement was used as the only
measurement. No improvement was found (in this particular case) in the estimation
process when both piston position and velocity were used as measurements.
Using the known estimated Coulomb friction coefficient ( a3 ), the other two
coefficients of the quadratic friction model, a1and a2 , were then estimated together by
using the EKF technique. In this case, both piston position and velocity were used to
make the state space model observable. The discrete state space system is given in
Equation (8.10).
Xl (k +1) =Xl (k) +T:X2(k) + T: WI (k)
X
2
(k +1) = U(k)AT: _ X 3 (k)Ts X 2(k)2
M M
X 3(k +1)= X 3 (k)+T: w3 (k)
X 4 (k + 1) = X 4 (k)+ Ts w4 (k)
X 1(k)
Z(k) = [1 0 0 0 0] X 2(k) +[V1(k)]
o 1 0 0 0 X 3 (k) v2 (k)
X 4 (k)
<1>11 (k) <1>12 (k) <1>13 (k) <1>15 (k)
<1>(k) = fJj(X(k» = <1>21 (k) <1>22 (k) <1>23 (k) <1>24 (k)
aX(k) <1>31 (k) <1>32 (k) <1>33 (k) <1>34 (k)
<1> 41 (k) <1>42 (k) <1>43 (k) <1>44 (k)
<1>11 (k) = 1, <1>12 (k) = T:, <1>13 (k) = 0, <1>14 (k) =0, <1>21 (k) =0
11>22 (k) = 1- 2X3(k~2(k)T, X4~)T, 11>23(k) = X 2<;]2 T, , 11>24 (k) =
<1>31 (k) = 0, <1>32 (k) = 0, <1>33 (k) = 1, <1>34 (k) =0,
<1> 41 (k) = 0, <1> 42 (k) = 0 , <1> 43 (k) = 0 , <1>44 (k) = 1.
Estimation of the coefficient of the quadratic friction model is illustrated in Figure 8.8.
The estimated position and velocity match the measured states very closely and the
estimated coefficients were a1 =2.1 x 10
4 and a2 =-1450 .
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Figure 8.8: Estimation of Coefficients for Quadratic Friction Model
Furthermore, similar to previous sections in this thesis, the initial values used for
the coefficients at and a2 ofthe quadratic friction model were changed in the EKF
algorithm and as illustrated in Figure 8.9, it was verified that the estimated values were
independent of the initial matrix used.
The initial matrices used for the EKF were set as:
x(o) =[0 0 0 oy ,R(k) =[1 Xl
0
0-
t2
0]
1X 10-3
(8.11 )
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1X 109 0 0 0
p(o) = 0 1x109 0 0
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Figure 8.9: Estimation of Coefficients for Quadratic Friction Model Using Different
Starting Values in the EKF for the Coefficients of the Model
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Thus, the estimated friction model can be summarized as follows:
(~ - ~ )A =Mi +2.1 x 104 X2 -1450x +46, when x >0 (illustrated in Figure 8.10)
(~ - ~ )A =Mi - 2.1 x 104 x 2 -1450x - 46 when x <0. (illustrated in Figure 8.11)
Festimated = 21 000v2 - 1450v + 4
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~ I
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Figure 8.10: Quadratic Friction Model for Positive Piston Velocities
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An LVDT (position transducer) was also used in the ERA prototype to estimate
the quadratic friction characteristics under noisy signal conditions. A velocity
transducer measured the piston velocity. The noisy position measurement was used to
estimate the coefficient a3 of the quadratic friction model. The Coulomb friction
estimation is shown in Figure 8.12. Load pressure was used as the input to the EKF.
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Figure 8.12: Estimation of Coulomb Friction in the ERA Prototype Using
Noisy Measurements and Equation (8.10).
The estimated Coulomb friction was 46 N. The estimated displacement (which
is shown as a superimposed plot) "follows" the noisy measurements. Using a3 = 46,
the EKF was used to estimate at and a2 , as shown in Figure 8.13. The estimated values
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were a. =2.26 x 104 and a2 =-1448 as compared to a. =2.1 x 104 and a2 =-1450 for
the previous test.
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Figure 8.13: Estimation of the Coefficients of the Quadratic Friction Model Using
Noisy Measurements from the LVDT
It must be mentioned that the initial matrices used in the EKF algorithm, when
noisy data were used as measurement, were different from the matrices used when
"clean" data were used.
8.2.3 Summary
From the experiments conducted to measure the friction characteristics and from
the EKF estimations using the optical encoder, a quadratic non-linear friction model
was considered and based on experimental results, the resulting form was:
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(~ - ~ )A = Mi + 2.1 x 104 .:e -1450x + 46, when x >0 (illustrated in Figure 8.10)
(~ - P2)A = MX - 2.1 x 104 x 2-1450x - 46 when x <0. (illustrated in Figure 8.11)
Also, it was found that using the iterative approach to maintain observability of the
EKFs, the estimated coefficients were more repeatable and were closer to the measured
friction "curve". However it should be pointed out that repeatability of results was
dependent on doing the test at the same temperature. Therefore, using the above friction
model (which has been experimentally determined), a more accurate simulation of the
EHA model was possible, as explained in the next section.
8.3 Simulation Study Using the Quadratic Friction Model
In this section, an "improved" EHA model is used to conduct an extensive
simulation study first involving (for completeness and to be consistent with previous
chapters) the estimations of the coefficients of the quadratic function for a normal
simulated system using the EKF and then estimations of changes in the simulated
friction characteristics. This is done to verify that the EKF can, in fact, estimate changes
in the known coefficients values and to know the level of accuracy in the predictions.
Also, similar to previous chapters, the initial values used in the EKF (to initialize the
state matrix) are changed.
An additional simulation is done whereby the simulated EHA model (plant)
having a quadratic friction characteristic at the actuator is used with the EKF to estimate
the equivalent viscous friction value where the EKF has a linear friction model
embedded in it. This study is similar to that carried out on the experimental system with
nonlinear friction and the EKF with a viscous friction only model. The simulated load
pressures (for both the linear friction scenario and the quadratic friction scenario) are
compared to measured load pressures from the EHA prototype and a visual comparison
made. Finally the improved EHA simulated model is used to estimate the effective bulk
modulus but with a nonlinear friction model embedded in the EKF.
The friction model given in Equations (8.9) and (8.10) was used in the nonlinear
Matlab/Simulink® EHA model (plant) and the EKF was used to estimate the
coefficients of the quadratic function iteratively once again to maintain observability.
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Only the Coulomb friction was estimated by assuming that at and a2 were initially zero.
The state space formulation was described in Equation 8.9 and the initial matrices used
given in Equation 8.10. From Figure 8.14, it is seen that the estimated coulomb friction
value is 45.2N, showing an estimation error of 1.7 %.
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Figure 8.14: Estimated Coulomb Friction in Simulation using Quadratic
Friction Model
In addition, the initial value used in the EKF algorithm to estimate the simulated
Coulomb friction was changed (increased and decreased) and the results are shown in
Figure 8.15. It is seen that the estimated Coulomb friction is independent of the initial
value used.
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Figure 8.15: Estimating Coulomb Friction in the Simulated Model of the ERA Having
the Quadratic Friction Model.
For condition monitoring purposes, changes in the Coulomb friction have to be
detected. Therefore, in the simulated EHA model (plant), the Coulomb friction was both
increased and decreased and the EKF used in each case to estimate the corresponding
values. These results are illustrated by means ofFigure 8.16. The EKF estimated the
parameter to within 3% error each time (the results are not tabulated for brevity).
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Figure 8.16: Estimating Changes in Coulomb Friction in Simulation
The next step was to use the estimated value for Coulomb friction in the EKF
model and estimate the remaining coefficients of the quadratic function. The state space
formulation and initial matrices used were given in Equation (8.10) and the estimated
coefficients of the quadratic friction model are shown in Figure 8.17. The simulated
position and velocity are very close to the estimated states and the estimated parameters
are a1 = 2.1195 xl 04 (1 % error) and a2 =-1456 (0.4 % error). Also, for the
observability condition to be satisfied, both piston position and velocity must be used in
the estimation process. The initial state matrix (in the EKF algorithm) is also changed
and, as illustrated by Figure 8.18, the estimated values are independent of the initial
values used.
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Figure 8.17: Estimation of the Coefficients of the Quadratic Friction Model
in Simulation Using the EKF
The parameters ( at ,a2 ,a3 ) were changed in the simulated EHA system (i.e the
friction characteristic for the actuator in the simulated EHA (plant) was changed) and
the EKF was used to estimate their values. Changes in the coefficients of the quadratic
friction model were detected and estimated with estimation errors being less than 5%.
. When plotting the simulated and estimated friction characteristics, the simulated friction
quadratic profile and its estimated counterpart were very close as illustrated in Figures
8.19(a) to 8.19(f), where both the simulated and estimated quadratic models are plotted
on the same axes. Since changes in the coefficients of the simulated quadratic friction
model were detected, it was believed that changes in the coefficients in the actual
prototype would be detected as well.
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Figure 8.18: Estimating the Coefficients of the Quadratic Friction Model in Simulation
Using Different Initial Values in the EKF Algorithm
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Figure 8.19 (c) Simulated (solid curve) and Estimated Friction Model
It should also be pointed out that similar to the experimental study, the simulated
coefficients were estimated iteratively.
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From the simulation study, it could be concluded that changes in the friction
model were detected and estimated accurately (within 5% estimation error). Thus the
proposed methodology ofestimating the coefficients of the quadratic function
iteratively was verified in simulation and was expected to work equally well in the
experimental ERA system.
Next, in simulation, using a linear friction model for the EKF (instead of the
quadratic model) and still using the quadratic friction model in the simulated ERA
(plant), an equivalent viscous friction coefficient is estimated. The estimation process is
illustrated in Figure 8.20. The estimated equivalent viscous friction coefficient
converges to a value of731 Ns/m, as compared to a value of760 Ns/m using
measurements from the ERA prototype (showing a 4 % difference). This exercise
shows that the simulated friction model is an equivalent or average value of the actual
friction model in the prototype.
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Figure 8.20: Estimating Equivalent Viscous Friction in Simulation
When the simulated pressure difference (with the nonlinear friction model being
used in the simulated ERA model), is compared to the measured pressure difference
from the ERA prototype, it is seen that the two pressure profiles (Figure 8.21) match
very closely. The "spikes" in the differential pressure difference profiles are a result of a
nonlinear friction characteristic, as compared to the simulated pressure profile
(Figure 8.22) when a linearized friction model is used for the simulated ERA model,
which does not reflect any slip stick pattern.
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Figures 8.19 (a) to (f) showed that changes in the quadratic friction model (the
shape of the friction force versus piston velocity profile in the simulated ERA model)
could be detected and estimated quite accurately. Using a linear friction model in the
EKF, the "equivalent" viscous friction was estimated when the simulated quadratic
friction characteristics in the ERA Simulink model was changed (similar to Figures
8.19(a) to (f)). As expected, changes in the friction profiles were detected by the EKF
although the filter was using a linear friction model. The corresponding equivalent
viscous damping coefficients for the various quadratic friction models are shown in
Figure 8.23.
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Figure 8.23: Estimation ofChanges in Equivalent Viscous Damping Coefficient in
Simulation Using Quadratic friction Model for the ERA and Linear Model for EKF.
It could be concluded that the EKF, when using a linear friction model,
estimated an equivalent friction value, which was dependent on the quadratic friction
model used. This was important since it showed that the EKF, even when it used a
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simplified friction model, could detect, in simulation, a change in the quadratic friction
characteristics.
Also, the effective bulk modulus was changed in simulation and its effect on the
estimation of the coefficient of the quadratic friction function, as well as on the
equivalent viscous coefficient investigated. It was found that the changes in the
effective bulk modulus did not affect the estimations for coefficients of the quadratic
friction term or for the equivalent viscous friction coefficient. This could be attributed
to the relatively low frequency being used as input (4 Rz sine wave) of the simulated
ERA Simulink model and to the EKF being observable (with load pressure being its
input and piston position/and velocity being the measurement(s) to the filter).
8.4 Estimation of the Effective Bulk Modulus in Simulation Using the
Quadratic Friction Model of the EHA in the EKF
From the previous sections, it was seen that the measured friction force in the
ERA was nonlinear and as such could be approximated using a quadratic function.
Using this more "accurate" friction model (as compared to the linear viscous friction
model assumed in Chapter 6), in this section, the effective bulk modulus is estimated
using this quadratic friction model in the EKF model. The effective bulk modulus is
estimated iteratively, using the known values for the coefficients of the estimated
friction model. This is done to maintain the observability condition.
From Equations (6.12), (6.13) and (6.14), the following approximations and load
pressure equation can be written as:
dPL = [2D OJ -2):[>, -LP -2AX]Pedt P P ~. L L V
t
where PL = ~ - P2 and ~ = Vo+ Ax = Vo - Ax
The state space model can be expressed as:
Xl =X2 +WI
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(8.12)
x = X 3A _ (alX; +a2X 2+a3) +W
2 M M 2
X3= [2Dp aJ p -2?f"3 -LX3-2AX2]X4 +W3~
Z=[l 00 O][XI]+[VI]
o 1 0 0 X 2 V 2
(8.13)
where XI is the state variable X, X 2 is the state variable x ,X3 is the state variable PL ,
X 4 is fie' the effective bulk modulus and WI' w2 ' w3 , w4 are the system noise, vp v2
are the measurement noise.
Using the forward difference approximation and applying it to the continuous
state space model, the discrete state space model of the ERA is as follows:
XI (k + 1) = XI (k)+ ~X2 (k)+ ~WI (k)
X 2(k+1)= X 2(k)+ ~X3(k)A _ (alX2(k)2 +aIX2(k)+a3)~ +~w2(k)M M
X 3(k +1) =[2Dp aJ p (k) -2?f"3(k) -LX3(k) _2AX2(k)]X4(k)Ts + X 3(k)+ Ts w3(k)~
X4(k+1)=X4(k)+~w4(k) (8.14)
The linearized system matrix becomes:
<1>11 (k) <1>12 (k) <1>13 (k) <1>14 (k)
<1>(k) = oj(X(k» = <1>21 (k) <1>22 (k) <1>23 (k) <1>24 (k)
oX(k) <1>31 (k) <1>32 (k) <1>33 (k) <1>34 (k)
<1> 41 (k) <1>42 (k) <1>43 (k) <1>44 (k)
where
<1>11 (k) = 1, <1>12 (k) = ~, <1>13 (k) = 0, <1>14 (k) = O.
<1> (k) -O <1> (k)-l- (2alX 2(k)+a2)Ts <1> (k)- ~A <1> (k)=O21 -, 22 - M '23 - M' 24 •
<1>31(k)=0, <1>32(k) = -2ATsX 4(k) , <1>33(k)=1-(2;+LJX4(k)T: ,~ ~
196
(8.15)
<1>34 (k) =(2DpO)p (k) - 2?¥3 (k) - LX3 (k) - 2AX2 (k» r:~
<1> 41 (k) =0, <1>42 (k) =0, <1>43 (k) =0, <1>44 (k) =1.
8.4.1 Simulation Studies: Effective Bulk modulus Estimation
The effective bulk modulus was estimated using a simulated EHA model (plant)
using the previously estimated quadratic friction model in both the EHA and the EKF.
A similar input as used previously to estimate the effective bulk modulus was used
(25 Hz, 0.005 m sine wave). The measurements were the simulated piston position and
velocity and the input was pump/electric motor angular velocity. The results for the
EKF estimations are shown in Figure 8.24. The estimated displacement, position and
load pressure match the simulated states closely. The EKF converges to a value of
2 x 108 Pa, showing an estimation error of4.8 %, which is comparable to the estimation
error when using the linearized friction model The known value for the effective bulk
modulus was 2.1 x 108 Pa.
The initial state vector and the error, system noise, and measurement noise
covariance matrices used in the EKF were set as:
X(O) =[0 o 0 oy , R(k) =[1 xIt' IX~O-4] (8.16)
1x 1019 0 0 0
P(O) = 0 1X 10
19 0 0
0 0 1X 1019 0
0 0 0 1X 1020
lxl0-12 0 0 0
Q(k) = 0 1x10-
4 0 0
0 0 1X 1010 0
0 0 0 1x10-4
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Figure 8.24: Estimating Effective Bulk Modulus in Simulation Using the Quadratic
Friction Model
The value used for the effective bulk modulus to initialize the EKF was changed
and the results shown in Figure 8.2S.1t is seen that the EKF converges to the same
value for the estimated effective bulk modulus, regardless ofthe initial value used in the
algorithm. This is consistent with all studies in which the observability condition was
satisfied.
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Figure 8.25: Estimating Effective Bulk Modulus in Simulation Using the Quadratic
Friction Model and Using Different Parameter Values to Initialize the EKF Algorithm
Changes in the effective bulk modulus were also detected in simulation when a
quadratic friction model was embedded in the EKF model and used to estimate the
simulated effective bulk modulus value. Estimation errors were less than 5 % in each
case. Therefore, the next step was to estimate the effective bulk modulus for the ERA
prototype with the EKF using the quadratic friction model.
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8.4.2 Experimental Studies: Estimating the Effective Bulk Modulus
Using the Quadratic Friction Model in the EKF
Using the same initial matrices as used in the simulation study, the effective
bulk modulus for the ERA prototype was estimated, with the nonlinear friction model
embedded in the EKF. The results are shown in Figure 8.26. It is seen that the estimated
bulk modulus is 2.08 x 108Pa. The estimated states and the measured states match, as
shown in the superimposed plots in Figure 8.26.
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Figure 8.26: Estimating Effective Bulk Modulus in ERA Prototype Using the Quadratic
Friction Model
As illustrated in Figure 8.27, it was verified that the estimated effective bulk modulus
value of the ERA prototype (using system measurements), was independent (with very
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slight variations in the estimated value) of the value used to initialize the EKF
algorithm.
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Figure 8.27: Estimating Effective Bulk Modulus in ERA Prototype Using the Quadratic
Friction Model and Changing the Initial Value Used for the Parameter in the EKF Code
8.5 Conclusions
In this chapter, a novel approach to modeling friction in the Electrohydraulic
Actuator was presented. The methodology consisted of approximating the friction
versus velocity profile using a quadratic function. In the previous studies done on the
EHA, the actuator friction model had been assumed to be linear (that is consisting of
viscous friction only) but in this research, measurements carried out on the prototype
revealed the presence of a nonlinear friction characteristic.
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The Extended Kalman Filter approach was used to estimate the coefficients of
the quadratic friction model, a nonlinear function. This approach had not been
encountered in the literature. The EKF estimated successfully the coefficients as shown
in the simulation studies described in this chapter. This was remarkable since although
the EKF needed to linearize the nonlinear quadratic function, the EKF was still able to
estimate the coefficients of the quadratic function accurately. Changes in the
coefficients, which resulted in changes in the friction-velocity profile, were also
detected, as shown in the simulation study.
Another interesting point was the ability for the EKF to estimate Coulomb
friction (both in simulation and using measurements from the ERA prototype) and to
detect changes when this parameter was varied in simulation. In the study carried out by
[Zavarehi, 1997], the author reported difficulties in estimating Coulomb friction and the
estimations were "biased". In this study, by maintaining the observability condition,
Coulomb friction was estimated quite successfully both in simulation and when using
measurements from the ERA prototype. This was achieved by estimating the
coefficients for the quadratic function iteratively, first by estimating the Coulomb
friction and then using the known value to estimate the remaining coefficients of the
quadratic function. This was verified both in simulation and when using measurements
from the actual system.
A thorough investigation ofusing different starting values to initialize the EKF
was provided in this chapter. It was seen that if the system was observable, the
parameter value to which the EKF converged was independent of the initial value used
in the EKF algorithm, once the filter was tuned. This was considered to be important
since it showed that the solution was an optimal one and had higher repeatability, which
was vital for any condition monitoring strategy.
Using the quadratic friction model both in simulation and from experimental
results, it was demonstrated that a linear viscous friction coefficient estimated by the
EKF in the actual system, was in fact an "equivalent" viscous friction. Also included in
this chapter were plots of simulated load pressure, which were compared to measured
load pressure. It was seen that the quadratic friction model developed resulted in a
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simulated load pressure, which was "closer" to the measured load pressure and was
believed to be a more accurate representation of the actual system.
Estimation of the effective bulk modulus for the EHA, using a nonlinear friction
model was also described in this chapter. A different state space formulation of the
problem (in the EKF) from the one described in Chapter 6 was described. The states
were piston position, velocity and load pressure. This study was carried out to
investigate the effect of estimating the effective bulk modulus in the EHA using a more
accurate system model (one which included nonlinear friction). The state space
formulation was presented and the nonlinear friction model was assumed to be known
when estimating the effective bulk modulus (an iterative approach was used because of
observability). Simulation and experimental results were presented and it was found that
no apparent improvement in the estimation of the effective bulk modulus was seen.
Therefore, it was believed that the linearized transfer function model for the hydraulic
subsystem (presented in Chapter 3) was accurate enough to estimate effective bulk
modulus in the EHA, as described in the simulation study shown in Chapter 6, followed
by experimental results in Chapter 7. Also, the "equivalent" viscous friction model
could therefore be used in the linearized transfer function to estimate the effective bulk
modulus value.
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Chapter 9
Conclusions and Recommendations
9.1 Summary
The objective of this thesis was to devise an effective and practical condition
monitoring strategy for a high performance hydrostatic actuation system, referred to as
the Electrohydraulic Actuator (ERA) system. The ERA has potential applications for
flight surface actuation in aircrafts and as such, safety is a major concern. The different
condition monitoring strategies available were discussed and for the reasons enumerated
in Chapter 2, the Extended Kalman Filter (EKF) was chosen for fault detection in the
actuator.
The EKF was used to estimate two parameters of interest in the ERA, namely
the viscous damping coefficient and the effective bulk modulus, which could be directly
linked to potential faults in the ERA system. Changes in the viscous damping
coefficient can indicate wearing of the actuator seals or deterioration of the lubricating
properties of the oil. Changes in the estimated effective bulk modulus can indicate air
entrapment in the system (occurring during maintenance actions and while refilling of
the hydrostatic system with oil). Both parameters are extremely difficult to measure
"on" or "off' line.
A state space model for the ERA was proposed and the feasibility of this
approach for fault detection was investigated in simulation using Simulink/ Matlab®.
The accuracy of the estimations (estimated parameters compared to the simulated
known values of the parameters), as well as the ability for the EKF to estimate changes
in the parameters, were investigated.
The use of the EKF for fault detection in a hydraulic system was not new since
previous research (some carried out at the University of Saskatchewan) used the same
methodology (with some accuracy problem). In this particular application, the use of the
EKF for multiple parameter estimation revealed some unexpected difficulties. It was
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believed that these difficulties were linked to an "observability" problem, an important
aspect which previous research had overlooked. Indeed, in previous research, the EKF
was made to work by setting the initial states, of the augmented state vector for the
EKF, close to the desired states. This was not desirable in this study since such an
approach would tend to reveal that the EKF could be in a local minima situation and not
achieving an optimal solution for the states.
In this study, by using a new iterative methodology, this observability problem
was overcome and for the first time, no a priori knowledge of the states was required for
the EKF to successfully estimate parameters in a hydraulic system. Also, it was found
that ''tuning' of the filter (setting of the noise and error covariance matrices) was less
tedious, hence making the use of the EKF more appealing.
Concepts like detectability (which is the ability for the EKF to detect a change in
a parameter) and differentiability (which is the ability for the EKF to differentiate
between changes in two, or more, parameters when these parameters are estimated
simultaneously) were investigated in this work. It was found that the system did not
have to be observable for it to be detectable but that the converse was true.
Differentiability was also found to be linked (although no explicit mathematical
equations were presented) to system observability.
The EKF was applied successfully to the ERA prototype and faults in the
systems (producing changes in the effective bulk modulus and viscous damping
coefficient) were detected.
9.2 Outcomes
The results of this study, in which the proposed preventive maintenance
approach for the ERA involved monitoring the system by estimating parameters of
interest, led to the following outcomes:
1. The mathematical model for the ERA, using measured parameters, was accurate
enough for condition monitoring purposes. A mathematical model for the ERA has
been proposed in earlier studies but this research revealed some inaccuracies in
terms of the values of the parameters used.
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2. Simulation studies verified the feasibility ofusing the Extended Kalman Filter
(EKF) to estimate the effective bulk modulus and the viscous damping coefficient in
the Electrohydraulic Actuator (EHA). The simulation involving the EHA, as well as
the EKF algorithm was implemented using Matlab/Simulink®.
3. The simulation studies established the level of accuracy in the estimations of the
parameters by the EKF and also verified that changes in the parameters was both
detected and accurately estimated.
4. The importance of observability for the Kalman Filter and the Extended Kalman
Filter was investigated and this concept was used to predict the performance of the
filter in successfully estimating states and parameters. Difficulties in estimating both
the effective bulk modulus and the viscous friction coefficient at the same time
could be traced to the EHA system not being observable when both parameters were
expressed as states and included in the augmented state vector. However, changes in
the parameters were detected. Observability condition was used to improve the
performance of the EKF in terms of accuracy and repeatability ofresults. Also, this
concept was used to ensure "decoupling" ofparameters by estimating the
parameters iteratively. The concept of"detectability" was investigated.
5. The EKF was initialized without any a-priori knowledge rather than using some
initial parameter values close to the known values.
6. A sensitivity analysis was performed to select the input signal to use in the
parameter estimation process. It was found that the type ofinput, especially the
frequency used, affected the ability of the EKF to successfully estimate parameters
or at least estimate changes in the parameters.
7. The EKF was applied successfully to the EHA prototype. The effective bulk
modulus and the viscous damping coefficient in the prototype were estimated
successfully using an iterative approach which ensured the use ofobservable state
space models in the EKF. The estimations were very repeatable and independent of
the initial matrices used in the EKF.
8. The EKF was used to successfully estimate parameters in the EHA prototype using
both "noisy" and "clean" data. The noisy piston measurements were obtained when
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using an LvnT and a clean signal was obtained when an optical encoder was used.
This showed the flexibility and practicality ofusing the EKF for parameter
estimation in hydraulic systems in general.
9. The friction characteristic of the actuator in the ERA was investigated and an
improved model for friction at the actuator was proposed.
10. The EKF was used to estimate the coefficients of the quadratic friction model which
was proposed and to estimate changes in the friction model as a result of faults.
9.3 Conclusions
From the outcomes of this research, it was concluded that the Extended Kalman
Filter was an effective strategy for fault detection in the hydrostatic actuation system.
The effective bulk modulus and the viscous damping coefficient were estimated
accurately in simulation and repeatably in the actual system. Changes in the parameters
were detected both in simulation and in the actual prototype.
It was also concluded that the iterative approach used to estimate the two
parameters, in order to maintain system observability, ensured that the estimated
parameters were not biased and were independent of initial values used in the EKF
algorithm. The expected level of accuracy when the parameters were estimated using
measurements from the actual prototype was determined in simulation by using
identical input, measurements and initialization matrices for the EKF in simulation and
while doing the experiments.
It was also concluded that the EKF was a viable tool for fault detection using
both clean measurements (using the optical encoder) and in the presence ofnoise, as
shown when noisy LVDT measurements (instead of the "clean" optical encoder
measurements) were used to estimate parameters in the actual prototype.
Finally, it was concluded that the friction model proposed in this study appeared
to represent the actual friction in the system more accurately than the linear viscous
friction model which was assumed in previous studies involving the ERA. The EKF had
demonstrated a remarkable ability to estimate the coefficients of the nonlinear friction
function accurately in simulation. Experimental results also tend to support the use of
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the EKF for estimating the friction characteristics. The concept ofmaintaining system
observability by estimating the coefficients of the friction function was applied
successfully when the coefficients of the friction function were estimated iteratively.
9.4 Important Contributions
A number ofmajor contributions have been made to the field ofhydrostatic actuation
systems and fault detection in such systems, and they are as follows:
• The feasibility ofusing the Extended Kalman Filter (EKF) to estimate parameters in
a hydrostatic system was shown in this thesis. In the past, the EKF was applied to
different hydraulic components, never to a hydrostatic system. This research thus
paves the way for an effective method of detecting faults in hydrostatic systems.
• In this research, the effective bulk modulus, a very difficult parameter to measure,
was estimated using system measurements by the EKF. The effective bulk modulus
is a parameter that depends on the amount ofair entrapped in the fluid (air which is
dissolved in the fluid does not affect the effective bulk modulus). The amount of
entrapped air cannot be possibly known at any point of time and this study provides
an effective method of estimating this important parameter. The effective bulk
modulus affects the natural frequency ofhydraulic systems and in closed loop
systems changes in the natural frequency can result in the system going unstable.
• The existing mathematical model for the Electrohydraulic Actuator (ERA) was
derived and updated with realistic, measured leakage coefficients (for the pump and
actuator) and with a more accurate viscous friction coefficient.
• An iterative method for estimating the viscous friction coefficient and the effective
bulk modulus was proposed. This method ensured that the systems were observable
for parameter estimation using the EKF and changes in the parameters were both
detected and accurately estimated. This was done in simulation and verified using
measurements from the ERA prototype.
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• The reliance of the EKF on the initial state vector for the EKF disappeared when
observable systems were used for parameter estimations. Suboptimal perfonnance
of the filter was believed to be achieved when the EKF needed to be initialized with
parameter values close to the desired ones, for the estimation process to be
successful. In this study, the EKF converged to the same value irrespective of the
initial value of the state vector. This was considered to be a good test for a "global
minimum" situation where an optimal perfonnance of the filter was achieved. This
made the initialization process of the EKF less tedious. "Tuning" of the filter for
observable system was found to be relatively easy in contrast to what has been
reported in many studies.
• The friction characteristics of the custom made symmetrical linear actuator was
investigated and a novel empirical quadratic friction model was proposed. This
model was found to be a more accurate representation of the friction characteristics
in the actuator for the prototype than the classical Coulomb and viscous friction
model usually used for linear hydraulic actuators.
• The EKF was then used to estimate the coefficients of the quadratic friction model
for the first time. The simulation study showed the feasibility of the approach. The
EKF successfully estimated the coefficients of the friction function in simulation
and changes in the friction function. The EKF was then used to estimate the
coefficients of the quadratic function in the EHA prototype. The ability of the EKF
to successfully estimate the coefficients and changes in the coefficients, in spite of
the function being nonlinear was quite remarkable.
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9.5 Future Research Recommendations
Recommendations for future work include:
• Investigate the effect of the accumulator on the dynamics of the system. In this
research, it was assumed that the dynamics of the accumulator were negligible. This
has to be verified by a detailed simulation study of the accumulator and by
experiments.
• Augment the fault detection scheme for the EHA by using a combination of several
methods. Leakage faults for example can be easily detected by monitoring the
accumulator pressure but the location of the fault is more challenging. Weating of
the gears in the bi-directional gear pump can be detected by spectral analysis of the
pressure ripples in the lines. Temperature monitoring of the oil is another method
that can be used for detection of faults since it can imply, for instance, that
excessive load pressure is causing the cross-over relief valve to short the lines and
therefore the oil temperature to increase.
• Increase the load in the prototype and investigate its effects on the estimated
parameters. The effective bulk modulus is known to increase with pressure. The low
effective bulk modulus estimated in this thesis was partly due to the low system
pressure. The effect of a small amount of entrapped air is greater at low load
pressures than at higher load pressures where the air is forced to dissolve in the fluid
and not exist as air pockets.
• Increase the temperature of the oil and investigate its effect on the estimated viscous
friction coefficient (Viscous friction decreases as oil viscosity decreases).
• Use Neural Networks or Expert Systems for the decision part of the fault detection
strategy proposed in this research.
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Appendix A
Statistical Review of Random (Stochastic) Signals
"Random signals cannot be described with explicit mathematical functions like
sine waves or step functions" [Brown, 1997]. Their description needs to be put in
probabilistic terms. A random signal always has some element of chance associated
with it. While considering the Kalman filter, noise is treated as a random signal. The
system noise and the measurement noise are assumed to be random processes.
A.I Expectation (Average)
In the study ofrandom variables, the conceptual average for an infinite number
of trials is considered. This hypothetical average is called the expected value E(X) ,
which represents the expected value of the random variable X . It can be expressed
as[Brown,1997]:
n
E(X) =X =LXi~
i=1
where
(A.l)
X is the random variable, n is the number of allowable values ofX , Xi being
the i th value of X and, ~ is the probability that Xi occurs.
A.2 Variance
The variance ofX is the second moment of X about the mean. It is a measure of
the dispersion ofX about its mean. The variance is expressed as [Brown, 1997],
(A.2)
A.3 Normal or Gaussian Random Variables
The random variable X is called normal or Gaussian if its probability density
function is given by [Brown,1997]:
fx(X) =~ exp[-~(x -x)l
21ta 2a J
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(A.3)
where Ix (X) is the probability density function, a is the standard deviation of X , and
X represents the mean of X .
The shorthand notation for a normal random variable with mean X and
variance a 2 is X::::; N(X,a 2 ). The normal density function is symmetric and peaks
about its mean value. The mean is seen as the most likely value with values on either
side of the mean gradually becoming less likely as the distance from the mean becomes
larger. Many natural random phenomena seem to very nearly exhibit this central
tendency. Variance is a measure of dispersion about the mean. Thus a small
a corresponds to a sharp peaked density curve whereas a large a will yield a curve with
a flat peak.
A.4 Covariance
The covariance of two random processes X and Y having mean as X and Y
respectively is given by [Brown, 1997],
Cov(X,Y) =E[(X; - X)(~ - Y)] (A.4)
The covariance represents the dispersion extent of the two random variables.
Furthermore, if the two random variables are the same, then their covariance is the
variance of the variable. The covariance is also an indication of the correlation between
the two functions. If Cov(X,Y) =1, X and Yare highly correlated and if
Cov(X, Y) = 0, they are completely uncorrelated.
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AppendixB
Importance of Observability Condition to the Kalman Filter
B.l Observability Condition and Formula
Suppose that an N dimension system is represented by:
X(k +1) = AX(k) (B.l)
Z(k) = HX(k) (B.2)
The system (A,H) is observable if for any X(O) , there is a finite N such that X(O)can
be computed from observation of Z(O) , Z(1) ,Z(2) ... ZeN -1) [Franklin et aI., 1990].
The successive outputs from k =0 to k =N -1 are:
Z(O) =HX(O)
Z(1) = HX(1) = HAX(O)
Z(2) =HX(2) =HAX(1) =HA 2X(O)
ZeN -1) =HAN-1X(0)
In a matrix form, Equation (B.3) can be written as:
Z~ H H
Z(1) HA HA
Z(2) = HA2 X(O) =ON X X(O), where ON = HA 2
ZeN -1)
(B.3)
(B.4)
The above equation can be solved for X(O) if and only if the observability matrix ON'
has rank N [Kamen, 1990]. Thus, the system is observable when the rank of the
observability matrix ON' equals the system length.
B.2. Mass -Damper System
In order investigate the importance of observability to the Kalman Filter and to
the Extended Kalman Filter, a simple Mass-Damper system was considered. The Kalman
220
Filter was applied to the linear system to estimate the two states, namely position and
velocity. The mechanical system is described by Equation B.5.
MX(t) + BX(t) =u(t) + w{t) (B.5)
where X(t) is the displacement (m), X(t) the velocity (mls), u(t) the driving force (N),
w(t) the additive white noise (N), B viscous damping coefficient (Ns/m) and M the
mass (kg). The state space model for the Mass-Damper system is described by Equation
(B.6).
Xl (t) = X 2 (t) + WI (t)
X· () _ (u(t)-BX2 (t» ( )2 t - + W 2 , tM
(B.6)
Using the "forward difference" approximation, with I: being the sampling time,
the following expression is written:
X(t) ~ X(k +1) - X(k)
I:
The discrete state space model for the mechanical system can be expressed as:
Xl (k +1) =Xl (k) +T:X2 (k) +Ts WI (k)
T
X 2 (k+I) = (u(k)-BX2 (k» ~ + X 2 (k)+T:w2 (k)
Z(k) = Xl (k) + v(k)
(B.7)
(B.8)
The Mass-Damper system was simulated in SimulinklMatlab®. The input
u(k) was a sinusoid with amplitude ofO.IN and a frequency of 1 Hz. A mass of lKg and
damping coefficient of2 Ns/m were used as system parameters. The simulated input and
position were inputs to the Kalman Filter algorithm (written using Matlab) and the
estimated states (displacement and velocity) are depicted in Figure B.I. The general
representation of the Mass-Damper system used was determined to be:
(B.9)
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[1 ~] [1 0.001]where H=[1 0] and A= 0 1-~ = 0 0.998
The observability matrix was written as follows:
Observability Matrix = [ H ] = [1 0]
HA 1 0.001
(B.lO)
The rank of the observability matrix in this case was 2, which was equal to the
length of the system matrix. Therefore, the system was considered to be observable. The
estimated states converged to the simulated position and velocity (there was no visible
difference between the simulated and estimated state), as illustrated in Figure B.l.
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Figure B.l: Estimated States for the Observable Mass-Damper System Using
Position as the only Measurement
The initial state matrix and the initializing matrices for the EKF code were set to:
X(O)=[O 0], p(O)=[IX~02 lX~02]
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Q(k) = [1. x100-
9 0]
lxlO-12 '
R(k) =1X 10-12
Next, the Mass-Damper system was used with velocity as measurement. The simulated
input and velocity were the two inputs to the Kalman Filter. Therefore, in this case, the
observability matrix was found as follows:
Observability Matrix = [~] = [~ 0.;98] (B.12)
The rank of the observability matrix given by Equation (B.12) is 1, which is less than the
length of the system matrix and the system was not considered to be observable. The
Kalman Filter was applied to the system and used to estimate the position and velocity.
The estimated position did not match the simulated position, as shown in Figure B.2.
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Figure B.2: Estimated States for the Unobservable Mass-Damper System
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Ts ] [1 0.001]
1-~ = 0 0.998
From Figure B.2, it is observed that the estimated position is "biased". The shift
in the estimated position is equal in magnitude to the initial condition ofposition used in
the simulation (0.01 m). In simulation, it was found that using velocity as the only
measurement was insufficient to estimate the initial condition of the position, but was
sufficient to estimate the change in position.
In summary, for the Mass-Damper system, position as a measurement was
sufficient for the system to be observable and for the Kalman Filter to estimate velocity
(a derivative ofposition). The observability test in that case showed that all initial
conditions (position and velocity) could be traced back by using the measurements. The
observability condition failed when velocity was used as measurement and it was showed
that the initial conditions could not be traced back. As such, from the Mass-Damper
system, it could be deduced that the Kalman filter successfully estimated states for
observable systems.
From Equation (B.6), it can be seen that for the Mass-Damper system, if the
position is a measurement (i.e. known), velocity can be obtained (estimated). However,
the converse is not true since the position term is not present in the velocity equation.
Therefore, it can be deduced that using position as the measurement, information about
both states (position and velocity) can be obtained, but when velocity is used as the
measurement, information about position is not obtained (system is not observable). It
was surprising to observe that the Kalman filter, even in such adverse conditions, was
able to estimate the position when velocity was the measurement, although failing to
estimate the initial position. Next, using the same unobservable Mass-Damper system, it
was assumed that the initial position was known and the two states were once again
estimated. The "bias" disappeared and the Kalman Filter was seen to estimate both states
successfully, in spite of the system being unobservable.
Next, the effect ofusing both the position and velocity was also investigated in
simulation. In this particular scenario, the rank of the observability matrix was 2 and
therefore the system was fully observable, as shown below.
Observabiliry Matrix = [~l where H = [ ~ ~], A = [~
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Observability Matrix = [~] =
1 0
o 1
1 0.001
o 0.998
(B.13)
The Kalman filter successfully estimated the states as illustrated in Figure B.3.
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Figure B.3: Estimated States for System made Observable by Using both Position
and Velocity as Measurements.
The initial state matrix and the initializing matrices for the EKF code for this
scenario were set to:
X(O) = [0 0], P(O) =[1 xl02 0]
o 1X 104
o ] R k _ [1 x 10-4 0]
1x 10-3 ' () - 0 1x 10-2
(B.14)
In this simulation study, consistent with what has been reported in the literature,
the Kalman filter estimated correctly the states for observable systems only. When the
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system was made unobservable by using velocity instead ofposition as the measurement,
the Kalman filter estimated velocity successfully but revealed the presence of a "bias"
equal to the initial position used for the estimated position. The knowledge of the initial
condition enabled the Kalman filter to estimate position successfully in spite of the
system not being observable. In the following section, the Mass-Damper system is used
to illustrate the importance of observability in order to estimate states (position, velocity
and viscous damping) using the Extended Kalman Filter. This time, since two states and
one parameter were estimated, the resulting state space model was nonlinear and hence,
the Extended Kalman Filter was used.
B.3 Application of Extended Kalman Filter to the Mass-Damper System
In this study, the Extended Kalman Filter is used as a technique for parameter
estimation and the parameters are described as coefficients of the state equations.
Simultaneous estimation of the states and the parameters, via a state vector augmentation,
results in a nonlinear problem [Ljung, 1979]. In order to estimate the parameters, the
EKF requires a state model that includes all parameters or coefficients as state variables
in the state vector. Thus, an extended state vector is as follows:
X' (t) = [X(t),B(t)]T (B.15)
where B(t) represents the system parameter vector, X' (t) the extended state vector,
and X (t) the state vector. The EKF technique is then used to obtain a real-time estimate
of the extended state vector, X' (t), which includes the required parameters or
coefficients.
Using the Mass-Damper system, the Extended Kalman Filter was used to estimate
the damping coefficient in simulation and the state space model used was as follows:
Xl (t) = X 2 (t) + WI (t) (B.16)
X· ()_(U(t)-X3(t)X2(t)) ()2 t - + W2 tM
X3 (t) =W3 (t)
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(B.17)
where XI (t) is the displacement, (m), X 2 (t) the velocity, (mls), X 3 (t) the damping
coefficient, (Ns/m) and WI' W2 and W3 the system noise.
Using the "forward difference" approximation, with J: being the sampling time,
the discrete state space model for the mechanical system was expressed as
XI (k +1) =XI (k) +Ts X 2 (k) + J: WI (k)
T
X 2 (k +1) =(u(k) - X 3(k)X2 (k»_S + X 2 (k) +Ts W2 (k)M
X 3(k+ 1) = X 3(k) +J:w3(k)
Z(k) = XI (k) +v(k)
where the sampling time, J:, was O.OOls for this example.
Equations (5.34) and (5.35) (presented in Chapter 5) are the general nonlinear discrete
state space model and are shown below:
X(k +1) =f(X(k),U(k» +W(k)
Z(k) =h(X(k» + V(k)
(5.34)
(5.35)
Using Equations (5.40) and (5.41) also repeated below, the linearized system for the
Mass-Damper example becomes:
X(k +1) = <I>(k)X(k) +U I (k) + W(k)
Y(k) =H(k)X(k) +V(k)
The linearized state matrix for the Mass-Damper system was expressed as:
[
<1>11 (k)
where <I>(k) = af(X(k» = <I> (k)
aX(k) 21
<1>31 (k)
<1>11 (k) =1, <1>12 (k) =J:, <1>13 (k) =0
<I> (k) =0 <I> (k) =1- X 3(k)Ts <I> (k) =- X 2 (k)J:
21 '22 M' 23 M'
<1>31 (k) =0, <1>32 (k) =0, <1>33 (k) =1.
Using the linearized state matrix, the observability matrix for this system was:
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(5.40)
(5.41)
(B.18)
Observability Matrix =[ ~ ], where H = [1 0 0] .
H(C1>Y
(B.l9)
It should be noted that only Xl was a measurement. The observability matrix was
calculated at each iteration and the results are shown in Figure BA. It was seen that the
rank of the observability matrix was 3 at each iteration and it was equal to the length of
the augmented state matrix (length is 3). Therefore, based on the results of the previous
simulation, it was expected that the EKF should be able to estimate the states and
parameters successfully and accurately.
The EKF code (consisting of the Kalman Filter equations and ofthe linearized
state matrix) was written in "Matlab". The sinusoidal input and the output (displacement)
were both fed to the EKF. Figure BA depicts the plots for the estimated states
(displacement and velocity) and for the estimated damping coefficient.
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Figure BA: Applying the EKF to the Observable Mass-Damper System
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The known value for the parameter is also shown in this Figure. The estimated
states match the simulated states very closely as shown in Figure BA. The estimated
viscous damping coefficient is 2.035 Ns/m (1.75 % estimation error). The results are
consistent with the previous case.
The initial state matrix and the initializing matrices used for the EKF code were:
X(O)=[o 0 Or
[
1x 102 0
P(O) = 0 lxl02
o 0
R(k) = 1x 10-9
Q(k) =[~O Ix ~O-3 ~]
o 1X 10-4
(B.20)
Since the objective of any condition-monitoring scheme is to detect changes in
parameters, the damping coefficient was changed in the simulated model and the EKF
used to estimate its corresponding value. The results are shown in Table B.l and it can be
concluded that for the observable system, the EKF estimates the changes in the parameter
within 2% with the accuracy improving as the damping coefficient increased.
Table B.l: EKF was Used to Estimate Changes in the Damping Coefficient for the
Observable System (Simple Mass-Damper System)
Simulated Damping Estimated Damping Estimation Error
Coefficient Nslm Coefficient Ns/m (% error)
2 2.0348 1.74
3 3.036 1.2
1 1.031 3.1
5 5.037 0.74
10 10.038 0.38
30 30.039 0.13
100 100.04 0.04
300 300.04 0.013
1000 999.59 0.041
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Next, the same system was used and velocity was used as a measurement instead
ofposition. This was done to render the system unobservable. This was verified by
carrying the observability test at each time step, as shown in Figure B.5. The rank of the
observability matrix was 2 as compared to the length of the augmented state matrix which
was 3. Therefore it was concluded that the system was not observable.
0.025 0.03
g 0.02 0.02
(j)\i 0.015 ~ 0.01E(J) '0
(.) 0.01 (J) 0as (J)
C. c.
en en
C 0.005
-0.01
0
-0.020 2 3 4 0 2 3 4
lime (s) lime (s)
3 3
.!!? x
.§ ·C
z <U
:a:: 2 r E(J) >0 en(.)
'8 20)
'0.~ 1
.:Jt:.
E c:
as as
0 a:
0 1
0 2 4 0 2 3 4
lime(s) lime(s)
Figure B.5: Using the EKF to Estimate States and Parameters for Unobservable System
The EKF was used to estimate the position, velocity and damping coefficient for
this system. From Figure B.5, it is seen that the estimated and the simulated position do
not match (reveals the presence of a bias equal to the initial condition ofposition). The
estimated and simulated velocity match. The estimated parameter is shown in Figure B.5
and is seen to be close to the known value of the parameter. The initial matrixes used
were similar to the ones used previously and was given in Equation (B.20). When the
initial position was known, the ''bias'' disappeared. It can be concluded that the EKF
estimated the parameter successfully in spite of the system not being observable.
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Examination of Equation (B.16) reveals that, ifvelocity is known (measured), damping
coefficient will be estimated by the Kalman Filter. The unobservable system was next
made observable by using both position and velocity. As shown in Figure B.6, the rank of
the observability matrix was equal to the length of the augmented state; the EKF output
showed good agreement between the simulated states and estimated stated as well as
between the estimated parameter and the known parameter used in the simulation study.
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Figure B.6: EKF Applied to the Unobservable Mass-Damper System Rendered
Observable by Using More Measurements
The initial state matrix and the initializing matrices for the EKF were set to:
X(O) =[0 0 0],
[
1X 102
P(O) = ~ o 0]1X 102 0
o 1X 1012
(B.21)
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[
0 0 0]Q(k) = 0 lxlO-3 0 , R(k) =[lXIO-9 0 __ ]
o 0 1x 10-4 0 1x 10
The estimated states matched the simulated states and the estimated damping coefficient
was 2.034Ns/m (1.7 % estimation error).
From this section, it was concluded that observability condition was important for
the Kalman Filter to successfully estimate states in the Mass-Damper system. The
Extended Kalman Filter successfully estimated a parameter even when the observability
test failed (when using velocity as the only measurement). However, the use ofvelocity
as measurement produced one unobserved state which was position and estimation of the
viscous damping coefficient did not depend on position, as shown by equation B.16. The
estimated position was biased when velocity was the measurement. The magnitude of the
state estimation, however, was accurate and if the initial position was known and used in
the EKF code, the estimated position matched the simulated position very accurately. It
was also seen that when the number ofmeasurements was increased (using both position
and velocity) and the system was made observable (for the Mass-Damper system), the
output of the Kalman filter and the EKF showed good agreement between the estimated
states/parameters and the simulated ones. In the next section, the order of the state matrix
was increased by including a spring in the Mass-Damper system.
B.4 Mass-Spring-Damper System
The Kalman Filter and the Extended Kalman Filter were applied to a simple
second order, underdamped mechanical system (Mass-Spring-Damper system) which is
described by Equation (B.22).
MX(t) + BX(t) +KX(t) =u(t)+ w{t) (B.22)
whereX(t) is the displacement (m), X(t) the velocity (mls), u(t) the driving force (N),
wet) the additive white noise (N), B the viscous damping coefficient, K the spring
constant and M was the mass. This example, is the same that had been used in [Grewal
et aI, 1993]. Grewal used the Mass-Spring-Damper system to demonstrate the
methodology used when the Kalman and the Extended Kalman Filter were applied to the
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system in order to estimate states and the damping ratio {c; = 2{~)}. Two states were
estimated successfully using the EKF (position and velocity) and the estimated damping
ratio agreed with its simulated value when only position was used as measurement. An
analysis of the observability matrix showed that when the state matrix was augmented to
accommodate the damping ratio, the system was observable.
An extension of the example has been reported in [Zavarehi, 1997] and [Cao,
2001] where the EKF technique was applied to a Mass-Spring-Damper system and the
EKF was used to estimate two parameters, namely the viscous damping coefficient and
the spring constant coefficient. The equations describing the Mass-Spring-Damper
system were simulated. The input u(k) was a sinusoid with amplitude ofO.lN and a
frequency of 1 Hz. A mass of 1 kg, a damping coefficient of2 Ns/m and a spring constant
of 25 N/m were used as the simulation parameters.
In the first instance, the Kalman Filter was applied to the linear system which was
fully observable for position measurement only. The state space model for the Mass-
Spring-Damper system is described by Equation (B.23).
Xl (t) = X 2 (t) + WI (t) (B.23)
X· () _ (u(t) - BX2 (t) - KXI (t» ( )2 t - + W2 tM
Using the "forward difference" approximation, with ~ being the sampling time, discrete
state space model for the mechanical system can be expressed as:
Xl (k +1) = Xl (k) + r: X 2 (k) +r: WI (k)
TX 2 (k+l) =(u(k) -BX2 (k)-KXI (k»-S +X2 (k)+Ts w2 (k)M
(B.24)
Z(k) =Xl (k) + v(k)
The estimated states (displacement and velocity) are shown in Figure B.7. The
sinusoidal input and the output (displacement) were used to estimate the position and
velocity. No visible difference in the estimated and simulated states was observed, as
shown in Figure B.7
The initial matrices in the EKF algorithm used for this scenario were set as:
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X(O) = [0 0], p(0)=[1X102 0]
o 1X 102
Q(k) =[1 x 10-4 0 5]' R(k) =1X10-9
o 1x 10-
(B.25)
The observability matrix was written as:
Observability Matrix = [~] ,
where H =[1 0] and A =[-b 1_1:]=[-0~025 ~::~]
Observability Matrix =[ H ] =[1 0]
HA 1 0.001
(B.26)
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Figure B.7: Estimated States by the Kalman Filter for the Observable Mass-Spring-
Damper System
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From Equation (B.26), the rank of the observability matrix was 2, which was
equal to the length of the state matrix and thus it was confinned that the system was fully
observable. As was done with the Mass-Damper system, an attempt was made to make
the system unobservable by using a different set ofmeasurements Le. by using velocity
only. However, it was observed that the system remained observable as shown by the
following equations:
Observability Matrix =[ H ] =[0 1] (B.27)
HA - 0.025 0.998
The rank of the observability matrix remained 2 and thus the system was observable.
The Kalman Filter was next applied to the system and as expected, the estimated states
showed good agreement with the simulated ones as illustrated in Figure B.8.
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Figure B.8: Estimated States Match the Simulated ones when Kalman Filter is Applied to
the Observable Mass Spring Damper System, with Velocity as Measurement
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In this scenario, the velocity was dependent on force exerted by the spring. The
system remained observable although velocity alone was used as measurement. It was
interesting to note that unlike the Mass-Damper example (Type 1 system), the Mass-
Spring-Damper scenario (Type 0 system) had the displacement term in the velocity
equation given by Equation (B.24), which accounted for the Kalman filter being able to
use velocity measurements to trace back the initial condition for position. Also, it was
verified in simulation that using different initial positions always made the estimated
position by the Kalman filter to agree with the simulated position. In this example,
observability condition was not obvious but could be deduced mathematically. Consistent
with previous cases, the Kalman filter estimated the states accurately when the system
was observable.
B.5 Using the EKF to Estimate Parameters (and states) for the Mass-
Spring-Damper System
In this section, one parameter, namely the viscous damping is estimated using the
Extended Kalman Filter technique. In the first instance, for the Mass-Spring-Damper
system, it was assumed that the spring constant value was known. The importance of this
particular study lies in reducing the number of states (three states only, similar to the
work reported in [Grewal, et aI, 1993D, and ensuring that the observability condition was
satisfied. The state space model for the Mass-Spring-Damper system described by
Equation B.23 can be written as follows:
Xl (t) = X 2 (t) + WI (t)
X· () _ (u(t) - X 3(t)X2 (t) - KXI (t» ( )2 t - + W2 tM
(B.28)
where Xl (t) is the displacement, (m), X 2 (t) the velocity, (m/s), X 3 (t) the damping
coefficient, (Ns/m) , wI' W2 and W3 the system noise.
Using the "forward difference" approximation, with r: being the sampling time,
the discrete state space model for the mechanical system can be written as:
236
(B.29)
(B.30)
X 3(k +1) = X 3(k) + J:w3(k)
Z(k) =Xl (k) +v(k)
The linearized system for the Mass-Spring-Damper system is described as follows:
X(k + I) =<1>(k)X(k) +U1(k) +W(k)
[
<1>11 (k) <1>12 (k) <1>13 (k)]
where <I>(k) = qr~~~» = <1>21 (k) <1>22 (k) <1>23 (k)
<1>31 (k) <1>32 (k) <1>33 (k)
<1>11 (k) = 1, <1>12 (k) = Ts ' <1>13 (k) = 0
<1> (k)= -KJ: <1> (k)=I- X 3(k)Ts <1> (k)= -X2 (k)J:
21 M' 22 M' 23 M'
<1>31 (k) = 0, <1>32 (k) = 0 ,<1>33 (k) = 1.
The EKF code (consisting of the Kalman Filter equations and of the linearized
state matrix) was written in "Matlab". Figure B.9 depicts the plots for the estimated states
(displacement and velocity), and for the damping coefficient.The sinusoidal input and
the output (displacement) were both fed to the EKF. Results showed good agreement
between the estimated and the simulated states. The estimated parameter agreed with the
known simulated parameter value. The estimated viscous damping coefficient was
2.037 Ns/m, showing an estimation error of 1.85%. As mentioned previously, the rank of
the observability matrix and the length of the state matrix were equal.
The initial state matrix and the initializing matrices for the EKF code were set as:
X(O) = [0 0 oy
[
IXI02 0
P(O) = ~ lX~02
R(k) = 1x10-9
~ ] Q(k)=[OoO lX~O-3 ~]
lxl012 0 Ix10-4
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Figure B.9: Plots for Estimated States and Viscous Damping Coefficient for the
Observable Mass-Spring-Damper System.
The viscous damping coefficient value was then changed in the simulated model
and the EKF used to estimate its value and the results are shown in Table B.2. This was
done to verify that the EKF detected the changes and estimated them accurately.
From Table B.2, it was concluded that the EKF estimated the viscous damping
coefficient within 2.5% error at all the values used for the spring constant coefficient. The
estimation error decreased with increased damping. Also, as mentioned earlier, the
system used in the simulation study was completely observable. As was found in Section
B.2, for an observable Mass-Spring-Damper system, the EKF was able to estimate the
targeted parameter as well as changes in the parameter in simulation to within 2% for the
conditions estimated.
Next, the effect ofusing velocity as measurement and using the EKF to estimate
position, velocity and damping coefficient in the Mass~Spring-Dampersystem was
investigated. Using the linearized state matrix, the observability matrix for this particular
scenario has been determined to be:
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Observability Matrix =[ ~ ], where H = [0 1 0] .
H(<1>Y
(B.32)
The rank ofthe observability matrix was calculated at each iteration and the results are
shown in Figure B.l O. As seen in Figure B.l0, the rank for the observability matrix is
always equal to 2 (the length of the augmented state matrix, which has a length of3). In
this case, the estimated position does not match the simulated position, as shown in
Figure B.l O. The estimated damping coefficient does not converge to the known damping
coefficient value used in the simulation, in spite oftuning the filter extensively.
Table B.2: Estimated Viscous Damping Coefficient in the Mass-Spring-Damper System
Simulated Spring Simulated Viscous Estimated Viscous Estimation
Constant, K (N/m) Damping, (Ns/m) Damping (Ns/m) Error (0/0)
25 2 2.037 1.85
25 4 4.038 0.95
25 10 10.04 0.4
25 20 20.04 0.2
25 40 40.04 0.1
25 100 100.3 0.3
25 200 200.4 0.2
25 300 300.04 0.013
25 500 500.01 0.002
25 1000 999.6 0.04
10 2 2.036 1.8
5 2 2.036 1.8
30 2 2.038 1.9
100 2 2.046 2.3
100 20 20.04 0.2
100 500 500.01 0.002
300 20 20.04 0.2
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Figure B.l0: Applying the EKF to the Unobservable Mass-Spring-Damper System
(Velocity as Measurement)
In this scenario, the damping coefficient depends on the position, as shown in Equation
(B.28) and position is not known. For state estimation, the Kalman Filter was able to
obtain position using the velocity measurements but not the EKF which has two
unknowns, namely position and viscous damping coefficient.
Next, for the same Mass-Spring-Damper system, the spring constant was
estimated using the EKF. The state space formulation, with X 3 (k) being the estimated
spring constant is written as follows
(B.33)
X 3 (k +1) = X 3 (k) +Ts w3 (k)
Z(k) =X} (k) + v(k)
The linearized system for the Mass-Spring-Damper system is described as follows:
240
(B.34)X(k +1) =<I>(k)X(k) +U1(k) +W(k)
8+(X(k» [<1>11 (k) <1>12 (k) <1>13 (k)]
where <I>(k) = IJ8X(k) = <1>21 (k) <1>22 (k) <1>23 (k)
<1>31 (k) <1>32 (k) <1>33 (k)
<1>11 (k) = 1, <1>12 (k) = ~ ,<1>13 (k) = 0
<I> (k)= -X3(k)~ <I> (k)=I- B~ <I> (k)= -Xl(k)~
21 M' 22 M' 23 M'
<1>31 (k) = 0, <1>32 (k) = 0, <1>33 (k) = 1.
Figure B.II depicts the plots for the estimated states (displacement and velocity),
and for the estimated spring constant using the EKF when position is used as an input to
the filter.
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Figure B.l1: Applying the EKF to the Observable Mass-Spring-Damper System to
Estimate Spring Constant
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The observability test was carried out at each iteration and the system was found to be
fully observable (Rank of the observability matrix was equal to the length of the
augmented state matrix, both being 3). The estimated and the simulated states agreed
with each other and the estimated parameter converged to the known simulated parameter
value. The estimated spring constant was 25.01 N/m, showing an estimation error of 0.05
%. The initial state matrix and the initializing matrices for the EKF code were set as:
(B.35)
[0 0 0]Q(k) = 0 Ix10-3 0o 0 1X 10-4
X(O) =[0 0 Or R(k) =1x 10-9
o 0]
1X 102 0
o 1X 1012[
1X 102
P(O) = ~
Next, the spring constant value was then changed and the EKF was used to
estimate the new values for this parameter. The value of the viscous damping coefficient
was assumed to be known. The estimated spring constant and the corresponding
estimation errors, are shown in Table B.3.
It was confinned that the estimated states and parameter by the EKF showed good
agreement with the simulated states and parameter when the system was observable. Next
the system was made unobservable by using velocity as measurement and the EKF was
used to estimate the position, velocity and the spring constant. The observability test was
done at each iteration and it was confirmed that the system was not observable (Rank of
the observability matrix was 2 and the length of the state matrix was 3). The estimated
states and parameter are shown in Figure B.12.
From Figure B.12, it is observed that the estimated states and parameter do not
match when the Mass-Spring-Damper system was not observable. This was consistent
with the previous case where the same unobservable system was used to estimate viscous
damping coefficient. However, the estimated position was better than the previous case
where the damping coefficient was unknown and was estimated. Knowledge of the
damping coefficient appeared to improve the estimated position. The bias disappeared if
initial position is assumed to be known. It was interesting to note that in this example,
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the EKF behaved differently when compared to the Mass-Damper system, where the
filter estimated a parameter successfully even when the system was not observable.
Table B.3: Estimated Spring Constant in the Mass-Spring-Damper system
Simulated Viscous Simulated Spring Estimated Spring Estimation
Damping (Ns/m) Constant (N/m) Constant (N/m) Error (0,lc.)
2 25 25.01 0.04
2 50 49.99 0.02
2 75 74.9 0.13
2 100 99.82 0.18
2 200 199.6 0.20
2 500 498.9 0.22
2 1000 997.4 0.26
2 20 20.01 0.05
2 10 10.01 0.1
2 5 5.005 0.1
10 25 24.99 0.04
10 100 99.6 0.4
30 10 9.998 0.02
30 5 5.003 0.06
100 20 19.997 0.015
In summary, the importance of observability in terms of the EKF is not clear at
this point although some observations can be made already. It is known that the two
systems were different, one being ofType 1 (Mass-Damper) and the other of Type 0
(Mass-Spring-Damper). As such, the use ofposition as measurement (either as the only
measurement or as one ofthe measurements) made the systems observable. State
estimation (as well as the estimation of a single parameter) was successful for both
examples. The contribution ofvelocity as a measurement differed for the systems. In the
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Mass-Damper system, the use ofvelocity as measurement affected the estimated position
only by introducing a ''bias'' in the estimation. The system was not observable. The
estimated damping coefficient converged to its known value accurately. In the Mass-
Spring-Damper system, the use ofvelocity as measurement proved to be insufficient to
estimate either position or the viscous damping coefficient. The position term was present
in the velocity equation and not knowing the position was sufficient not to make the
estimated viscous damping coefficient converge to its known value.
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Figure B.12: Estimated States and Spring Constant using an Unobservable
Mass-Spring-Damper System
B.6 Estimating Two Parameters in Mass-Spring-Damper system
Using the Mass-Spring-Damper system example, two parameters (namely the
viscous damping coefficient and the spring constant) were estimated simultaneously
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using position as the only measurement. This approach was similar to the one used in
[Zavarehi, 19971 and [Cao, 2001]. The observablity test showed that augmenting the state
matrix when using the two parameters resulted in the system failing the observability
condition (Rank of observability matrix, 3 and the length of the augmented state matrix,
4). But since in the work done previously by the two authors showed that the EKF
estimated the two parameters successfully, (in spite of the observability condition for
their systems not being met), their work is repeated here for completeness.
Using equation (B.36), the state space model for the system can be expressed as
follows:
Xl (t) = X 2 (t) + WI (t)
X· () - (u(k)-X3(t)X2(t)-X4 (t)XI (t)) ()2 t - M +W2 t .
(B.36)
X3 (t) =w3 (t)
X4 (t) = W4 (t)
whereXt(t) is the displacement, (m), X 2 (t) the velocity, (m!s), X 3 (t) the damping
coefficient, (Ns/m), X 4 (t) the spring constant coefficient, (N/m), WI' W2 ' W3 and W4 the
system noise.
The discrete state space model for the mechanical system can be expressed as
Xl (k +1) = Xl (k) + r:X2 (k) +Ts WI (k)
X 3(k +1) =X 3(k) + r:w3(k)
X 4 (k +1) =X 4 (k) +r:w4 (k)
Z(k) =Xl (k) +v(k)
(B.37)
where the sampling time, Ts was O.OOls for this example.
Using the nonlinear state space model of the mechanical system described by Equation
(B.34), Equation (B.35) can be written as:
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XI(k)+~X2(k)
j(X(k) U(k» = X 2(k) - r: X3(k)X2(k) - r:XI (k)X4 (k) + r:u(k)
, X
3
(k)
X 4 (k)
TS WI (k)
W(k) = ~W 2 (k) , h(X(k» =
r:w3 (k)
~w4(k)
XI(k)
o
o
o
(B.38)
The linearized system can be described as follows:
(B.39)
<1>14 (k)
<1>24 (k)
<1>34 (k)
<I> 44 (k)
<1>11 (k) <1>12 (k) <1>13 (k)
where <I>(k) = fJj(X(k» = <l>21(k) <l>22(k) <l>23(k)
fJX(k) <1>31 (k) <1>32 (k) <1>33 (k)
<I> 41 (k) <1>42 (k) <1>43 (k)
<1>11 (k) =1, <1>12 (k) =~,<I>13 (k) =0, <1>14 (k) =0
<I> (k)= -X4(k)~ <I> (k)=l- X3(k)~ <I> (k)= -X2(k)~ <I> (k)= -XI(k)~
21 M' 22 M' 23 M' 24 M'
<1>31 (k) =0, <1>32 (k) =0, <1>33 (k) =1, <1>34 (k) =0
<I> 41 (k) =0, <1>42 (k) =0, <I> 43 (k) =0 , <I> 44 (k) =1
The EKF code (consisting of the Kalman Filter equations and of the linearized
state matrix) was written in "Matlab". Figure B.13 depicts the plots for the estimated
states (displacement and velocity), and the estimated parameters (damping coefficient
and spring constant). The sinusoidal input and the output (displacement) were both fed to
the EKF. The known values for the parameters are shown in Figure B.13. The estimated
parameters converged to their known values. The estimated states matched the simulated
states very closely as shown by their superimposed plots in Figure B.13.
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Figure B.13 Plots for the Estimated States and Parameters for the Mass-Spring-Damper
System Using Position as Measurement.
Quite unexpectedly, in spite of the system not being completely observable, the
estimated states and parameters by the EKF did match the simulated states and
parameters. The estimated viscous damping coefficient was 2.04 Ns/m (2% error) and the
estimated spring constant, 25.04 N/m (0.16% error).
The initial state matrix and the initializing matrices for the EKF code were:
X(O) =[0 0 0 oy R(k) =1x10-9
Ix 102 0 0 0 0 0 0 0
0 1xl02 0 0 0 0 0 0 (B.40)P(O) =
0 0 1X 1022 0 ' Q(k) = 0 0 1X 10-4 0
0 0 0 1X 1022 0 0 0 1X 10-3
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It must be mentioned that in this example, the rank of the observability matrix
was 3 and the length of the augmented state vector was 4 (position, velocity, damping
coefficient and spring constant being the states/parameters to be estimated). As such there
seems to be one unobserved state. It is not clear at this point what is the nature of that
unobserved state since all the states are accurately estimated. By inspection of the state
space model for this scenario, it can be deduced that when position is used as a
measurement (known), velocity can be estimated and knowledge ofboth velocity and
position is sufficient to estimate the two parameters which are damping coefficient
(associated with velocity) and spring constant (associated with position).
Next, the parameters were changed, one at a time at first, followed by changing
both of them and the EKF was applied to the simulated system and used to estimate the
two states and two parameters. The results are given in Table BA
It can be observed that the EKF detected changes and estimated the "new" values
for the parameters successfully when the parameters were changed and position was used
as measurement. The new parameter values seen in [Cao, 2001] were used and it was
found that, indeed, the EKF estimated the parameters within a maximum error of 1.5%.
To summarize, the EKF was applied to a simple Mass-Spring -Damper system
and its ability to detect changes in the parameters of interest, investigated. It was seen
that when only one parameter was estimated using position as the only measurement, the
resulting state space model was observable and the estimated states/parameter converged
to their simulated values. This was true when position was used, not when velocity was
used as the only measurement (system was then made unobservable). However,
augmenting the state space model further by including a second parameter (spring
constant) rendered the state space model unobservable, although position was used. It
was expected that the estimated states and parameter by EKF would not show good
agreement but instead, the EKF estimated the states and parameters successfully. It
appears that given position as the measurement, state augmentation using parameters did
not matter to the EKF, although the observability test showed the system not being
observable.
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Table BA: Estimated Parameters for Mass-Spring-Damper System Using Position
as Only Measurement.
Simulated Simulated Estimated Estimation Estimated Estimation
Spring Viscous Spring Error (0/0) Viscous Error (0A»)
Constant, Damping Constant Spring Damping Viscous
N/m Coefficient N/m Constant Coefficient Damping
N/mls N/mls Coefficient
25 2 25.04 0.16 2.04 2
15 3 15.06 004 3.04 1.3
30 4 30.08 0.25 4.04 1
20 5 20.1 0.51 5.04 0.8
25 4 25.08 0.32 4.04 1
25 10 25.2 0.8 10.006 0.06
25 20 25.36 1.44 20.05 0.25
25 40 25.10 004 40.04 0.1
25 100 25.22 0.88 100.1 0.1
25 200 25.2 0.8 200.2 0.1
25 300 25.1 004 299.5 0.17
25 500 24.99 0.04 499.7 0.06
25 1000 25.01 0.04 999 0.1
10 2 10.037 0.37 2.04 2
5 2 5.04 0.8 2.04 2
30 2 30.04 0.13 2.04 2
100 2 102 2 1.986 0.7
200 2 200.2 0.1 2.02 1
100 20 10004 004 20.04 0.2
100 300 99.25 0.75 297 1
100 500 99.7 0.3 498.3 0.34
300 20 303.5 1.17 20.04 0.2
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The state space model however reveals that ifposition is known, velocity can be
estimated and knowing the two states, the two parameters which are associated with the
two states can be estimated. The system still behaved as an observable system since all
the states were estimated from measurements in spite of failing the observability test. The
issue here is whether the observability test can be extended to the EKF or not.
As a next step, the Mass-Spring-Damper system was made unobservable by using
velocity as the measurement. The observability equation becomes:
Observability Matrix = , where H =[0 1 0 0] . (B.41)
_.-
The rank for the observability matrix was calculated for each time step and it was found
to be 2, as shown in Figure B.14. The length of the augmented state matrix was 4. This
resulted in 2 unobservable states as compared to 1 unobservable state when position was
used as measurement. The EKF was then applied to the unobservable system as
illustrated in Figure B.14. It was observed that the EKF output was erratic and the
estimated parameters did not match the known simulated parameters. Actually, the two
estimated parameters did not settle down to constant values. However the estimated
velocity matched the simulated velocity. The estimated position did not match the
simulated position and actually showed a large bias in its estimation. Therefore, for this
scenario, the estimated states and parameters did not show good agreement with their
simulated counterparts when two states were not observable, as illustrated in Figure B.14.
However, when the initial condition was known, parameter estimation was successful and
the estimated parameters converged to their known values. It seemed that for this
particular scenario, the absence ofknowledge about the initial position was sufficient to
confuse the EKF.
To summarize, all the results are shown in Tables 6.1 to Table 6.5, in Chapter 6.
For brevity, these results are not repeated here. From these tables, it could be deduced
that the observability condition was important for the Kalman Filter to successfully
estimate states. The EKF successfully estimated states and parameters for all cases when
the system was observable (or was made observable using more measurements). But in
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some cases, the estimated states and parameters showed good agreement with their
simulated counterparts even though the system was not observable. However, it was also
seen that when the system was not observable as a result of insufficient measurements,
rather than as a result of state augmentation using parameters, the EKF had difficulty in
successfully estimating states and parameters. In parameter estimation, a judicious choice
is therefore a problem fonnulation that is observable.
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Figure B.14: Applying the EKF to the Unobservable Mass-Spring Damper System with
Velocity being Used as Measurement
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