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ABSTRACT 
The Critical Assessment of Protein Dynamics using Molecular Dynamics (MD) Simulations and 
Nuclear Magnetic Resonance (NMR) Spectroscopy Experimentation 
Andrew Hsu 
 
The biological functions of proteins often rely on structural changes and the rates at which 
these conformational changes occur. Studies show that regions of a protein which are known to be 
involved in enzyme catalysis or in contact with the substrate are identifiable by NMR spectroscopy 
to be more flexible, evidenced through measuring order parameters of specific bond vectors. While 
generalized NMR can allow for detailed characterization of the extent and time scales of these 
conformational fluctuations, NMR cannot easily produce the structures of sparsely populated 
intermediates nor can it produce explicit complex atomistic-level mechanisms needed for the full 
understanding of such processes. Practically, preparing a protein with appropriate isotropic 
enrichment to study a set of specific bond vectors experimentally is challenging as well. 
Oftentimes, measuring the dynamics of neighboring bond vectors are necessitated. 
Detailed studies of the coupling interactions among specific residues and protein regions 
can be fulfilled by the use of molecular dynamics (MD) simulations. However, MD simulations 
rely on the ergodic hypothesis to mimic experimental conditions, requiring long simulation times. 
Simulations are additionally limited by the availability of accurate and reliable molecular 
mechanics force fields, which continue to be improved to better match experimental data. Much 
can also be learned from chemical theory and simulations to improve the methods in which 
experimental data is processed and analyzed. 
The overarching goals of this thesis are to improve upon the results generated by existing 
methods in NMR spin relaxation spectroscopy, whether that be through: (i) improving analytical 
techniques of raw NMR data or through (ii) supporting experimental results with atomistically-
detailed MD simulations. The majority of this work is exemplified through the protein Escherichia 
coli ribonuclease HI (ecRNH). 
Ribonuclease HI (RNase H) is a conserved endonuclease responsible for cleaving the RNA 
strand of DNA/RNA hybrids in many biological processes, including reverse transcription of the 
viral genome in retroviral reverse transcriptases and Okazaki fragment processing during DNA 
replication of the lagging strand. RNase H belongs to a broader superfamily of nucleotidyl-
transferases with conserved structure and mechanism, including retroviral integrases, Holliday 
junction resolvases, and transposases. RNase H has historically been the subject of many 
investigations in folding, structure, and dynamics. 
In support of the first aim, we discuss new methods of obtaining more precise experimental 
results for order parameters and time constants for the ILV methyl groups. Deuterium relaxation 
rate constants are determined by the spectral density function for reorientation of the C-D bond 
vector at zero, single-quantum, and double-quantum 2H frequencies. We interpolate relaxation 
rates measured at available NMR spectrometer frequencies in order to perform a joint 
single/double-quantum analysis. This yields approximately 10-15% more precise estimates of 
model-free parameters and consequently provides a general strategy for further interpolation and 
extrapolation of data gathered from existing NMR spectrometers for analysis of 2H spin relaxation 
data in biological macromolecules. 
In support of the second aim, we calculate autocorrelation functions and generalized order 
parameters for the ILV methyl side chain groups from MD simulation trajectories to assess the 
orientational motions of the side chain bond vectors. We demonstrate that motions of the side chain 
bond vectors can be separated into: (i) fluctuations within a given dihedral angle rotamer, (ii) jumps 
among the different rotamers, and (iii) motions from the protein backbone itself, through the C-
alpha carbon. We are able to match order parameters of constitutive motions to conventionally 
calculated order parameters with an R2= 0.9962, 0.9708, and 0.9905 for Valine, Leucine, and 
Isoleucine residues, respectively. Some longer side chain residues such as Leucine and Isoleucine 
have correlated χ1 and χ2 dihedral angle rotational motions. This provides a method of evaluating 
the relative contributions of each constitutive motion towards the overall flexibility of a side chain. 
Multiple contributors of motion are possible for intermediate and low order parameters, signifying 
more flexible residues. 
While developing protocols for MD simulations, we evaluate the effects of running 1-
microsecond long simulations and compare them to solution state NMR spectroscopy. If the 
overall tumbling time is removed from the simulation, then analysis blocks of 5-10 times the 
tumbling time is optimal to eliminate contributions from slower dynamics, which would not 
normally be measured in solution state NMR spectroscopy. We also assess the quality of the 
TIP4P(-EW) water model over TIP3P; although TIP4P simulates the isotropic tumbling time well 
for ecRNH, internal motions are equally not affected by either water model due to well-segregated 
motions. Additionally, the TIP4P water model does not appear to be able to replicate an axially 
symmetric shape for ecRNH (ecRNH is mostly spherical and only slightly axially symmetric). 
The final work of this thesis returns to the first overarching aim; we develop a specialized 
method that utilizes probability distribution functions to model spectral density functions. We 
derive the inverse Gaussian probability distribution function from general properties of spectral 
density functions at low and high frequencies for macromolecules in solution, using the principle 
of maximum entropy. The resulting model-free spectral density functions are finite at a frequency 
of zero and can be used to describe distributions of either overall or internal correlation times using 
the model-free ansatz. The approach is validated using 15N backbone relaxation data for the 
intrinsically disordered, DNA-binding region of the bZip transcription factor domain of the 
Saccharomyces cerevisiae protein GCN4, in the absence of cognate DNA. 
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1.1 Protein Dynamics 
The dynamics of proteins are increasingly recognized as playing significant and 
consequential roles in virtually every biological process, including allostery, catalysis, molecular 
recognition, regulation, and signaling1-3. While all proteins are inherently dynamic and, to a certain 
extent, sample a variety of different conformations, not all exhibit the same types of motions4-5. 
Depending on the amino acid sequence and structure of a given protein, the amplitudes and rates 
of intramolecular motions can vary wildly6-7, as characterized by the protein’s thermodynamics 
(conformational states and their relative energies) and kinetics (the transition between 
conformational states)8-9. These differences in motions enable proteins to have a vast array of 
functions; for example, fast-time scale dynamics that involve small-amplitude conformational 
fluctuations (thus having similar free energy landscapes) are typically recognized as being crucial 
for molecular recognition10. Conversely, slow-time scale dynamics with large differences in 
conformations can be found in proteins with flexible regions that bind to other domains11. Thus, 
detailed analyses, not only of a protein’s structure but also its dynamic behavior, are required to 






1.1.1 Intrinsically Disordered Proteins (IDPs) and Intrinsically 
Disordered Regions (IDRs) 
A comprehensive study of a protein’s role in a biological function relies on both structure 
and function. However, an extreme category of protein dynamics involves intrinsically disordered 
proteins (IDPs), which refer to proteins that are disordered as a whole or that contain extensive 
intrinsically disordered regions (IDRs)13-15. IDPs sample highly heterogenous conformations that 
interconvert rapidly and do not have a well-defined tertiary structure16-18. Such discoveries have 
challenged the central dogma of molecular biology by suggesting that biological activity is 
possible in the absence of a well-defined structure14. Recent studies have estimated that IDPs are 
highly prevalent, with hundreds of thousands of IDRs located throughout almost half of the 
mammalian proteome19-20.  
IDPs tend to be strongly associated with biological functions including cellular signaling 
pathways21-22, cell cycle regulation21, 23, and transcriptional and translational control15, 24-25; 
interestingly, numerous IDPs are also associated with human diseases26. The reliance of the 
previously mentioned biological processes on IDPs makes a lot of sense given their structural 
variability and dynamic substrate interaction mechanisms. For instance, many unique 
characteristics make IDPs ideal for cellular signaling pathways, including27: the flexibility to 
interact with multiple targets in different circumstances22; the presence of selectively-available 
sites that enable post-translational modification and recognition processes28; the kinetically-
advantageous, diffusion-limited association rates for rapid signaling29; and the tendency for IDPs 
to bind with high specificity but moderate affinity for rapid dissociation from other ligands, 





Figure 1.1: The Protein Disorder Continuum. IDPs are proteins that do not have a well-defined 
tertiary structure. Tertiary structure refers to the three-dimensional shape a of a protein, with a 
single polypeptide “backbone” chain that contains one or more localized protein secondary 
structures, like α-helices or β-sheets (seen in blue in this figure). These localized secondary 
structures are connected by tight turns or flexible loops (seen in red in this figure); this is the most 
common type of globular protein and is illustrated by the “structured” protein shown on the left 
side of the figure. In this continuum, as the number of amino acid residues that make up the protein 
secondary structure decreases, the protein overall begins to lose a well-defined tertiary structure. 
When entire regions of a protein have no secondary structure, then we get IDRs, which are 
illustrated by the figure in the middle. Finally, when the entire protein has no secondary or tertiary 
structure, then an IDP is described, illustrated by the figure on the right30. 
 
In some cases, a more traditionally-fixed structure is formed when the IDP is bound to 
another macromolecule, like DNA or RNA13. IDPs tend to have unusual binding modes in their 
interactions with targets that are hard to characterize by conventional methods. However, two 
limiting paradigms have since been proposed: conformational selection and induced fit15, 31-33. The 
former suggests that ordered structures exist and are chosen among an ensemble of conformations 
of varying order while the latter suggests that ordered structures are induced and molded by 
interactions with the target. Experimental and theoretical computational evidence suggests that the 




IDPs and IDRs within conventionally structured proteins have historically been extremely 
difficult to study. The transient and structurally heterogeneous nature of IDPs creates challenges 
for X-ray crystallography, which is an experimental technique that is traditionally used for 
determining protein molecular structure. X-ray crystallography requires a crystallized protein 
structure, something that is often not possible in IDPs, particularly in their unbound and disordered 
states37. Theoretical computations to describe IDPs are also challenging, primarily because of the 
need to explore the many millions of conformers that IDRs and IDPs can sample and in linking 
functional consequences to these different conformational states. Nonetheless, how these proteins 
move intrinsically is pivotal to understanding their precise roles in so many biological processes38. 
 
 
Figure 1.2: Number of Potential Conformers in Proteins. IDPs and IDRs are notoriously 
difficult to study because many more conformers are potentially sampled in the absence of a well-
defined structure. In the figure, the different colors represent an ensemble of NMR-derived 
structures. In a well-folded protein, as shown on the right, the protein itself is comparatively stable 
and a similar structure is maintained over time. Conversely, in a disordered protein, as shown on 
the left, intrinsic dynamic properties allow exchange among extremely different conformations 
over time, and superposition of individual structures is impossible. Measuring dynamics is difficult 






1.2 Nuclear Magnetic Resonance (NMR) Spectroscopy 
Nuclear magnetic resonance (NMR) spectroscopy is based upon the quantum mechanics 
of the intrinsic spin possessed by certain “NMR-active” atomic nuclei40-41. NMR relies on the 
excitation of non-equilibrium spin states of atomic nuclei in a strong magnetic field and the 
subsequent nuclear magnetic resonance response, or its free induction decay (FID). The local 
magnetic field around a given atom changes the spin resonance frequency, thus providing the 
physical, chemical, electronic, and structural information about a sample molecule. NMR is 
frequently used in modern organic chemistry to identify structures of organic compounds, and 
students are generally first introduced to this spectroscopic method during an introductory organic 
chemistry laboratory course. Consequently, the most common types of NMR utilize the proton 
(1H) and carbon-13 (13C) nuclei for measurement42. More relevant to this thesis, however, is 
biomolecular NMR spectroscopy; rather than probe organic compound samples, biochemists tend 
to probe macromolecules such as proteins, nucleic acids, carbohydrates, and other complex 
molecules. Using more advanced methods of NMR spectroscopy, considerable amounts of 
information can also be gleaned about a biomolecule’s structure, dynamics, reaction state, and 
chemical environments43-44. However, it is important to also highlight the basic NMR techniques 
and theory that all types of NMR spectroscopy share. 
Isidor Isaac Rabi is credited with the discovery of NMR, for which he was awarded the 
Nobel Prize in Physics in 1944. Development of NMR spectroscopy began in the late 1940s and 
early 1950s when the research groups of Edward Mills Purcell and Felix Bloch from Harvard 
University and Stanford University, respectively, discovered that magnetic nucleic with “spin” 




each nucleus was located in a given molecule, the nuclear spin would resonate at different 
frequencies as a response to the electromagnetic radiation. Upon further experimentation, patterns 
began to emerge between the measured resonance frequencies and the chemical environments of 
the nuclei, which allowed for a detailed analysis of the structures of the sampled molecules. In 
1952, Purcell and Bloch shared the Nobel Prize in Physics for their pioneering work in NMR 
spectroscopy45. 
The basics of NMR spectroscopy begin with the intrinsic properties of atomic nuclei, 
specifically a non-zero spin quantum number. First, the nucleus contains both protons (charge of 
+1 e) and neutrons (charge of 0 e), and some nuclei possess the intrinsic angular momentum known 
as spin. The magnitude of a nuclide’s (nucleus with specified numbers of protons and neutrons) 
spin angular momentum (L) is equal to:  
𝐿 = [𝐼(𝐼 + 1)
1
2] ℏ   Equation 1.1  
where I is the spin quantum number for a particular nuclide and is one of the following values: 0, 
½, 1, 3/2, 2, etc., though I > 4 tend to be rare. The reduced Planck’s constant, ħ, is equal to ħ = 
h/2π. 
Some of the most common nuclear spin quantum numbers are reproduced below; generally, 
it can be said that if the number of protons is even and the number of neutrons is even, then the net 
spin angular momentum is zero (L = 0). All other combinations of even and odd numbers of 








I  Nuclide  
0  12C, 16O  
½  1H, 13C, 15N, 19F, 29Si, 31P  
1  2H, 14N  
3/2  11B, 23Na, 35Cl, 37Cl  
5/2  17O, 27Al  
3  10B  
  
Table 1.1: Nuclear Spin Quantum Numbers (I) of Some Common Nuclides. Note that when 
the spin quantum number is zero, the nucleus does not possess spin angular momentum and thus 
is silent in NMR experiments42. 
 
The spin angular momentum is a vector quantity and has 2I + 1 projections on an arbitrarily 
chosen axis. This chosen axis becomes important only when an ensemble sample of atomic nuclei 
is placed in an external magnetic field that causes alignment (otherwise, the momentum has no 
preferred direction). In this case, the z component of the spin angular momentum (Iz) is defined as: 
𝐼𝑧 = 𝑚ℏ     Equation 1.2 
where m is the magnetic quantum number and has 2I + 1 values:  
m = –I, –I + 1, –I + 2, …, +I   Equation 1.3 
 
corresponding to the 2I + 1 projections. Again, based on the most common nuclear spin quantum 
numbers, I = ½ will have 2 spin states, I = 1 will have 3 spin states, I = 3/2 will have 4 spin states, 





Figure 1.3: Space Quantization of Nuclei with Various Spin Quantum Numbers. This figure 
illustrates the space quantization of nuclei with spin quantum numbers I = ½, 1, 2, from left to 
right, respectively. The simplest nuclei to utilize for NMR is with spin I = ½, where there are two 
spin states; an increasing I results in more spin states for the nuclei46.   
  
The nuclear magnetic moment (μ) follows from the spin angular momentum and is directly 
proportional by a factor of the gyromagnetic ratio (or magnetogyric ratio), γ:  
𝛍 = 𝛾𝑰     Equation 1.4 
As seen in the equation above, the magnetic moment is also a vector quantity with the same 
orientation as the angular moment. The gyromagnetic ratios of select nuclides are shown below:  
 








Table 1.2: Gyromagnetic Ratios (γ) of Select Nuclides. Note that for certain nuclides such as 
15N, the gyromagnetic ratio is negative. Both the spin angular momentum and the nuclear 
magnetization are vector quantities and are typically parallel (same direction) to each other. 
However, the magnetic moment and the angular momentum are antiparallel (opposite directions) 





The net or bulk magnetization of a sample is given by M and is the vector sum of each 
individual magnetic moment: 
𝑴 = ∑𝛍     Equation 1.5 
When no external magnetic field is applied, the magnetic moments are randomly oriented 
vectors, and the bulk magnetization arising from the nucleus is zero. Now that the magnetic 
moment and the number of spin states have been established, the effect of a large, external 
magnetic field on a sample’s nuclides can also be established. When there is no external magnetic 
field, all spin states have the same energy (they are degenerate). However, when a magnetic field 
is applied (such as placing a sample in an NMR spectrometer), the degenerate energy levels split, 
and their energy level differences are calculated as follows: 
 
𝐸 = −𝛍 ∙ 𝑩 = −μ𝑧 ∙ 𝐵0   Equation 1.6 
𝐸 = −𝑚ℏγ𝐵0     Equation 1.7 




       Equation 1.9 
 
where B is the external magnetic field, μz is the magnitude of the z-component of the magnetic 
moment, B0 is the magnitude of the external magnetic field, h is Planck’s constant, and ν is the 
frequency of the electromagnetic radiation (this is known as the τ frequency). Effectively, the 
equations above say that when an external magnetic field is applied, the magnetic moment is 
parallel (or anti-parallel) to it. Consequentially, this also means that there is also a non-zero bulk 




the spin angular momentum of the nucleus. Each energy level is populated by the spins which have 
the same angular momentum. The energy separation between these states is relatively small and 
the energy from thermal collisions is sufficient to place many nuclei into higher energy spin states. 
The number of nuclei in each spin state can be described by the Boltzmann distribution. The 








𝑘𝑇    Equation 1.10 
 
where Nupper and Nlower represent the population of nuclei in upper and lower energy states, ΔE is 
the energy difference between the spin states, k is the Boltzmann constant, and T is the temperature 
in Kelvin. At room temperature, the number of spins in the lower energy level, Nlower, slightly 
outnumbers the number in the upper level, Nupper. 
Substituting terms, we get that the energy level is dependent on the magnetic quantum 
number, gyromagnetic ratio, and the external magnetic field. Because the spin states are separated 
by integral steps of m, each spin state differs in energy by only the gyromagnetic ratio and the 
external magnetic field. Thus, we are able to obtain the discrete frequencies required to transition 
a nucleus to an excited spin state. 
 If I = ½, then only two spin states exist, with m = -1/2 and +1/2. This means that only one 
possible transition is possible; however, when I > ½, more than two spin states exist, and multiple 
transitions can take place. These additional transitions can be used for more complicated 




 We are now at the point where we have determined the required resonance frequencies to 
induce NMR transitions. Now we can piece together how NMR generally works—an NMR 
experiment has three basic requirements: an external magnetic field, electromagnetic radiation, 
and a sensitive receiver. The external magnetic field aligns the nuclei into their energy-split spin 
states (for example, align with or against the external magnetic field direction), and the 
electromagnetic radiation (radiofrequency pulse) causes the nuclei to spin flip to a higher energy 
spin state as specified by the spin state energy levels. In modern NMR, a short pulse of phase 
coherent radiofrequency radiation induces coherence across the ensemble resulting in non-zero 
transverse magnetization. The subsequent evolution of the transverse magnetization is the FID, 
and the populations of the spin states after the pulse (the result of the transitions) are not measured. 
NMR signals are comparatively weak, due to the energy level differences that lead to a small 
population bias favoring the lower energy state in thermal equilibrium, and so there needs to be a 
strong and sensitive receiver to detect the signal. Following the pulse, an NMR response, in the 
form of an FID, is obtained; the FID is in the time-domain, and thus, a Fourier transform is carried 
out to extract NMR peaks in the frequency-domain. An example Fourier transform for NMR is 
shown below: 
𝐼(𝜔) = ∫ 𝑀𝑦(𝑡) cos(𝜔𝑡) d𝑡
∞
0
  Equation 1.11 
where I(ω) corresponds to the intensity of the NMR peak (not spin quantum number) and My(t) 
corresponds to the sample’s net magnetization along the y-axis (corresponding to the detector axis 
and perpendicular to the external magnetic field). The radiofrequency pulse is applied along the x-





Figure 1.4 One-Dimensional Fourier Transformation. On the left is a sample FID in the time 
domain. Notice that the NMR signal dampens as time goes on. A Fourier transformation changes 
the decay in the time-domain to peaks in the frequency domain. These peaks correspond to specific 
nuclei in a molecule. 
 
  
A typical NMR experiment involves measuring the FID of only one type of nuclide, which 
means that the resonance frequency would be the identical for the same nuclide (which would 
defeat the purpose of solving molecule structures). Luckily, NMR peaks for the same nuclide differ 
depending on the electronic environments of the nucleus of interest. Upon the application of an 
external magnetic field, these electrons move and generate local magnetic fields that shields or de-
shields the nucleus from the external magnetic field, depending on the geometry. This means the 
spin state energy differences are lowered or raised—how much the resonance frequency changes 
depend on their specific chemical environments. These changes, while small (usually in parts per 





Figure 1.5: A Typical One-Dimensional Proton NMR Spectrum. This is a 1D proton NMR 
spectrum of caffeine (C8H10N4O2). The solvent in which the caffeine is dissolved in is CDCl3. Note 
that the solvent is deuterated so that the protons from the solvent do not interfere—the only proton 
NMR signals would only come from the caffeine molecule itself. The peaks are listed in parts per 
million (ppm) because the chemical shifts are small compared to the absolute resonance frequency 




1.2.1 Biomolecular (Protein) NMR Spectroscopy 
 As mentioned earlier, the most common usage of NMR spectroscopy has been for smaller 
organic molecules. However, NMR spectroscopy can also be applied to biomacromolecules such 
as proteins, nucleic acids, and carbohydrates43. The primary difference between organic molecules 
and biomolecules is the sheer size difference, with biomolecules being orders of magnitude larger; 
back when NMR spectroscopy was less sensitive, doing any kind of NMR experiment with 
biomolecules was extremely difficult. Additionally, because of the size of the molecule and the 




in diamagnetic molecules), a basic one-dimensional spectrum becomes untenably crowded with 
overlapping signals. While basic NMR techniques and theory still applied, advances in the 
sensitivity and the advent of multidimensional (2, 3, 4-dimensional) NMR experiments were 
needed to perform any kind of meaningful NMR experiments in biomolecules47. Pioneers in the 
biomolecular NMR field include Richard Ernst and Kurt Wüthrich, both at the ETH Zürich, who 
were awarded the Nobel Prizes in Chemistry (1991, 2002, respectively) for their work in multi-
dimensional NMR techniques and protein structure and dynamics using 2D NMR, respectively44. 
 Specifically, protein NMR has been the subject of the majority of innovations happening 
in NMR spectroscopy; protein NMR has traditionally been used to solve a protein’s 3-dimensional 
structure, analogous to its usage in organic chemistry. There have been many comparisons made 
regarding using X-ray crystallography versus NMR spectroscopy to solve the protein structure48-
49. For instance, X-ray crystallography has proteins in a single crystalline structure while solution 
state protein NMR has proteins moving around freely in a natural environment, leading to many 
more energetically-favored structures in NMR versus a single structure solved from X-ray 
crystallography50. Additionally, some proteins, such as IDPs and proteins with IDRs, don’t 
crystallize well but can be investigated by NMR spectroscopy. Lastly, structure determination of 
proteins over 40 kilodalton (kDa) by solution state NMR is difficult because the overall tumbling 
time increases significantly, leading to a weaker and rapidly-decaying NMR signal, which 
manifests itself in peak broadening and spectral overlap51-52. 
 Protein NMR has generally fallen out of favor for solving protein structure because X-ray 
crystallography and cryogenic electron microscopy (cryo-EM) is just so much easier53-54, assuming 




interesting about protein NMR are the diverse applications beyond solving protein structure. For 
instance, in drug discovery, protein NMR is very useful for determining interaction sites between 
a protein and a ligand through chemical shift mapping. Additionally, protein NMR can be used to 
profile drug candidates, making the technique vital for the screening of potential drug 
compounds55-56.  
But the most important application of protein NMR for this thesis is the ability to measure 
the dynamics of a protein through NMR spin relaxation. When a sample is pulsed with 
electromagnetic radiation, the nuclei flips to a higher energy spin state and the population is no 
longer at equilibrium. The FID as part of the NMR response is what is recorded for the eventual 
Fourier transform for NMR peak spectra. However, this decay takes time, and it would make sense 
that eventually, these spin state populations would eventually return to an equilibrium. The time 
taken is known as NMR relaxation, and it is highly dependent on local fluctuating magnetic fields 
within a molecule, which are generated by intramolecular protein motions (and the protein 
tumbling around as a whole). Measuring such relaxation times can elucidate specific motions of 
different parts of the protein42, 46, 57. 
 
1.2.2 Multidimensional NMR Experiments 
 Before getting into protein NMR and measuring dynamics, a discussion of 
multidimensional NMR experiments is warranted. What makes NMR spectroscopy a powerful 
tool is that each distinct nucleus in a molecule experiences a distinct electronic environment that 
causes a distinct chemical shift that enables it to be identified. However, the chemical shift for any 




molecules such as proteins, the huge number of resonances would inevitably result in overlaps that 
causes peaks to be unresolved.   
Therefore, most NMR spectroscopy experiments that are performed on proteins will be 
multidimensional. Multidimensional NMR experiments circumvent this overlapping issue by 
introducing additional experimental variables and outputting data that is defined by more than one 
frequency axis following the Fourier transform42, 46. So, previously, in a one-dimensional (1D) 
NMR spectrum, the x-axis would be the frequency (ω), and the y-axis would be the intensity (I). 
However, with a 2-dimensional (2D) NMR spectrum, the x-axis would be frequency 1 (ω1), the y-
axis would be frequency 2 (ω2), and the z-axis would be the intensity (I). It is difficult to display a 
three-dimensional spectrum on printed paper—thus, a contour plot is often used. Logically, for 3+ 
dimensional NMR spectroscopy, the number of frequency axes would equal to the number of 
dimensions used in the experiment, plus one for the intensity (I). 2D NMR spectroscopy is most 
common for protein NMR, but certainly 3+ dimensional NMR spectroscopy is not out of the 
question depending what kind of information is needed to be gleaned from the sample. Setting up 
the NMR experiments and collecting the results require programming “pulse sequences”, which 
are a series of time-based radiofrequency pulses and delays that enable free induction decays based 
on multiple units of time; programming pulse sequences will not be discussed in this thesis, but 
the basic theory of multidimensional NMR spectroscopy experiments and some of the most 
commonly-used 2D NMR experiments will be discussed.  
The simplest way to think about multidimensional NMR spectroscopy is to think of it as 
multiple one-dimensional NMR experiments. As described earlier, a traditional 1D NMR 




during the acquisition time, t. In the simplest 2D NMR experiment, two pulses are utilized, 
separated by a new time period, t1. The FID is acquired after the second pulse and the acquisition 
period is now denoted t2. The additional temporal dimension will come by varying the length in 
time in between radiofrequency pulses. What this means is that in order to perform a 2D NMR 
experiment, one must perform what is essentially multiple 1D NMR experiments, each with a 
slightly different delay between radiofrequency pulses. The FID intensities are collected and 
analyzed by performing the Fourier transform twice; the transformation is first performed for 
the t2 axis (analogous to a 1D NMR experiment), followed by the t1 axis (new for multidimensional 
NMR)46. The figure below illustrates the concept: 
 
 
Figure 1.6: 2D Fourier Transform of Free Induction Decays. In a 2D NMR experiment, as 
shown in (a), the t2 axis is the FID, and the t1 axis is the varying delay between the radiofrequency 
pulses. The t2 axis is transformed first, similar to a 1D NMR experiment. (b) shows the results of 
the first transformation, and the next step is to do a Fourier transform on the t1 axis. This results in 
(c), which can be displayed as cross-peaks in a 3D plot but is more commonly displayed as a 2D 




The most basic form of 2D NMR experiment is the 2D [1H, 1H]- correlation spectroscopy 
(COSY) experiment, inadvertently described in detail above46. The COSY consists of two 
radiofrequency pulses that are delayed by a varying time t1 that makes up one of the two axes for 
2D NMR.  The FID measurement is collected following the second radiofrequency pulse. Much 
like the basic form of 1D proton NMR, to identify the different nuclei in a molecular structure, the 
chemical shift and the scalar (or J-) coupling (part of the spin-spin coupling) are analyzed. The 
principles of chemical shift have been explained earlier. Scalar coupling is an indirect interaction 
between two nuclear spins mediated through chemical bonds (which are made up of electrons). In 
a 1D 1H spin spectrum, an intensity peak for a given 1H nucleus is split when there is an interaction 
through chemical bonds with another proton of a different electronic environment (typically 
limited to 1H spins connected by less than four chemical bonds). Evolution under the scaling 
coupling interaction during t1, followed by the second pulse, leads to coherence transfer between 
the spins. In a 2D experiment, peaks on the “diagonal” of a 2D plot have identical chemical shifts 
and therefore arise from the same nuclear spin during t1 and t2. Off-diagonal peaks, called cross-
peaks, have different chemical shifts in t1 and t2 and arise from pairs of nuclear spins that have an 
active scalar coupling interaction during the t1 period. Of note, a COSY experiment is homonuclear 
in nature, meaning that both axes are probing 1H (or other nuclide) spins. 
While the COSY experiment is useful for determining the coupling between nuclei that are 
connected through a small number of bonds, protein structure depends on longer range 
interactions. This includes interactions such as hydrophobic interactions from water, salt bridges, 
hydrogen bonds, disulfide bonds, and others. For this reason, the nuclear Overhauser effect (NOE) 




space (dipole-dipole coupling) rather than simply through bonds. Such coupling interactions 
typically can be elucidated for atom pairs that are within about 5Å46, 57. 
The NMR experiment that utilizes this effect is called a NOESY (nuclear Overhauser effect 
spectroscopy). In terms of pulse sequences, the NOESY experiment is quite similar to the COSY, 
except now there are three radiofrequency pulses. The delay between the first two pulses is still t1 
and is still varied through a series of experiments; the time between the second and third pulse is 
τm and is called the mixing time—this time is not varied for the NOESY experiment; the time 
following the third pulse remains t2 and is where the FID is recorded. The second radiofrequency 
pulse effectively eliminates the effect of chemical bond scalar coupling, and the subsequent mixing 
time allows for cross relaxation to occur. From the NOESY experiment, cross-peaks are also 
generated, but now, these peaks are caused by cross relaxation, not by coherence transfer through 
scalar coupling. The cross-peak intensity is dependent upon the inverse sixth power of the distance 
between the two nuclei. 
It can be logically deduced that cross relaxation is related to the concept of relaxation. 
Relaxation in NMR is essentially the processes by which an excited magnetic state returns to its 
equilibrium distribution. Relaxation is one of the primary reasons why the NMR signal undergoes 
a limiting decay (coherence is being lost over time). Cross relaxation involves a pair of two distinct 
nuclei, I and S, close enough in space to have an appreciable dipolar interaction. Following the 
excitement of nucleus I, it begins to relax, but in the process, some of the non-equilibrium I-spin 
z-magnetization is transferred to the S (spin-lattice relaxation). This cross relaxation results in the 
NOE, which is the transfer of nuclear spin polarization from one population of nuclei (I) directly 




of resonance intensity. For now, this is sufficient to understand the basics of NOESY, and much 
more will be explained regarding NMR relaxation in the next section of this thesis. The most 
important takeaway for the NOESY is that it is an important spectroscopic method that allows for 
measurement of distances between atoms within the protein molecule. They can then be used for 
structure determination by piecing together the distances and atom coordinates57. 
Unlike the COSY, a NOESY can actually be done as a homonuclear or a heteronuclear 
experiment. A heteronuclear 2D NMR is particularly beneficial for elucidating the 3D structure of 
proteins because they are primarily composed of carbon, nitrogen, and oxygen atoms; it should be 
noted that 15N and 1H both have spin quantum I= ½, which means that they are worthy nuclides 
for NMR experiments46. The last 2D NMR experiment that will be introduced is the heteronuclear 
single-quantum correlation spectroscopy (HSQC). The HSQC gives an NMR signal based upon 
the coupling between two different nuclide types (thus hetero-), most commonly a proton and 
another nucleus (such as 15N), separated by one bond. When correlating the 15N and the 1H nuclei 
in proteins, the HSQC experiment is most commonly used because the 15N nuclide has a very low 
gyromagnetic ratio compared to 1H. What this means is that in traditional 2D NMR, very weak 
signals will be produced for the 15N nuclei. HSQC works because the 15N can be detected indirectly 
via the 1H magnetization NMR signal. An HSQC experiment first transfers the polarization from 
nuclei I (typically the proton) to nuclei S (typically 15N or other heteroatom) using the insensitive 
nuclei enhanced by polarization transfer (INEPT) pulse sequence (the exact details of the pulse 
sequence will not be described here). After multiple variable time delays t1, the polarization is 
transferred back to the 1H nuclei, and the NMR signal is recorded of the 1H nuclei during t2 





Figure 1.7: 1H-15N HSQC Polarization Transfer of Generic Amino Acid Chain. The figure 
shows a generic amino acid chain that was synthesized for the purposes of analyzing via NMR. 
The blue shows the specific potential nuclides that are NMR-active, and the red arrows and 
chemical bond shows where a 1H-15N polarization transfer would occur. This would give a 
decoupled signal for the two nuclei types. An HSQC tends to be advantageous because it is a 
heteronuclear experiment, and there tends to be a greater clarity of spectra for the HSQC compared 
to the COSY experiment42, 46. 
 
 
 Lastly, it is worth noting that multidimensional NMR and the creation of new pulse 
sequences is still cutting-edge ongoing research. There are many additional types of NMR 
experiments that can be done beyond the COSY, NOESY, and the HSQC—it is the start of a long 
and complicated road towards the structural characterization of a protein. Beyond the 1H-15N 
HSQC, likely the next step is adding an additional dimension with 13C, which will distinguish the 
NH peaks with a specific amino acid residue. Additional NOESY experiments can be done to 
obtain the spatial distances between specific residues, etc. Finally, after performing all of these 
NMR experiments, the data can start to be pieced together to form a complete 2D and 3D picture 
of the protein structure42. 
 
1.2.3 Nuclear Magnetic (Spin) Relaxation 
As alluded to earlier in this thesis, relaxation in NMR is crucial to measuring dynamics in 




equilibrium state following a series of radiofrequency pulses and delays, is eventually restored to 
equilibrium. Here, equilibrium is described as the state in which the populations follow a 
Boltzmann distribution corresponding to their respective energy differences and where there are 
no transverse magnetization (coherences) present in the system46. Transverse magnetization 
(traditionally on the xy-plane) refers to the magnetization that is perpendicular to the static external 
magnetic field (traditionally on the z-axis). Conversely, magnetization that is parallel to the 
external magnetic field is the called “longitudinal” magnetization. Thus, relaxation must involve 
both transitions between spin states that restore the equilibrium distribution (longitudinal 
relaxation) and loss of phase coherence between spins (transverse relaxation)42. Nonadiabatic 
processes contribute to both longitudinal and transverse relaxation while adiabatic processes 
contribute only to transverse relaxation, as adiabatic processes do not change the spin populations 
themselves. Both relaxation processes are caused by time-dependent fast fluctuations or 
perturbations of the local magnetic field experienced by a given nucleus (this is analogous to the 
principle of chemical shifts)57. Theoretically, different relaxation rates are obtainable for each 
probed spin. The molecular dynamics of a sample molecule (protein) and NMR relaxation are 
linked because local magnetic field fluctuations are caused by molecular motions, specifically 
from rotational diffusion (or overall tumbling) and internal molecular motion. In a typical NMR 







Figure 1.8: Visual of net magnetization during NMR relaxation. In typical set ups, the NMR 
signal is recorded on the y-axis, following the final radiofrequency pulse. The FID is recorded, as 
is visualized in the burnt orange color. The net magnetization on the xy-plane eventually decays to 
zero, and this is transverse relaxation. The net magnetization on the z-axis returns to the 
magnetization when the spin populations are at Boltzmann equilibrium with an applied external 
magnetic field. The arrow in black on the z-axis is when the system has reset back to an equilibrium 
state in an NMR experiment58. 
 
 In the simplest theoretical approach to spin relaxation, the relaxation of isolated spins 
(analogous to 1D NMR) is characterized by the Bloch equations. The longitudinal and transverse 
relaxation rate constants are R1 and R2, respectively, and their reciprocals are known as time 
constants (T1 = 1/R1, T2 = 1/R2). In this scenario, the relaxation rate constants are first order, 
meaning that they follow from exponential decays. The Bloch equations are macroscopic because 
they describe the bulk magnetization rather than the motions of individual nuclear magnetic 
moments. The equations are presented below: 
𝑑𝑀𝑥(𝑡)
𝑑𝑡
= γ(𝐌(𝑡) × 𝐁(𝑡))𝑥 −
𝑀𝑥(𝑡)
𝑇2
  Equation 1.12 
𝑑𝑀𝑦(𝑡)
𝑑𝑡
= γ(𝐌(𝑡) × 𝐁(𝑡))𝑦 −
𝑀𝑦(𝑡)
𝑇2
  Equation 1.13 
𝑑𝑀𝑧(𝑡)
𝑑𝑡
= γ(𝐌(𝑡) × 𝐁(𝑡))𝑧 −
𝑀𝑧(𝑡)−𝑀0
𝑇1




where × is the cross-product, γ is the gyromagnetic ratio, and B(t) is the magnetic flux density 
experienced by the nuclei. The z component of B is composed of B0 (referring to the static external 
magnetic field, constant in time) and Bz(t) (time dependent). The Bloch equations provide some 
insights into the effects of simple relaxation, and the relaxation rate constants can be evaluated 
through these equations42, 57. These equations predict that the FID is the sum of exponentially 
damped sinusoidal functions and that T2 effectively governs the time in which the NMR signal can 
be detected (transverse magnetization vector drops to 37% of its original magnitude after one time 
constant). T1 effectively governs the time in which the equilibrium populations are restored 
(magnetization recovers to 63% of its equilibrium value after one time constant). However, the 
Bloch equations have limitations in that they do not provide a microscopic explanation of the origin 
or the magnitude of the relaxation rate constants. They also do not extend to more complex, 
coupled spin systems, such as dipolar-coupled two-spin systems, where multiple spin operators 
(like zero-quantum coherence) have differing relaxation rate constants from R1 and R2. What can 
be done about the Bloch equations is that additional damping factors can be added ad hoc instead—
many of the other relaxation rate constants measured can be performed by modifying what is 
performed during the “preparation time” (tp) of a pulse sequence. T1 can be measured in an NMR 
experiment through an inversion recovery or saturation recovery experiment while T2 can be 
measured through a spin echo experiment such as the Car-Purcell-Meiboom-Gill (CPMG) 
experiment57. 
 For more complicated relaxation rate scenarios, a semi-classical relaxation theory must be 
used. Semi-classical relaxation theory provides relaxation equations that relate spectral density 




experiments. The simplest example of utilizing this semi-classical theory is with longitudinal 
relaxation for interacting spins, which can be modeled by considering the rates of transitions of 
the spins between energy levels. The figure below shows the energy levels for a two-spin system 
with transition rate constants labeled: 
 
 
Figure 1.9: Energy level diagram for a system of two spins. These two spins I= ½, labeled I and 
S, both have two states, low energy α and high energy β.  The rate constants for transitions between 
the energy levels are denoted by W0, W1
I, W1
S, and W2. W1
I and W1
S denote transition processes 
involving an I and S spin flip, respectively. W0 refers to a transition process in which both spins 
are flipped in opposite senses (flip-flop transition) and W2 refers to a transition process in which 
both spins are flipped in the same sense (flip-flip transition). The 0, 1, and 2 subscripts refer to 
zero, single, and double-quantum transitions5, 46. 
 
 
In this simplest case scenario involving the semi-classical relaxation theory, the Solomon 
equations can be used to describe the relaxation processes. The Solomon equations for a two-spin 







= −𝜌I∆I𝑧(𝑡) − 𝜌IS∆S𝑧(𝑡)  Equation 1.15 
𝑑∆S𝑧(𝑡)
𝑑𝑡
= −𝜌S∆S𝑧(𝑡) − 𝜌IS∆I𝑧(𝑡)  Equation 1.16 
𝜌I = 𝑊0 + 2𝑊1
I + 𝑊2   Equation 1.17 
𝜌S = 𝑊0 + 2𝑊1
S + 𝑊2   Equation 1.18 
𝜌IS = 𝑊2 − 𝑊0    Equation 1.19 
where ΔIz(t) and ΔSz(t) refer to the time-dependent z magnetization of the I and S spins, 
respectively. ρI and ρS are the auto-relaxation rate constants and ρIS is the cross-relaxation rate 
constant for the exchange of magnetization between the two spins. What the Solomon equations 
reveal is that the temporal evolution of the I spin longitudinal magnetization depends not only on 
its own magnetization state but also the state of the S spin longitudinal magnetization as well, and 
vice versa. The departure from equilibrium of their own respective longitudinal magnetizations is 
noted as an auto-relaxation process, while their dependencies on the other spins are known as 
cross-relaxation processes57. This is the cross-relaxation described for the NOE(SY) section of the 
thesis. 
 For other scenarios in the semi-classical theory of spin relaxation, the most common 
treatment of spin relaxation is the Bloch, Wangsness, and Redfield (BWR) approach57. Here, the 
Hamiltonian for the system is written as the sum of an isotropic, time-invariant Hamiltonian (ℋ0) 
and a time-dependent, stochastic Hamiltonian (ℋ1(t)): 
ℋ(𝑡) = ℋ0 + ℋ1(𝑡)  Equation 1.20 
A perturbation acting on the ℋ0 Hamiltonian, the ℋ1(t) Hamiltonian is assumed to have an 
ensemble average of zero, and any components of the term that do not vanish upon ensemble 




local magnetic fields due to macromolecular tumbling. The Hamiltonian does not currently 
account for the effects of an applied radiofrequency pulse in an NMR experiment. The Liouville-
von Neumann equation of motion of the density operator is: 
𝑑𝜎(𝑡)
𝑑𝑡
= −𝑖[ℋ0 + ℋ1(𝑡), 𝜎(𝑡)] = −𝑖{?̂?0 + ?̂?1(𝑡)}𝜎(𝑡) Equation 1.21 
where ?̂?(𝑡) = [ℋ(𝑡), ] is the commutation super-operator, or Liouvillian.  
The density operator, which describes the state of the system, is transformed into the 




𝑇(𝑡), 𝜎𝑇(𝑡)]   Equation 1.22 
𝜎𝑇(𝑡) = 𝑒𝑖?̂?0𝑡𝜎(𝑡)    Equation 1.23 
ℋ1
𝑇(𝑡) = ?̂?0ℋ1(𝑡) = 𝑒
𝑖ℋ0𝑡ℋ1(𝑡)𝑒
−𝑖ℋ0𝑡 Equation 1.24 
where σT(t) and ℋ1
T(t) are the density operator and the stochastic Hamiltonian in the interaction 
frame, respectively. 
 In order to transform the density operator from the interaction frame back into the 
laboratory frame, the stochastic Hamiltonian must be further decomposed into: 




𝑞=−𝑘   Equation 1.25 
in which Fk
q(t) is a random function of spatial variables, Ak
q is a tensor spin operator, k is the rank 
of the tensor A, and index q represents the coherence order of the spin operator. In NMR, k is 
either 1 or 2, and the decomposition is always possible. From here, the tensor spin operators are 
expanded in terms of basis operators that satisfy the relationship: 
?̂?0{𝐀𝑘𝑝
𝑞 } ≡ [ℋ0, 𝐀𝑘𝑝
𝑞 ] = 𝜔𝑝
𝑞𝐀𝑘𝑝
𝑞






q are the eigenfunctions and the eigenfrequencies of the Hamiltonian 
commutation superoperator. p and q are distinguished in order to identify spin operators with the 
same order but with distinct eigenfrequencies.  
Assuming that the times of interest (dynamics regime) are: (1) larger than the correlation 
time of the stochastic Hamiltonian, and (2) smaller than the inverse of the relaxation rate being 
measured, the following master equation can be derived: 
𝑑𝜎𝑇(𝑡)
𝑑𝑡


















𝜏̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅∞
0
𝑑𝜏  Equation 1.27 
Many, many assumptions and simplifications can be made to this master equation. For 
starters, the functions of spatial variables are assumed to be independent (ensemble average is 
zero) unless q’= -q and interactions between eigenoperators with differences in eigenfrequencies 
larger than a line width are assumed to average to zero. In the absence of degenerate 
eigenfrequencies, the terms are secular and thus p= p’ (otherwise cancels to zero). Additionally, 
in the high-temperature limit, σ0 is proportional to ℋ0, which yields [[Akp
-q, Akp
q], σ0] = 0.  
 The autocorrelation functions of the stochastic processes are real, even-valued functions of 
τ for diffusive stochastic processes of interest in the theory of spin relaxation in macromolecules: 
𝑐(𝜏) = 𝐹𝑘
𝑞(𝑡)𝐹𝑘
−𝑞(𝑡 − 𝜏)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅   Equation 1.28 
The real part of the Fourier transform process gives the power spectral density function: 
𝑗𝑞(𝜔) = 𝑅𝑒{∫ 𝑐(𝜏)𝑒−𝑖𝜔𝜏𝑑𝜏
∞
−∞





Lastly, the equation is transformed back to the laboratory frame to yield the final result of 
the master equation: 
𝑑𝜎(𝑡)
𝑑𝑡
= 𝑖[ℋ0, 𝜎(𝑡)] − Γ̂(𝜎(𝑡) − 𝜎0)  Equation 1.30 












, ]] Equation 1.31 
This master equation can now be applied to find any type of relaxation rate constant. It also 
mathematically shows that for a stochastic Hamiltonian to cause relaxation, the spectral density 
function of the random stochastic processes must not vanish at the characteristic frequencies of the 
spin system. It is with this realization that connects NMR spin relaxation to the molecular dynamics 
of a protein in solution57. 
   
1.2.4 Parameters Relating to NMR Spin Relaxation and Protein Dynamics 
Qualitatively, nuclear spin relaxation results from the time-dependent stochastic 
modulation of spin Hamiltonians, including the dipole-dipole, chemical shift anisotropy, 
quadrupolar, isotropic chemical shift, and scalar coupling Hamiltonians57. Protein dynamics that 
are on a timescale similar or faster than the overall rotational correlation times influence those spin 
Hamiltonians, which is why NMR is uniquely able to elucidate information regarding rotational 
and intramolecular protein dynamics. Motions on the picosecond to nanosecond time scales are 
most affected by dipole-dipole, chemical shift anisotropy, and quadrupolar Hamiltonians while 
motions on the microsecond to millisecond time scales are most affected by isotropic chemical 




utilize the amide 15N spin for probing backbone motions and the deuterium (2H) spin with a special 
construct of CH2D methyl group isotopomers for probing side chain dynamics. Additional 
dimensions utilizing the carbonyl 13C spin can also be incorporated for probing backbone motions 
as well41, 60. 
 
Figure 1.10: Time scales for protein dynamics and NMR experiments. It should be noted that 
the timescales range from picoseconds to seconds, a range of 12 orders of magnitude. The focus 
on this thesis will be on dynamics in the nanosecond time scale61. 
 
 
 For nuclides with spin I= ½, the dominant relaxation mechanisms are dipole-dipole and 
chemical shift anisotropy interactions (recall that I > ½ for quadrupolar coupling interactions). 
Dipolar relaxation is the phenomenon that was described in the previous section with the Solomon 
equations and the NOE. Chemical shift anisotropy relaxation is caused by the electronic 
environment around a nucleus, which is generally anisotropic. Thus, as the protein tumbles around 
in solution, the local magnetic fields generated by the electrons also fluctuate, causing relaxation40. 
Using the master equation derived in the previous section plus the above considerations, the 








[𝐽(𝜔𝐻 − 𝜔𝑁) + 3𝐽(𝜔𝑁) + 6𝐽(𝜔𝐻 + 𝜔𝑁)] + 𝑐




[4𝐽(0) + 𝐽(𝜔𝐻 − 𝜔𝑁) + 3𝐽(𝜔𝑁) + 6𝐽(𝜔𝐻) + 6𝐽(𝜔𝐻 + 𝜔𝑁)] +
𝑐2
6
[4𝐽(0) + 3𝐽(𝜔𝑁)] 














        Equation 1.36 
Here, R1 is the longitudinal relaxation rate constant, R2 is the transverse relaxation rate constant, 
σHN is the dipole-dipole cross-relaxation rate constant, J(ω) is the purely orientational part of j(ω), 
μ0 is the permeability of free space, h is Planck’s constant, γN and γH are the gyromagnetic ratios 
of the 15N and 1H spins, respectively, rHN is the bond length between 
1H-15N, Δσ is the chemical 
shift anisotropy of the 15N spin, ωN and ωH are the Larmor frequencies of the 
15N and 1H spins, 
respectively, and angular brackets indicate ensemble averaging. Specifically for the backbone 
amide 15N spin, the linear combinations from the above equations can be simplified further through 




[3𝐽(𝜔𝑁) + 7𝐽(0.921𝜔𝐻)] + 𝑐




[4𝐽(0) + 3𝐽(𝜔𝑁) + 13𝐽(0.955𝜔𝐻)] +
𝑐2
6




5𝐽(0.87𝜔𝐻)       Equation 1.39 
 Conversely, for nuclides with spin I= ½, such as deuterium (2H), the dominant relaxation 
mechanism is quadrupolar coupling (the other relaxation mechanisms are negligible). Quadrupolar 




gradients in such molecules exert a torque on the quadrupolar nuclei, and protein tumbling around 
in a sample can initiate transitions among the spin states. The effectiveness of the quadrupolar 
coupling mechanism is heavily dependent on the nuclear quadrupole moment—for something like 
a deuterium nuclide, the behavior is almost like that of an I= ½ nucleus, with a small deviation 
from spherical symmetry of the charge distribution. The relaxation rate constants for the 
quadrupolar interaction of a spin-1 nucleus, such as deuterium, are: 
𝑅1 = 3




)[3𝐽(0) + 5𝐽(𝜔𝐷) + 2𝐽(2𝜔𝐷)]   Equation 1.41 
𝑅𝑄 = 9




)[3𝐽(0) + 𝐽(𝜔𝐷) + 2𝐽(2𝜔𝐷)]   Equation 1.43 
𝑅𝐷𝑄 = 3




       Equation 1.45 
where R1, R2, RQ, RAP, and RDQ describe the 
2H quadrupolar relaxation of longitudinal 
magnetization (Dz), transverse magnetization (D
+), quadrupolar order (3Dz
2 – 2), antiphase 
coherence (D+Dz + DzD
+), and double-quantum coherence (D+2), respectively. Additionally, ξ is 
the quadrupole coupling constant, e is the charge on the electron, eq is the principal value of the 
electric field gradient tensor, Q is the nuclear quadrupole moment, h is Planck’s constant, and 
e2Qq/h is taken to be 167 kHz. J() is the spectral density function at frequency , and D is the 
2H Larmor frequency40, 57. 
 Relaxation rate constants are measured from NMR relaxation experiments, and the 




are established. To determine the discrete values of J(ω), the system of equations can be inverted. 
Because there are often more relaxation rate constants measured than J(ω) needed to be solved, 
the system is effectively overdetermined; if all relaxation rate constants have similar errors, then 
taking into account all the relaxation rate constants is the most logical (rather than omitting a 
particular relaxation rate constant)57. This method is called spectral density mapping and will be 
discussed more in a later section of this thesis. 
 Back to the concept of spectral density functions—they were first introduced as the power 
spectral density function jq(ω) in the previous section. For relaxation in isotropic liquids at a high 
temperature limit, only one spectral density function needs to be calculated: 
𝑗𝑞(𝜔) = (−1)𝑞𝑗0(𝜔) ≡ (−1)𝑞𝑗(𝜔)     Equation 1.46 
The relaxation mechanisms of interest for this thesis involve tensorial operators of rank k= 2. Thus, 
the spectral density function derived from the stochastic correlation function is: 
𝑗(𝜔) = 𝑅𝑒{∫ 𝑐0(𝑡)𝑐0(𝑡 + 𝜏)𝑌2
0[Ω(𝑡)]𝑌2
0[Ω(𝑡 + 𝜏)]̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅
∞
−∞
𝑒−𝑖𝜔𝜏𝑑𝜏} Equation 1.47 
where c0(t) is a function of physical constants and spatial variables, Y2
0[Ω(t)] is a modified second-
order spherical harmonic function, and Ω(t)= [θ(t), φ(t)] are polar angles in the laboratory reference 
frame, which define the orientation of a unit vector that points in the principal direction for the 
interaction. For a rigid spherical molecule undergoing rotational Brownian motion, c0(t) is a 
constant and the appropriate terms are factored out, leading to the orientational spectral density 




∫ 〈𝑃2[?̂?(0) ∙ ?̂?(𝑡)]〉
∞
0
cos(𝜔𝑡) 𝑑𝑡    Equation 1.48 
where P2[x]=(3x
2-1)/2, ?̂?(𝑡) is a unit vector defining the orientation of the unique axis of the 




ensemble average. The unit vector is parallel to the internuclear vector for dipolar-coupled nuclei 
and to the symmetry axis of axially symmetric chemical shift anisotropy or quadrupolar tensors62. 
 The next assumption to be made is that for an isotropic rotational diffusion of a rigid rotor 
or spherical top, the overall and internal (intramolecular) motions can be considered independent. 
This means that the total correlation function can be separated into: 
𝐶(𝑡) = 𝐶𝑂(𝑡)𝐶𝐼(𝑡)       Equation 1.49 










𝜏𝑅       Equation 1.50 
where D is the rotational diffusion constant and τR is the molecular tumbling time of the protein. 
The correlation function for internal motions is: 
𝐶𝐼(𝑡) = 〈𝑃2[?̂?(0) ∙ ?̂?(𝑡)]〉      Equation 1.51 
This now leads to the model-free approach, formalized by Giovanni Lipari and Attila Szabo. They 
considered the properties of CI(t) and modeled the correlation function as: 
𝐶𝐼(𝑡) = 𝑆
2 + (1 − 𝑆2)𝑒
−
𝑡
𝜏𝑒      Equation 1.52 
where S2 is the square of the generalized NMR order parameter, and τe is the effective correlation 
time for internal motion of the group in question with respect to the overall protein frame of 
reference. Using the properties of spherical harmonics, Lipari and Szabo found that CI(0)= 1, and 
CI(∞)= S







𝜏𝑅 + (1 − 𝑆2)𝑒−
𝑡
























)     Equation 1.55 
This gives the final parameters that are typically obtained from NMR relaxation experiments to 
describe protein dynamics for individual residues (usually backbone or methyl groups of certain 
amino acids)62. The main parameters are the square of the generalized order parameter (hereby 
described from here on out as simply the order parameter), S2, and the various correlation times 
that describe the overall molecular tumbling time and internal motions, τR and τe, respectively. The 
order parameter essentially describes the flexibility of an atom pair in a protein (when the 
molecular tumbling time is factored out). S2 can range from 0 (spherically isotropic motion, 
meaning all orientations are equally probable) to 1 (completely restricted motion and absence of 
any dynamics). The Lipari-Szabo model free formalism was later extended to include anisotropic 
tumbling and additional internal correlation times. τR reflects overall motion of the protein and is 
approximately the average time for the molecule to rotate by 1 radian. τe describes motions of the 
protein which are faster than the overall molecular tumbling time (recall that motions slower than 
the overall tumbling time are averaged out)62-63.  
 Finally, to connect these parameters to molecular dynamics simulations discussed in the 
next section, the orientational time correlation function for internal motions is re-written in terms 
of the unit vector describing the instantaneous orientation of the interaction vector in the protein 













  Equation 1.56 
where the bracketed average is taken over time τ. Alternatively, the average over the cosine of the 





the following equation can be derived and estimated from the normalized spherical harmonics of 

















  Equation 1.57 
where i and j refer to the ith and jth trajectory frame and where the angular brackets indicate 
averaging over all snapshots of all trajectories of their respective sets64-65.  
 
Figure 1.11: The relationship between the order parameter, S2, and the distribution of 
orientations of a given bond vector. The order parameter describes the distribution of 
orientations of a given bond vector over a set period of time (such as over the length of a 
simulation). The possible orientations of a bond vector make up a sphere, as shown in this figure. 
This figure shows the orientation of a particular bond vector over the length of a simulation; each 
blue dot represents the orientation in a given frame in the simulation. On the left, there is a small 
distribution of dots on the sphere; we would expect this to be “rigid” and thus, its order parameter, 
S2, is high (close to 1). In the middle, there is a medium-sized distribution of dots on the sphere; 
this is more flexible, and the S2 is mid-range. Finally, on the right, the dots cover the entire sphere, 
meaning that it is entirely distributed over the length of time in the simulation. Its S2 is likely to be 
low (close to 0). 
 
1.3 Molecular Dynamics (MD) Simulations 
 NMR spin relaxation experiments can elucidate protein dynamics with atomic detail, down 
to each specific amino acid residue and their constitutive parts (the backbone, side chain methyl 
groups, etc.). While these experiments can allow for detailed characterization of the extent and 




level mechanisms needed for the full understanding of such processes66-67. It is important to 
remember that these experiments are conducted in solution on a macroscopic scale and that 
observable quantities are ensemble averages over dynamic processes. Detailed studies of the 
coupling interactions among specific residues and protein regions can be fulfilled by the use of 
molecular dynamics (MD) simulations. MD simulations are a computational theoretical method 
for studying the physical movements of atoms and molecules. MD simulations aim to mimic the 
motions of atoms in complex systems by assuming a given computationally tractable energy 
function. The potential energy function allows the force and the potential energy experienced by 
any given atom relative to the positions of the other atoms to be calculated at a particular time 
point. Newton’s equations of motion are then numerically integrated over time for all atoms in the 
system of interacting particles, producing a trajectory of atomic coordinates as a function of time68-
70. MD simulations began within the field of theoretical physics with simple systems such as 
copper or liquid argon, but today, MD simulations are commonly used in modeling biomolecules 
such as proteins, polymer physics, and other applications in material science71-72. The most 
accurate way of performing MD simulations is through potential energy functions based on 
quantum mechanics; however, for proteins and other macromolecules, there simply is not enough 
computational power to simulate a large number of atoms at the same time73-74. Thus, proteins are 
much more commonly simulated using what is known as a force field. A force field is the 
functional form and parameter sets used to calculate the potential energy of a system of atoms, and 
it is primarily a semi-empirical classical treatment reduced from quantum mechanics. Many 




charges, and thus, there are many force fields in existence that continue to be actively developed 
and improved upon with the help of experimental results75-76. 
 
1.3.1 History 
 Even before it was possible to simulate molecular systems with computers, researchers 
attempted to “simulate” atomic motion by constructing actual physical models of a system using 
spheres as representation for atoms. In the late 1950s to 1960s, the first computer-based MD 
simulations were performed, albeit on extremely simple systems, and they were almost always 
solely based on theoretical principles. Some of the first “systems” simulated were simply hard 
spheres colliding into each other to demonstrate the concept of perfectly elastic collisions77; 
eventually, these systems became more complex, such as simulating a solid copper surface to 
demonstrate the Born-Mayer repulsive interaction72. The basis for modern-day MD simulations 
came in 1964, when Aneesur Rahman simulated liquid argon using a Lennard-Jones potential, 
which is a mathematical model that approximates the interaction between a pair of neutral atoms71. 
 The first biological systems were simulated in the mid-1970s—one simulated a protein 
folding process while another simulated how a protein’s dynamics was crucial for 
photoisomerization and vision78. Relating to NMR spin relaxation experiments, one of the first 
quantitative comparisons of generalized order parameters, S2, was calculated in the early 1980s 
from a 92 picosecond MD simulation of a bovine pancreatic trypsin inhibitor (BPTI). The 
simulations were compared to experimental 13C spin-relaxation data for a number of methyl groups 
with moderate success, foreshadowing a potentially great synergy between both theoretical 




1.3.2 Fundamental Principles 
 MD simulations are run for biological molecules like proteins because their function is the 
result of time-dependent interactions with themselves and other molecules. Macroscopic 
observables in experiments are related to the microscopic behavior at the atomic level, which can 
be simulated through MD. MD simulations for proteins rely on mainly classical dynamic 











= 𝑚𝑖𝒂𝑖 = 𝑚𝑖
𝑑2𝒓𝑖
𝑑𝑡2
   Equation 1.58 
𝑭𝑖 = −∑ ∇𝑈𝑖(𝑟𝑖𝑗)
𝑁
𝑗=1 , 𝑖 ≠ 𝑗      Equation 1.59 
 
where Fi  is the net force on particle i, pi is the momentum of particle i, vi is the velocity of particle 
i, mi is the mass of particle i, ai is the acceleration of particle i, ri is the x, y, z position of particle i, 
Ui(rij) is the interparticle interaction potential (energy function) between particles i and j, N is the 
total number of particles in the system, and t is time. The pair of equations relate the potential 
energy function to a particle’s acceleration, velocity, and position in the system. Such a system, in 
reality, typically contains many different types of interacting particles whose interaction potential 
must be defined79. Collectively, these parameters define the potential energy functions known as 
a force field80. To carry out an MD simulation, a timestep Δt is defined, and all particle forces, 





1. Define and assign an initial set of positions and velocities for each particle, with N particles 









2. Set the potential energy function to be used for simulation, Ui(rij) 
3. Calculate the resulting net force on each particle i 









5. Increment the time to t= t+Δt 
6. Repeat steps 3-5 until completion 
 
This is a system of ordinary differential equations, and while an “analytical” solution is impossible, 
a numerical solution is feasible. However, solving these equations of motion numerically requires 
“integrator” algorithms. For example, the algorithm posited above is a predictor-corrector-type 
integrator and is a variation of Euler’s numerical method81.  But, the combination of this method 
along with truncating terms makes this scheme highly prone to numerical instability, particularly 
in long timescale simulations (compared to the timestep). In practice, time symmetric integration 
methods such as Leapfrog Verlet and others are used; this has been an active area of research for 
MD simulations because the timestep Δt depends on the numerical stability of the integration 
scheme82. In order to sufficiently sample the fastest motions of a protein in the system, the timestep 
should naïvely be shorter than the timescale of those motions, which for a protein, would imply a 
Δt ~ 1 femtosecond. This, of course, creates a more practical problem, in that the shorter the 




make the MD simulation more efficient, interaction algorithms were introduced along with 
improvements to these numerical integrators. 
 First, the fastest motions in the system correspond to bond vibrations (typically those 
connected to hydrogen atoms), and so these fastest degrees of freedom and their bond lengths are 
commonly restrained using the SHAKE or RATTLE algorithms, which allows for a longer time 
step (~2-2.5 femtoseconds)83-84. Next, the reference system propagator algorithm (RESPA) allows 
for the equations of motion for slower dynamics to be computed separately from faster dynamics 
in the system. This allows for the use of longer timesteps specifically for slower dynamics (“far” 
nonbonded interactions), which can be as long as ~7.5 femtoseconds85. Finally, to simulate 
proteins in solution that match experimental results, periodic boundary conditions are used to avoid 
problems with boundary effects that are caused by a finite size and allows the system to diffuse; a 
particle or atom that exits the simulation box is put back at the other end. Additional algorithms 
can also assist to make the simulation process more efficient; the Particle-Mesh-Ewald method 
treats long-range electrostatic interactions, such as Coulombic interactions, in macromolecular 
simulations under periodic boundary conditions. This method interpolates the charge density of 
the periodic images on a discrete lattice in space to form a mesh, which allows for fast Fourier 
transform of the Ewald summation86-87. 
 In the basic scheme described above, the initial atomic coordinates and their velocities are 
first defined. When simulating proteins, the positions of atoms are initially defined by an 
experimentally determined structure, most commonly solved by X-ray crystallography. In an MD 
simulation, there also needs to be an explicit or implicit solvent; an explicit solvent would mean 




solvent is represented as a continuous medium; however, for the purpose of this thesis, all 
simulations are conducted with explicit solvent for better accuracy and interaction with the 
protein88-89. The initial velocities are then randomly chosen from the Boltzmann distribution at a 
temperature of biological interest. 
 To conclude this section, in an MD simulation, the system can be described using a 
thermodynamic ensemble, and in certain ensembles, the temperature and pressure can be 
controlled. There are three main ensembles to consider when running an MD simulation: the 
microcanonical, canonical, and isothermal-isobaric ensemble. In the microcanonical ensemble, the 
system is considered to be completely isolated from its surroundings; the number of particles, the 
total volume, and the total energy are fixed/ constant (abbreviated NVE).  In statistical mechanics, 
this ensemble represents the possible states of a system that have a specified total energy. In the 
canonical ensemble, the volume is still fixed, but energy can transfer across the boundary between 
the system and surroundings (a heat bath scenario). Matter cannot transfer, and thus, the number 
of particles, the total volume, and the temperature are held constant (abbreviated NVT). Finally, 
in the isothermal-isobaric ensemble, the energy can still transfer across the boundary, but the 
volume of the system can also change such that the internal pressure of the system matches the 
pressure exerted on the system by its surroundings. Matter cannot transfer, and the system is still 
regarding to be in a heat bath; thus, the total number of particles, the pressure, and the temperature 
are considered to be constant (abbreviated NPT). In the equilibration stage of the MD simulation 
(to be described in more detail in a later section of this thesis), NPT is typically used to best model 
reality, since proteins in solution are typically in a constant pressure and temperature situation 




the simulation lengths are so long, the NVT ensemble is typically used because algorithms such 
as the periodic boundary conditions and the Particle-Mesh-Ewald are only available with the NVT 
ensemble90-94. 
 
1.3.3 Force Fields 
 Force fields make up just one of many ingredients in the MD simulation process. As 
mentioned earlier, force fields refer to the functional form and parameter sets used to describe the 
potential energy of a system75-76, 80. They are primarily based on classical mechanics, with quantum 
mechanical and experimental corrections or considerations included; force fields approximate 
reality, and there is still active research and development to better simulate biomolecular (protein) 
systems95-99. Modern force fields decompose the interaction potential into a sum of terms: 
 
𝐸𝑡𝑜𝑡𝑎𝑙 = 𝐸𝑏𝑜𝑛𝑑𝑒𝑑 + 𝐸𝑛𝑜𝑛𝑏𝑜𝑛𝑑𝑒𝑑       Equation 1.60 
𝐸𝑏𝑜𝑛𝑑𝑒𝑑 = 𝐸𝑏𝑜𝑛𝑑 + 𝐸𝑎𝑛𝑔𝑙𝑒 + 𝐸𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙      Equation 1.61 
𝐸𝑏𝑜𝑛𝑑𝑒𝑑 = ∑ 𝑘𝑟(𝑟 − 𝑟0)
2 + ∑ 𝑘𝜃(𝜃 − 𝜃0)
2
𝑎𝑛𝑔𝑙𝑒𝑏𝑜𝑛𝑑 + ∑ 𝑘𝜑(cos 𝑛𝜑)𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙  Equation 1.62 














]𝑖≠𝑗     Equation 1.64 
 
where the various k’s represent force constants, r represents bond length (or distance between 




represents point charge magnitude, ε is the depth of the potential energy well, and σ is the finite 
distance at which the interatom potential is zero.  
 
Figure 1.12: Illustrated Potential Energy Terms. Bonded interactions include covalent bond-
stretching, angle-bending, and dihedral potentials around bonds. Non-bonded interactions are 
based on distance through 3D space, through the van der Waals and electrostatic interactions100. 
 
Here, the potential energy is decomposed into a sum of bonded and nonbonded terms; 
bonded terms are ones where the atoms are connected via a chemical bond, and nonbonded terms 
are ones where the atoms interact through three-dimensional space. The bond and angle terms are 
effectively harmonic potentials, the electrostatic term is Coulomb’s law to represent electrostatic 
interactions between atoms of fixed atomic charge (such as hydrogen bonds), and the van der 
Waals term is a Lennard-Jones potential76. Practically speaking, the nonbonded terms account for 
the overwhelming majority of the computational costs, which is why algorithms such as the 
Particle-Mesh-Ewald method were developed86. Additional simplifications are made by assuming 
there is no interaction between an atom pair beyond a certain distance cutoff. It is also important 
to note that with the bonded terms, covalent bonds cannot break or form during MD simulations; 
this means that while intramolecular dynamics of a protein system can be explored, other processes 




The contributions to the potential energy described above appear in almost all force fields, 
but for many force fields, there are other considerations as well that require additional terms. For 
instance, some force fields have cross terms that describe the coupling between the stretching, 
bending, and torsional motions. Others have special terms that improve the accuracy of hydrogen 
bonding. But, the most significant addition to the potential is the inclusion of explicit polarization 
effects. Local electric fields in condensed phases induce the appearance of electric dipoles, which 
is a non-pairwise additive interaction; however, at this time, most force fields still treat individual 
particles as having fixed partial atomic charges, especially given the difficulty of optimizing 
parameters for the highly heterogeneous environments of proteins in solution102. 
The contributions to the potential energy described above are the functional form of the 
potentials, but a force field is more than that. There are also the parameter sets defined for different 
types of atoms, chemical bonds, dihedral angles, etc. that are used to calculate the potential energy. 
These parameter sets are typically a mix of empirical experimental data and quantum calculations; 
they include information regarding atomic masses, van der Waals radiuses, partial charges, bond 
lengths, bond angles, dihedral angles, harmonic spring constants, etc. These parameter sets are 
really what set the different force fields apart, and the goal of these force fields is to be able to 
predict the actual macroscopic properties of a biomolecular system. Thus, force fields continue to 
be validated for new and interesting proteins, and additional corrections may be required to better 
account for as many scenarios as possible95-99. 
 Finally, to conclude this section, we mention some of the most popular force fields for 
biomolecular systems. The most popular force fields are AMBER (Assisted Model Building with 




OPLS (Optimized Potentials for Liquid Simulations)105, which were developed by the Peter 
Kollman group (University of California, San Francisco), the Martin Karplus group (Harvard 
University), and William L. Jorgensen group (Purdue, Yale Universities), respectively. These 
force fields are actually families of force fields, meaning that there are many continuously evolving 
versions and variants available of each. These three popular force field families use strikingly 
similar functional forms, with a shared history from Shneior Lifson’s consistent force field 
method106. However, some notable differences are worth mentioning—first, partial charges for 
AMBER were derived from restrained fitting to quantum mechanical electrostatic potentials 
whereas CHARMM and OPLS relied on quantum mechanical intermolecular interaction energies. 
Second, OPLS parameters are optimized to fit experimental properties of liquids, such as density 
and heat of vaporization, in addition to gas-phase torsional profiles. Third, the AMBER force field 
has aimed for transferability in that it has tried to utilize relatively fewer atom types, and it has 
historically had problems with protein backbone torsional parameters107-108. 
Table 1.3 continues on the next page 
 



































Table 1.3: Force field families and their corresponding versions and variants. Note that this 
list is not comprehensive, but this list includes force field versions and variants available in 
Desmond, Tinker, GROMACS (GROningen MAchine for Chemical Simulations), and 
NAMD/VMD. Version typically means that there are general improvements to the force field 
while a variant typically means that the force field has been optimized for a particular 
characteristic. For example, the force field could be optimized specifically for proteins, lipids, or 
DNA, or perhaps the force field works best with a specific water model, or there is a correction 
made that allows for better integration with the Particle-Mesh-Ewald method109. 
 
 In the end, one may ask what the best force field is, and the answer is largely dependent on 
context. With active development happening for each of these force field families, new versions 
come out every couple of years, and the performance is different for each one. This question is 
important though, since poor force field parameters dictate that even with infinite simulation time 
and perfect numerical behavior, the simulation still might not produce representative dynamics 
with conformational populations that reflect those observed in the experiment. This is because the 
conformational landscape defined by the force field is not representative of the native landscape. 
Additionally, the context is also complicated by the fact that because these proteins are floating 
around in solution (water), the water molecules have to be simulated as well. And, there are models 





1.3.4 Water Models 
To best mimic a protein NMR experiment in solution, an MD simulation must consider the 
protein itself plus the solvent, water, and any buffer components. For simulating molecules in a 
solvent, a choice has to be made between an explicit and implicit solvent model. Implicit models 
have certain advantages—they are generally computationally efficient and can provide a 
reasonable description of the solvent behavior by treating the solvent as a continuous medium89. 
However, for proteins, they often fail to account for local fluctuations in the water density around 
the protein itself; this is particularly problematic when simulating intramolecular dynamics of 
specific atoms or amino acid residues because they are expected to interact heavily with the water 
solvent. Of course, an explicit model means that water molecules are explicitly present in the 
system and can provide a physical spatially-resolved description of the solvent. However, these 
explicit models are much more computationally expensive. There also exist hybrid methodologies, 
which attempt to minimize the computational cost while retaining at least some spatial resolution 
of the solvent. Nonetheless, the granularity and viscosity of explicit solvent is essential to 
reproduce certain properties of the solute molecules, particularly when reproducing chemical 
kinetics112. Thus, for the purposes of our simulations, we will deal exclusively with explicit waters. 
Water is a unique molecule that exhibits unusual and interesting behaviors, particularly 
when it interacts with proteins. Thus, there are specialized water models that must be chosen, 
similar to force fields for proteins; many different potential functions for the water monomer and 
liquid water have been developed over the past few decades. Generally, these models can be 




molecules, and the inclusion or exclusion of explicit polarization effects113-114. Some of the most 
commonly used water models are included below: 
Water Model # of points/sites Rigid or Flexible Polarization Effects? 
TIP3P 3 Rigid No 
TIP3P/ CHARMM 3 Rigid No 
TIP4P 4 Rigid No 
TIP4P-Ew 4 Rigid No 
TIP5P 5 Rigid No 
SPC 3 Rigid No 
SPC/E 3 Rigid Yes 
 
Table 1.4: Water Model and their Characteristics. The most commonly used water models use 
either the transferable intermolecular potential (TIP) or the simple point charge (SPC). For TIP, 
the 3, 4, 5P refer to the number of interaction points or sites. Although not explicitly listed in this 
table, the TIP and SPC model families have variants that have been specifically developed for 
flexible water monomers and the inclusion of explicit polarization effects115-121. 
 
It is important to recall that the rigid models happen to be the most common water models because 
they work well with the SHAKE and RATTLE algorithms to constrain the fastest motions in the 
simulation. Rigid models are the simplest water models and rely on non-bonded interactions, 
modeled after Lennard-Jones potentials (van der Waals) and Coulomb’s law (electrostatics). The 
oxygen atoms typically have Lennard-Jones potential terms while the hydrogens (and other 
dummy atoms) only have electrostatic terms113-114. 
 Finally, the greatest differences among all of these water models are the number of 
interaction points/sites. The three-site model has three interaction points that correspond to the 
three atoms of the water molecule (each site has a point charge). The three-site model characteristic 
is actually the most common since it is the most computationally efficient (the minimum number 
of interaction points that match the number of atoms in a water molecule)116. The four- and five-
site models have four and five interaction points/sites, respectively, and thus, they have dummy 





Figure 1.13: Water Model Interaction Points/Sites. The left shows a water molecule with a 
three-site model, where the interaction points correspond to each atom in the water molecule. Next, 
the middle shows a four-site model; the ‘M’ indicates the dummy atom with a negative charge. 
This improves the electrostatic distribution around the water molecule. Last, on the right, there is 
a five-site model; the ‘L’s indicate the dummy atoms with negative charges on both. It has been 
shown that a tetrahedral structure for the water molecule better reproduces the radial distribution 
functions from neutron diffraction and the temperature of the maximal density of water116, 121. 
 
Within each category of water model interaction points/sites, there are differences between the 
water models. The difference between a TIP and an SPC water model is that the SPC model 
assumes an ideal tetrahedral shape (109.5°) rather than a typical bent angle (104.5°). The difference 
between SPC and SPC/E is that there is an additional term for average polarization correction115, 
117. The CHARMM version of TIP3P adds Lennard-Jones potentials to the hydrogen atoms in 
addition to the oxygen atom (TIP3P adds a Lennard-Jones potential to only the oxygen atom)118. 
And finally, TIP4P-Ew reparametrizes terms to better work for Ewald summation methods120. As 
to which water model works the best again depends on the context, and more will be said in the 
results section of the thesis. 
 
1.3.5 Limitations of Time and Length 
 The issue with MD simulations has always been about time and length. This thesis has 
discussed methods in which the timesteps could be increased to reduce the amount of calculations 




timestep is on the order of femtoseconds (10-15 seconds), while there are also molecular events that 
occur on timescales naturally observable to humans (second or minute timescales or longer). 
Another problem with MD simulations is that a simulation presents a single instance of a protein 
while experimental observables are formed through an ensemble average; there is always the risk 
of a single protein that behaves differently from the ensemble, which would lead to a mismatch 
with the experimental data. Thus, MD simulations are run with the assumption that the ergodic 
hypothesis is true, where the time-averaged properties of a system converge to the statistical-
ensemble properties. In other words, given infinite running time with a perfect numerical 
integration scheme, the simulation should completely sample the available conformational space, 
weighted according to the Boltzmann distribution. This means that even though there are dynamics 
occurring within a given length of simulation time, the idea is to go to much longer timescales than 
that to ensure that the energy landscape has been fully explored122-124. Again, this becomes a 
problem of length and time of the simulation.  
 Of course, the length and time of an MD simulation will depend on the computational 
power and the length in time the user wants to spend simulating the protein system. It is no secret 
that the past few decades have seen an exponential growth in computational processing power; 
Moore’s law correctly predicted that the overall processing power for computers would double 
roughly every two years125. However, this does not necessarily mean that MD simulation times 
have followed the same trajectory, as design improvements in the simulation process itself (as well 
as the input structures/ number of atoms) may have either helped or hampered the efficiency of the 
simulation time. There are a couple of improvements in hardware worth mentioning that have 




The first is the introduction of graphics processing units (GPUs), which contain thousands 
of arithmetic units that can be harnessed to accelerate numerically intensive scientific applications. 
Prior to 2007, the computational power of video cards was purely used to accelerate graphics 
calculations, but NVIDIA developed a high-level application programming interface (API) named 
CUDA that allowed scientific programs to be written in C and C++126. This inspired an open 
standard API named OpenCL, first released in 2009, that can be used to program devices from 
multiple different vendors (CUDA only works on NVIDIA GPUs)127. These APIs, along with the 
increased capabilities and flexibility of recent GPU hardware, has allowed for faster computing 
times for MD simulations. However, the key to maximizing the GPUs depends on the design and 
implementation of data-parallel algorithms that are typically built on top of conventionally coded 
MD simulation software programs, simulated through a cluster of CPU-based workstations. 
Personal experience has seen a 1-microsecond simulation go from taking a month to complete to 
roughly 3-4 days to complete on a GPU128. 
The second has been special-purpose computer systems with MDGRAPE (Molecular 
Dynamics GRAvity PipE) and Anton (named after Anton van Leeuwenhoek). MDGRAPE is 
currently under development at the RIKEN Quantitative Biology Center (QBiC) in Osaka, Japan, 
and the latest iteration is MDGRAPE-4, which is designed to divide the computation between 
specialized application-specific integrated circuits (ASICs) and general-purpose host processor 
cores to create a system on chip (SoC); MDGRAPE-4 is still under development129. Anton is a 
parallel supercomputer designed and built by D.E. Shaw Research in New York. Unlike the 
MDGRAPE systems, Anton performs calculations entirely on specialized ASICs, and the current 




128 nodes) but increases simulation speeds by approximately 4x and enables simulations with as 
many as 700,000 atoms (versus 150,000 atoms for Anton 1). Anton 2 has allowed simulations to 
move from the microsecond to the millisecond timescale for very large biomolecular systems, 
targeting lipids, proteins, and other cellular structures. Anton 2 is only available publicly at the 
Pittsburgh Supercomputing Center, and researchers are able to submit proposals annually to 
request for computing time on the supercomputer130. 
 
1.3.6 Limitations of Structure 
 In practice, it is often difficult to distinguish between limitations due to sampling via the 
ergodic hypothesis and due to exploring the wrong potential energy landscape (either due to errors 
in force fields or a “bad structure”). Force fields and time/length of simulation have been discussed 
at length in a previous section of this thesis, and thus, the focus of this section will be on preventing 
the wrong starting structure. The process for running an MD simulation typically begins with 
obtaining a Protein Data Bank (PDB) protein structure—the structure needs to be prepared for 
simulation by adding hydrogens, filling in missing residues and loops, and refining the structure 
based on the pH of the system131-132. Then, water molecules and counterions are added to the 
system, and an initial velocity and force field is assigned to each atom. At this point, “technically” 
the MD simulation can begin, but if this begins the production simulation, the simulation will 
likely fail. This is because the initial atomic positions set during the preparation process are not 
necessarily at equilibrium, and during the set-up of the system, unnatural stress may have been 
introduced, such as two atoms being placed too close to each other that might result in large forces 




 Thus, MD simulations typically have a relaxation protocol, where the system’s energy is 
minimized and equilibrated. Because of the potential for clashes following initial preparation, the 
system is energy minimized in which the system is relaxed to its closest local energy minimum. 
During initial simulations, atoms in the system undergo a relaxation that usually lasts for tens or 
hundreds of picoseconds before the system reaches an equilibrium state133-134. Thus, following the 
energy minimization process, the system undergoes multiple stages of MD runs with gradually 
diminishing restraints and with gradually increasing temperature in a stepwise fashion to the 
desired temperature. The precise steps of a relaxation protocol are quite flexible and up to the user, 
but the overall purpose is to get the protein system to a point where the potential energy landscape 
is being correctly sampled during the production simulation; analogously, this overall relaxation 
process can be thought of as a “warm up” to some stage in equilibrium. 
 All of the preparation steps above are necessary prior to the simulation run and contribute 
to the overall starting structure. Many points in the process can result in a bad starting structure—
for instance, if the pH was not set correctly for the system, it may form or destroy certain hydrogen 
bond interactions, wreaking havoc on intramolecular dynamics131, 135-136. Or, if a crystal water is 
accidentally deleted and not re-added by the software, a random pocket in the protein structure 
might be interpreted as being more hydrophobic than in reality. Finally, if certain MD runs are not 
constrained properly, unlikely conformations may form and skew the perception of flexibility of 
certain regions in the protein137. All of these considerations contribute to the starting structure of 






1.4 Dissertation Overview 
 The biological function of proteins often relies on structural changes and the rates at which 
these conformational changes occur. Studies show that regions of a protein which are known to be 
involved in enzyme catalysis or in contact with the substrate are identifiable by NMR spin 
relaxation experiments to be more flexible, evidenced through measuring order parameters138-139. 
While NMR can allow for detailed characterization of the extent and time scales of these 
conformational fluctuations, NMR cannot produce explicit complex atomistic-level mechanisms 
needed for the full understanding of such processes66-67. Detailed studies of the coupling 
interactions among specific residues and protein regions can be fulfilled by the use of MD 
simulations68-70. However, simulations are limited by the availability of an accurate and reliable 
force field, which is still being improved to better match experimental data. And, of course, much 
can also be learned from chemical theory and simulations to improve the methods in which 
experimental data is processed and analyzed as well99, 109. This dissertation presents a series of 
studies that aims to better our understanding of protein side chain and backbone dynamics through 
atomistically-detailed MD simulations, to improve the analyses of NMR experimental data 
through mathematical and statistical theory, and to critically analyze the accuracy and precision of 
MD simulations through previously-measured NMR experiments. 
The first study involves the quadrupolar relaxation of deuterium nuclear spins140. 
Deuterium relaxation rate constants were measured for an E. coli ribonuclease H [U-2H, 15N] ILV-
[13CH2D] sample using 400, 500, 800, and 900 MHz NMR spectrometers and analyzed by three 
approaches to determine spectral density values. First, data recorded at each static magnetic field 




and data recorded at other fields were analyzed independently. Third, data recorded at 400 and 500 
MHz were interpolated to 450 MHz, and the resulting two pairs of data, corresponding to 400 
MHz/800 MHz and 450 MHz/900 MHz, were analyzed jointly. The second and third approaches 
rely on the identity between the double quantum frequency at the lower field and the single 
quantum frequency at the higher field. Spectral density values for 32 of the 48 resolvable ILV 
methyl resonances were fit by the Lipari-Szabo model-free formalism and used to validate the 
three methods. 
The second study focuses on the ILV (Iδ1, Lδ1,2, Vγ1,2) 
13C side chain methyl groups and 
their associated motions, using the E. coli ribonuclease HI enzyme as the model protein. Results 
from multiple microsecond MD simulation runs are compared to experimental values obtained 
from 13CH2D spin relaxation measurements. Simulated and experimental order parameters agreed 
well, with 30 of the 46 methyl groups having an absolute difference of less than 0.15. Leucine 
residues agreed particularly well between simulation and experiment with a correlation coefficient 
of 0.84. From this, it was proposed that the overall ILV order parameters are made up of constituent 
motions that might be roughly independent of each other, consisting of:  
(1) dihedral angle fluctuations within a particular rotamer (S2rotamer) 
(2) transitions among different canonical rotamers (S2jump), and 
(3) motions of the preceding atom pairs (Iγ1, Lγ, Vβ). 
Thus, the total methyl S2 would be roughly equal to the product of the aforementioned constituent 
order parameters. The order parameters from the first two motions can be calculated from the 




trans) throughout the trajectory. The order parameter from the last constitutive motion can be 
calculated using standard analyses. 
 The third study focuses on computational factors that significantly alter S2 derived from 
NMR spin relaxation data. This includes: 
(1) the structure and environment of the protein immediately prior to the simulation 
production run 
(2) the merits of running one long simulation versus multiple shorter simulations, and 
(3) the segmentation of longer simulation times to approximate the effects of overall 
tumbling time and the ramifications of using different water models. 
First, using the E. coli Ribonuclease HI enzyme as the model protein in this project, one 
major computational factor was the quality of the protein structure immediately prior to the 
simulation production run. More specifically, the refinement of hydrogens at a given pH, the 
presence of the original crystal waters, and the preceding relaxation and minimization protocols 
were all noted to significantly affect the quality of the simulation and the reproducibility with 
experiment. Neglecting the first two factors resulted in progressive drifting in the backbone heavy 
atom RMSDs for secondary structure residues. For the last factor, almost half of structures 
following relaxation had a poor MolProbity scores, and any such structure was unable to be 
recovered via simulation. 
Secondly, the question lingers as to whether, for example, ten 100-nanosecond simulations 
equate to one 1-microsecond simulation (does the ergodic hypothesis stand?). It was found that if 
the same starting structure was used with different starting seeds, then only minute and negligible 




trajectory and used in the production runs, then even microsecond simulations with different (but 
similar) starting structures and good MolProbity scores, resulted in significantly different 
calculated order parameters. 
Lastly, long simulations are often segmented into blocks, conventionally using the overall 
tumbling time as the demarcation and the reasoning for performing such blocking. It was shown 
that not all order parameters for particular residues benefit from blocking (and certainly not 
equally); residues that have an S2 above 0.75 tend to be unaffected by blocking. Generally, an 
approximately exponential decay-like pattern was observed between the S2 and the block size, 
giving an upper and lower bound to S2 when compared with experiment. The most optimal block 
size for 15NH backbone amides appears to be between 50-100 ns (5-10 times the global tumbling 
time of E. coli Ribonuclease HI). 
Following consideration of the above factors, the agreement of the S2 for 15NH backbone 
amides to NMR experiments has improved by approximately 15% when compared to previous 
simulation attempts. Additionally, a brief discussion is made as to the overall contribution of using 
different force fields when comparing the results of simulation versus experiment; the 
consideration of different force fields and water models is compared to the other simulation 
contributors mentioned above. 
The fourth and final study involves utilizing probability distribution functions to model 
spin relaxation spectral density functions141. Applications to study the nanosecond timescale 
motions of biological macromolecules rely on sampling at ultralow frequencies. Consequently, 
appropriate distribution functions necessitate spectral density functions that are accurate and 




distribution function is derived from general properties of spectral density functions at low and 
high frequencies for macromolecules in solution, using the principle of maximum entropy. This 
normalized distribution function is first used to calculate the correlation function, followed by the 
spectral density function. The resulting model-free spectral density functions are finite at a 
frequency of zero and can be used to describe distributions of either overall or internal correlation 
times using the model-free ansatz. To validate the approach, 15N spin relaxation data for the bZip 
transcription factor domain of the S. cerevisiae protein GCN4, in the absence of cognate DNA, 
were analyzed using the inverse Gaussian probability distribution for intramolecular correlation 
times. The results extend previous models for the conformational dynamics of the intrinsically 














2.1 Escherichia coli Ribonuclease HI (ecRNH) and Family 
There continues to be a sustained interest in the role that internal dynamics play in the 
overall biological function of proteins. For example, to fully understand the effects of inhibitor 
binding to an allosteric site, detailed studies of the motions among specific residues and protein 
regions are necessary to elucidate pathways of communication between allosteric and active 
sites142. A common method to determine specific motions of the protein involves identifying 
specific rigid and flexible amino acid residues and thus revealing significant motions that occur on 
an assortment of time scales. One such allosteric inhibitor interaction discussed earlier is with the 
HIV-1 reverse transcriptase ribonuclease HI (RNase H) domain; the inhibitor preferentially binds 
to allosteric pockets located between the active site and the region surrounding helices B and D, 
known as the substrate-handle region143. As a result, any homolog of the RNase H enzyme is a 
convenient model to study to help elucidate these interactions. 
Peter Hausen’s group at the Max Planck Institute for Developmental Biology first 
discovered RNases H in 1969 when they found RNA: DNA hybrid endonuclease activity in calf 
thymuses144-146. Later, RNases H were also discovered in Escherichia coli (E. coli) and in 
oncoviruses with RNA genomes during the viral reverse transcription process147-149. It was found 
that there were multiple proteins that resulted in RNase H activity, and they are subsequently 
named I, II, and III150; however, for the purposes of this discussion, only the ribonuclease HI will 




RNase H (EC 3.1.26.4) is a conserved endonuclease responsible for cleaving the RNA 
strand of DNA/RNA hybrids in many biological processes, including reverse transcription of the 
viral genome in retroviral reverse transcriptases and Okazaki fragment processing during the DNA 
replication of the lagging strand151. RNase H commonly consists of four to five α-helices and five 
β-sheets interspersed between loops152. The helix on the C-terminus is present in E. coli and human 
RNase H homologs but absent in the HIV-1 reverse transcriptase RNase H domain153-154. All share 
a common canonical active-site organization consisting of a conserved DED(D) motif, composed 
of aspartate and glutamate residues. These residues interact with magnesium ions in cation binding 
and in acid-base chemistry during enzymatic catalysis151, 155. Such a pattern can be found in other 
nucleases and nucleotidyl transferases involved in a variety of other biological processes; RNase 
H belongs to a broader superfamily of nucleotidyl-transferases with conserved structure and 
mechanism, including retroviral integrases, Holliday junction resolvases, and transposases156-157. 
As mentioned previously, RNase H has historically been the subject of many investigations in 
folding, structure, and dynamics158-160. 
RNase H has the distinction of being one of the first protein mesophile and thermophile 
pairs with solved structures136, 159, 161-165. Thus, there have been multiple dynamic studies regarding 
the comparative studies of mesophilic E. coli (ecRNH) and thermophilic T. thermophilus (ttRNH) 
enzymes, exemplars of RNase H variants136, 162-165. Studies involving enzyme dynamics frequently 
rely on comparing the effects of amino acid sequence variation on both protein structure and 
function. Thermophiles are a natural extension of this principle because they tend to exhibit large 
differences in stability and activity compared to mesophiles, which are optimized for moderate 




and activity in extreme environments, with implications for biotechnology. Results show that 
while the ecRNH and ttRNH have similar backbone amide order parameters (which characterize 
conformational dynamics on a picosecond to nanosecond timescale), the substrate-binding loop 
regions exhibit statistically significant differences with regards to chemical exchange line 
broadening on the microsecond to millisecond timescales. These loop regions also reveal 
distinctive structural conformations in the presence of substrate in another member of the RNase 
H superfamily that is worth exploring166. Recent evidence also implicates crucial aromatic side 
chain coupling interactions at the active site region in substrate recognition, but the study of 
specific residues on active site functionality is still in its early stages167. 
 
 
Figure 2.1: Amino Acid Sequence of RNases H. This section discussed ecRNH, ttRNH, human 
(Homo sapien) RNase H (hsRNH), and HIV-1 reverse transcriptase RNase H (hivRNH). These 
are the amino acid sequences of said proteins, denoted by their PDB IDs: 2RN2, 1RIL, 2QK9, and 
3K2P, respectively. The consensus sequence and plot are denoted above, with four values: 25% (1 
out of 4 residues match), 50% (2 out of 4 residues match), 75% (3 out of 4 residues match), 100% 
(4 out of 4 residues match). There are different shades of green, with the brightest green being the 
best consensus match among all four RNases H and the dullest (or not highlighted at all) being the 
least matched. ecRNH is noted in the thesis as being the base or standard RNase H to be compared 
to. Thus, compared to ecRNH, the rest are 51%, 19%, and 32% identical, respectively. The rest 
are also 65%, 33%, and 43% similarity, respectively. Lastly, the rest are 67%, 34%, and 50% 




Figure 2.2 continues on the next page 
 




















Figure 2.2: Cartoon Structures of RNases H. A-D. show cartoon structures of ecRNH (red), 
ttRNH (orange), hsRNH (green), and hivRNH (blue), respectively. They are all singly colored, 
with the exception of C. and D. C. shows hsRNH in complex with an 18-mer RNA/DNA hybrid, 
which is indicated in magenta. D. shows hivRNH inhibitor beta-thujaplicinol bound at the active 
site, along with two manganese (II) ions; these are indicated in red. Again, this thesis will treat 
ecRNH as the standard RNase H to be compared to, and thus, E-G. show superpositions of 
structure based on the Cα carbon compared to ecRNH. All colors are the same as in A.-D. For F.-
G., all except the protein have been removed for clarity. Finally, A. has added labeling in blue and 
red. The blue letters and numbers indicate the order of the α-helices and β-sheets, respectively. As 
noted earlier, the inhibitor preferentially binds to allosteric pockets located between the active site 
and the region surrounding helices B. and D., known as the substrate-handle region. The N-
terminus and C-terminus are notated in red. The lettering and numbering can be applied 
analogously for the rest of the RNases H168. 
 
G. 
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2.2 Saccharomyces cerevisiae GCN4 
The yeast transcription factor GCN4 is a master regulator for protein biosynthesis and is a 
highly conserved protein with a mammalian homolog known as activating transcription factor-4 
(ATF4)169. The isolated Saccharomyces cerevisiae protein GCN4 bZip (DNA-binding) domain 
binds to DNA as a homodimer of two α helices of 58 amino acids each170. GCN4 is an example of 
a protein with extensive intrinsically disordered regions (IDRs) under certain conditions13-15, 171. 
The bZip domain, when attached to DNA substrate, contains a stable, highly basic, N-terminal 
helical region that inserts into the DNA major groove and a C-terminal region that forms a leucine 
zipper dimer172-173. In the absence of DNA, the N-terminal region becomes partially disordered 
with significant residual helicity, while the C-terminal leucine zipper remains ordered174-177. The 
presence of both an ordered and disordered region makes GCN4 an ideal model for demonstrating 
certain properties of IDPs and IDRs; additionally, it gives a chance for researchers to more fully 
understand the process in which the protein region shifts from ordered to disordered depending on 
the presence of the DNA substrate. The stepwise mechanism is important to understanding how 
the protein innately “understands” how to re-form itself into an organized structure in the presence 
of DNA (and vice versa). 
 
 
Figure 2.3: Amino Acid Sequence of the GCN4 bZip domain. The PDB ID is 1YSA and 
contains multiple chains that form the homodimer. The red cylinders represent the α-helices. With 
the exception of the residues right at the edge of the N-terminus and the C-terminus, the two chains 
are completely structured as α-helices. This is no longer true once the system has been simulated 
without the DNA172-173. 
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Figure 2.4: Cartoon Structures of the bZip Domain of GCN4. A. shows the basic region leucine 
zipper bound to DNA as a dimer of uninterrupted α-helices. This protein-DNA complex shows the 
protein in red and the DNA in blue. Notice that the protein is entirely structured when bound to 
DNA. B. is the same figure as A., but the DNA has been removed for clarity. Again, the protein is 
noted in red and is in the same orientation as A. C. is a cartoon structure of the protein after it has 
been simulated after 100 nanoseconds without DNA. Again, the protein is in red. It becomes clear 
that without DNA, the N-terminal region becomes partially disordered with significant residual 
helicity, while the C-terminal leucine zipper remains ordered, making this a perfect case example 
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Chapter 3 
Materials and Methods 
3.1 Sample Preparation for NMR Relaxation of ILV Methyl Groups 
Samples of ecRNH [U-2H, 15N] ILV-[13CH2D] were prepared following standard 
overexpression and purification schemes, but several modifications are needed for deuterium 
relaxation experiments. Isotopically labeled RNase H was produced by the transformation of 
BL21(DE3) cells with a pAED4 plasmid encoding a cysteine-free version of E. coli ribonuclease 
HI gene, which were selected for using an ampicillin resistance marker. Bacterial cultures were 
grown in M9 minimal media containing 99% D2O media because optimal isotope labeling for 
deuterium relaxation experiments includes a uniformly deuterated background at protein aliphatic, 
aromatic, and amide sites. Bacterial cultures were grown incrementally, starting with 100% H2O 
and progressing through 25%, 50%, 75%, and 99% D2O-based M9 minimal media. At each step, 
the M9 minimal media was inoculated with culture from the previous stage to give an OD600 ~ 
0.08-0.1, which corresponds to late lag or early exponential growth phase for E. coli. The final 
99% D2O-based M9 minimal expression media, which included 
15N-ammonium chloride and 2H7-
glucose, was grown at 37°C to OD600 = 0.7 before induction with 0.5 mM IPTG. 
Selective 13CH2D group labeling was achieved by supplementing the minimal growth 
media with 50 mg/mL of 2-ketobutyric acid-4-13C,4-d1 (α-ketobutyric acid) (99% 
13C, 97% 2H, 
Isotec, Sigma Aldrich) and 80 mg/mL of 2-keto-3-(methyl-13C,d1)-butyric acid-3,4,4,4-d4 (99% 
13C, 98% 2H, Isotec, Sigma Aldrich) an hour before induction178-179. The third position in α-
ketobutyric acid contains two protons (-CH2), which is not ideal and contaminates 
2H relaxation 
rates obtained from corresponding NMR experiments. To mitigate this, the precursor to α-
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ketobutyric acid was incubated at pH 10.5 in D2O for twelve hours, which allows for the 
quantitative exchange of the 3-H protons for deuterons. At this point, protein expression was 
allowed to proceed for 4 hours at 37º C. 
Finally, to purify the resulting ecRNH protein162, 180-181, bacterial pellets were lysed into 20 
mM sodium phosphate (pH 7.0), 50 mM NaCl, 10 mM MgCl2, DNase, RNase, and cOmplete™ 
protease inhibitor (Roche). The resulting lysate was sonicated and cleared in a centrifuge at 14,000 
rpm for 45 minutes. The cleared supernatant was loaded on a tandem, pre-equilibrated Q-HP plus 
Heparin- HP HiTrap column (GE Life Sciences). The tandem column works because the Q-HP 
portion of the column binds the assorted cellular proteins while RNase H specifically binds to the 
Heparin-HP column. After separating the two parts of the column, the Heparin-HP column was 
washed with five column volumes of Buffer A, 20 mM sodium phosphate (pH 7.0), and eluted 
with a linear gradient from 0% to 100% of 20 mM sodium phosphate (pH 7.0) and 1 M NaCl 
(Buffer B). Heparin-HP elution volumes were analyzed by SDS-PAGE, and the pooled elution 
volumes containing RNase H were buffer exchanged with either a dialysis bag or spin concentrator 
into 50 mM sodium acetate (pH 5.5) with 50 mM NaCl. The sample was then loaded on a SP-HP 
column (GE Life Sciences) and five column volumes of Buffer A (50 mM sodium acetate, pH 5.5, 
and 50 mM NaCl) were used to wash the column. RNase H was then eluted with a linear gradient 
from 0% to 100% of 50 mM sodium acetate (pH 5.5) and 1 M NaCl (Buffer B). SDS-PAGE 
analysis identified the fraction(s) containing RNase H, and a UV-VIS spectrophotometer was used 
to measure the final concentration of RNase H (A280 2.29 g/L). Depending on the sample purity 
observed from the SDS-PAGE gel, a Superdex 200 10/300 GL (GE Life Sciences) was 
occasionally used for further purification of RNase H. The low salt SP-HP column buffer served 
as the size-exclusion buffer, and a flowrate of 0.2 mL/min was used. In all instances where size-
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exclusion chromatography was used as a last purification step, a single monodisperse peak was 
observed in the chromatogram and a final SDS-PAGE gel stained with Coomassie Blue showed 
no visible band besides that corresponding to RNase H. Paul A. O’Brien (Columbia University) 
was the primary researcher responsible for all protein preparation for NMR spectroscopy.  
 
3.2 Deuterium (2H) NMR Spectroscopy 
NMR samples contained 500 μM RNase H, 100 mM 2H3-sodium acetate, pH = 5.5, and 
99% 2H2O in a 5 mm Shigemi NMR tube. Relaxation experiments were acquired at 9.4 T (400 
MHz for 1H spins) on a Varian Inova spectrometer with a room temperature probe and at 11.75 T 
(500 MHz), 16.45 T (700 MHz), 18.8 T (800 MHz), and 21.1 T (900 MHz) on Bruker AVANCE 
spectrometers with triple-resonance z-axis gradient CryoProbes. The static magnetic field 
strengths correspond to 2H Larmor frequencies of ωD/2π = 61.4, 76.8, 107.4, 122.8, and 138.2 
MHz. Calibration of sample temperature to 298 K was accomplished using 98% 2H4-methanol and 
small variations between spectrometers adjusted by matching chemical shifts182. Relaxation rate 
constants, R1, R1ρ, RQ, RAP, were measured at five static B0 fields using a modified pulse sequence 
with non-constant time 13C chemical shift evolution in the indirect dimension183. Initial 
implementations of 2H relaxation pulse sequences used a constant time approach for 13C chemical 
shift evolution because of non-specific 13C isotope labeling of the target protein. However, use of 
α-keto acid precursors restricted 13C labeling to the terminal methyl groups in Ile, Leu, and Val. 
Thus, no carbon-carbon scalar couplings were active during 13C chemical shift evolution since all 
aliphatic side-chain carbons were 12C labeled. The double-quantum relaxation rate constant, RDQ, 
requires correction for interactions with remote spins and was not utilized in the present work. For 
all four 2H relaxation experiments, spectra were recorded with 32 scans per t1 increment and 1024 
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 200 complex points for t2  t1. Spectral width for all relaxation experiments was 12 ppm  20 
ppm (t2  t1). The carriers for
 1H and 13C were set to 4.70 ppm and 15.0 ppm, respectively. 
Relaxation delays were set to [1 ms, 10 ms, 20 ms, 30 ms, 40 ms, 50 ms] for measurement of 2H 
R1 and RQ, [1 ms, 4 ms, 8 ms, 12 ms, 16 ms, 20 ms] for measurement of 
2H RAP, and [0.5 ms, 3 ms, 
5 ms, 10 ms, 15 ms, 20 ms] for measurement of 2H R1ρ. Two or three duplicate measurements 
within each relaxation delay series were recorded for purposes of error estimation. Paul A. O’Brien 
(Columbia University) and Shibani Bhattacharya (New York Structural Biology Center) were the 
primary researchers responsible for running the deuterium NMR experiments.  
 
3.3 Analysis of Data from NMR Spectroscopy 
NMR spectra were processed using NMRPipe184. Identification of 1H-13C methyl 
correlations from a 1H-13C constant-time HSQC experiment utilized previously-published ecRNH 
1H-13C chemical shift assignments135, 159. In all, 48 methyl peaks were observed: 7 Ile, 20 Leu, and 
21 Val. An equivalent number of peaks was also observed for the shortest relaxation delay in each 
of the four 2H relaxation experiments. Spectra were visualized in Sparky185 and peak heights 
determined at assigned peak positions. The unweighted peak intensities were fit to mono-
exponential decay functions using the trust-region non-linear least-squares algorithm implemented 
in the MATLAB (version R2016b) exponential library model ‘exp1’. Uncertainties in fitted 
relaxation rate constants were determined by Monte Carlo simulations, using estimates of Gaussian 
noise obtained from variation in duplicate measurements, and by jackknife simulations. The larger 
of the two error estimates was used as the experimental uncertainty for subsequent spectral density 
mapping. 
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Figure 3.1: 1H-13C Constant-Time HSQC of ecRNH [U-2H, 15N] ILV-[13CH2D]. A constant-
time HSQC spectrum allowed high resolution of 1H-13C correlations in the methyl region of 
ecRNH. Using previous ecRNH ILV methyl assignments, proper referencing of the spectrum and 
transfer of chemical shifts resulted in assignment of 48 out of 49 possible peaks. V101Cγ2-Hγ2 is 
barely resolved in this high-resolution HSQC and subsequently was not used during the analysis 
of relaxation data135, 159. 
 
 
3.3.1 Experimental Error Analysis 
Deuterium relaxation intensities at different time delays were recorded on 400, 500, 800, 
and 900 MHz spectrometers, with duplicate measurements made for the 61.4 MHz deuterium 
frequency (400 MHz spectrometer) and with triplicate measurements for all other frequencies. An 
important assumption made was that the duplicate and triplicate uncertainties were inherently 
random and therefore Gaussian. A decision was made to combine the uncertainties of all residues. 
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To calculate the uncertainty of measuring the duplicates and triplicates, the following 












= 𝜎𝑡𝑟𝑖𝑝𝑙𝑖𝑐𝑎𝑡𝑒  Equation 3.2 
where A are the peak intensities measured, and the ‘1’, ‘2’, or ‘3’ represent the duplicate or 
triplicate measurements. The summation indicated is over all N total measurements (summing for 
all residues plus all relaxation time delays), and the result is a single uncertainty value for all 
intensity values for any given relaxation rate experiment. 
 One of the two ways of calculating uncertainties is through Monte Carlo simulations186. 
Here, a Gaussian distribution was utilized from the variation in duplicate/ triplicate measurements, 
and M random intensity values per time delay per residue were generated. These random intensity 
values were then fit using the exponential decay model as described earlier, and this produced M 










= 𝜎𝑀𝑜𝑛𝑡𝑒−𝐶𝑎𝑟𝑙𝑜   Equation 3.4 
where Ri is the relaxation rate fit from the i-th set of intensity values and ?̅?𝑀𝑜𝑛𝑡𝑒−𝑐𝑎𝑟𝑙𝑜 is the mean 
relaxation rate fit for all M relaxation rate fits. This propagation is repeated for every residue in 
each experiment. 
 The second source of uncertainty comes from the goodness of fit of the exponential decay 
model to produce the relaxation rates. Jackknife resampling simulations were used to produce an 
alternative set of uncertainties by producing a set of relaxation rates per residue per relaxation rate 
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experiment that omits a single intensity value point per exponential decay fit187. The formulas 
related to the relaxation rates following the jackknife simulations is thus as follows: 
∑(𝜂(𝑅−𝑅𝑖)+𝑅𝑖)
𝜂








= 𝜎𝑗𝑎𝑐𝑘𝑘𝑛𝑖𝑓𝑒   Equation 3.6 
where Ri is the relaxation rate fit calculated when omitting the i-th intensity value and R is the 
actual relaxation rate fit with all the intensity values present. There is a total of η time delay 
measurements, and this propagation is repeated for every residue in each experiment. 
Based on these two sources of error, the final uncertainties that became associated with the 
relaxation rates measured were decided based by taking the maximum value of either the σMonte-
Carlo or σjackknife. Considering the results from all experiments, 60% of the uncertainties came from 
the jackknife simulation and 40% came from the Monte-Carlo simulations. These uncertainties 
were then propagated through to form the uncertainties for the deuterium spectral densities140.  
 
3.3.2 Spectral Densities 
 The equations that relate spectral densities to relaxation rates for deuterium NMR 
relaxation were derived and presented in Chapter 1 of this thesis. As a reminder, R1, R2 (or R1ρ for 
the analogous relaxation in the rotating frame), RQ, RAP, and RDQ describe 
2H quadrupolar 
relaxation of longitudinal magnetization (Dz), transverse magnetization (D
+), quadrupolar order 
(3Dz
2 – 2), antiphase coherence (D+Dz + DzD
+), and double-quantum coherence (D+2), 
respectively. J() is the spectral density function at frequency , and D is the 2H Larmor 
frequency. To determine the discrete values of J(ω), the system of equations must be inverted. 
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Because there are more relaxation rate constants measured than J(ω) needed to be solved, the 
system is overdetermined. Note that for the deuterium relaxation experiments, the double-quantum 
relaxation rate constant requires corrections for interactions with remote spins and thus was not 
utilized71. Otherwise, all other relaxation rate constants were considered by performing singular 
value decomposition via standard least-squares methods188; to solve for x: 
𝐴 ∙ 𝑥 = 𝑏       Equation 3.7 
In this case, x represents the spectral densities, b represents the relaxation rates, and A represents 
the equation parameter coefficients with dimensions: m × n. This means solving the equation: 
𝐴−1 ∙ 𝑏 = 𝑥       Equation 3.8 
However, A-1 does not exist because it is an overdetermined system. Through Singular Value 
Decomposition, this problem can be solved approximately through standard linear least squares 
techniques with any matrix A where m ≠ n (or in this case, where m > n). Generally, a 
pseudoinverse A+ is obtained from singular value decomposition which can be used to solve for x. 
When A has linearly independent columns (full column rank, which is true in this scenario), the 
pseudoinverse can be calculated exactly through the formulas below: 
𝐴+ = (𝐴𝑇 ∙ 𝐴)−1 ∙ 𝐴𝑇      Equation 3.9 
𝑥 = [(𝐴𝑇 ∙ 𝐴)−1 ∙ 𝐴𝑇] ∙ 𝑏     Equation 3.10 
𝑥 = 𝐴+ ∙ 𝑏       Equation 3.11 
This pseudoinverse constitutes a left inverse, since, in this case, A+A = I. A+ has the dimensions n 
 m, and b has the dimensions m  1. ATA is neither ill-conditioned nor singular and is also 
considered full column rank for its given dimensions. Thus, the solution for the linear least squares 
problem is unique. 
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While these conditions guarantee a unique solution, an exact solution to the given problem 
is not guaranteed and the output of the answer will have a degree of uncertainty. To propagate the 
uncertainties of the relaxation rate constants, the following matrix method was used: 
[
𝑎1,1 𝑎1,2 ⋯ 𝑎1,𝑛
𝑎2,1 𝑎2,2 ⋯ 𝑎2,𝑛
⋯ ⋯ ⋯ ⋯


















 Equation 3.12 
where vector x represents the spectral densities for a given residue at deuterium frequencies ωD, 
vector b represents the relaxation rates measured with their associated uncertainties, and matrix A 
represents the equation parameter coefficients with dimensions: m  n. A, x, and b are based on the 
spectral density mapping matrix equations used in each scenario. 





























































 Equation 3.13 
The above matrix was formed by dividing each row of the equation parameter coefficients am,1, 
am,2, am,3, …, am,n, by the corresponding relaxation rate uncertainty, σb(m,1). Each relaxation rate 
constant was also divided by its corresponding relaxation rate uncertainty as well. The equation 
was then solved using the techniques mentioned before to get a weighted answer (based on the 
magnitude of uncertainties) for the spectral densities, x. 
Finally, to derive the uncertainty of the spectral densities, (A’T  A’)-1 was solved, and the 
diagonal elements correspond to σx(1,1), σx(2,1), σx(3,1), …, σx(n,1), thus allowing the uncertainties from 
the relaxation rate measurements to propagate through to the spectral densities. 
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3.3.3 Model Free Parameters 
The model-free analysis was performed with MATLAB, using a custom-made nonlinear 
curve fit model, specifying problem parameters and independent variables as defined by the Lipari-

















)   Equation 3.14 
in which S2axis is the generalized order parameter for a unit vector oriented along the symmetry 
axis of the methyl group, the factor of 1/9 accounts for (assumed rapid) rotation of the methyl 
group, and τ = (1/τR + 1/τe)
–1. Note that there is a distinction between S2 and S
2
axis. Because these 
are methyl residues, the S2axis refers to the order parameter of the methyl rotation axis. The term S
2 
in this instance represents the order parameter for the methyl rotation about C-CH3 and S
2
axis is the 
axial order parameter for motion of the C-CH3 axis
189. The same relations, with hydrogen replaced 
by deuterium, apply for methyl 13C-2H dipolar relaxation and for methyl 2H quadrupolar relaxation. 
Fitting was performed by minimizing: 






𝑘=1     Equation 3.15 
in which K is the number of spectral density values being fit, σk are the uncertainties in spectral 
density values determined as described above, and 𝐽(𝜔𝑘)is the fitted value of the spectral density 
function. Minimization was performed using weighted non-linear least-squares, with a minimum 
and maximum change in coefficients for finite difference gradients of 10-10 and 10, respectively. 
The maximum number of evaluations of the model allowed was set to 6x104 evaluations and the 
maximum number of iterations allowed for the fit was set to 4x104 iterations. The termination 
tolerance on the model and coefficient values were both set to 10-8. To reflect the physical 
parameters of S2, m, and e, the ranges were set to be [0, 1/9], [0 ns, 20 ns], and [0 ns, 20 ns], 
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respectively. All parameters were fit freely, with starting points set for S2, m, and e for all residues 
and methods as being 0.4, 8.0, and 0.05, respectively.  
The spectral density data points were weighted in their fittings in accordance with their 




2      Equation 3.16 
where wi is the curve fit spectral density weighting, and σi is the error and uncertainty associated 
with the spectral density. The errors propagated from the generation of the model free parameters 
were accomplished using Monte Carlo simulations186; jackknife simulations were not performed 
at this step of the error propagation because the goodness of fit was already factored in by the 
decision to include and exclude certain residues, as well as the decision to only utilize one of the 
simpler forms of the model free equation (which will be discussed in a later section of this thesis). 
 
3.4 Molecular Dynamics (MD) Simulations 
3.4.1 Structure Preparation 
The crystal structure of the wild type ecRNH131-132 (1.5 Å resolution, PDB code 2RN2) 
was pre-processed using the Schrödinger Maestro Protein Preparation Wizard version 11.3.016190-
191; the default protocol was utilized except for the deletion of crystal waters- these were retained 
for the simulation. The added hydrogens were optimized and minimized under a separate panel of 
the Protein Preparation Wizard with the following criteria: water orientations were sampled, 
neighboring crystal mates were considered, and the pH environment was set to 5.5 (PROPKA192) 
to mimic the conditions used in prior NMR experiments on ecRNH131, 135-136. Although the optimal 
experimental pH for the RNase H reaction is 7.5–8.5193, NMR data are not available at these pH 
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ranges due to sample precipitation, and previous simulations of protonation states consistent with 
higher pH showed only small changes in dynamics, particularly of the active site67, 194.  
 
3.4.2 Equilibration Run 
The processed ecRNH structure was then passed into the umbrella Schrödinger utility, 
Multisim version 3.8.5.19195, where the protein was described with the OPLS3e force field99, 105, 
109, 196-197, solvated with TIP3P water in an orthorhombic box with a 10Å buffer region from solute 
to box boundary116, and neutralized with Cl– ions. No additional salt was added, given how little 
salt was added experimentally. The system was relaxed and energy-minimized using standard 
protocols133, 198; prior to a 300K 5 ns NPT simulation run with Desmond version 5.5199, a 250 ps 
equilibration run was additionally performed (volume and temperature reached their equilibrium 
values in less than 100 ps in all simulations200). Electrostatics were calculated with the particle 
mesh Ewald method using a 9Å cutoff87, 201-202. A RESPA integrator was used with a time step of 
1 fs for bonded and short-range non-bonded interactions, as well as 3 fs for long-range 
electrostatics85. The NPT ensemble used a Martyna-Tobias-Klein (MTK) barostat94 and a Nosé-
Hoover thermostat92-93, and coordinate sets were saved every 10 ps. 
 
3.4.3 Production Simulation Runs 
From the equilibration NPT simulations, 20 structures were extracted from roughly every 
250 ps that had a box volume that was close to the average box volume over the 5 ns NPT 
simulation. The 20 structures were submitted to Duke University’s MolProbity server203-204; the 
structures were then ranked based on their MolProbity score, and the top structures were chosen 
as the starting structures for separate 1-μs constant volume and constant temperature (NVT) 
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production runs, using the same parameters as the above-mentioned NPT run with the following 
exceptions: the NVT ensemble did not have a barostat, coordinate sets were saved every 4.5 ps, 
and a longer 5 ns equilibration run was performed following the standard NVT relaxation and 
minimization steps. The resulting 1-μs MD simulations agreed well with the NMR-derived S2 
amide backbone generalized order parameters159, 205; this is described in more detail in the results 
section of this thesis. 
 
3.5 Analysis of MD Simulations 
 Basic analyses of MD simulations were performed using set tasks in the Schrödinger 
Maestro Simulation Event Analysis Panel206. Specialized calculations and analyses were coded 
and performed using the Visual Molecular Dynamics (VMD) Python interpreter. The open-source 
Anaconda 4.1.1 provided distribution of Python 2.7 as well as the Conda package and virtual 
environment manager. In order for the VMD Python interpreter to be in any way useful, it had to 
be built and packaged as a Python extension module. Credit and thank you goes to fellow 
Biophysics Ph.D. student Robin M. Betz of Stanford University for creating and maintaining the 
vmd-python 3.0.6 package for use in the Anaconda Python distribution. 
 
3.5.1 Root Mean Square Deviations (RMSDs) 













   Equation 3.17 
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where ri(t) is the position of atom i at time t after least square fitting the structure to the reference 
structure. N is the total number of particles being analyzed in a particular trajectory. For the RMSD, 
the average is taken over the particles, giving time-specific values207. 
 RMSDs were calculated within the Schrödinger Maestro Simulation Event Analysis 
Panel206, and the structures were typically fit or superimposed using the protein backbone heavy 
atoms (meaning no hydrogens) of structured regions (meaning α-helices and β-sheets). The 
reference structure typically refers back to the protein crystal structure obtained from RCSB 
Protein Data Bank208. The atoms compared in the RMSDs depended on what was being measured. 
For ecRNH, possibilities include using the backbone heavy atoms of the substrate-binding loop 
region to see how the loop region behaved over time, or using the protein backbone heavy atoms 
of structured regions again to see whether the protein structure stays roughly constant over the 
length of simulation. There are other variations of atoms that can be measured as well, including 
measuring all Cα atoms in the protein backbone, all heavy atoms, all protein backbone atoms, all 
atoms, and side chain atoms, etc. 
 
3.5.2 Dihedral Angles 
 Distances, angles, and dihedral angles can be measured using the Schrödinger Maestro 
Simulation Event Analysis Panel206 for a trajectory or by simply selecting 2, 3, or 4 atoms, 
respectively, on the Maestro GUI190-191. Dihedral angles are being highlighted in this thesis because 
these play a crucial part in determining dynamics of methyl side chain residues. A dihedral angle 
is an angle between two intersecting planes, which are formed through two sets of three atoms, 
having two atoms in common (this makes a total of 4 atoms that are selected for a given dihedral 
angle. While a dihedral angle can be described by any 4 atoms in space (without consideration of 
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chemical bonds), a torsion angle is defined as a particular example of a dihedral angle, describing 
the geometric relation of two parts of a molecule joined by a chemical bond209-210. This work will 
only consist of measurements of torsion angles. 
 To calculate the torsion angle, the following steps are taken: 
1. Given the coordinates of four atoms, obtain vectors b1, b2, b3 by vector subtraction. 
2. Compute n1 = ⟨b1⟩ × ⟨b2⟩ and n2 = ⟨b2⟩ × ⟨b3⟩, the normal vectors to the planes containing 
b1 and b2, and b2 and b3, respectively. Note that ⟨v⟩ = v/||v||, the unit vector in the direction 
of the vector v. The torsion angle is the same as the angle between n1 and n2. 
3. Compute m1= n1∙⟨b2⟩. 
4. The vectors n1, ⟨b2⟩, and m1 form an orthonormal base. Compute x = n1∙n2 and y = m1∙n2. 
5. The dihedral angle can be computed as tan-1(y, x), with a range from 0 to 2π. 
If the range goes from 0 to 2π, then the side chain dihedral angles tend to cluster near 180°, 
300°, and 60°, which are called the trans, gauche+, and gauche− conformations. For the purposes 
of future discussion, angles between 0° and 120° will be considered a gauche- conformation, angles 
between 120° and 240° will be considered a trans conformation, and angles between 240° and 
360° will be considered a gauche+ conformation. There are defined sets of 4 atoms that correspond 
to a particular dihedral angle for a given side chain, shown in the table below: 
Table 3.1 continues on the next page 
 
χ1 
Side Chain Axis Atoms Used to Define Angles Possible Angle Ranges 
ARG Cα-Cβ N-Cα-Cβ-Cγ from 0° to 360° 
ASN Cα-Cβ N-Cα-Cβ-Cγ from 0° to 360° 
ASP Cα-Cβ N-Cα-Cβ-Cγ from 0° to 360° 
CYS Cα-Cβ N-Cα-Cβ-Sγ from 0° to 360° 
GLN Cα-Cβ N-Cα-Cβ-Cγ from 0° to 360° 
GLU Cα-Cβ N-Cα-Cβ-Cγ from 0° to 360° 
HIS Cα-Cβ N-Cα-Cβ-Cγ from 0° to 360° 
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ILE Cα-Cβ N-Cα-Cβ-Cγ1 from 0° to 360° 
LEU Cα-Cβ N-Cα-Cβ-Cγ from 0° to 360° 
LYS Cα-Cβ N-Cα-Cβ-Cγ from 0° to 360° 
MET Cα-Cβ N-Cα-Cβ-Cγ from 0° to 360° 
PHE Cα-Cβ N-Cα-Cβ-Cγ from 0° to 360° 
PRO Cα-Cβ N-Cα-Cβ-Cγ Cα-Cβ is part of ring 
SER Cα-Cβ N-Cα-Cβ-Oγ from 0° to 360° 
THR Cα-Cβ N-Cα-Cβ-Oγ1 from 0° to 360° 
TRP Cα-Cβ N-Cα-Cβ-Cγ from 0° to 360° 
TYR Cα-Cβ N-Cα-Cβ-Cγ from 0° to 360° 
VAL Cα-Cβ N-Cα-Cβ-Cγ1 from 0° to 360° 
χ2 
ARG Cβ-Cγ Cα-Cβ-Cγ-Cδ from 0° to 360° 
ASN Cβ-Cγ Cα-Cβ-Cγ-Oδ1 from 0° to 360° 
ASP Cβ-Cγ Cα-Cβ-Cγ-Oδ1 from 0° to 360° 
GLN Cβ-Cγ Cα-Cβ-Cγ-Cδ from 0° to 360° 
GLU Cβ-Cγ Cα-Cβ-Cγ-Cδ from 0° to 360° 
HIS Cβ-Cγ Cα-Cβ-Cγ-Nδ1 from 0° to 360° 
ILE Cβ-Cγ1 Cα-Cβ-Cγ1-Cδ from 0° to 360° 
LEU Cβ-Cγ Cα-Cβ-Cγ-Cδ1 from 0° to 360° 
LYS Cβ-Cγ Cα-Cβ-Cγ-Cδ from 0° to 360° 
MET Cβ-Cγ Cα-Cβ-Cγ-Sδ from 0° to 360° 
PHE Cβ-Cγ Cα-Cβ-Cγ-Cδ1 from 0° to 360° 
PRO Cβ-Cγ Cα-Cβ-Cγ-Cδ CB-CG is part of ring 
TRP Cβ-Cγ Cα-Cβ-Cγ-Cδ1 from 0° to 360° 
TYR Cβ-Cγ Cα-Cβ-Cγ-Cδ1 from 0° to 360° 
χ3 
ARG Cγ-Cδ Cβ-Cγ-Cδ-Nε from 0° to 360° 
GLN Cγ-Cδ Cβ-Cγ-Cδ-Oε1 from 0° to 360° 
GLU Cγ-Cδ Cβ-Cγ-Cδ-Oε1 from 0° to 360° 
LYS Cγ-Cδ Cβ-Cγ-Cδ-Cε from 0° to 360° 
MET Cγ-Sδ Cβ-Cγ-Sδ-Cε from 0° to 360° 
χ4 
ARG Cδ-Nε Cγ-Cδ-Nε-Cζ from 0° to 360° 
LYS Cδ-Nε Cγ-Cδ-Cε-Nζ from 0° to 360° 
χ5 
ARG Nε-Cζ Cδ-Nε-Cζ-Nη1 from 0° to 360° 
 
Table 3.1: Dihedral Angles for Amino Acid Side Chains. The table is split into χ1, χ2, χ3, χ4, χ5, 
signifying how far away the torsion angle is from the protein backbone. The axis signifies the 
rotation of the bond that causes the molecular conformation and its corresponding torsion angle211-
212. 
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3.5.3 Order Parameters (S2) 
The NMR order parameter was previously derived in Chapter 1.2.4 of this thesis, but for 











    Equation 3.18 
All parameters are defined the same as from the previously derived formula, but the ζ term is a 
scaling factor that accounts for the zero-point vibrational motions of the bond vectors not captured 
by classical MD simulations utilizing SHAKE214-215. Experimentally, these quantum-mechanical 
effects can be corrected through an increased effective bond length that yields order parameters 
that only reflect classical dynamics. For NH bond vectors, this effective bond length is 
approximately 1.04 Å, rather than the more commonly cited bond length of 1.02 Å. For NH 
backbone order parameters, ζ = (1.02 Å/1.04 Å) ≈ 0.89 was used in the analyses for ecRNH 
because the experimental data was previously analyzed using an NH bond length of 1.02 Å214, 216. 
For methyl side chain order parameters, ζ = 1 and the unit vector along the methyl symmetry/ 
rotation axis was obtained. To directly compare experimental values to the simulation values, the 
experimental values for S2 of the 13C-2H were divided by 1/9, and the simulation values were 
directly calculated from the immediately preceding C-C bond189. 
 The angular brackets in the formula indicate averaging over the trajectory in a given 
analysis block, after superposing each structure to the backbone heavy atoms of structure regions 
(similar to RMSDs)217. The superposition of each structure removes the effects of overall tumbling, 
which does not figure into the internal correlation function (nor the order parameter). There is 
some variability for the reference structure; traditionally, the reference structure is the first 
snapshot of the trajectory, but it is also equally logical to align each analysis block to the first 
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structure of each block. Both methods were tested and gave very similar results, and thus, the more 
traditionally used method was employed in the results section of the thesis. 
 The purpose of an analysis block in a simulation is to eliminate the slow internal motions; 
experimentally, the protein is tumbling in solution with a characteristic rotational correlation time, 
τR. The effects of slow internal motions, with lag times t > τR, on spin relaxation are truncated by 
overall tumbling. Thus, experimental NMR values will not reflect these slow internal motions and 
will reflect a more rigid order parameter. In this analysis for order parameter, the structures are 
essentially superposed to a reference structure, eliminating overall tumbling. However, the slow 
internal motions are still present in the simulation trajectory, meaning that slow fluctuations are 
given the same weight as motions faster than tumbling, leading to lower predicted S2 values. This 
method effectively splits the long trajectories (longer than the protein’s overall tumbling time) into 
analysis blocks. This analysis block can be of various lengths and does not necessarily have to 
include consecutive snapshots (for instance, in a version of calculating methyl order parameters, 
we split the trajectories based on whether the dihedral angle being measured was trans, gauche+, 
or gauche- for each residue and then separately blocked each category). Traditionally, the block 
length was chosen to mimic the overall tumbling time from NMR spin relaxation experiments, but 
additional results and discussion will be given on this topic later in this thesis. ecRNH has an 
overall tumbling time of 9.7 nanoseconds, which can roughly translate to a traditional ~10 
nanosecond time block217. 
 There are additional methods of calculating the order parameter, but they both involve first 
calculating autocorrelation functions. In an alternate method, the S2 is calculated as CI(∞); 
practically speaking, it is more like CI(> 100 ns), which serves as an approximation to the long-
time limit of the internal autocorrelation function when it plateaus. Again, in this alternate method, 
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the trajectories are also superposed to a reference structure as well, and the issue of slow internal 
motions is also an issue here as well217. A second alternate method involves calculating the full 
autocorrelation function C(t) directly from the MD trajectory, and the S2 is obtained by fitting the 








𝜏𝑅 [𝑆2 + (1 − 𝑆2)𝑒
−
𝑡
𝜏𝑒]    Equation 3.19 
The variables in this equation have been described earlier in the introduction. The autocorrelation 
functions generated for each residue may not necessarily best fit the model above. Sometimes, the 








𝜏𝑅𝑆2      Equation 3.20 
Other times, a more complicated model is needed, separating out faster and slower internal motions 















𝜏𝑠] Equation 3.21 
where S2f and τf represent the order parameter and correlation time describing faster motions, 
respectively, and τs represents correlation time describing faster motions, respectively. If τf is 











𝜏𝑒]    Equation 3.22 
where τs has been replaced by τe once again. This is known as the extended model free equation, 
first shown by G. Marius Clore218. It is important to note that these equations incorporate overall 
tumbling time, and trajectories are not superposed beforehand. Slow internal motions have little 
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effect for this method because bond vector directions are already significantly decorrelated by 
tumbling for t > τR. Because of this, the fitted S
2
 is therefore only weakly sensitive to slow internal 
motion217. The downside to these alternate methods of calculating S2 is that they involve 
calculating correlation functions, which is significantly more computationally expensive than the 
conventional method. Additionally, it requires simulating to times that are multiple orders of 
magnitude (at least one or two) longer than the known protein tumbling time in solution. More on 
this method of calculating the order parameter is discussed later in this thesis. 
 
3.5.4 Correlation Functions 
 The autocorrelation function was previously described in the introduction of this thesis, 
and it was formatted for the analysis of MD trajectories, using the instantaneous orientation of the 
interaction vector in the protein frame of reference. Calculating the autocorrelation function 
without initial modification to the MD trajectory gives the full autocorrelation function, which 
includes both the overall tumbling motions as well as the internal motions. The same formula can 
also be used to calculate simply the internal motions autocorrelation function by removing the 
effects of overall tumbling during the simulations. Again, this means superposing the backbone 
heavy atoms of structured regions of each snapshot in the trajectory to a reference structure. It is 
important to note that by superposing the structures, the overall tumbling motions are removed, 
but motions slower than the overall tumbling are not. This will lead to an eventual plateau that will 
likely result in an S2 that is more flexible than expected. Blocking as described in the previous 
section may help, but this was not tried in these analyses due to the more straightforward methods 
of calculating the order parameters in an MD trajectory. 
   
 
 88  
 
 Correlation functions are computationally expensive, particularly when calculating for a 1-
microsecond simulation. A snapshot is taken every 4.5-picoseconds, which results in 222,223 
snapshots in a single trajectory128. The autocorrelation function code originally calculated a 
maximum time lag of half of the simulation time, resulting in a τ that is half a microsecond long. 
Given that the overall tumbling time is experimentally determined to be around 10 nanoseconds 
long, the correlation function plateaus much earlier than what was originally being calculated. 
Given the existing code, there were two methods of shortening the calculation time for the 
correlation functions. First, only a subset of frames was analyzed; every tenth snapshot was 
analyzed for the correlation function, meaning that time between snapshots becomes 45 
picoseconds. Second, the time lag for the correlation function was truncated to 4,000 or 5,000 
snapshots; this meant that the correlation functions extend only to τ = 180 ns or 225 ns. 
 The correlation functions of dihedral angles can also be calculated as well through the 
following equation219: 
𝐶(𝑡) = 〈𝑐𝑜𝑠[𝜃(𝜏) − 𝜃(𝜏 + 𝑡)]〉𝜏    Equation 3.23 
where θ refers to the dihedral angle. However, in order to directly compare the dihedral angle 
correlation function to other correlation functions derived from NMR spin relaxation, an alternate 






𝑚∗(Ω(𝑡))〉2𝑚=−2    Equation 3.24 
in which Y2
m[Ω(t)] are the modified spherical harmonic functions with the spherical angles Ω(t) = 
[θ(t), φ(t)] that give the orientation of a unit vector along an atom pair57. For the purposes of 
calculating the dihedral angle autocorrelation, φ(t) refers to the dihedral (azimuthal) angles in a 
given MD trajectory. Conversely, θ(t) refers to the polar angle for tetrahedral geometry, or 70.5° 
(180° - 70.5°= 109.5°) as described by the valence shell electron pair repulsion theory (VSEPR220). 
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Indeed, MD simulations support this geometry estimation for ILV (isoleucine, leucine, and valine) 
residues, with isoleucine residues having a polar angle of 65.40°, leucine residues having a polar 
angle of 68.18°, and valine residues having a polar angle of 65.91°. Additional theory and results 


















Enhanced Multiple-Field Spectral Density Mapping 
4.1 Motivation for Work 
Deuterium (2H or D) relaxation offers advantages when compared with other nuclei in 
characterizing the dynamic properties of molecules in solution41, 60. First, 2H relaxation is 
dominated by the quadrupolar mechanism, and contributions from other mechanisms such as 
chemical shift anisotropy (CSA) and chemical exchange are negligible in comparison. Second, the 
quadrupolar Hamiltonian is axially symmetric, and the principal axis is oriented along the carbon-
deuterium bond, which simplifies the interpretation of relaxation measurements. In contrast, CSA 
tensors may be rhombic and have principal axes systems that are rotated relative to convenient 
reference directions.  
Kay and coworkers established methods for measuring relaxation of 2H spins in CH2D 
methyl group isotopomers in proteins in solution183, 188. These methods subsequently were 
extended to CD, CHD, and CHD2 moieties in proteins
221-222 and CD and CHD moieties in RNA223-
224. At a given static magnetic field strength, the relaxation of the density operator is dependent on 
the values of the spectral density function, J(ω), at three frequencies: 0, ωD, and 2ωD, in which ωD 
is the 2H Larmor frequency. Because the five relaxation rate constants measured for the deuterium 
spin are defined by the spectral density functions of three deuterium frequencies, the spectral 
density values can be determined if three or more relaxation rate constants are measured. Inversion 
of the relaxation equations to obtain the values of the spectral density function is called spectral 
density mapping225-226. 




data have been acquired at more than one static magnetic field strength. In the simplest approach, 
termed the independent method, each static magnetic field is treated independently183, 188, 227. If 
data sets are obtained using two NMR spectrometers whose static magnetic field differ by a factor 
of two, then the double-quantum frequency, 2ωD, at the lower field is equal to the single quantum 
frequency at the higher field188, 228. In this case, the relaxation data recorded at the two static 
magnetic fields can be analyzed simultaneously to obtain J(ω) at frequencies of 0, ωD, 2ωD, 4ωD, 
in which ωD is the Larmor frequency at the lower static magnetic field. This approach is termed 
the joint method188. 
To overcome the limited possible pairs of static magnetic fields available with existing 
NMR spectrometers, we developed a strategy that interpolates the data sets for any two static fields 
to obtain a third data set that can be paired with a fourth experimental data set. In this section of 
the thesis, we demonstrate this combined field-pairing and interpolated analysis, termed the joint-
interpolated method, by obtaining relaxation rate data sets using a 400 MHz/800 MHz 
spectrometer pair and a 450 MHz/ 900 MHz spectrometer pair and analyzing them globally. In 
this scenario, the 450 MHz data set was interpolated from data sets originating from the 400 MHz 
and 500 MHz spectrometer pair. In total, this analysis yields spectral density values at seven 
frequencies, ω/2π: 0, 61.4, 69.1, 122.8, 138.2, 245.6, and 276.4 MHz with increased statistical 
degrees of freedom for subsequent model evaluation. The work presented here was published in 
my first-author paper in the journal Methods140. 
The different approaches for spectral density mapping were tested using relaxation data 
acquired for the E. coli ribonuclease H (RNase H) U-[2H, 15N] ILV (Ile C, Ile C2, Leu C1, Leu 







The equations for relating 2H spin relaxation rate constants to spectral density functions at 
the deuterium Larmor frequency were given previously in the introduction of this thesis57. The 
following sections describe three methods of calculating the spectral density values from 
relaxation rate constants measured at more than one static magnetic field.  
 
4.2.1 Independent Deuterium Spectral Density Mapping 
The equations relating the relaxation rate constants to the spectral density functions are 





















]    Equation 4.1 
and constitute an overdetermined system of linear equations. In the independent method this matrix 
is solved by least-squares methods to obtain values of J(0), J(ωD), and J(2ωD) at each static 
magnetic field188, 227. Thus, relaxation rates collected at 2H frequencies of 61.4, 76.8, 122.8, and 
138.2 MHz were independently analyzed to generate the spectral densities for this method. At each 
of the four static magnetic fields, three spectral density values are derived from four relaxation rate 
constants, giving one degree of freedom per field or a total of four degrees of freedom. The four 
values of J(0) obtained for each methyl group, as well as the values of J(2ωD) = J(122.8) obtained 
from data acquired at 9.4 T (400 MHz for 1H spins) and J(ωD) = J(122.8) obtained from data 
acquired at 18.8 T (800 MHz), are not combined or averaged in this method. Thus, this analysis 




J(138.2), J(153.6), J(245.6), and J(276.4), in which the frequencies are given as ω/(2π) in units of 
MHz. 
 
4.2.2 Joint Deuterium Spectral Density Mapping  
In this second approach188, relaxation data acquired at multiple static magnetic fields are 
analyzed jointly to consider any spectral density values that contribute to the relaxation rate 
constants at more than one static field. In the present case, all data sets share a common value of 
J(0); in addition, J(2ωD), for data acquired at 9.4 T, is identical to J(ωD) for data acquired at 18.8 
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]       Equations 4.3-4.7 
 
The least-squares solution of the above matrix yields values for J(ω) at eight frequencies and no 
post-analysis averaging of common values is needed. Eight spectral density values are derived 






4.2.3 Joint-Interpolated Deuterium Spectral Density Mapping  
The joint method shown in the previous section links relaxation data acquired at 9.4 T (400 
MHz) and 18.8 T (800 MHz), fields that differ by a factor of two. The joint-interpolated method 
uses the data acquired at 9.4 T (400 MHz) and 11.7 T (500 MHz) to interpolate values of the 
relaxation rate constants at 10.55 T (450 MHz). The interpolated relaxation rate constants are then 
paired with the relaxation data acquired at 21.1 T (900 MHz) for an additional joint analysis.  
The normalized correlation function was discussed in the introduction of this thesis, but it 











𝑖 )     Equation 4.8 
in which τR is the overall rotational correlation time, S
2 is the generalized order parameter, and ai 
and τe,i are the amplitude and time constant for the ith term in the internal correlation function. 

















)−1       Equation 4.10 
If ω2τR







+ ∑ 𝑎𝑖𝜏?̃?𝑖 }      Equation 4.11 
which is a linear function of ω–2. With this insight, a first-order Taylor series approximation of a 
given relaxation rate constant with respect to ω–2 yields:  






2 )  Equation 4.12 










in which 𝑅𝑚,𝜔𝐷𝑗  is a relaxation rate constant m = [R1, R1ρ, RQ, RAP] at a static magnetic field with 
2H Larmor frequency Dj. Averaging these equations yields an interpolation formula for relaxation 












 Equation 4.14 
Based on this derivation, relaxation rate constants at 10.55 T (D/(2π) = 69.1 MHz) are estimated 




+ (𝑅𝑚,61.4 − 𝑅𝑚,76.8)
2×69.1−2−61.4−2−76.8−2
2×(61.4−2−76.8−2)
 Equation 4.15 
which can be expressed as: 
𝑅𝑚,69.1 = 𝑅𝑚,61.4 (
1
2
+ 𝜅) + 𝑅𝑚,76.8 (
1
2
− 𝜅)    Equation 4.16 




      Equation 4.17 
In the matrix form, the relationship between the relaxation rate constants at the three static 














]    Equation 4.18 
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    Equation 4.20 
and 0 and I are 4-dimensional zero and identity matrices, respectively. The above equations are 
the main theoretical result of the present work. The solution of these equations yields values of the 
spectral density function at seven frequencies, consequently with nine degrees of freedom. 
 
4.2.4 Lipari-Szabo Model-Free Fitting and Model Selection 
For each of the three spectral density mapping methods, spectral density values were 
obtained from the relaxation rates R1, R1ρ, RQ, and RAP measured at deuterium frequencies 61.4, 
76.8, 122.8, and 138.2 MHz by solving the above matrices through singular value decomposition. 
Uncertainties in the spectral density values were obtained from the covariance matrix. Both 
techniques have been described in detail in the methods section of this thesis.  
Spectral density values obtained by the independent, joint, and joint-interpolated methods 
were fit with the Lipari-Szabo model-free spectral density function described in the methods 
section of this thesis62, 188. Goodness-of-fit was tested by calculating the χ2 for each spectral density 
separately. Then, to get the full χ2 value for the analysis, the individual χ2’s were summed up for 
each residue. In total, there were three columns of 48 χ2 values (because of the 3 methods and 48 
observed ILV residues). The null hypothesis was that the Lipari-Szabo model-free fit was the best 
model; certainly some residues would be much more accurately fit using a more complicated 




continue using the model, and we set the threshold for committing a type I error to be 5%, which 
means that there was a 5% chance that the residue eliminated from the analysis should have been 
kept in for this particular Lipari-Szabo model-free fit. 
To determine the critical χ2 value, which indicates cutoff values, the degrees of freedom 
were calculated. In the independent method, spectral densities were derived from the 400, 500, 
800, and 900 MHz spectrometer, and each independent analysis generated three spectral densities. 
This gave us 12 data points and 3 parameters to fit, giving us 9 degrees of freedom. The J(0) values 
are not averaged but are instead included in the fitting as well. Similar calculations give us 8 data 
points for the joint method and 3 parameters, giving us 5 degrees of freedom, and 7 data points for 
the joint-interpolated method and 3 parameters, giving us 4 degrees of freedom. However, given 
that there is a total of 48 residues to compare, a correction needs to be made in the threshold. In 
total, there should be a 5% chance of erroneously eliminating at least one residue. That means, per 
residue, there is should be a much lower threshold for erroneously throwing out that particular 
residue. 
Goodness-of-fit was thus tested by comparing the χ2 residual from the curve-fitting 
procedure for each methyl group to critical values obtained for a Bonferroni-corrected229 
confidence level p = α/N, where α = 0.05 is the desired threshold level (5%, or 0.05) as mentioned 
before and N = 48 is the number of methyl groups analyzed. With this, the critical χ2 values for the 
independent, joint, and joint-interpolated methods are 27.8, 20.4, and 18.4, respectively. 
Finally, for each method, each residue was compared to its respective critical χ2 value. To 
decide whether to keep the residue in the analysis, if any of the three methods had a χ2 value that 
was lower than or equal to their respective critical χ2 value, the residue was kept in the overall 




groups require fitting with more complex motional models188. Overall, there were a total of 33 ILV 
methyl resonances that satisfied this criterion out of 48 total resonances. Fits to data for Leu 103 
Cδ1 converged poorly and yielded large errors for τR; consequently, this methyl group was also not 
considered further. This left a total of 32 common ILV residues that was carried forward in future 
results and analyses. Most of the methyl groups chosen for analysis are in residues located either 
in α-helices or β-sheets, while the other methyl groups are typically located in dynamic loops or 
termini. This is consistent with previous knowledge of the Lipari-Szabo model fit for rigid and 
flexible regions of a given protein. 
 
 
Figure 4.1: Ribbon diagram of ecRNH with observable ILV residues.  The observable ILV 
residues are given in stick representations. The ILV residues containing methyl relaxation data fit 






4.3 Results and Analyses 
4.3.1 Simulating the 69.1 MHz Deuterium Frequency Interpolation 
The accuracy of the proposed method for interpolation of relaxation rate constants 
necessary for the joint-interpolated approach was evaluated by theoretical calculations. Relaxation 
rates at 9.4 T, 10.55 T, and 11.7 T were calculated using the equations relating the deuterium 
relaxation rates to their corresponding spectral densities, as well as the Lipari-Szabo model-free 
formalism, both presented earlier.  
The four relaxation rates were generated two ways, starting out with the Lipari-Szabo 
model free formalism. The first method used ωD/(2π) = 61.4 MHz and 76.8 MHz and the second 
method directly used ωD/(2π) = 69.1 MHz. In the first method, once the relaxation rates for 
ωD/(2π)= 61.4 and 76.8 MHz were obtained, they were fed into the interpolation equation and 
outputted interpolated estimations for relaxation rates at 69.1 MHz. 
The percentage differences between the interpolated and exact values of the relaxation rate 
constants at 10.55 T are shown in the figure below. The predicted rates show errors of ≤ 1% up to 
a τe of 1 ns, consistent with the experimental uncertainties in measured 
2H relaxation rates (~1-
2%). Based on the results of the simulation and considering traditional experimental error 
magnitudes, it was deemed that the interpolation equation is sufficiently accurate for practical use 





Figure 4.2: Predicted errors of deuterium relaxation rates. Relaxation rate errors are simulated 
over a range of methyl axis order parameters S2axis from 0 to 1, given an overall tumbling time τR 
of 10 nanoseconds (ns), and effective correlation times τe of (solid, red) 0.03 ns, (dashed, green) 
0.3 ns, and (dot-dashed, blue) 1 ns. 
 
 
4.3.2 Leucine 103 Cδ1 
The results of fitting the spectral densities to the Lipari-Szabo model were remarkably 
consistent and similar among the three methods (independent, joint, and joint-interpolated) for 
each residue after the paring of residues by χ2 analysis, except for Leucine 103. While the Leucine 
103 C1 peak was spared from the initial paring process, closer observations of the plot and fitting 




for the J(61.4) and J(122.8) peaks for the independent method (and to a lesser extent, the joint and 
joint-interpolated methods). Such large uncertainties were not found in the other remaining 
residues; because of these large uncertainties, fitting to the Lipari-Szabo model proved to be 
problematic, as the J(61.4) point also happens to be the point immediately following J(0), resulting 
a large gap in information between D=0 MHz and D=61.4 MHz. This meant that the parameters 
fit from the Lipari-Szabo model such as R are left with large errors and uncertainties as well, 
rendering in skepticism for the information gathered for this residue. 
 
 
Figure 4.3: Plot of log[J()] versus  for residue Leucine 103 C1. The points are the spectral 
density values with their associated uncertainties. Each set of points, independent (red), joint 
(blue), and joint-interpolated (green), were fit to the Lipari-Szabo model free and plotted in their 
corresponding colors. Because of the large uncertainties stemming from the J(61.4) and J(122.8) 
peaks, this residue was ultimately removed from the final analysis. It is also clear that because of 
these uncertainties, there are differences in the fittings among the three methods, as indicated by 








4.3.3 Representative Spectral Density Functions 
 The remaining thirty-two residues shared many similar qualities. Even though each one 
had its own unique S2, R, and e, all of the remaining residues used for analysis had no discernable 
space gaps (unlike the previously-mentioned Leucine 103 C1) between J(0) and J(61.4) and had 
relatively tight error bars, indicating much smaller uncertainties stemming from the spectral 
densities. This also meant that all three methods of analyzing the data resulted in very similar fits 
for each individual residue. 
Examples of the Lipari-Szabo model-free fits to the spectral density values obtained from 
the three spectral density mapping methods are shown in the figure below. Values of τR were 
optimized independently for each methyl group and consequently τR represents an effective local 
correlation time and could be smaller than the global rotational correlation time of RNase H, as 
determined from 15N spin relaxation181. Results are shown for Valine 121 C2, with a local 






Figure 4.4: Plots of log[J()] versus  for representative methyl residues. Figures 4.4a-f 
represent the individual fits for (red) independent, (blue) joint, and (green) joint-interpolated. The 
first row, Figures 4.4a-c, shows plots for Valine 121 C2, with each method plotted individually. 
The second row, Figures 4.4d-f shows plots for Leucine 56 C1, with each method also plotted 
individually. Superposition of data and fits for the three methods are shown for Valine 121 C2 
(Figure 4.4g) and for Leucine 56 C1 (Figure 4.4h). Closeups of the region between J(0) and 
J(61.4) are plotted on the last row in Figures 4.4i-j, also with Valine 121 Cγ2 plotted on the left 





4.3.4 Accuracy and Precision of Model Free Parameters 
The figure below summarizes the results of fitting the spectral densities to the Lipari-Szabo 
model-free formalism to obtain S2axis, R, and e for the 32 methyl groups. Each graph in the figure 
shows a one-on-one comparison between model-free parameters determined by two of the three 
spectral density mapping procedures. Coefficients of determination, R2, were calculated for each 
of the plots based on the y = x line. The R2 values were 0.99, 0.94, and 0.97, respectively, for S2axis 
comparisons; 0.98, 0.93, and 0.97, respectively, for R comparisons; and 1.00 for all three e 
comparisons. Slopes of least-squares fitted lines were 0.99, 0.97, and 0.98, respectively, for S2axis 







Figure 4.5: Correlation plots for S2axis, τR, and τe. Figures 4.5a-c shows correlation plots for 
S2axis, Figures 4.5d-f shows correlation plots for τR, and Figures 4.5g-i show correlation plots for 
τe. Each row compares the model free parameters generated from the independent, joint, and joint-
interpolated methods. The parameters of the 32 residues are shown in cyan, while the error bars 
are depicted in red. The black line represents y=x. 
 
 
The average uncertainties in the fitted Lipari-Szabo parameters, S2axis, τR, and τe, differed between 
the three methods of spectral density mapping. The joint-interpolated method yielded the smallest 
















































parameter uncertainties and the table below presents the percentage improvement in average 
uncertainties for this method compared with the independent and joint approaches. 
 





S2 14.6% 10.8% 
τR 10.5% 7.8% 
τe 12.8% 10.1% 
 
Table 4.1: The improvement in precision of fitted model-free parameters. 
 
4.3.5 Cross Validation with 700 MHz Spectrometer-Generated Data 
The fitted model-free parameters were cross-validated by back-calculating relaxation rate 
constants expected for data acquired at 16.4 T (700 MHz, ωD/(2π) = 107.5 MHz) and then 
compared to experimental data acquired at 16.4 T. Uncertainties in back-calculated relaxation rate 
constants were generated by Monte Carlo simulations. The cross-validated results are shown in 
the figure below. The three methods of spectral density mapping gave equally accurate back-
calculated predictions of the relaxation rate constants compared with experimental values. R1 
comparisons had R2 values of 1.00, R1 comparisons had R
2 values of 0.99, RQ comparisons had 
R2 values of 0.99, and RAP comparisons had R
2 values of 0.98. R1 and R1 comparisons had slopes 
of 1.01, RQ comparisons for independent and joint methods had slopes of 0.99, RQ comparison for 







Figure 4.6: Back-calculated 700 MHz relaxation rate constants. The back-calculated rate 
constants (y-axis) are compared to the experimental results (x-axis). Each row represents a method 
of spectral density mapping, while each column represents a relaxation rate constant. The 
relaxation rates of the 32 residues are shown in cyan, while the error bars are depicted in red. The 
black line represents y=x. The one noticeable outlier in the RQ analysis is residue I116Cδ-Hδ. 
 
 
4.3.6 Local Diffusion Times 
The values of τR obtained for the most rigid methyl-bearing side chains in RNase H are expected 
to report on the overall rotational diffusion tensor, which has been determined previously by 15N 
spin relaxation. As shown in the figure below, the values of the local diffusion constants, D = 




agree well with the predictions derived from the diffusion tensor obtained from 15N spin 
relaxation181. This makes sense because those with the slowest tumbling times can have their 
overall rotations separated from any internal motions; this means that they fall righteously on the 
rotational diffusion tensor line from the 15N data. All other residues which do not have their 
motions separated would consequentially be higher up on the diffusion plot. The plot results are 
quite remarkable because two independent separate data sets and analyses led to the same diffusion 
tensors for the same protein, even though one was focused on dynamics of the nitrogen backbone 
and the other was focused on the dynamics of ILV methyl groups. This helps to explain how these 
proteins move on an atomistic scale and on intramolecular dynamics. 
 
 
Figure 4.7: Local diffusion times (D = 1/(6τR)) plotted versus Y20(θ). θ is the orientation of the 
methyl symmetry axis in the structure of RNase H oriented in the principal axis system of the 
diffusion tensor determined from 15N spin relaxation. The values of D for the 12 slowest tumbling 
residues (for which internal motions are well-separated from overall rotation) are shown in red and 
agree quantitatively with predictions from the overall rotational diffusion tensor determined from 






4.3.7 Extent of Interpolation and Extrapolation for Future Applications 
Given the success of the proposed method for the interpolation of relaxation rate constants 
necessary for the joint-interpolated approach, there is a consideration as to what extent an 
interpolation or extrapolation can be made while still maintaining relative accuracy. Once again, 
this was evaluated by a range of theoretical calculations and simulations that tested the bounds of 
the interpolation equation. Relaxation rates at 9.4 T, 11.7 T, 18.8 T, and 21.1 T (corresponding to 
the two lowest and two highest experimentally collected fields) were calculated using the equations 
relating the deuterium relaxation rates and their corresponding spectral densities, as well as the 
Lipari-Szabo model-free formalism, with set values for the input variables. Four separate 
simulations were conducted; these simulations included interpolating relaxation rate constants 
among a range of methyl frequencies between ωD/(2π) = 61.4 MHz through 76.8 MHz and 
extrapolating relaxation rate constants among a range of methyl frequencies below ωD/(2π) = 61.4 
MHz using the ωD/(2π) = 61.4 and 76.8 MHz pairing. An analogous extrapolation experiment for 
methyl frequencies above ωD/(2π) = 138.2 MHz was performed for the ωD/(2π) = 122.8 MHz and 
138.2 MHz pair as well. Finally, an interpolation was also performed among a range of methyl 
frequencies between ωD/(2π) = 61.4 MHz and 138.2 MHz. 
The percentage differences between the interpolated/ extrapolated and exact values of the 
relaxation rate constants are shown in the figure below. One key takeaway from this simulation is 
that the R1ρ and RAP relaxation rate constants generally have a much smaller percentage difference 
compared to their counterparts, likely because of the J(0) factor, which remains constant regardless 
of method of calculation. Given that the experimental uncertainties in measured 2H relaxation rates 
range from ~1-2%, this method of estimating the relaxation rate constants is generally valid on 




measurements; this is generally true regardless of interpolation or extrapolation. One last 
interesting takeaway is that for the interpolations, the parabolic percentage differences don’t 




Figure 4.8: Predicted errors for over a range of methyl frequencies ω(1/ns). Simulated errors 
are generated from the Lipari-Szabo model-free fit, with given set values of methyl axis order 
parameters S2axis of 0.5, overall tumbling time τR of 10 nanoseconds, and effective correlation times 
τe of 0.3 nanoseconds. The red solid line represents R1, the green dashed line represents R1ρ, the 




4.4 Discussion and Conclusion 
NMR spin relaxation methods are powerful approaches for characterizing conformational 
dynamics of biological macromolecules. Weaknesses of these methods are that the target spectral 
density function can only be sampled at the discrete eigenfrequencies of the spin system being 
studied and that model spectral density functions can have many optimizable parameters. Both of 
these weaknesses are alleviated by acquiring additional relaxation data at multiple static magnetic 
fields13. 
 The present chapter of the thesis examined three methods of performing spectral density 
mapping of 2H relaxation in 13CH2D methyl group isotopomers, which have been termed 
independent, joint, and joint-interpolated. The latter two approaches make use of a unique feature 
of 2H quadrupolar relaxation: the number of spectral density values entering into the relaxation 
equations is reduced if data are acquired at pairs of static magnetic fields that differ by a factor of 
two. As relatively few such paired fields are available at present (in the current work, only 400 
MHz/800 MHz), the joint-interpolation method approximates such pairings, in the current work 
by interpolating between 400 MHz and 500 MHz to generate relaxation data at 450 MHz for 
pairing with 900 MHz data. The major advantages of the joint and joint-interpolation methods are 
the consequent additional increases in the statistical degrees of freedom compared with the 
independent method. 
Comparisons among the three spectral density mapping methods and cross validation with 
an independent data set indicate that the three approaches are equally accurate; however, the joint-
interpolation method yields an improvement in precision for the final fitted model-free parameters 
of between 10-15% compared to the independent method and of between 7-11% compared with 




other two methods. Notably, no additional data need to be acquired to implement the joint-
interpolated method and as more commercial NMR spectrometers with frequencies of 1000 MHz 
and 1200 MHz become available, additional pairs of fields become accessible, further increasing 
the power of this method. 
Based on this body of work, an NIH instrumentation proposal was funded for a custom 475 
MHz spectrometer at the New York Structural Biology Center (NYSBC), which will be used with 
the 950 MHz instrument at the University of Maryland School of Medicine to give a new joint 
analysis pair. The extrapolation to 450 MHz (for use with 900 MHz) can also be performed even 
more accurately using 475 and 500 MHz spectrometers. 
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Parsing the Dynamics of Methyl Side-Chain Residues 
5.1 Motivation for Work 
 The next two chapters of this thesis will involve primarily molecular dynamics (MD) 
simulations. MD simulations are an ideal tool for studies of the conformational dynamics of 
proteins, particularly in synergy with experimental methods such as spin relaxation NMR 
experiments66-67. The atomistic detail and high resolution in both space and time in MD simulations 
enable us to understand intricacies of the motion of specific protein amino acid residues beyond 
what can be elucidated experimentally68-70. Following the work done in the last chapter on ecRNH 
and ILV methyl residues, we were motivated to see what more regarding side chain dynamics 
could be elucidated from MD simulations; now that NH backbone and ILV methyl order 
parameters were generated experimentally for this particular protein, we could now confirm the 
validity of the MD simulations as representations of reality (assuming the ergodic hypothesis is 
true123).   
 This work simulates ecRNH for multiple 1-microsecond simulations, as described in the 
methods section of this thesis. Following the simulations, the simulated order parameters are 
compared to the experimental order parameters of both the NH backbone vectors and the CD ILV 
methyl side chain vectors (simulated order parameters were averaged for the multiple simulations 
and for each analysis block in each trajectory). The simulated order parameters agree well to the 
extent that we are confident that the simulations accurately represent experimental reality. An 




performed, and it enabled us to analyze how often the conformations changed in the trajectory and 
at what points in time. 
The changes in conformation give rise to transition rates, which appears to match well with 
the corresponding dihedral autocorrelation function in terms of correlation times. Following this 
analysis, we wanted to see whether there were any apparent patterns in dihedral angle 
conformation versus the C-C methyl vector; we saw evidence of clustering based on 
conformations, and this motivated us to propose a separation of motions in the methyl side chains. 
We surmise that the overall ILV order parameters are made up of constituent motions that 
might be roughly independent of each other, consisting of: (1) dihedral angle fluctuations within a 
particular rotamer (S2rotamer), (2) transitions between different canonical rotamers (S
2
jump), and (3) 
motions of the preceding atom pairs (Ile Cβ-Cγ1, Leu Cβ-Cγ, Val Cα-Cβ) (S
2
preceding). Thus, the 
total methyl S2 would be roughly equal to the product of the aforementioned constituent order 
parameters. Comparison of the directly calculated order parameters and the order parameters 
calculated from the above independent motions are highly correlated, suggesting that in fact, the 
individual motional contributions are highly independent.  
Further analyses have shown that for longer methyl side chain residues such as Isoleucine 
and Leucine, the Ile Cβ-Cγ1 and Leu Cβ-Cγ are much more dynamic than the analogously proposed 
Val Cα-Cβ. In fact, motions involving the Cα carbon on all ILV residues are much more rigid, 
mostly because the atom pair is now directly connected to the protein backbone. And, we found 
evidence that for some residues, the motions of the Ile Cβ-Cγ1 and Ile Cα-Cβ atom pairs and the 
Leu Cβ-Cγ and Leu Cα-Cβ atom pairs are correlated. Upon these discoveries, we further proposed 




like Leucine and Isoleucine, there would either be two independent S2jump motions for χ1 and χ2 
dihedral angles (S2jump·χ1 and S
2
jump·χ2) OR an integrated S
2
jump·χ1-χ2 for dependent atom pair motions. 
Based on this concept of separation of motions, we then analyzed the contributions of each 
type of motion towards the overall order parameters. We found examples where the dihedral angle 
conformational jumps contribute most towards the flexibility of the methyl side chain order 
parameters, and we also found examples where it was the Cα-Cβ preceding atom pairs that 
contribute most. Surprisingly, we also found examples where both types of motions substantially 
contribute towards the flexibility of the methyl side chain order parameters; there do not appear to 
be any patterns between how flexible the side chain was and the percentage contributions of each 
type of motions. Also of note is that all S2rotamer values are greater than 0.84 (mean of 0.92), 
signifying that there is minimal contribution based on fluctuations within a conformation. 
Finally, we note an observation made while studying supposedly equivalent Leu Cγ-Cδ1 
and Leu Cγ-Cδ2, Val Cβ-Cγ1 and Val Cβ-Cγ2. After all, in a given simulation, the dihedral angle 
and preceding atom pair autocorrelations are the same for each ILV residue. However, we are able 
to confirm work done initially by Lewis Kay230 where the order parameters of the methyl groups 
can differ if the effective averaging axis for the isopropyl unit makes different angles with the two 
methyl threefold axes. We consistently found that the first pair (labeled Cδ1 or Cγ1) are always 
more rigid (has a higher order parameter) than the Cγ2/Cδ2 atom pairs; perhaps even more 
surprisingly, we also found that their autocorrelation functions have the same general shape as 







5.2 Experiment versus Simulations 
 The simulations in this chapter were of ecRNH (PDB: 2RN2)131-132, simulated at 300K; 
there are a total of three NVT production simulation runs, each starting with a different ecRNH 
structure extracted from the NPT equilibration trajectory. Once the simulations were completed, 
various analyses were performed, as seen in each section in this chapter128. Unless otherwise 
specifically noted, the results from each of the trajectories were averaged. For the analysis of order 
parameters, 50 nanosecond time blocks are used (for a 1-microsecond trajectory, that is a total of 
20 blocks); this is roughly five times the overall tumbling time of ecRNH.  
 Experimental methods for evaluating the dynamics of ecRNH ILV methyl residues are 
explained in detail in the previous chapter. We did not perform the experiments that led to the 
calculation of experimental NH backbone order parameters, but they are included here for 
comparison with simulation136. 
 
5.2.1 NH Backbone Order Parameters 
 We are generally heartened that the NH backbone order parameters of the experiment 
matches the simulation. Visually, most all residues of ecRNH fall on the y=x line, signifying good 
agreement. The R2 value of simulated versus experimental NH backbone order parameters is R2= 
0.84. The simulated blocking size following superposition of backbone heavy atoms with 
secondary structure is most optimal at 50 nanoseconds. For posterity, the values and their 






Table 5.1 continues on the next three pages 
 
2° Struct. Residue S2 experimental S2 exp. error S2 simulation S2 sim. error 
 L2 0.478 0.016 0.513 0.039 
 K3 N/A N/A 0.650 0.011 
 Q4 N/A N/A 0.611 0.023 
β strand V5 0.943 0.012 0.808 0.002 
β strand E6 0.929 0.013 0.820 0.004 
β strand I7 N/A N/A 0.871 0.001 
β strand F8 0.953 0.010 0.883 0.004 
β strand T9 0.967 0.011 0.892 0.002 
β strand D10 0.981 0.012 0.906 0.0004 
β strand G11 0.950 0.011 0.876 0.001 
β strand S12 N/A N/A 0.828 0.001 
β strand C13 0.694 0.015 0.826 0.001 
 L14 0.818 0.014 0.851 0.001 
 G15 0.430 0.007 0.395 0.019 
 N16 N/A N/A 0.340 0.001 
β strand G18 0.940 0.009 0.824 0.003 
β strand G20 0.959 0.010 0.895 0.0001 
β strand G21 0.970 0.009 0.886 0.0003 
β strand Y22 1.001 0.012 0.880 0.001 
β strand G23 0.985 0.011 0.921 0.0003 
β strand A24 0.953 0.011 0.894 0.0001 
β strand I25 0.936 0.011 0.902 0.0003 
β strand L26 0.959 0.009 0.887 0.00002 
β strand R27 0.957 0.013 0.871 0.0001 
β strand Y28 0.937 0.009 0.878 0.003 
 R29 0.875 0.012 0.819 0.002 
 G30 0.841 0.013 0.766 0.006 
β strand R31 N/A N/A 0.677 0.002 
β strand E32 N/A N/A 0.745 0.0003 
β strand K33 0.905 0.010 0.824 0.002 
β strand T34 0.917 0.009 0.806 0.0003 
β strand F35 0.925 0.010 0.893 0.0003 
β strand S36 0.938 0.008 0.863 0.001 
β strand A37 0.914 0.010 0.846 0.0001 
β strand G38 0.907 0.010 0.851 0.0004 
β strand Y39 0.945 0.009 0.906 0.001 
β strand T40 N/A N/A 0.886 0.002 
β strand R41 0.959 0.008 0.875 0.0003 
β strand T42 0.954 0.010 0.857 0.0002 
 T43 0.960 0.009 0.900 0.001 




Table 5.1 continued… 
 
2° Struct. Residue S2 experimental S2 exp. error S2 simulation S2 sim. error 
α helix N45 0.990 0.014 0.883 0.002 
α helix R46 1.001 0.012 0.863 0.004 
α helix M47 1.001 0.013 0.886 0.0002 
α helix E48 N/A N/A 0.910 0.001 
α helix L49 0.988 0.023 0.882 0.0003 
α helix M50 0.981 0.025 0.921 0.0002 
α helix A51 0.999 0.027 0.914 0.0002 
α helix A52 0.962 0.015 0.886 0.0005 
α helix I53 N/A N/A 0.906 0.0001 
α helix V54 N/A N/A 0.925 0.00004 
α helix A55 0.993 0.022 0.892 0.0003 
α helix L56 N/A N/A 0.883 0.0004 
α helix E57 N/A N/A 0.905 0.0001 
 A58 0.965 0.009 0.864 0.001 
 L59 0.950 0.009 0.792 0.003 
 K60 N/A N/A 0.795 0.008 
 E61 0.638 0.016 0.692 0.005 
 H62 N/A N/A 0.785 0.006 
 C63 N/A N/A 0.763 0.012 
β strand E64 N/A N/A 0.887 0.003 
β strand V65 0.930 0.009 0.822 0.002 
β strand I66 0.946 0.013 0.883 0.003 
β strand L67 0.991 0.014 0.890 0.001 
β strand S68 0.948 0.013 0.844 0.010 
β strand T69 1.000 0.011 0.802 0.027 
 D70 1.003 0.016 0.797 0.0003 
 S71 0.897 0.016 0.797 0.005 
α helix Q72 0.995 0.012 0.765 0.003 
α helix Y73 N/A N/A 0.881 0.004 
α helix V74 0.986 0.016 0.886 0.006 
α helix R75 0.993 0.012 0.883 0.003 
α helix Q76 N/A N/A 0.892 0.004 
α helix G77 0.997 0.014 0.867 0.001 
α helix I78 0.995 0.011 0.889 0.005 
α helix T79 1.014 0.012 0.838 0.002 
α helix Q80 N/A N/A 0.786 0.003 
 W81 0.846 0.012 0.814 0.010 
α helix I82 0.993 0.011 0.900 0.002 
α helix H83 1.005 0.015 0.816 0.006 
α helix N84 0.923 0.011 0.848 0.004 




Table 5.1 continued… 
 
2° Struct. Residue S2 experimental S2 exp. error S2 simulation S2 sim. error 
α helix K86 0.984 0.010 0.896 0.001 
α helix K87 0.944 0.009 0.875 0.002 
 R88 0.909 0.009 0.816 0.001 
 G89 0.865 0.012 0.830 0.0002 
 W90 0.981 0.015 0.868 0.001 
 K91 0.949 0.009 0.828 0.002 
 T92 0.870 0.010 0.866 0.001 
 A93 0.878 0.012 0.823 0.002 
 D94 0.890 0.008 0.786 0.002 
 K95 0.885 0.010 0.810 0.002 
 K96 0.753 0.010 0.752 0.003 
 V98 0.802 0.011 0.763 0.001 
 K99 0.947 0.009 0.802 0.001 
 N100 0.976 0.008 0.868 0.001 
α helix V101 0.982 0.008 0.887 0.0002 
α helix D102 1.013 0.009 0.889 0.001 
α helix L103 0.939 0.009 0.850 0.001 
α helix W104 N/A N/A 0.913 0.0001 
α helix Q105 0.987 0.012 0.917 0.0001 
α helix R106 0.959 0.012 0.885 0.001 
α helix L107 0.961 0.026 0.901 0.0003 
α helix D108 N/A N/A 0.916 0.001 
α helix A109 0.991 0.012 0.899 0.0003 
α helix A110 0.956 0.010 0.859 0.00001 
α helix L111 0.958 0.012 0.908 0.001 
 G112 0.920 0.009 0.843 0.001 
 Q113 N/A N/A 0.676 0.001 
 H114 0.945 0.010 0.843 0.004 
β strand Q115 0.875 0.034 0.874 0.001 
β strand I116 0.864 0.009 0.782 0.002 
β strand K117 0.942 0.010 0.866 0.006 
β strand W118 0.722 0.020 0.806 0.002 
β strand E119 0.942 0.010 0.822 0.010 
β strand W120 0.877 0.010 0.778 0.002 
 V121 0.870 0.011 0.710 0.006 
 K122 0.770 0.017 0.735 0.016 
 G123 0.472 0.010 0.481 0.014 
 H124 N/A N/A 0.547 0.017 
 A125 0.668 0.015 0.479 0.004 
 G126 0.625 0.012 0.406 0.013 




Table 5.1 continued… 
 
2° Struct. Residue S2 experimental S2 exp. error S2 simulation S2 sim. error 
α helix E129 0.962 0.011 0.864 0.001 
α helix N130 0.952 0.013 0.874 0.0004 
α helix E131 0.969 0.016 0.889 0.002 
α helix R132 0.885 0.154 0.878 0.0005 
α helix C133 0.984 0.014 0.890 0.001 
α helix D134 N/A N/A 0.901 0.001 
α helix E135 0.973 0.010 0.906 0.00002 
α helix L136 0.961 0.011 0.893 0.0002 
α helix A137 N/A N/A 0.905 0.000003 
α helix R138 N/A N/A 0.918 0.0003 
α helix A139 0.966 0.012 0.881 0.0004 
α helix A140 N/A N/A 0.877 0.0002 
α helix A141 0.973 0.012 0.903 0.0002 
 M142 0.901 0.011 0.860 0.001 
 N143 0.874 0.009 0.804 0.001 
 T145 0.860 0.009 0.676 0.032 
 L146 0.917 0.011 0.781 0.009 
 E147 0.865 0.009 0.812 0.0005 
 D148 0.915 0.009 0.844 0.001 
 T149 0.855 0.012 0.763 0.009 
 G150 0.872 0.015 0.776 0.012 
 Y151 0.940 0.009 0.769 0.007 
 Q152 0.661 0.009 0.554 0.0003 
 V153 0.482 0.007 0.466 0.0005 
 E154 0.403 0.008 0.447 0.015 
 V155 0.124 0.005 0.141 0.008 
 
 
Table 5.1: Values of simulated and experimental136 S2 of the NH backbone vector and their 
associated errors. In the residue column, the letter signifies the one-letter abbreviation, and the 
number signifies the placement in the protein itself. There are a few missing residues, the first 
residue (Methionine 1) is excluded because the NH is a free vector (meaning it is not connected to 
a preceding amino acid’s carbonyl group). All prolines are also excluded because there is no NH 
bond vector, and its analogous vector is part of a ring137. In the experimental S2 and their associated 
errors, there are a number of residues with an “N/A”—these residues could not be resolved in the 
NMR spin relaxation experiments; their analogous simulated S2 and their associated errors are 








Figure 5.1: Simulated ecRNH S2 versus experimental S2 of backbone NH vector. For the most 
part, there is good agreement, and this is one of the methods of determining whether the simulation 
reflects reality. The solid cyan line represents y=x. The dashed magenta lines represent y=0.9x and 
y=1.1x. The dotted red lines represent y=0.8x and y=1.2x. The mean absolute relative deviation 









Figure 5.2: Sample amino acid peptide chain. The blue indicates the NH bond vectors being 
measured. The R’s signify normal amino acids (for simplicity). The red +NH3 indicates an NH 
bond vector not measured because it is the first in the sequence and is a “free vector”. The amine 
hydrogen exchanges rapidly with solvent. The second amino acid in the peptide with a magenta 
nitrogen is proline. Its NH bond vector is not measured because there is no hydrogen and because 
the analogous vector is part of a five-membered ring. 
 
5.2.2 ILV Methyl Side Chain Order Parameters 
 While we were heartened by the ability to reproduce experimental NH backbone order 
parameters, we are absolutely thrilled that there was some semblance of the reproduction of ILV 
methyl residue order parameters for ecRNH. Visually, while the residues do look more “off the 
line” than for the NH backbone order parameters, the ILV methyl order parameters R2 value is 
0.61. Given that the side chains are much more flexible than the protein backbone, it can be 
expected that there would be much greater variation in reported flexibility and consequently, S2, 
as well. Note that in these two chapters, the term S2 is used; it is equivalent to S2axis when discussing 
experimental results. Again, it must be noted that to directly compare experimental values to the 
simulation values, the experimental values for S2 of the 13C-2H methyl bond vectors are multiplied 




of backbone heavy atoms with secondary structure was similarly the most optimal at 50 
nanoseconds. The values and their associated errors are listed in the table below: 
 
Table 5.2 continues on the next page 
 
2° Struct. Residue S2axis exp. S
2
axis exp. err. S
2 simulation S2 sim. error 
 L2-1 0.235 0.001 0.176 0.016 
β strand V5-1 0.374 0.002 0.841 0.007 
β strand I7 0.821 0.002 0.870 0.008 
 L14-1 0.436 0.001 0.374 0.005 
β strand I25 0.707 0.001 0.720 0.018 
β strand L26-1 0.120 0.001 0.496 0.024 
α helix L49-1 0.572 0.015 0.639 0.011 
α helix I53 0.887 0.003 0.709 0.021 
α helix V54-1 0.777 0.003 0.624 0.013 
α helix L56-1 0.805 0.004 0.932 0.003 
 L59-1 0.741 0.003 0.859 0.006 
β strand V65-1 0.703 0.137 0.804 0.018 
β strand I66 0.247 0.001 0.336 0.007 
β strand L67-1 0.537 0.003 0.545 0.024 
α helix V74-1 0.863 0.003 0.788 0.027 
α helix I78 0.650 0.001 0.580 0.030 
α helix I82 0.634 0.002 0.754 0.002 
 V98-1 0.682 0.003 0.662 0.030 
α helix V101-1 0.744 0.002 0.493 0.009 
α helix L103-1 0.891 0.008 0.855 0.004 
α helix L107-1 0.720 0.002 0.658 0.011 
α helix L111-1 0.524 0.003 0.530 0.013 
β strand I116 0.213 0.002 0.694 0.028 
 V121-1 0.449 0.002 0.538 0.044 
α helix L136-1 0.523 0.248 0.732 0.003 
 L146-1 0.735 0.002 0.598 0.006 
 V153-1 0.106 0.001 0.259 0.006 
 V155-1 0.028 0.001 0.056 0.004 
 L2-2 0.233 0.001 0.218 0.013 
β strand V5-2 0.381 0.004 0.849 0.010 
 L14-2 N/A N/A 0.315 0.005 
β strand L26-2 0.213 0.001 0.499 0.026 
α helix L49-2 0.443 0.003 0.514 0.017 
α helix V54-2 0.730 0.003 0.621 0.013 




 L59-2 0.692 0.002 0.838 0.007 
β strand V65-2 0.756 0.003 0.814 0.020 
β strand L67-2 0.452 0.001 0.501 0.021 
α helix V74-2 0.844 0.002 0.788 0.028 
 V98-2 0.575 0.018 0.633 0.031 
α helix V101-2 N/A N/A 0.488 0.009 
α helix L103-2 0.839 0.003 0.806 0.004 
α helix L107-2 0.683 0.002 0.674 0.020 
α helix L111-2 0.467 0.003 0.456 0.013 
 V121-2 0.416 0.004 0.546 0.038 
α helix L136-2 0.595 0.001 0.692 0.005 
 L146-2 N/A N/A 0.558 0.004 
 V153-2 0.094 0.001 0.274 0.006 
 V155-2 0.024 0.0004 0.073 0.004 
 
Table 5.2: Values of simulated S2 and experimental S2axis of the ILV methyl residues and 
their associated errors. In the residue column, the letter signifies the one-letter abbreviation, and 
the number immediately following signifies the placement in the protein itself. Following the dash, 
the 1 or 2 signifies the Valine Cβ-Cγ1/γ2 or the Leucine Cγ-Cδ1/δ2 bond vectors. For Isoleucine, 
there is only one bond vector being analyzed, and it is Cγ1-Cδ. In the previous chapter, we stated 
that we limited the analysis to the basic Lipari-Szabo model free fit and outputted 32 residues; 
here, for the purposes of being complete, we utilized more complicated forms of Lipari-Szabo with 
additional parameters for some residues, resulting in a total of 46 residues ultimately being 
resolved. In the experimental S2axis and their associated errors, there are a number of residues with 
an “N/A”—these residues could not be resolved in the NMR spin relaxation experiments; however, 
their analogous simulated S2 and their associated errors are listed. Secondary structures (α helices 








Figure 5.3: Simulated ecRNH S2 versus experimental S2axis of the ILV side chain methyl 
vector. While there was good agreement between the simulation and experiment, there are a few 
outliers of note. These residues are notated with arrows in red and their identification on the figure. 
Leucine 136 Cγ-Cδ1 and Valine 65 Cβ-Cγ1 are also highlighted (in gold) specifically because of 
their large experimental error bars. Leucine 136 is in the middle of α-helix E while Valine 65 is in 
the middle of β-sheet 4. The solid cyan line represents y=x. The dashed magenta lines represent 
y=0.9x and y=1.1x. The dotted red lines represent y=0.8x and y=1.2x. The mean absolute relative 
deviation (MARD) is 0.45. 
 
 
 Unlike the NH backbone order parameters, there are some outliers in the ILV comparison 
noted in the above figure. We categorize the outliers into two categories, the first being residues 
in which the experimental is much more dynamic than the simulation (experimental S2 < simulated 
S2). Those are Valine 5 Cβ-Cγ1/γ2, Leucine 26 Cβ-Cγ1/γ2, and Isoleucine 116 Cγ1-Cδ. These 
residues all happen to be located at the edges of β-sheets where the secondary structure becomes 










in the interpretation of the X-ray crystal structure, such as if part of the β-sheet is actually supposed 
to be a part of the loop or turn. However, this explanation is problematic, as the corresponding NH 
protein backbone order parameters are large (and agree well with the experimental data), 
suggesting that the backbone is not dynamic or fraying in these regions. Additional potential errors 
could be based on force field accuracy or potentially hydration issues; curiously, all of these 
residues happen to be located in the same area of the protein but on different antiparallel β-sheets. 
Of course, it is also wise to consider that the experimental order parameters might be too low due 
to experimental errors. 
 Conversely, the second category is residues in which the experimental order parameter is 
much less dynamic than the simulation (experimental S2 > simulated S2). Visually, it appears that 
the outliers in this category are less extreme. The residues in this category include Valine 101 Cβ-
Cγ1 and Isoleucine 53 Cγ1-Cδ. The Valine appears to be at the edge of α-helix D, while the 
Isoleucine is right in the middle of α-helix A. For the Valine, we speculate that the deviation might 
be due to its location at the tail end of the substrate binding loop region. We might also surmise 
that some of the reasons mentioned in the first category are also applicable here, such as force field 
accuracy, hydration, or experimental errors. It is worth noting that both simulated NH order 
parameters are large, suggesting limited backbone mobility for these particular residues. 
 A cursory analysis of previously run AMBER-99SB simulations appear to potentially show 
improvements in the S2 analysis for the aforementioned side chain methyl residues. However, 
further detailed analysis is necessary to pinpoint the specific differences between the two force 
fields and whether there are any other indirect culprits as well, including potentially different 






Figure 5.4: Highlighted outlier ILV residues of ecRNH. Note that this is an alternate view from 
previously shown ecRNH cartoons. The ribbon is in blue, and the highlighted residues with 
locations are mentioned in the previous figure are shown in pink. The α-helices and β-sheets are 
lettered and numbered the same way as previously, respectively (shown in green). The N-terminus 





Figure 5.5: Specified bond vectors for ILV methyl residues of ecRNH. The figure on the left 
is Isoleucine, the figure in the middle is Leucine, and the figure on the right is Valine. All show 
the Cα carbon, which connects to the rest of the protein backbone. Bonds highlighted in blue are 
the actual targeted bond vector in which we want to analyze side chain dynamics, and they are 
directly measured and analyzed in simulation. In experiment, the dynamics of the neon green bond 
vector are measured and analyzed (13C-D). To directly compare experiment with simulation, the 













5.3 Dihedral Angle Analyses 
 When analyzing the motions of the protein side chain, an important type of motion is the 
rotation of a bond vector, and this is where calculating the dihedral angle is useful61. The ILV side 
chain dihedral angles are calculated for each residue in each simulation frame in the trajectory. For 
Valine, the rotating bond vector (principal axis) being analyzed is Cα-Cβ (χ1 dihedral angle). The 
Leucine and Isoleucine residues have longer side chains, and there are two dihedral angles of 
interest—the first dihedral angle is the χ1 dihedral angle, as defined formerly. Then, there is the χ2 
dihedral angle, which refers to the rotating bond vector (principal axis) of Cβ-Cγ1 for Isoleucine, 
and Cβ-Cγ for Leucine. In these simulations, measuring the dihedral angle using either Cγ1/Cδ1 or 
Cγ2/Cδ2, respectively, as the final atom used to define the dihedral angle yielded near identical 
results. Thus, unless otherwise explicitly stated, any figures or tables in this chapter will refer to 
the Cγ1/Cδ1-ending dihedral angle. 
 
 
Figure 5.6: Dihedral angles of the Valine, Leucine, and Isoleucine amino acid residues. The 
figure on the left is Valine, the middle is Leucine, and the right is Isoleucine. The Valine residue 
has a shorter side chain than the other two and only has one dihedral angle of interest, χ1. Both the 
Leucine and Isoleucine residues have two dihedral angles of interest, χ1 and χ2. The χ1 dihedral 
angle examines the rotation of the bond that includes the Cα carbon, which is part of the protein 
backbone, and for Valine, it is also the dihedral angle closest to the S2-analyzed bond vector. For 
Isoleucine and Leucine, the χ2 dihedral angle is the closest to the S











Figure 5.7: Representative ILV dihedral angle distributions. On the left is the χ2 dihedral angle 
of Leucine 103, in the middle is the χ2 dihedral angle of Isoleucine 82, and on the right is the χ1 
dihedral angle of Valine 54. Dihedral angles were calculated for each frame or snapshot in the 
trajectory (total: 222,223 snapshots). We see numerous examples in the simulation in which the 
dihedral angle fluctuations are quite nicely packed in (mostly) one conformer. As a reminder, for 
this thesis, we have naïvely assigned the 0-120° dihedral angles to be gauche-, 120-240° dihedral 
angles to be trans, and 240-360° dihedral angles to be gauche+. With such rigid conformations, 
we would expect that if these bond vectors were flexible and dynamic, the rotation of the dihedral 





Figure 5.8: Valine 155 χ1 dihedral angle distribution. The figure on the left is a histogram of 
dihedral angles over all frames or snapshots in the trajectory. The figure on the right is the 
distribution of dihedral angle for each frame. For a one-microsecond trajectory, there are 222,223 
frames, with each frame representing a snapshot after 4.5 picoseconds. Unlike the residues in the 
previous figure, the χ1 dihedral angle of Valine 155 is effectively completely distributed. We see 
contributions from all three types of conformations. It is interesting to note from the histogram that 
there are three distinct humps rather than an even spread for the distribution. This particular residue 
is about 80% gauche-, 10% trans, and 10% gauche+. It can be expected that this constitutive 




 From the dihedral angles, we can now perform some off-shoot analyses—plotting dihedral 
angles as a function of frames (or analogously, time) allows us to perform statistical inference. We 
can model individual dihedral angle jumps among rotamers using hidden Markov modeling 
(HMM) and find the most probable fit of the data using evidence maximization and the variation 
Bayesian expectation maximization algorithm (VBEM)231. Obtaining the idealized transitions 
gives the probability of transition to and from gauche-, trans, and gauche+, which can then be 
easily manipulated into time constants. The time constants can then be compared to the analogous 
time constants generated via autocorrelation functions. Again, using Valine 155 as an example: 
 
Figure 5.9: Multi-state fitting of the Valine 155 dihedral angle distribution. Valine 155 was 
analyzed with “vbFRET” from the Ruben Gonzalez group231. This figure is exactly the same one 
as the previous figure but now with idealized states. The frame number is as usual from the 
trajectory, but the dihedral angles that previous ranged from 0-360° now range from 0 to 1 on the 
y-axis. The blue are the individual dihedral angles for each snapshot or frame of the trajectory, and 
the red are the idealized transitions between the three conformational states. The state (1) 
centralized at ~0.184 is gauche-, the state (2) centralized at ~ 0.492 is trans, and the state (3) 










)     Equation 5.1 
where the number in the i-th row and the j-th column is the probability of transition from state i to 
state j. These probabilities are normalized to “real-time”, where 1 frame is equal to 4.5 
picoseconds, or 0.0045 nanoseconds. Taking the eigenvalues of the following matrix gives us the 
transition rates, which can be inverted to give us correlation time for direct comparison232-233: 
(
−𝑘12 − 𝑘13 𝑘21 𝑘31
𝑘12 −𝑘21 − 𝑘23 𝑘32
𝑘13 𝑘23 −𝑘31 − 𝑘32
)   Equation 5.2 
where kij is the transition probability from above (transitioning from state i to state j). The time 
constants (or correlation times) for Valine 155 is 0.450 and 20.45 nanoseconds. Because one of 
the eigenvalues of the transition rate matrix is exactly zero, there are only 2 time constants 
generated. From here, we can obtain time constants from 2-exponential decay fits of the 












𝜏𝑐2)  Equation 5.3 
While the parameters here besides τc do not really matter for this topic, all of the S
2 parameters are 
order parameters that correspond to the different correlation time regions. Sf
2 is used here as a 
scaling factor when comparing against the autocorrelation function generated. The τc parameters 
are the 2 time constants being compared, and the results were 0.527 and 19.01 nanoseconds. We 
consider this to be a pretty decent comparison, given the low transition probabilities and the 
massive fluctuations as a function of time. The figure below shows the fitted exponential decay 





Figure 5.10: Valine 155 dihedral autocorrelation function with fitted parameters. We 
specifically note here that the autocorrelation function was calculated with a time lag of half of the 
simulation, or 500 nanoseconds. Every snapshot or frame was used from the trajectory. Fitting the 
dihedral autocorrelation function to a 2-exponential decay appeared to match the correlation times 
fairly well to the transition state probabilities, prompting the possibility of potentially calculating 
correlation times without having to actually calculate the correlation function! 
 
 
5.4 Parsing Dynamics of ILV Methyl Side-Chain Residues 
When thinking about the different types of motions of side chains, it is important to 
consider the region of time being considered. Given that all analyses thus far have eliminated 
overall tumbling time of the ecRNH protein (~10 nanoseconds) and longer time scale motions 




improbable to analyze motions smaller than a nanosecond because of how often a snapshot or 
frame is saved (every 4.5 picoseconds, or 223 frames for 1 nanosecond). In this time regime, the 
primary motions are those relating to side chain bond rotations, which can be analyzed through 
dihedral angles61.  
In the following sections, S2 order parameters will be calculated from dihedral angles of 
the simulation. We previously derived the equation for calculating S2 with cartesian coordinates, 
but below, we list the alternative equation for calculating S2 using spherical harmonics, which is 
an easier coordinate system to work with when dealing with dihedral angles62: 
 
𝑆2 = ∑ |〈𝑌2
𝑚(Ω)〉|22𝑚=−2      Equation 5.4 
 
in which Y2
m[Ω] are the modified spherical harmonic functions with the spherical angles Ω = [θ, 
φ] that give the orientation of a unit vector along an atom pair. In other words, φ refers to the 
dihedral (azimuthal) angle in a given MD trajectory. Conversely, θ refers to the polar angle for 
tetrahedral geometry, or 70.5° (180°-70.5°= 109.5°) as described by VSEPR. Again, MD 
simulations support this geometry estimation for ILV (Isoleucine, Leucine, and Valine) residues, 
with Isoleucine residues having a polar angle of 65.40°, Leucine residues having a polar angle of 








Figure 5.11: Visual of dihedral angle bond rotation with angles labeled. This schematic shows 
three atoms that are labeled for Valine, Leucine, and Isoleucine scenarios. The thinly dotted line 
shows the z-axis, which is lined up along the rotating bond. The longer dotted line shows the range 
of motion for the dihedral angle rotations. The polar angle (θ) is effectively constant throughout 
the simulation trajectory, and the dihedral angle (φ) is the rotation of the preceding bond vector of 
the one being measured for dynamics. We will find out later on that a more complicated model is 
needed for longer side chains like Leucine and Isoleucine. 
 
Because of the numerous factors to consider in this section, the conventional method of 
calculating S2 for a given methyl bond vector is modified so that the entire trajectory is analyzed 
all at once with no blocking. Thus, only different analysis methods of the same simulations are 
compared and not experimental data and results. 
 
5.4.1 Initial Proposal 
 We surmise that the overall ILV order parameters are made up of constitutive motions that 
might overall be roughly independent of each other. Based off the reasoning in the previous 




1. dihedral angle fluctuations within a particular rotamer: gauche+, trans, and gauche- 
(S2rotamer) 
2. transitions among canonical rotamers, based on percentage distribution from the simulation 
trajectories (S2jump) 
3. motions of the preceding atom pairs (S2preceding)—this is a catch-all for movements 
occurring closer to the protein backbone and other effects 





2     Equation 5.5 
To calculate these three separate constitutive motions, we first calculate the dihedral angles of the 
ILV methyl residues, with χ2 angles for Leucine and Isoleucine, and χ1 angles for Valines. At this 
point, we believed that these were the only dihedral angles to focus on, as all other rotational bond 
motions could theoretically be captured by the S2preceding term. S
2
rotamer is calculated by segregating 
the dihedral angles into the three conformations and then calculating the order parameter for the 
fluctuations within each conformer. S2jump only looks at the dihedral angle conformation percentage 
distribution in the simulation trajectory and assumes canonical angles—meaning that gauche- is 
60°, trans is 180°, and gauche+ is 300°. S
2
jump is calculated by analyzing the percentage of time 
that the dihedral angle is in a particular conformation. This can be visualized as a hindered chain 
rotation for an ideal chain model234. Finally, S2preceding is the order parameter for the immediately 
preceding bond vector (Leucine Cβ-Cγ, Isoleucine Cβ-Cγ, and Valine Cα-Cβ), calculated using 
standard analyses. At this juncture, we believed that the dynamics of side chains could be described 
solely through the target bond vector and the immediately preceding bond vector and their 
respective dihedral angles. 





Figure 5.12: Originally proposed S2 calculated from independent constitutive motions. There 
are three plots for the three 1-microsecond trajectories that we ran. Note that these are not averages 
as was stated at the beginning of this chapter. These are comparing S2 results calculated from the 
same trajectories, so ideally if the proposed model was correct, they would show a 1:1 relationship. 
There are a few ILV residues that do fall close to the line, and it is worth noting that those are 
actually mostly Valine residues. The blue line signifies y=x, and the red dots are individual 
residues (total of 49). 
 
 
Figure 5.13: Valine residues using the proposed model versus conventional calculations. 
Here, the three trajectories have been averaged again. These are now only Valine residues, and we 
have found that the alternative method of calculating S2 via the product of their constitutive 
motions does quite well. Outliers from the previous figures all stemmed from Leucine and 
Isoleucine residues, which meant that we would likely have to consider additional motions of these 




5.4.2 Revelations of χ1 and χ2 Conformational Jumps 
 When we began this section, we proposed that the dihedral angles in play are the ones that 
rotate the bond vectors immediately preceding the analyzed bond vectors. This would be Cα-Cβ 
(χ1 dihedral angle) for the Valine residue, and Cβ-Cγ1 and Cβ-Cγ (χ2 dihedral angles) for the 
Isoleucine and Leucine residues, respectively. The rationale was originally that we would only 
consider the rotation of the immediately preceding bond vectors. However, the results that we got 
from the last section showed that this was an incorrect way of thinking. Because Isoleucine and 
Leucine residues have longer side chains, they also have χ1 dihedral angles that we did not 
originally consider. Additionally, the χ1 dihedral angles all involve rotating the bond vector that 
includes the Cα carbon, which is an integral part of the protein backbone and can be assumed to be 
a bedrock with much more stability than the rest of the side chain. 
 We can show this through analyzing the S2preceding term described in the last section. For 
Leucine residues, that meant finding the order parameter for the bond vector Cβ-Cγ (χ2 dihedral 
angle), Isoleucine Cβ-Cγ (χ2 dihedral angle), and Valine Cα-Cβ (χ1 dihedral angle). The median 
results over all corresponding residues are reported below: 
 
 Val χ1 Dihedral Angle Leu χ2 Dihedral Angle Ile χ2 Dihedral Angle 
Median S2 Value 0.898 0.732 0.834 
 
Table 5.3: Median values of the dihedral angles for the Valine (χ1), Leucine (χ2), and 
Isoleucine (χ2) residues. It is clear that the Valine χ1 dihedral angles had higher average order 
parameters, suggesting a much more rigid bond vector. This makes sense because the bond rotation 
would include the Cα carbon, which is an integral part of the protein backbone. What this suggests 
is that these analyses should actually be focusing on both the χ1 and χ2 dihedral angles for the 








 Val χ1 Dihedral Angle Leu χ1 Dihedral Angle Ile χ1 Dihedral Angle 
Median S2 Value 0.898 0.939 0.936 
 
Table 5.4: Median values of the dihedral angles for the Valine (χ1), Leucine (χ1), and 
Isoleucine (χ1) residues. These dihedral angle S2 now are much more comparable and analogous 
to each other. The lessons learned from the original proposal is that to analyze side chains, the 
entire chain from the Cα carbon should be analyzed in its totality. Thus, the new revised proposal 
will now turn S2preceding into S
2
α-β, signifying that regardless of residue, the new “catch-all” for all 
preceding motions must be from the Cα carbon. 
 
 
5.4.3 Revised Proposal 
 Based on the results from the previous section, we now revise the proposed model into the 
following two equations: 
𝑆𝐼𝐿
2 ≈ 𝑆𝛼−𝛽
2 ∙ 𝑆𝑗𝑢𝑚𝑝 𝜒1
2 ∙ 𝑆𝑗𝑢𝑚𝑝∙𝜒2
2 ∙ 𝑆𝑟𝑜𝑡𝑎𝑚𝑒𝑟
2     Equation 5.6 
𝑆𝐼𝐿
2 ≈ 𝑆𝛼−𝛽
2 ∙ 𝑆𝑗𝑢𝑚𝑝 𝜒1∙𝜒2
2 ∙ 𝑆𝑟𝑜𝑡𝑎𝑚𝑒𝑟
2      Equation 5.7 
Note that the original model worked for the Valine residues, and thus, these revisions are only 
applicable to the Isoleucine and Leucine residues due to their longer chain length. The revisions 
are as follows: 
1. S2preceding is replaced by S2α-β. This signifies that we want to find the order parameter of the 
Cα-Cβ bond vector. This is the new “catch-all” for all preceding atomic motions. For the 
Valine residue, the “preceding” C-C bond was already the Cα-Cβ vector, so nothing 
changes in the way we previously analyzed the Valine residue. 
2. There are now additional S2jump parameters, and there are now two scenarios. But, both 





3. The first scenario is if we treat the χ1 and the χ2 dihedral angles separately, meaning that 
we assume that the rotations of the bond vectors are independent of each other. In that case, 
there are a total of four separate constitutive motions. 
4. We are also aware that MolProbity’s ultimate rotamer-library distributions235 suggest that 
there might be dependencies of both the χ1 and the χ2 dihedral angles for certain residues. 
What this means is that if the side chain is in a certain conformer for the χ1 dihedral angle, 
then another conformer for the χ2 dihedral angle might never show up or exist in a 
simulation trajectory. In this case, we go to the second scenario with three separate 
constitutive motions, and we analyze the χ1 and the χ2 dihedral angles jointly. 
5. S2rotamer stays the same. It still analyzes the fluctuations of the originally analyzed dihedral 
angles that immediately precede the bond vector being measured. 
 
Generally, the way to calculate each constitutive motion does not change from the previous 
section. Calculating the S2α-β uses standard analyses to calculate the order parameter of the Cα-Cβ 
bond vector. The S2jump χ1 and S
2
jump χ2 are also straightforward to calculate; because they are 
considered to be independent motions, the same equations can be used to calculate each, but the 
axis system effectively changes for each. It is not a big deal to change the axis system because 






Figure 5.14: Visual of independent χ1 and χ2 dihedral angle bond rotations with angles 
labeled. This is an extension of the previous basic model. Again, the thinly dotted lines represent 
the axis in which the bond is rotating. The longer dotted lines represent the range of motions for 
the bond vector. To measure S2jump χ1, we measure the distribution of dihedral angles for each 
conformer of the Cα-Cβ z-axis. Then, to measure S2jump χ2, we switch to a new axis that is centered 
around the Cβ-Cγ(1) z-axis and measure the corresponding distribution of dihedral angles there. As 
before, to measure the jumps among conformers, we assume static canonical angles for each 
conformer. Thus, there are 3 conformers total for each S2jump. 
 
Things get a little more complicated for calculating the S2jump χ1·χ2. Because the χ1 and χ2 
dihedral angles are now dependent, we cannot analyze these dihedral angles using two different 
axes. While we can still use the same equation to calculate the S2 order parameters in spherical 
coordinate form, we now have to redefine the Ω = [θ, φ] angles. There is a mathematical method 
of doing this using Wigner D-matrices236 and was original shown by Wittebort and Szabo in 







Figure 5.15: Visual of dependent χ1 and χ2 dihedral angle bond rotations with a single axis. 
Here, we treat the χ1 and χ2 dihedral angles as being dependent rotational motions. Thus, there is 
only one thinly dotted line that represents the primary axis. The longer dotted lines represent the 
range of motions for the bond vector. In this figure, we have added a green dot and a dotted-dashed 
line; this dotted-dashed line represents an imaginary bond vector (Cβ-Cδ(1/2)) that is the geometric 
sum of the bond vectors Cβ-Cγ(1) and Cγ(1)- Cδ(1/2). The full range of motions is still present, but 
we must now define the Ω = [θ, φ] angles based on this new imaginary bond vector. Now, the θ 
angle changes throughout the trajectory as well. To measure the jumps among conformers, we 
assume static canonical angles for each conformer. Thus, there are a total of 9 potential 






Figure 5.16: Visualization of the 9 conformers of Leucine for S2jump χ1·χ2. This is a short Leucine 
peptide with the nine conformers superposed. The green represents the same atom Cδ1 as from the 








Figure 5.17: Visualization of the 9 conformers of Isoleucine for S2jump χ1·χ2. This is a short 
Isoleucine peptide with the nine conformers superposed. The green represents the same atom Cδ 
as from the previous two figures to see the combined effects of the rotations of the χ1 and χ2 dihedral 
angles. 
 
Figure 5.18: Visualization of the 3 conformers of Valine for S2jump. This is included for 
completeness. This is a short Valine peptide with the three conformers superposed. The green 





To calculate the S2jump χ1·χ2 with dependent distributions of the χ1 and χ2 dihedral angle, the Ω = [θ, 
φ] needs to be redefined. The approximations of the angles analyzed on Schrödinger Maestro190-
191 are as follows: 
 
χ1 conformation χ2 conformation φ θ  
trans trans 180° 24.8° 
trans gauche+ 209.3° 78.4° 
trans gauche- 150.7° 78.4° 
gauche+ trans 60° 24.8° 
gauche+ gauche+ 89.3° 78.4° 
gauche+ gauche- 30.6° 78.4° 
gauche- trans 300° 24.8° 
gauche- gauche+ 329.3° 78.4° 
gauche- gauche- 270.6° 78.4° 
 
Table 5.5: Redefined φ, θ angles for dependent χ1 and χ2 dihedral angles for Leucine. These 
angles are used to calculate the jointly analyzed S2jump χ1·χ2. To measure the jumps among 
conformers, we assume static canonical angles for each conformer. Thus, there are a total of 9 
potential conformations for this combined parameter. 
 
χ1 conformation χ2 conformation φ θ  
trans trans 180° 37.9° 
trans gauche+ 206.4° 85.8° 
trans gauche- 153.5° 85.9° 
gauche+ trans 60° 37.9° 
gauche+ gauche+ 86.5° 85.8° 
gauche+ gauche- 33.6° 85.8° 
gauche- trans 300° 37.9° 
gauche- gauche+ 326.5° 85.8° 
gauche- gauche- 273.6° 85.9° 
 
Table 5.6: Redefined φ, θ angles for dependent χ1 and χ2 dihedral angles for Isoleucine. These 
angles are used to calculate the jointly analyzed S2jump χ1·χ2. To measure the jumps among 
conformers, we assume static canonical angles for each conformer. Thus, there are a total of 9 







 Finally, to end this section, we show the end results of the revised proposed model for the 
ecRNH Leucine and Isoleucine residues. The Valine residues are fine as is from the original model 
and is not shown again in this section. 
 
 
Figure 5.19: Leucine residues using the newly revised proposed model versus conventional 
calculations. Here, the three trajectories have been averaged. There are blue and orange results, 
with blue indicating the analyses in which the χ1 and χ2 dihedral angle distributions are independent 
from each other. The orange represents the analyses in which the χ1 and χ2 dihedral angle 
distributions are dependent on each other. It is quite interesting to see how drastic some of the 
changes are depending on the model type; it is also worth noting that not every residue needs the 
dependent joint analysis. Again, the red line signifies y=x, and the R2 value for this comparison is 
0.9708 (using the best/ closest value for each residue). There are three Leucine residues in which 
there are marked improvements; values will be shown [conventional calculation, independent 
dihedral angles, dependent dihedral angles]. The dotted green arrow is Leucine 49 [0.464, 0.145, 
0.344]. The solid green arrow is Leucine 111 [0.507, 0.302, 0.527]. The dashed green arrow is 








Figure 5.20: χ1 and χ2 dihedral angle distributions for Leucine 136. Leucine 136 is one of the 
residues with noted improvements between the independent and dependent analyses of dihedral 
angle distributions. The grids separate the trans, gauche+, and gauche- conformations for the χ1 
and χ2 dihedral angles. Given that the distribution of dihedral angles is only present in three out of 
nine possible conformations, it is clear that the χ1 and χ2 dihedral angles are dependent on each 
other. For instance, in order for χ2 to be trans, χ1 must be gauche
+; the existence of one dihedral 
conformation depends on the conformation of another dihedral. There exists χ1 dihedral angles 
with a trans conformation in this simulation. Similar plots can be generated for Leucine 49 and 







Figure 5.21: χ1 and χ2 dihedral angle distributions for Leucine 2. We contrast this plot with the 
figure preceding. Leucine 2 is a residue in which our proposed joint analysis does not affect the 
calculated product S2. From this dihedral angle distribution plot, it is clear that the χ1 and χ2 
dihedral angles are effectively acting independently of each other. The grids separate the trans, 







Figure 5.22: Isoleucine residues using the newly revised proposed model versus conventional 
calculations. Here, the three trajectories have been averaged. There are blue and orange results, 
with blue indicating the analyses in which the χ1 and χ2 dihedral angle distributions are independent 
from each other. The orange represents the analyses in which the χ1 and χ2 dihedral angle 
distributions are dependent on each other. Again, it is quite interesting to see how drastic some of 
the changes are depending on the model type; it is also worth noting that not every residue needs 
the dependent joint analysis. Again, the red line signifies y=x, and the R2 value for this comparison 
is 0.9905 (using the best/ closest value for each residue). There are two Isoleucine residues in 
which there are marked improvements; values will be shown [conventional calculation, 
independent dihedral angles, dependent dihedral angles]. The solid green arrow is Isoleucine 78 







Figure 5.23: χ1 and χ2 dihedral angle distributions for Isoleucine 82. Isoleucine 82 is one of 
the residues with noted improvements between the independent and dependent analyses of dihedral 
angle distributions. The grids separate the trans, gauche+, and gauche- conformations for the χ1 
and χ2 dihedral angles. Given that the distribution of dihedral angles is only present in only five 
out of nine possible conformations, it is clear that the χ1 and χ2 dihedral angles are dependent on 
each other. For instance, in order for χ1 to be gauche
+, χ2 must be either trans or gauche
+; the 
existence of one dihedral conformation depends on the conformation of another dihedral. There 
exists χ2 dihedral angles with a gauche
- conformation in this simulation. A similar plot can be 







Figure 5.24: χ1 and χ2 dihedral angle distributions for Isoleucine 7. We contrast this plot with 
the figure preceding. Isoleucine 7 is a residue in which our proposed joint analysis does not affect 
the calculated product S2. However, we also contrast this plot to the figure depicting Leucine 2. 
Unlike Leucine 2, this dihedral angle plot is much sparser. However, here the χ1 dihedral angle is 
already only limited to a gauche+ conformation anyways, so the joint analysis is moot. Only the 
χ2 dihedral angle matters for the purpose of calculating the product version of S
2. The grids separate 
the trans, gauche+, and gauche- conformations for the χ1 and χ2 dihedral angles. 
 
5.5 Contributions of Motions to Overall Flexibility of Methyl Residues 
 Now that we have a working model for separating the constitutive motions of the side chain 
methyl residues, we can now analyze how much these motions contribute to the side chain’s overall 
flexibility. First, we look at the fluctuations within a particular rotamer, or S2rotamer. From the 
simulations of ecRNH, we have found that all S2rotamer are extremely high: the minimum order 




are pretty minimal and that the S2rotamer term has little to no impact towards the overall order 
parameter for the side chain ILV methyl residues. Thus, we limit the analyses to either the S2α-β or 
the S2jump terms. 
 We calculate the autocorrelation functions of each constitutive motion and compare them 
to the autocorrelation function for the motion of the actual bond vector in question (Cγ-Cδ1). Here 
are some examples: 
 
 
Figure 5.25: Constitutive autocorrelations of the Leucine 56 side chain. In this example, we 
see that the dihedral angle autocorrelation function is fairly constant throughout the trajectory 
while the autocorrelation of the preceding bond vector follows the spread and shape of the actual 
autocorrelation quite closely. However, constitutive contributions do not matter as much for this 
particular example because the side chain is already very rigid; this means that both the preceding 






Figure 5.26: Constitutive autocorrelations of the Leucine 67 side chain. In this example, we 
see that the autocorrelation function of the preceding bond vector is fairly constant throughout the 
trajectory while the dihedral angle autocorrelation function follows the actual autocorrelation quite 
closely. It is quite startling to see that the autocorrelation shapes actually look almost identical to 
each other as well (just shifted). Here, it is clear that the major contributor of dynamics of the 







Figure 5.27: Constitutive autocorrelations of the Leucine 111 side chain. In this example, 
things get much more interesting. We now have an example where both the preceding bond vector 
motions plus the jumps among the different rotamers are causing the overall flexibility of the side 
chain. It is clear that there are some residues in which there are a mix of contribution factors that 
cause the overall flexibility of the side chain. It is also worth noting that Leucine 111 is helped by 
a dependent S2jump analysis. 
 
We have been able to confirm the previous work performed by Kim Sharp, Vignesh 
Kasinath, and Joshua Wand in which there are multiple “bandings” that are evident in the NH 
protein backbone and ILV methyl order parameter distributions238. We see in the above figure of 
Leucine 111 that multiple types of motions make up the overall order parameter; we do not see 
patterns in which only one type of motion is responsible for the overall order parameter in a given 
flexibility regime. Thus, the present results suggest that the order parameters in each band cannot 




if the constitutive order parameters are all large, intermediate or low order parameters can result if 
either or both of S2jump and S
2
preceding are low (as noted, S
2




Figure 5.28: ILV methyl S2axis versus NH backbone S2. Even with a cursory glance at the plot 
above, it is clear that there are a couple vertical “bands” that separate the different flexibility 
regimes.  Here, we see a cluster of residues that are highly rigid with an overall S2 of over 0.8. 
Then, there is a band of moderate rigidity between 0.6 and 0.8. Following that, there is another 
banding that is mid-tier from 0.4 through 0.6. Finally, there is a banding of everything below 0.4, 















 Rigid “preceding” atom pair 
(High S2preceding) 
Flexible “preceding” atom pair 
(Low S2preceding) 




“Preceding” atom pair contributes 
majority of motion 
✘ 
Flexible dihedral angles 
(Low S2jump) 
Dihedral angles contribute 
majority of motion 
✓ 





Table 5.7: The effects of the different contributors of motion. Here, only the “preceding” and 
the dihedral angle distributions are considered because S2rotamer was consistently rigid for all 
residues, with an average order parameter of 0.92. In this table, the effects of the different motional 
contributors are listed with respect to the previous analysis of Kim Sharp, Vignesh Kasinath, and 
Joshua Wand. The presence of both flexible “preceding” atom pairs and dihedral angles would 
disprove the banding motion theory proposed because multiple motions contributed to a particular 
ILV methyl group. The scenarios in bolded green were found in our analyses. The scenario in 
strikethrough red was not found in our analyses. A possible explanation is that with a flexible 
“preceding” atom pair, the dihedral angle needn’t be rigid because the flexible “preceding” atom 
pair can accommodate a wider variety of dihedral angle conformations. 
 
5.6 (In)equivalent Isopropyl Methyl Groups 
 To close out this section, we discuss briefly the supposedly equivalent isopropyl methyl 
groups of the Valine and Leucine residues. Specifically, we are discussing the equivalency of the 
Cβ-Cγ1 versus Cβ-Cγ2 bond vector for Valine, and Cγ-Cδ1 versus Cγ-Cδ2 bond vector for Leucine. 
In a given simulation, the preceding atom pair autocorrelations are the same for each Leucine and 
Valine residue, and measuring the dihedral angle using either Cγ1/Cδ1 or Cγ2/Cδ2 yields near 
equivalent results. So theoretically, these bond vectors should also yield close or near identical 
results for both the autocorrelation function and/or its order parameter. However, this is not the 








Figure 5.29: Autocorrelation functions for Leucine 111 with either the Cγ-Cδ1 bond vector 
or the Cγ-Cδ2 bond vector. The vector ending in Cδ1 is in green, and the vector ending in Cδ2 is 
in purple. What is interesting to note is that the green autocorrelation is larger than the purple. All 
others, not shown, behave the same way, meaning their order parameters also follow suit. What is 
even more surprising is that both autocorrelations maintain the same general shape—the only 
difference between the two autocorrelations is that one is shifted downward from the other. 
 
Our results have shown that for all Leucine and Valine residues, the bond vectors ending 
in Cγ1/Cδ1 are always more rigid than the bond vectors ending in Cγ2/δ2. It shows in the 
autocorrelations, and the resulting S2 order parameters also follow this pattern as well. What is 
perhaps just as surprising is that the autocorrelations have the same general shape, meaning that 
the only difference between the two autocorrelation functions is the downward shift. This was first 
theorized by Anthony Mittermaier, Lewis Kay, and Julie Forman-Kay at the University of Toronto 




axis for the isopropyl unit makes different angles with the two methyl threefold axes. This was 
theorized based on results from NMR spin relaxation experiments, but future work should consider 
these additional analyses to help support this notion. In the meantime, the next chapter will look 
more into the simulation process itself and how the choices made affect the analyses of the 






















Analyzing the MD Simulation Process 
6.1 Motivation for Work 
 The goal for my thesis work has been to critically analyze the dynamics of proteins using 
both NMR spin relaxation experiments and MD simulations. The only way for this work to be 
accepted in the scientific community is if the theoretical simulations could match results from 
experiment. However, comparing the results of experiment to simulation is not a straightforward 
task; because of the numerous approximations that are made in both the analysis of raw NMR data 
as well as the entire MD process itself, there has not been a standardized method of running MD 
simulations and their subsequent analyses. Thus, this chapter contains some of the extra bits and 
pieces of insight that we have learned along the way in our MD simulations while trying to study 
protein dynamics. 
 Our first discussion point involves the starting structure and whether it is better to perform 
multiple shorter simulations or one (or a few) very long simulations, assuming that we end up 
running the equivalent amount of simulation time for both scenarios. Back when my predecessors 
were running MD simulations almost a decade ago, they were using CPU machines and were 
running simulations of that were a few nanoseconds long67, 239. A lot of these simulation protocols 
were written in consideration of the length of time it took to simulate a protein system. It is less of 
an issue today; a decade ago, perhaps the only way to get results for a 1-microsecond simulation 
was to run ten 100-nanosecond simulations and say that it was equivalent to a 1-microsecond 
simulation. Now, we have options of simulating much longer times beyond the time regimes 




energy landscape better by doing a single long simulation or multiple shorter simulations with 
different starting structures. The different starting structures are extracted from the equilibration 
step, and it is worth considering the quality of these starting structures and just how much they 
affect the outcome of a simulation in a production run. 
 Our second discussion point involves the effects of separating long simulations into 
analysis blocks. In the past, the overall tumbling time was used as the demarcation and the 
reasoning for performing such blocking. However, we found that the most optimal block size for 
NH backbone amides appears to be 5-10 times the global tumbling time of the protein itself. 
Additionally, for the ILV side chain methyl groups, we found that the most optimal block size was 
also 5-10 times the global tumbling time of the protein as well. But, not all residues and their 
associated order parameters benefit from blocking (and certainly not equally); residues that have 
an S2 above 0.75 tend to be unaffected by blocking.  
 Our last discussion point involves water models and τR, the global tumbling time of the 
protein. In the past, the TIP3P water model was used to simulate ecRNH67, 168, 194, and all 
simulation analyses thus far prior to this chapter have used the TIP3P water model. The global 
tumbling time was never thoroughly analyzed for simulations partly because the TIP3P water 
model could not replicate the experimental tumbling time and partly because prior analyses could 
circumvent this issue by superposing the protein structures for each snapshot or frame in the 
trajectory111, 240-241. Here, we simulate ecRNH using TIP4P(-EW)116, 120, and we compare the 
effects of the two water models on the global tumbling time and on the order parameters when 
analyzed using autocorrelation functions. Furthermore, we can comment on the simulation’s 





6.2 Sampling and Ensemble Simulations 
 Computer hardware has gotten to a point where running long microsecond simulations is 
no longer a huge barrier. Any person or organization with a decent set of GPUs will be able to run 
microsecond simulations in less than a week’s time. Thus, a question opens up as to whether it is 
more advantageous to run more MD simulations but with shorter simulation times, or if it is better 
to run one MD simulation but for a long period of time. The argument is that more starting 
structures and more independent runs would perhaps result in a more averaged picture of protein 
dynamics since such an approach would be able to explore a larger energy conformational space. 
Conversely, shorter runs may mean that slower motions will likely never be sampled. However, if 
we are in the business of only exploring motions that can be captured in solution state NMR spin 
relaxation spectroscopy, perhaps these slower motions will not be missed. In essence, the question 
is whether the larger range of starting structures is a more efficient way of sampling conformational 
space than long simulations that allow rare slow transitions to new regions of conformational 
space. 
 In the trial and error process of running MD simulations, we explored both strategies for 
ecRNH, where we ran 20 100-nanosecond simulations and compared them to two 1-microsecond 
simulations. When it comes to determining order parameters, we found that if the same starting 
structure was used with different starting seeds, then only minute and negligible differences are 
obtained when the 100-nanosecond simulations are compared amongst themselves. Alternatively, 
if multiple starting structures are chosen from the equilibration trajectory and used in the 
production runs, then non-negligible differences are obtained in calculated order parameters. They 
did not average out to become equivalent to results obtained from the 1-microsecond simulations, 





Figure 6.1: ecRNH Backbone Order Parameters for Long versus Short Simulations. The 
practical effect of the ergodic hypothesis is that theoretically, 20 100-ns simulations is equivalent 
to running 2 1-μs simulations. All simulations originated from the same crystal structure, but each 
production run began with a different snapshot from a 5-ns equilibration run. The rigid residues 
appear to be fairly uniform, but the more flexible residues seem to deviate. The averages do not 
result in equivalent order parameters in the end. It is somewhat surprising to see that the deviations 
are such that the order parameters for the 1-μs simulations are larger. This suggests that the 1-μs 
simulations do not fully explore enough of the conformational space. 
 
 
 From this, we also compared the RMSDs of the backbone heavy atoms of the microsecond 
simulations to the starting structures of the 100-nanosecond simulations, and we found that for 
every starting structure, there was some point in the trajectory in which the RMSD was 1.34Å or 
less. Given that the resolution of the ecRNH crystal structure is 1.48Å, we believe that this is 
within tolerance for any given MD simulation. The figures below show the RMSD values 
throughout the entirety of a microsecond simulation, with some of the 100-nanosecond starting 






Figure 6.2: Backbone heavy atoms RMSD for a 1-microsecond simulation trajectory with 
one of the starting structures for the 100-nanosecond simulations as the reference structure. 
The point of this exercise is to see whether or not the 1-microsecond simulation explored the 
starting structures’ conformational spaces to a reasonable extent. At least for the protein backbone, 
this 1-microsecond simulation came to within 1.34Å or less at some point in the trajectory for each 
given starting structure. 
 
 
The ramification of this revelation is that if the protein backbone RMSD effectively 
matches each starting structure at some point in the 1-microsecond trajectory, then it is also 
reasonable to assume that at that point in time, the simulation trajectory could have gone down the 
path of that starting structure’s 100-nanosecond trajectory. To put this in other words, the 100-
nanosecond trajectories and 1-microsecond trajectory are exploring similar conformational spaces 
when the 100-nanosecond is evaluated as a whole. However, as is evident by the averaged 20 100-
nanosecond order parameters when compared to the 1-microsecond order parameters, it is almost 
certain that the microsecond trajectory did not spend the same amount of time in a given 
conformational space as each of the 100-nanosecond trajectories242-243. 
We then take a look at some of the starting structures pulled from the equilibration 
trajectory. For this analysis, we pulled a total of 30 evenly spaced snapshots (based on simulation 
time) from the trajectory and subjected them to a MolProbity analysis204. Before we reveal the 




MolProbity score = 0.42574*ln(1+clashscore) + 0.32996*ln(1+max(0, rota_out-1)) 
+ 0.24979*ln(1+max(0, 100-rama_iffy-2)) + 0.5  Equation 6.1 
where clashscore is defined as the number of unfavorable all-atom steric overlaps ≥ 0.4Å per 1000 
atoms; rota_out is the percentage of sidechain conformations classed as rotamer outliers; and 
rama_iffy is the percentage of backbone Ramachandran conformations outside the favored region. 
The coefficients were derived from a log-linear fit to crystallographic resolution on a filtered set 
of PDB structures, so that a model's MolProbity score is the resolution at which its individual 
scores would be the expected values. Thus, lower MolProbity scores are better. 
 The original structure for ecRNH received a MolProbity score of 1.08, which is in the 99th 
percentile, where the 100th percentile is the best among structures of comparable resolution and 0th 
percentile is the worst. Out of the 30 structures pulled from the equilibration trajectory, their 
MolProbity scores ranged from 0.96 (better than the original structure) with a 100th percentile to 
3.25 with a 0th percentile. We obviously did not use the structure with a 3.25 MolProbity score as 
a starting structure for the production runs, but it shows the disparity among the structures pulled 
from the equilibration trajectory. And, it is concerning that such a structure with poor rotamers, 
Ramachandran conformations, and steric overlaps would even exist at any point in an MD 
simulation. 20 out of the 30 best structures were ultimately chosen for use in the simulation 
production runs. 
 To conclude, is it better to run multiple short simulations or one (or fewer) longer 
simulations? That depends on how much trust there is in the original starting structure. What we 
have found is that even the tiniest details in the starting structure can have large impacts on what 
the simulation trajectory looks like, particularly ones that are run for long simulation times. Errors 




running long simulations is encouraged—perhaps the MD simulation is useful enough that it can 
be used to predict experimental results that are on longer time scales than what can be measured 
with a particular experiment like NMR. However, if the starting structures have major differences, 
it might be worth splitting up the simulations into smaller time chunks and using a different starting 
structure for each for better sampling. That way if there is a poor or a minor state starting structure, 
the differences might be able to be averaged out by the other trajectories245-247.  
 
6.3 Effects from the Analysis Blocks 
 Long simulations are often segmented into analysis blocks to account for the experimental 
effects of overall tumbling of the protein. This is done when we use the conventional method of 
calculating order parameters where we first superpose the snapshots or frames in the trajectory to 
a reference structure217. This eliminates the overall tumbling of the protein, and we use the analysis 
blocks to also eliminate the slower motions or dynamics that cannot be observed in solution state 
NMR spin relaxation experiments, also due to the overall tumbling time. In the past, the analysis 
blocks were divided into roughly the same time as the experimental overall tumbling time of the 
protein. However, we found that is not necessarily the best blocking size. In this section, we used 
the three ecRNH microsecond simulations from the last chapter again to demonstrate the effects 
of blocking. From the simulations, we analyzed the order parameters using 1, 2, 4, 10, 20, 40, and 
100 blocks, which translates to a 1-μs block size (no blocking), 500-ns block size, 250-ns block 
size, 100-ns block size, 50-ns block size, 25-ns block size, and 10-ns block size, respectively. The 
first set of figures demonstrate the effects of blocking with each of these block sizes versus no 














Figure 6.3: The effects of variable analysis blocks on NH protein backbone order parameters. 
It is somewhat remarkable to see how the points fall off from the y=x blue line with increasing 
analysis blocks (or windows, as is written in the figure). When there are more blocks, the slower 
motions or dynamics are effectively cut out. Similar results are generated whether the structures 
were superposed to the very first structure of the trajectory or to the first structure of every analysis 
block. 
 








Figure 6.4: The effects of variable analysis blocks on ILV methyl side chain order 
parameters. It is somewhat remarkable to see how the points fall off from the y=x blue line with 
increasing analysis blocks (or windows, as is written in the figure), even for the ILV methyl side 
chain order parameters. When there are more blocks, the slower motions or dynamics are 
effectively cut out. However, compared to the NH protein backbone order parameters, it appears 
that the mid-range order parameters are “stickier”. In other words, it appears that the residues in 
the 0.5-0.75 range aren’t affected by the blocking effects until the number of blocks is at 40 or 100 
(or 25-ns and 10-ns time blocks, respectively). This is in contrast to the NH protein backbone order 
parameters, where residues below 0.75 seem to start falling off the line immediately with any 





It is quite interesting that not every residue is affected by the analysis blocking. Typically, if the 
order parameter is greater than 0.75, there is no significant blocking effect. This is true for both 
the NH protein backbone and for the ILV side chain methyl residues. We can also observe the 
blocking effect from the perspective of a particular residue, as shown in the figures below: 
 
 
Figure 6.5: Residues not affected by analysis blocking (NH protein backbone). Here are two 
examples, Glutamic Acid 6 and Asparagine 45, where the residues are not affected by blocking. 
The blue line indicates the experimental S2, while the black line indicates the S2 when there is no 
blocking. The black line on the left cannot be seen since blue line overlaps. It is worth noting that 
these residues have a high S2, indicating a rigid NH backbone vector. Because they are so rigid 
anyways, nothing changes when longer motions are eliminated since they did not have these types 






Figure 6.6: Residues affected by analysis blocking (NH protein backbone). Here are two 
examples, Leucine 2 and Threonine 149, where the residues are affected by blocking. The blue 
line indicates the experimental S2, while the black line indicates the S2 when there is no blocking. 
It is worth noting that these residues have a lower S2 (certainly lower than 0.75), indicating a more 
flexible NH backbone vector. Generally, an approximately exponential decay-like pattern was 










Figure 6.7: Residues not affected by analysis blocking (ILV side chain methyl). Here are two 
examples of ILV methyl residues, Leucine 56 Cγ-Cδ1/ δ2, where the residues are not affected by 
blocking. The blue line indicates the experimental S2, while the black line indicates the S2 when 
there is no blocking. It is worth noting that the experimental order parameter is much lower than 
the simulation, and no amount of blocking reduces the order parameter enough to match the 
experimental. These residues have a high S2, indicating a rigid ILV methyl vector; because they 
are so rigid, nothing changes when longer motions are eliminated since they didn’t have these 











Figure 6.8: Residues affected by analysis blocking (ILV side chain methyl). Here are two 
examples of ILV methyl residues, Leucine 2 Cγ-Cδ1/ δ2, where the residues are affected by 
blocking. The blue line indicates the experimental S2, while the black line indicates the S2 when 
there is no blocking. It is worth noting that these residues have a lower S2 (certainly lower than 
0.75), indicating a more flexible ILV side chain methyl vector. Generally, an approximately 
exponential decay-like pattern was observed between the S2 and the block size, giving an upper 
and lower bound to S2 when compared with experiment. 
 
 
 To determine the ideal analysis block time, we compared and plotted each of the seven 
blocked order parameter analyses to the experimental order parameters. Then, we found the R2 for 
each of the seven scenarios to find the best fit, assuming a 0-x, y intercept. For the NH protein 
backbone, the R2 values for 1, 2, 4, 10, 20, 40, and 100 blocks (or 1-μs block size (no blocking), 
500-ns block size, 250-ns block size, 100-ns block size, 50-ns block size, 25-ns block size, and 10-
ns block size, respectively) are: 0.6408, 0.7107, 0.7702, 0.8181, 0.8238, 0.7891, and 0.6646, 
respectively. The figure below shows the methodology of finding the best blocking size. Similarly 
(but not shown), for the ILV side chain methyl residues, the R2 values for the same sized blocks 
as above are: 0.5475, 0.5738, 0.6581, 0.6662, 0.6734, 0.6272, and 0.5686, respectively. Thus, for 




empirically that an analysis block time of roughly 5-10 times the protein’s overall tumbling time 
is more appropriate to match the experimental values. This matches some of the work done 
previously by Yina Gu, Da-Wei Li, and Rafael Brüschweiler248. A possible explanation for why 
the ideal blocking size is 5-10 times the protein’s overall tumbling time is that we are eliminating 
too many slower motions; even though the tumbling time is the time it takes for a protein to 
completely tumble by one radian, not all slower motions are necessarily averaged out at that 
point—the motions might average out to zero in an exponential decay-like pattern or similar, which 




Figure 6.9: Analyzing the ideal analysis block size for calculating the NH protein backbone 
order parameters. In analyzing the NH backbone and the ILV side chains, the R2 values are 
remarkably close for an analysis block of 50 and 100 nanoseconds. Thus, we are pretty comfortable 
in saying that an analysis block of 5-10 times the protein’s overall tumbling time is the most ideal 
blocking for the conventional calculation of order parameters. Further work could include running 
finer analyses with more incremental changes in block size between 50-100 nanoseconds to 





6.4 Analyses of τR through Water Model Comparisons 
 Up until this point, all simulation analyses were performed using the TIP3P water model. 
The overall tumbling of proteins was never thoroughly analyzed because TIP3P has historically 
never been able to replicate the experimental tumbling time67, 137, 168, 194, 200. Recent papers have 
shown that TIP4P tends to do better with simulating the overall tumbling time of the protein111, 240, 
and so this section compares three 1-microsecond simulations of TIP3P (as run previously) with 
three 1-microsecond simulations of TIP4P(-EW)116, 120. Unless otherwise noted, the results given 
in the following sections are averages of the three simulations for each water model. 
 With the hope that the tumbling time is correctly simulated in the TIP4P water model, we 
find the order parameters by first calculating the autocorrelation function without superposing the 
structures. Instead of plateauing to an S2 like it would if the structures were superposed for a 
trajectory, the correlation function eventually decays to zero. In this scenario, we calculate the S2 
and other peripheral parameters such as τR by fitting the correlation function equations as described 
in the methods chapter of this thesis. Prior to doing this however, we first perform a sanity check 
to ensure that TIP3P and TIP4P give similar results if we perform the conventional method of 
calculating S2 (and with blocking). In the figure below, we see that conventionally calculating the 
order parameters using the TIP3P and TIP4P water models yield similar values. Thus, we were 







Figure 6.10: Conventionally calculated S2 comparison between TIP3P and TIP4P water 
models. As a sanity check, after running the simulations for the TIP4P water model, order 
parameters calculated conventionally with blocking are compared. For the most part, most all of 
the residues fall on the orange y=x line. The R2 value for the NH protein backbone order parameters 
is R2=0.9531 and the R2 value for the ILV methyl side chain order parameters is R2=0.8848. 
 
 
6.4.1 Fitting the Autocorrelation Functions 
 The autocorrelations are generated by compiling every tenth snapshot or frame in the 
trajectory (time between frames was 45 picoseconds), and we ran the time delay out to 5000 
frames, or a total of 225 nanoseconds. In this scenario, we did not align or superpose the snapshots 
in the trajectory to a reference structure, thus leaving in the overall tumbling. To calculate the S2, 
we fit the autocorrelation function to the Lipari-Szabo model free fit for autocorrelation functions. 
We constrain the order parameters to be [0, 1], and we constrain the time constants to be [0 ns, 50 
ns]. The following analyses are for the NH protein backbone bond vectors. To check to see how 
good the fits are, we compare the autocorrelation-generated order parameters to the conventional 
method of calculating order parameters (with 50 ns analysis blocks). In addition, we compare the 







Figure 6.11: Non-superposed autocorrelation function derived S2 compared to 
conventionally calculated S2 for the TIP4P and TIP3P water models. Both the TIP4P (left) and 
TIP3P (right) models result in similar behaviors, where for the rigid residues, the order parameters 
match the conventionally calculated S2. The more flexible residues do not match well and deviate 
from the orange y=x line. This supports the notion that the TIP4P and TIP3P water models perform 





Figure 6.12: Non-superposed autocorrelation function derived S2 compared to 
conventionally calculated S2 for rigid residues using the TIP4P and TIP3P water models. 
This set of figures is the same as the previous set of figures, except that we only included the rigid 
residues, which are defined as any experimental order parameter that is greater than 0.8. Note that 
the figure is also zoomed in so that the x and y-axes are [0.6, 1]. The orange line still indicates y=x. 
For the rigid residues, the fits look pretty comparable to the conventionally calculated S2. It is the 
flexible residues that deviate the most from conventional calculations. It is also interesting to note 
that superposition may have also introduced some random variation that lowers the S2 for rigid 








Figure 6.13: Non-superposed autocorrelation fits of S2 from simulations using TIP3P and 
TIP4P water models. When the fits themselves are compared between TIP3P and TIP4P, the 
residues remarkably stay pretty close to the orange line, indicating y=x. The R2 value for this 
comparison is R2=0.9096. This continues to support the notion that TIP3P and TIP4P perform 
equally well when comparing S2. This means that the intramolecular motions of these bond vectors 
are faster than the TIP3P/TIP4P-perceived tumbling time. Now, the question becomes how to fix 
the flexible (or non-rigid) residues so that they conform with conventionally calculated order 
parameters and/or the experimental order parameters. 
 
 
6.4.2 Isotropic Tumbling Time and Modified Fits of Nonrigid Residues 
 We suspect that the reason why the non-rigid residues perform poorly against the 
conventionally calculated order parameters is because the overall tumbling time is “mixing in” 




then it is very much possible that the motions will transfer from flexibility in the residue (meaning 
a higher order parameter than usual) and resulting in a faster tumbling time. This is evidenced in 
the figures shown below. 
One method of fixing the fits for the flexible residues is to restrain one of the parameters. 
We can do this by replacing one of the parameters with a constant, like the overall tumbling time, 
τR. To find out what value of τR should be used, we used the program “quadric_diffusion”, 
developed by Larry Lee, Mark Rance, Walter Chazin, and Arthur Palmer249. The program uses the 
quadratic representation approach of Rafael Brüschweiler, Xiubei Liao, and Peter Wright250 to 
determine the diffusion tensors for spherical, axially symmetric, and fully anisotropic motional 
models from experimental spin relaxation data. The program inputs τR’s for available residues, and 
the PDB structure that is translated so that the center of mass is at the origin. The PDB structure 
can be translated using “PDBinertia”, developed by Arthur Palmer249. The program outputs the 
diffusion tensors for the different motional models; these diffusion tensors can then be translated 
into protein tumbling time, as discussed in the introduction of this thesis. Because all model free 
fits have assumed a spherically shaped protein, we choose the isotropic tumbling time, or the 
spherical diffusion tensor model. 
 Using the τR’s for the rigid residues as defined above, we get the following isotropic 
tumbling times: 4.32 ns for TIP3P, 9.55 ns for TIP4P. This affirms previous work that showed that 
TIP3P was unable to simulate the protein tumbling time correctly. TIP4P, on the other hand, does 
get pretty close to the experimental tumbling time. The protein tumbling times differ by a factor 









Figure 6.14: Protein tumbling times τR for simulations using the TIP3P and TIP4P water 
models. The orange line here represents y=2.21x, or the isotropic tumbling time difference 
between TIP3P and TIP4P. The figure on the left represents all residues, while the figure on the 
right represents residues that are deemed non-rigid by the criterion in the previous section. To fix 
these non-rigid residues, we replaced these fit τR’s with a static isotropic tumbling time. For a lot 
of these non-rigid residues, that means moving the τR’s slightly to the right and up. For the figure 
on the left, it is interesting to see that the τR’s do not really match the slope of y=2.21x, which 
signals that the isotropic tumbling time likely isn’t the best or correct model for the overall shape 
of this protein. 
 
 
 Using the derived isotropic tumbling times for TIP3P and TIP4P, we now refit with one 








Figure 6.15: “Fixed” non-superposed autocorrelation function derived S2 compared to 
conventionally calculated S2 for the TIP4P and TIP3P water models. Again, the orange line 
represents y=x, and the rigid residues as defined previously have not been changed. The non-rigid 
or flexible residues are refit with a static protein tumbling time, which was the derived isotropic 
tumbling time. It appears that this “fix” worked a lot better for TIP4P than it did for TIP3P. For 
TIP4P, the R2 value improved from R2=0.3754 to R2=0.8718. For TIP3P, the R2 value still 
improved some, but not as much as we would have liked, from R2=-0.018 to R2=0.5036. This likely 
means that the TIP4P responds better to simulating the isotropic tumbling time while the TIP3P 
water model does not. 
 
 Our proposed fix seems to have worked much better for the TIP4P water model than it does 
for TIP3P. One reason this might be is because TIP4P responds better to the simulating the 
isotropic tumbling time, as described in the figure caption above. Another possible reason is that 
the simulated tumbling time for TIP3P is much closer to the intramolecular motions designated for 
the order parameter. It is conceivable that the simulated τR’s for the rigid residues are incorrectly 
determined and that the isotropic tumbling time should be even longer, simply based on the 
simulation (not experimental).  
Analogously, this treatment can also be applied to the ILV methyl residues as well, 





6.4.3 Diffusion Anisotropy 
 After using the “quadric_diffusion” program249, we wanted to go a step further with the 
force field and water models. This program determines the diffusion tensors for spherical, axially 
symmetric, and fully anisotropic motional models. We know from experiment that ecRNH is a 
slightly axially symmetric protein181, which means that the protein looks more like a prolate 
spheroid (shaped like an American football) than a sphere251. For an axially symmetric motional 
model, we are introduced to two additional terms, Dpar and Dperp, which are the diffusion tensors 
in which the main axis is parallel and perpendicular to the principal diffusion direction, 
respectively. Diso remains the diffusion tensor assuming isotropic or spherical shape. The diffusion 
tensors relate as follows249: 








      Equation 6.3 
 We analyze the goodness of simulation of the overall tumbling time four ways. The first 
way is to plot the τR’s that are fit for TIP4P. We know that TIP3P is already off by a factor of 2.21, 
and so we are only analyzing TIP4P in this section. The second way is the plot all of the τR’s from 
the original experiment, which were previously unpublished. Note that not all τR’s were determined 
for the experimental analysis. The third and fourth ways involve basic simulations. We take the 
equation above and we generate 𝜃?̃? ranging from 0 to π. The third way uses parameters generated 
from “quadric_diffusion” for Diso, Dpar, and Dperp to generate a list of diffusion tenors. Recall that 
the inputs for this are the translated PDB structure and the τR’s from simulation. The fourth way 




from the experiment. After simulating these diffusion tensors both ways, we converted them into 
τR’s as described previously. We compiled them all into a histogram, shown below: 
 
 
Figure 6.16: Histogram of experimental, simulated, and idealized ecRNH overall tumbling, 
τR. The histograms in orange and green are the idealized overall tumbling, simulated from the 
equations above. It is clear that the idealized histogram shape should have more τR values at shorter 
times. Compared to these idealized histograms, the TIP4P simulation looks nothing like this; the 
τR’s are completely spread out from 8-11 nanoseconds, and there is no clustering of τR’s for an 
increase in frequency. The simulation in orange tries to cover the actual simulation τR’s, but 
because there is no increased frequency anywhere, it is difficult to fit. Meanwhile, the experimental 
τR’s appear to be tighter in range, from 9-11 nanoseconds, with increased frequencies centering 
around 9.5 nanoseconds and 10 nanoseconds. This looks closer to an idealized τR distribution, and 




 Judging by the histogram above, it is clear that the force fields cannot replicate an axially 
symmetric shape for ecRNH. The isotropic tumbling time generated from TIP4P seems to match 




spherical and only slightly axially symmetric. When this is considered, the water model appears 
to do less well. The problem is that the range of τR’s is too large in simulations and that there is no 
discernable cluster of values, as evidenced in the histogram. It is unclear whether the problem lies 
with the ecRNH starting structure, which may inadvertently look more spherical than in reality, or 
if it is because of the force fields that merely assume that all proteins are effectively shaped like 
spheres. It would be worth trying this analysis on another protein with larger anisotropy. This 


















An Inverse Gaussian Distribution Function for NMR 
7.1 Motivation for Work 
As systems with increasingly complex dynamical properties are studied and as 
experimental methods become more powerful, correspondingly, more sophisticated approaches 
are necessary for analysis of data and linkage to theoretical or computational motional models252-
254. Probability distributions for correlation times have long been used to model autocorrelation 
functions, C(t), and spectral density functions, J(ω), for NMR spin relaxation experiments in 
solution, particularly in flexible polymers255-257. As examples of applications to biological 
macromolecules, the Cole-Cole distribution was employed by Buevich and coworkers in an 
analysis of relaxation data for the highly disordered S-peptide258, and the Mittag-Leffler 
distribution, arising from a fractional diffusion equation, was employed by Abergel and coworkers 
to model intramolecular motions in proteins259-262. However, many of the aforementioned 
distribution functions, such as the Fuoss-Kirkwood, Cole-Cole, and Mittag-Leffler models, yield 
spectral density functions that diverge as the frequency ω approaches zero257. Such functions are 
not straightforward to apply to experimental data sets that include transverse (spin-spin) relaxation 
or other measurements, such as relaxometry263, that depend on J(ω) at frequencies equal or near 
zero, unless another exponentially-decaying process is assumed that reduces the associated 
autocorrelation function to zero sufficiently rapidly. For example, Abergel and coworkers were 
able to model intramolecular dynamics for folded proteins using the Mittag-Leffler distribution 




contrast, Buevich and coworkers, in a more disordered system, could not rely on overall rotational 
diffusion for truncation and thus, J(0) ≈ J(ω = 1 s–1) was chosen arbitrarily to avoid divergence. 
Alternatively, autocorrelation functions can be modeled as sums of exponential decay, 
essentially modeling the probability distributions as sums of delta functions and yielding spectral 
density functions that are sums of Lorentzian terms. In this vein, Modig and Poulsen estimated the 
moments of the underlying distribution of correlation times after fitting a sum of exponential 
functions to experimental data264, while Ferrage and coworkers fit a sum of exponential functions, 
fixing the spacing of time constants to reduce the number of optimizable parameters265. 
Increasingly accurate molecular dynamics simulations have also been used to develop and validate 
models for both distributions and sums of exponential processes253, 260, 266-269. 
 The present work derives the inverse Gaussian probability distribution from general 
properties of spectral density functions at low and high frequencies for macromolecules, in 
conjunction with the principle of maximum entropy270. Importantly, the maximum entropy 
approach constrains the spectral density function to be convergent at ω = 0, facilitating the 
application to biological macromolecular systems. Schrödinger originally derived the inverse 
Gaussian distribution to characterize first-passage times in Brownian motion271. The theory and 
application of the inverse Gaussian distribution have been reviewed by Folks and Chhikara272. 
 The inverse Gaussian spectral density formalism is applied to a set of backbone-15N 
relaxation data acquired for the bZip (DNA-binding) domain of the Saccharomyces cerevisiae 
protein GCN4, under the assumption that the inverse Gaussian probability distribution represents 
the distribution of intramolecular correlation times for the reorientation of the backbone amide N-




inverse Gaussian probability distribution provide additional insights into the flexibility of the IDR 
in GCN4170. 
The work presented here was published in my first-author paper in Biophysical Journal141. 
 
7.2 Methods and Theory 
The autocorrelation function for a continuous distribution of exponential terms is given 
by62-63: 






     Equation 7.1 
in which p(τ) is the probability density function for correlation times τ. The spectral density 



































𝑑𝜏     Equation 7.4 










〈𝜏〉     Equation 7.5 















〉    Equation 7.6 
These two limits are encountered most frequently in spin relaxation measurements of biological 
macromolecules performed at high static magnetic fields. For example, investigations of 15N 
relaxation in amide moieties in proteins or imino moieties in nucleic acids include measurements 
of the 15N R1 and R2 auto-relaxation rate constants and the 




rate constant σNH. These relaxation rate constants depend on the 
1H-15N dipole-dipole interaction 
with directly attached 1H spins and on the 15N chemical shift anisotropy. They are also dependent 
on the values of the spectral density function at frequencies: ω = 0, ωN, ωH, and ωH ± ωN
273-275. 
Consequently, ωNτ > 1 and ωHτ > 1 for τ > 0.26 nanoseconds at a static magnetic field of 14.1 T 
(600 MHz). 
 The original model-free formalism of Lipari and Szabo parameterizes the model spectral 
density function using the mean correlation time <τ>62-63. This choice gives a one-parameter 
exponential Padé approximation of the correlation function276-277. The above considerations 
suggest that a two-parameter approximation should be based on both <τ> and <1/τ>. This idea can 
be made more rigorous by defining p(τ) using the maximum entropy principle with the constraints 
<τ> and <1/τ> codified as Lagrange multipliers, the result of which gives270: 
𝑝(𝜏) = 𝑐𝑒𝜆1𝜏+
𝜆2
𝜏       Equation 7.7 
c, λ1, and λ2 are constants determined by the following requirements: 
1 = ∫ 𝑝(𝜏)𝑑𝜏
∞
0
      Equation 7.8 
〈𝜏〉 = ∫ 𝑝(𝜏)𝜏𝑑𝜏
∞
0










        Equation 7.10 
The family of generalized inverse Gaussian probability distributions satisfies the functional 







2𝜇2𝜏      Equation 7.11 
in which λ1 = –λ/(2μ
2), λ2 = –λ/2, which can be identified as the coefficients of τ and 1/τ in the 
exponential function, and Kn(x) is the modified Bessel function of the second kind (Basset or 




normalized distribution. These distributions have similarly skewed shapes in which μ is a location 
parameter and λ is a scale parameter. The choice of n = –1/2 is made herein for three reasons: (1) 
in this case, μ = <τ> and is thus independent of the scale parameter; (2) the distribution decays 
more rapidly at large values of τ rather than other simple choices such as n = 0 or 1; and (3) the 
resulting distribution function is more tractable mathematically because K–1/2(x) = K1/2(x) = 
(π/(2x))1/2e–x. The normalized probability distribution resulting from evaluating pn(τ) for when n = 

















2𝜎2𝜏  Equation 7.12 
in which, once again, μ =<τ> is the mean correlation time and the variance of the distribution is σ2 
= μ3/λ. Note that <1/τ> <τ> = <μ/τ> = 1+ μ/λ = 1 + σ2/μ2 ≥ 1 with equality being approached as σ 
→ 0, and the distribution becomes a delta function centered around μ (yielding a single exponential 
correlation function). Thus, <1/τ> <τ> > 1 indicates that the correlation function is 
multiexponential and is used in some cases herein as a convenient representation of the breadth of 




[−3𝜎2 + (9𝜎4 + 4𝜇4)
1
2]   Equation 7.13 
and approaches μ as <1/τ> <τ> → 1 (or σ/μ → 0) or 0 as <1/τ> <τ> →  (or σ/μ → ). Examples 





Figure 7.1: Inverse Gaussian. For all figures, the lines are all dependent on the parameter 
<1/τ><τ>, which are equal to 5 (purple), 2 (green), and 1.1 (orange). (a) Normalized inverse 
Gaussian probability distribution functions p(τ). (b) Normalized correlation functions CIG(τ). The 
black line gives the single exponential correlation function (the limiting case as <1/τ> <τ> → 1). 
(c) Spectral density functions JIG(ω). The black line gives the single Lorentzian spectral density 







The autocorrelation function is obtained by integrating over the probability distribution to 
yield: 









𝜇 /(𝑋 + 1) = 𝑒
−
𝜇2𝑋
𝜎2 /(𝑋 + 1) Equation 7.14 
in which X = (1 + 2t/λ)1/2 – 1 = (1+2t2/3)1/2 – 1. Additionally, the integrated area of CIG(t) is μ, 
and the first derivative of CIG(t) at t = 0 is <1/τ>. The spectral density function is given by the real 





































     Equation 7.18 
The Faddeeva function is w(Z) = exp(–Z2)erfc(–iZ) 280, and erfc(x) is the complementary error 
function. Examples of the autocorrelation and spectral density functions obtained from CIG(t) and 
JIG(ω) are shown in the previous figure in parts b and c, respectively. 
The model-free ansatz gives 𝐶(𝑡) = 𝐶𝑂(𝑡){𝑆
2 + (1 − 𝑆2)𝐶𝐼(𝑡)} as the total 
autocorrelation function for a macromolecule, in which S2 is the order parameter, and Co(t) and 
CI(t) are the autocorrelation functions for overall and intramolecular motions, respectively
62-63. If 
the inverse Gaussian correlation and spectral density functions, CIG(t) and JIG(ω), represent the 
overall rotational dynamics of a nuclear spin in a molecule, and the intramolecular motions, 
assumed to be independent of overall motions, are described by a single exponential decay with 




𝐽(𝜔) = 𝑆2𝐽𝐼𝐺(𝜔) + (1 − 𝑆
2)𝐽𝐼𝐺(𝜔 − 𝑖/𝜏𝑒)  Equation 7.19 
The second term in the previous equation is derived by extending the Fourier transform into the 
complex domain and is an efficient way of representing the Fourier transform of CIG(t)exp(–t/τe). 
Alternatively, if the correlation and spectral density functions, CIG(t) and JIG(ω), represent the 
internal dynamics of a nuclear spin in a biomolecule with an exponential overall rotational 







2 + (1 − 𝑆
2)𝐽𝐼𝐺(𝜔 − 𝑖/𝜏𝑅)  Equation 7.20 
In this case, the second term is the Fourier transform of CIG(t)exp(–t/τR). In summary, the derived 
CIG(t) and JIG(ω) and the above spectral density functions are the main theoretical results of this 
work. 
For comparison to the previous equation, the original Lipari-Szabo model-free formalism 










}     Equation 7.21 
in which 1/τ = 1/τR + 1/τe, and τe is an effective internal correlation time. τR is defined as above. 















}   Equation 7.22 
in which 1/τ = 1/τR + 1/τs, 1/τ' = 1/τR + 1/τf, τf and τs are internal correlation times for fast and slow 
time scales, respectively, and Sf
2 is the square of the generalized order parameter for motions on 






7.3 Results and Analyses 
 The above formalism was applied to a set of previously acquired backbone-15N relaxation 
data for the bZip domain of the yeast transcription factor GCN4. These data were acquired at four 
static magnetic fields, corresponding to 1H Larmor frequencies 600, 700, 800, and 900 MHz13. The 
data were processed by standard methods to give reduced spectral density values. The figure below 
shows data for J(0) (part a) and for J(0.87ωH/2π) = 522 MHz and 783 MHz (part b), referring to 
spectral densities at the lowest and highest frequencies sampled; these illustrate the regions of the 
bZip domain affected by slower and faster motions, respectively. In the original report by Gill and 
coworkers13, the resulting spectral density data were analyzed using the model-free (2-exponential) 
and extended model-free (3-exponential) formalisms. The fitted parameters for the residues in the 
coiled coil already incorporate the effects of rotational diffusion anisotropy through the assumption 
of a local isotropic τR. The previous analysis found the diffusion tensor anisotropy to be modest 






Figure 7.2: Spectral density values. The data are shown for (a) ω = 0 and (b) ω = 0.87ωH/(2π) 
= 522 (red) and 783 (black) MHz frequencies, obtained from results reported by Gill et al13. 
Error bars represent the standard deviation in the experimental data values. 
 
The spectral density data for residues 5-28 in the N-terminal basic region and the first turn 
of the coiled-coil -helix and residues 56-58 in the C-terminus of the bZip domain of GCN4 are 
analyzed using the inverse Gaussian (internal dynamics) spectral density function. Representative 
sample fits to the experimental data are illustrated in the figure below for amino acid residues 11 
and 22. The resulting probability distributions p(τ) are also shown. For these mobile residues, the 
simple model-free formalism fits the data poorly and thus, more complex motional models, such 
as the inverse Gaussian (internal dynamics) spectral density function, are necessary. The qualities 
of fits to this inverse Gaussian spectral density function, as measured by the reduced 2 or Akaike 




the extended 3-exponential model-free formalism, even though the inverse Gaussian spectral 
density function has four adjustable parameters and the extended model-free formalism has five. 
 
 
Figure 7.3: Relaxation data for residues (a-c) 11 and (d-f) 22 of the bZip domain of GCN4. 
(a), (b), (d), and (e): The circles are the experimental data from Gill and coworkers13. The green 
line is the fitted result using the inverse Gaussian (internal dynamics) spectral density function, 
the cyan line is the result when fitted with the extended model-free (three exponential) formalism, 
and the red line is the result when fitted with the model-free formalism. (b) and (e) show the 
zoomed-in views of the low field regime of the data shown in (a) and (d). (c) and (f): The 
probability distributions resulting from the fitted data in (a) and (c) are shown. The vertical green 
lines indicate the values of μ. For residue 11, fitted values are S2 = 0.46 ± 0.04, μ = 0.89 ± 0.01 ns, 
<τ><1/τ> = 1.9 ± 0.5, and τR = 8.9 ± 0.9 ns. For residue 22, fitted values are S
2 = 0.75 ± 0.02, μ = 
0.92 ± 0.02 ns, <τ><1/τ> = 2.3 ± 0.6, and τR = 14.5 ± 0.6 ns. Data analyses are performed using an 
in-house software written in Python; optimizations of model parameters are performed using the 
‘curve_fit’ algorithm, implemented using the Trust Region Reflective method283 for minimization 
of 2 and a three-point numerical method for the calculation of the Jacobian matrix. Uncertainties 
in fitted parameters are obtained from Monte Carlo simulations. 
 
 
Fitted values of S2, τR, μ, and <τ><1/τ> for the bZip DNA-binding domain of GCN4 are 




inverse Gaussian (internal dynamics) spectral density function. Data for the highly ordered coiled-
coil residues 29-55 are fit with the Lipari-Szabo model-free formalism. 
 
 
Figure 7.4: Distribution function values for the bZip domain of GCN4. They are fit to the 
inverse Gaussian (internal dynamics) spectral density function or the model-free formalism, 
depending on the particular region. Regions of the protein are colored identically to Gill et al.13: 
region 1 of bZip (residues 3-12): pink; region 2 of bZip (residues 13-25): green; coiled-coil 
(residues 26-55): black; disordered C-terminus (residues 56-58): orange. The model-free 
formalism is used to fit data for residues 29-55 and is the limit of inverse Gaussian (internal 
dynamics) spectral density function as <τ><1/τ> → 1, meaning that μ = τe. In (c), the solid line 
drawn between residues 5 and 15 is calculated using the S2N equation below with <S
2> = 0.93, S0
2 
= 0.665, and N0 = 15, and the solid line between residues 56 and 58 is calculated using the S
2
N 
equation below with <S2> = 0.76, S0




NMR spin relaxation methods are powerful approaches for characterizing intramolecular 
dynamics because relaxation rate constants are functions of the spectral density function, J(ω), for 
stochastic processes that modulate nuclear spin Hamiltonians. Model spectral density functions 






investigations of biological macromolecules. However, historically, the most commonly-used 
distribution functions diverge as ω approaches zero, a disadvantage because J(0) is critical for 
interpreting various relaxation measurements performed on biomolecules. The present work 
derives a functional form of the spectral density function based on the inverse Gaussian probability 
distribution. The resulting spectral density function is convergent as ω approaches zero and can 
represent the overall rotational dynamics or intramolecular stochastic dynamics of a nuclear spin 
interaction using the model-free ansatz.  
To demonstrate the application of this theoretical approach, backbone 15N relaxation data 
for the bZip domain of GCN4 are fit using the assumption that the inverse Gaussian correlation 
and spectral density functions represent internal dynamics. The results are compared to the 2-
exponential and 3-exponential model-free formalisms. Specifically, the inverse Gaussian model-
free formalism proved advantageous in fitting the partially disordered, N-terminal basic-region 
domain of GCN4. The qualities of fits, as measured by the reduced 2 or Akaike information 
criterion (AIC) statistics282, are comparable to or better than for the extended model-free 
formalism. The smaller number of free parameters in the inverse Gaussian spectral density 
function (four) compared to the 3-exponential model-free formalism (five) is advantageous 
particularly because the number of relaxation rate constants measured per spin is frequently small, 
limiting statistical power. In addition, the inverse Gaussian spectral density function is based on 
fundamental aspects of spectral density functions for overdamped processes, as distinguished from 
other distributions, such as the Mittag-Leffler function, derived for specific physical models for 
molecular motions.  
As discussed earlier, the extended 3-exponential model-free formalism can be regarded as 




interpretation, the values of τs and τf obtained using the extended model free fit are often similar in 
magnitude to the mean and mode, respectively, of the fitted inverse Gaussian probability 
distribution. The optimal choice of a given continuous probability distribution or a multi-
exponential model in the interpretation of NMR spin relaxation data cannot be established from 
fitting the available data alone. The model-independence and the small number of adjustable 
parameters of the inverse Gaussian spectral density function are attractive features, but the 
approach or combination of approaches that will ultimately prove optimal is currently unknown264. 
Additional experimental data over a broader frequency range (from relaxometry) and advances in 
computer simulations are likely to be helpful in addressing these issues. 
The intramolecular dynamics of the bZip domain and other IDRs have been discussed 
earlier in this thesis13, 174-175, 254, 284-290. The following discussion focuses on the results for the 
residues analyzed with the inverse Gaussian spectral density function: residues numbers 5-28 and 
56-58. The values of the parameters in common with the extended model-free spectral density 
function, S2 and τR, are similar, with correlation coefficients R = 0.96 and 0.95, respectively. The 
inverse Gaussian spectral density function additionally characterizes the time scales of 
intramolecular motions by the parameters μ and <τ><1/τ>. The average values of these parameters 
are relatively constant for residues 5-23 in the basic region, where μ = 0.916 ± 0.010 nanoseconds, 
and <τ><1/τ> = 1.99 ± 0.33. The average most probable value is τmode = 0.25 ± 0.02 nanoseconds.  
The transformational properties of probability distributions can be used to convert p(τ) into 















in which kB is the Boltzmann constant, and T is the temperature. The resulting distribution for the 
average value of <τ><1/τ> = 1.99 is shown in the figure below. The mean, mode and standard 
deviation of the distribution are –0.46 kBT, –0.64 kBT, and +0.94 kBT, respectively. The distribution 




Figure 7.5: Distribution of activation energies compared to a Gaussian distribution.  The 
distribution of activation energies (black) for <τ><1/τ> = 1.99 is compared to a (pink) Gaussian 
distribution with mean = –0.46 kBT and standard deviation of 0.94 kBT. 
 
 
As discussed previously, residues ~13-19 in the basic region substantially populate 
transient helical conformations, resulting in a break in the general decrease in S2 toward the N-
terminus from the well-ordered, coiled-coil, leucine zipper region254. In the last figure of the results 
and analyses section, the most N-terminal region (pink), and the C-terminal region (yellow), 
display relatively smooth profiles for S2. As shown by the solid black lines, the order parameters 
for these residues can be fit with a simple model: 
𝑆𝑁
2 = 〈𝑆2〉|𝑁−𝑁0|𝑆0




in which N is a given residue number and <S2> is a mean multiplicative decrease in S2 per residue 
relative to a reference residue N0 with order parameter S0
2. A similar approach has been used by 
Schneider, Dellwo, and Wand to characterize the C-terminal region of ubiquitin291. 
The above results provide an enhanced description of the intramolecular dynamics of the 
bZip domain in the absence of DNA, as cartooned in the next section. The coiled-coil region is 
characterized as a relatively rigid rod, with an average S2 = 0.92 ± 0.01, indicating restricted local 
motions. The most N-terminal residues of the coiled-coil exhibit reduced order parameters, which 
appear to suggest fraying, followed by a significant drop in the order parameters occurring between 
residues 28 and 20. The order parameters for residues 14-19 are relatively uniform, consistent with 
previously-identified, transient, helical conformations. Another sharp drop in S2 at residue 13 leads 
to the next set of residues in the most N-terminal region, residues 5-13. In this portion of the 
molecule, the fit to the equation above suggests that individual peptide units have limited local 
motions on time scales smaller than 5 nanoseconds, but the cumulative effect from residue to 
residue results in a decrease in S2 toward the N-terminus. Local interactions must still restrict these 
motions because the mean reduction in S2 per residue is smaller than observed for the more-
disordered C-terminal residues. This model suggests that each peptide unit constitutes a local 
persistence length, like the Kuhn length in polymers, with restricted multi-directional joints in 
between each unit292-294. It is interesting that we once again turn to idealized polymers to help 
model the proteins—the last instance we referred to idealized polymers in this thesis was regarding 
the constitutive motions that governed the ILV methyl order parameters. In this region, compared 
to the values observed in the coiled-coil domain, the reduced values of the local, effective, overall 
correlation time, τR, may reflect segmental motions on time scales similar to overall rotation. Thus, 




tumbling. The spatial extents and time scales of intramolecular and overall motions in IDRs have 
recently been discussed by Blackledge and coworkers, based on extensive spin relaxation295 and 
molecular dynamics simulations253, 296. The present results for the IDR of the bZip domain of 
GCN4 share qualitative features with this earlier work. In addition, they also agree with previous 
investigations suggesting that partially ordered bZip conformations of GCN4 form initial-
encounter complexes with DNA and then rapidly rearrange to the high affinity state with fully 
formed, basic-region recognition helices. The restriction of conformational space in the basic 




In summary, using the principle of maximum entropy, we have obtained the inverse 
Gaussian probability density as a distribution function for correlation times that mimic the low and 
high frequency behavior of the spectral density function, central to the theory of NMR spin 
relaxation. The resulting spectral density function is well-behaved as the frequency approaches 
zero and can be used in analyzing the relaxation rate constants that depend on J(0), such as the 
transverse relaxation rate R2, as well as relaxation at very low magnetic fields. The inverse 
Gaussian probability distribution function and its associated spectral density function are 
particularly suited for the analysis of highly flexible loops or IDRs of proteins, such as the basic 





Figure 7.6: A cartoon of the bZip domain of GCN4. The ribbons are color coded similarly as 
described above. This cartoon illustrates a model of the bZip domain of GCN4 with the DNA 
substrate removed after some time (simulated). The coiled-coil region is modeled as a pair of rigid 
rods, and the bZip region is modeled by multiple rigid rods of some persistence length unit (in this 
cartoon, the persistence length is one residue), all connected by multi-directional joints with 
restricted flexibility. 
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Conclusion and Future Direction 
8.1 Conclusion 
 In summary, the biological functions of proteins often rely on structural changes and the 
rates at which these conformational changes occur. These dynamics can be elucidated through 
measuring order parameters of specific bond vectors in NMR spin relaxation spectroscopy138-139. 
Practically, preparing a sample protein to study a specific bond vector experimentally is often 
challenging. We are often limited to measuring the dynamics of the protein backbone NH bond 
vector and the methyl groups of ILV residues. Many calculations and assumptions were required 
in order to even translate the motions of methyl groups to the preceding carbon-carbon bond189. 
Detailed studies of the coupling interactions among specific residues and protein regions 
can be fulfilled by the use of MD simulations68-70. However, MD simulations rely on the ergodic 
hypothesis to mimic experimental conditions, which require long simulation times123. Simulations 
are also still limited by the availability of an accurate and reliable molecular mechanics force field, 
which continues to be improved to better match experimental data99, 109. Much can also be learned 
from chemical theory and simulations to improve the methods in which experimental data is 
processed and analyzed. 
The overarching goals of this thesis are to improve upon the results generated by existing 
NMR spin relaxation spectroscopy, whether that be through improving analytical techniques of 
raw NMR data or through supporting the results with atomistically-detailed MD simulations that 




In this thesis we discussed new methods of obtaining more precise experimental results for 
order parameters and time constants for the ILV methyl groups140. Deuterium relaxation rate 
constants are determined by the spectral density function for the reorientation of the C-D bond 
vector at zero, single-quantum, and double-quantum 2H frequencies. We are able to measure 
relaxation rates using 400, 500, 800, and 900 MHz NMR spectrometers, taking advantage of the 
fact that the 800 MHz spectrometer is double the frequency of the 400 MHz spectrometer. The 
new method is to use data recorded at 400 and 500 MHz to interpolate to 450 MHz; this allows 
the 400 MHz/800 MHz and 450 MHz/900 MHz to be analyzed jointly. The three spectral density 
mapping methods performed equally well in cross validation with data recorded at 700 MHz. 
However, the third method yields approximately 10-15% more precise estimates of model-free 
parameters and consequently provides a general strategy for further interpolation and extrapolation 
of data gathered from existing NMR spectrometers for analysis of 2H spin relaxation data in 
biological macromolecules. 
Now that we have a reliable data set of experimental order parameters for the ILV side 
chain groups, we then were able to compare both the NH protein backbone and the ILV side chain 
order parameters to MD simulations. We improved upon existing MD simulations run by my 
predecessors, with R2=0.84 for the NH backbones and R2=0.61 for the ILV methyl side chains. We 
note that for the ILV methyl side chains, there are quite a few outliers affecting the R2 value; when 
the experimental S2 is far smaller than the simulated S2, the residues tend to be located on the edges 
of β-sheets. Additionally, with MD simulations, we are able to calculate dihedral angles of the ILV 
methyl side chains and are able to see their distributions throughout the trajectories. We proposed 
separating out the different motions of the ILV methyl side chain residues into fluctuations within 




backbone itself, through the Cα carbon. We found that for the longer Leucine and Isoleucine 
residues, the χ1 and χ2 dihedral angles are important when considering constitutive motions; there 
are some instances in which these dihedral angles act independently of one another, and there are 
other instances in which these dihedral angles are dependent, likely due to steric clashes. We are 
able to match constitutive order parameters to conventionally calculated order parameters with an 
R2= 0.9962, 0.9708, and 0.9905 for Valine, Leucine, and Isoleucine residues, respectively. Finally, 
we are able to evaluate where the motions of individual side chains originate—we see examples 
in which the motions in the protein backbone cause the majority of side chain motions and 
examples in which the rotamer jumps cause the majority of side chain motions. Other times, we 
see a mix of both—but fluctuations within a rotamer are not typically a cause (they are always 
rigid). 
In the third project of this thesis, we discussed some of what we learned along the way 
while perfecting the MD simulation. We begin by discussing the issues of sampling and the ability 
for simulations to replicate ensemble averages. Specifically, we address the merits of longer 
simulation times and whether it is better to do many short simulations or one (or few) longer 
simulations; we conclude that there are pros and cons to both scenarios, but the starting structure 
is a huge factor in whether the MD simulation is accurate and/or successful. We are surprised that 
snapshots or frames extracted from the equilibration trajectory range from really good structures 
to really bad structures as determined by the MolProbity score.  
We also analyzed how separating trajectories into analysis blocks affects the calculation of 
order parameters; analysis blocks are used following the superposition of structures in the 
trajectory to eliminate slower dynamics which would not normally be measured in solution state 




analysis blocks are 5-10 times the overall tumbling time, and we surmise that this is because even 
when the protein tumbles around once completely, the slower motions are not totally averaged out 
just yet—they have a decaying effect which necessitates a longer analysis block. We found this to 
be true for both NH backbone and ILV side chain groups; generally, order parameters above 0.75 
are not affected by blocking. Finally, we simulate ecRNH using the TIP4P(-EW) water model to 
explore the overall tumbling time. We found that the TIP3P and TIP4P water models model 
internal motions equally well. Even though the TIP3P water model inaccurately simulates the 
overall tumbling time to be too short, the internal motions are fast enough not to be affected more 
by TIP3P. The TIP4P water model appears to simulate the isotropic tumbling time well for ecRNH, 
but the diffusion anisotropy calculated shows that when the assumption of the protein shape 
changes to an axially symmetric model (prolate spheroid), the simulation using TIP4P deviates 
from experiment and the idealized tumbling times. 
Our last project highlights some of the deficiencies of the Lipari-Szabo model free fits; 
there are certain residues with more complicated motions that require specialized models to be fit 
and compared correctly, such as proteins with intrinsically disordered regions. Probability 
distribution functions have been used previously to model spectral density functions central to spin 
relaxation theory. Applications to biological macromolecules rely on transverse relaxation rate 
constants, and when studying nanosecond timescale motions, sampling at ultralow frequencies is 
often necessary. Consequently, appropriate distribution functions necessitate spectral density 
functions that are accurate and convergent as frequencies approach zero. In the final project, we 
derive the inverse Gaussian probability distribution function from general properties of spectral 
density functions at low and high frequencies for macromolecules in solution, using the principle 




function, followed by the spectral density function. The resulting model-free spectral density 
functions are finite at a frequency of zero and can be used to describe distributions of either overall 
or internal correlation times using the model-free ansatz. To validate the approach, 15N spin 
relaxation data for the bZip transcription factor domain of the S. cerevisiae protein GCN4, in the 
absence of cognate DNA, are analyzed using the inverse Gaussian probability distribution for 
intramolecular correlation times. The results extend previous models for the conformational 
dynamics of the intrinsically disordered, DNA-binding region of the bZip transcription factor 
domain using an analogous idealized polymer model. 
 
8.2 Future Direction 
 As this thesis comes to a close, there are many aspects in the projects discussed in the 
previous sections that could be further expanded upon or explored. 
First, in Chapter 5 of this thesis, we mention that the autocorrelation functions measured 
for the bond vectors of Valine Cβ-Cγ1 versus Cβ-Cγ2 and Leucine Cγ-Cδ1 versus Cγ-Cδ2 have the 
same shape, but the formers are shifted upward with more rigid order parameters. Anthony 
Mittermaier, Lewis Kay, and Julie Forman-Kay230 have theorized the reasoning based on 
experimental results, but future work could look into how MD simulations can better explain this 
phenomenon. This could also result in an additional factor that can be added to the product of S2 
to reflect this difference.  
Second, in Chapter 6 of this thesis, we mention that the ideal blocking times are 5-10 times 
the overall tumbling time of the protein248. In our analysis, we calculated the S2 seven times for all 
of our trajectories to pinpoint a rough guideline for the most ideal analysis block. Now that we 




so that the range for the analysis blocking time is even smaller. It is also possible at that point to 
see if the NH protein backbone order parameters might need a slightly different blocking time than 
the ILV side chain methyl groups. 
Third, in Chapter 6 of this thesis, we ran simulations using TIP3P and TIP4P water models. 
As we mentioned, the non-superposed autocorrelation fitting of order parameters and time 
constants was based on the simplest version of the Lipari-Szabo model free ansatz62-63. There are 
quite a few residues that had motions mixed into the overall tumbling time and the order 
parameters, which caused deviations from the conventionally calculated order parameters. We 
performed a rudimentary fix by defining a static overall tumbling time using the derived isotropic 
tumbling time based on the rigid residues, and the results improved somewhat. We did not have a 
chance to fit these to the extended model free or the inverse Gaussian-based autocorrelation 
functions to see whether these motions could be separated out some more using these more 
complex models. It would be interesting to see how the inverse Gaussian model performs with 
ecRNH when there are not IDRs in the protein141. 
Fourth, in Chapter 6 of this thesis, we discussed the diffusion anisotropy of the simulation 
using the TIP4P(-EW) water model116, 120. Even though the simulation was able to replicate the 
experimental isotropic tumbling time, when anisotropic factors are added into the mix, the 
diffusion tensors begin to deviate between simulation and experiment. We surmise a few causes 
for this, from the OPLS3e force field parameters99, the TIP4P water model, or even the starting 
structure. It is very possible that based on the specific conformation of the starting structure, the 
simulation system sees the protein as one that is more spherical shaped, and less spheroid shaped. 
If that is the case, then the isotropic tumbling time replication makes sense, since both would be 




and so it would be worth testing the abilities of the TIP4P water model to simulate the tumbling 
time on a protein with a much larger anisotropy. 
Fifth, we were running our MD simulations in our own cluster of GPUs. Anton 2 is publicly 
available for running simulations130. Future work could look at simulating the ecRNH protein 
above and beyond the 1-microsecond time frame. Then, we could be looking at dynamics that are 
much slower than the rotation of bonds—we could be observing how proteins fold or undergo 
substrate recognition, etc. We would stress test the viability of the force field parameters and 
structures after an extremely long simulation period, and so we would need to follow up these 
simulations with additional dynamics experiments (may or may not be NMR-related). We could 
also use these extremely long simulations to test the ergodic hypothesis to extreme lengths to see 
whether these simulations are indeed equivalent to a statistical ensemble. 
And lastly, members of the ribonuclease H family can be found in nearly all organisms, 
ranging from ecRNH to ttRNH, hsRNH, and hivRNH. This was discussed in Chapter 2. There are 
also a lot more in the family as well, and there are multiple subtypes of RNase H168. RNase H also 
belongs to a broader superfamily of nucleotidyl-transferases with conserved structure and 
mechanism, including retroviral integrases, Holliday junction resolvases, and transposases157, 166. 
Now that we’ve performed extensive studies on ecRNH, further work can be done on all these 
related proteins. Additional questions can be asked, like how do the structure differences of each 
allow the protein to function in the specific organism, for example. This would be a very long term 
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