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Abstract
By invoking a divide-and-conquer strategy, subsystem DFT dramatically reduces
the computational cost of large-scale, ab-initio electronic structure simulations of molecules
and materials. The central ingredient setting subsystem DFT apart from Kohn-
Sham DFT is the non-additive kinetic energy functional (NAKE). Currently employed
NAKEs are at most semilocal (i.e., they only depend on the electron density and its
gradient), and as a result of this approximation, so far only systems composed of weakly
interacting subsystems have been successfully tackled. In this work, we advance the
state-of-the-art by introducing fully nonlocal NAKEs in subsystem DFT simulations
for the first time. A benchmark analysis based on the S22-5 test set shows that nonlocal
NAKEs considerably improve the computed interaction energies and electron density
compared to commonly employed GGA NAKEs, especially when the inter-subsystem
electron density overlap is high. Most importantly, we resolve the long standing prob-
lem of too attractive interaction energy curves typically resulting from the use of GGA
NAKEs.
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Ab-initio models of realistically sized materials has become an ultimate goal for quan-
tum chemistry and material science. To achieve this aim, recent years have witnessed the
development of a variety of methods, such as density functional theory (DFT),1 as well
as multilevel/multiscale computational protocols such as QM/MM.2,3 Quantum embedding
methods have recently gained fame and branched into several directions. Among them, sub-
system DFT (sDFT) is becoming popular.4–8 The idea behind sDFT is the one of dividing the
system into a set of interacting subsystems whose interaction is accounted for approximately
in a way that leverages pure density functionals.9–12 The simplicity of the algorithms involved
and the propensity for massive parallelization has driven a number of implementations of
sDFT methods in various mainstream quantum simulations codes,13–15 and successfully ap-
plied to a vast array of chemical problems, for instance, structure and dynamics of molecular
liquids,16,17 solvent effects on different types of spectroscopy,18,19 magnetic properties,20–24
excited states,18,25–30 charge transfer states,31? ,32 and bulk impurity models.33
In sDFT, the total electron density, ρ(r), is expressed as a sum of subsystem contributions.
Namely,
ρ(r) =
NS∑
I
ρI(r), (1)
where Ns is the total number of subsystems considered. The electron density of each sub-
system is obtained by variationally minimizing the total energy functional
E[{ρI}] =
NS∑
I
E[ρI , v
I
ext]+
+Ts[ρ]−
NS∑
I
Ts[ρI ]︸ ︷︷ ︸
Tnads [{ρI}]
+Exc[ρ]−
NS∑
I
Exc[ρI ]︸ ︷︷ ︸
Enadxc [{ρI}]
+
+
1
2
Ns∑
I 6=J
∫
ρI(r)ρJ(r
′)
|r− r′| drdr
′ +
Ns∑
I 6=J
∫
ρI(r)v
J
ext(r)dr, (2)
where vJext is the external potential associated with subsystem J , and by {ρI} it is intended
to indicate the collection of all subsystem densities. The subsystem energy functionals,
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E[ρI , v
I
ext], are functionals of both, the subsystem external potentials and of the subsystem
electron densities. The external potential is subsystem-additive (i.e., vext(r) =
∑NS
I v
I
ext(r)).
Carrying out sDFT simulations involves solving one Kohn–Sham (KS) like equation for
each subsystem whose KS potential, vKS(r), is augmented by an embedding potential that
accounts for the interactions with all other subsystems. Namely,
[−∇2
2
+ υIKS(r) + υ
I
emb(r)
]
φIi (r) = 
I
i (r)φ
I
i (r), (3)
where φIi (r) and υ
I
emb(r) are the KS wavefunctions and the embedding potential of subsystem
I, respectively. The embedding potential can be written as follows:6,7
υIemb(r) =
Ns∑
J 6=I
[∫
ρJ(r
′)
|r− r′|dr
′ +
∑
J
vJext(r)
]
+
+
δT nads [{ρI}]
δρI(r)
+
δEnadxc [{ρI}]
δρI(r)
. (4)
In the above, Ts and Exc are kinetic energy density functionals (KEDF) and exchange–
correlation (xc), respectively.
In KS-DFT, Ts[ρ] is evaluated exactly from the KS orbitals of the system. Conversely,
in a sDFT scheme, approximate nonadditive kinetic energy functionals (NAKE, defined
in Eq.(2)) are employed. Employing NAKE constitutes the most important and crucial
difference between carrying out a KS-DFT simulation and a sDFT simulation.34,35
NAKEs are typically derived from semilocal KEDFs34 and have been at most of Laplacian
level.36 However, it is common knowledge that semilocal NAKEs cannot approach a regime
in which the subsystem electron densities strongly overlap where they typically give wrong
interaction energy curves.37,38 These limitations originate from the natural nonlocality of
the underlying KEDF39 and in turn of the NAKEs. In this work, we tackle these issues by
employing state-of-the-art nonlocal KEDFs to generate NAKEs.
Even though nonlocal KEDFs have a long history in OF-DFT simulations,40–42 to the
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best of our knowledge they have not yet been employed as NAKEs. This is probably because
in sDFT, the distribution of electron densities are usually more localized compared to the
electron density of the supersystem.43–45 Thus, when developing nonlocal NAKEs, KEDFs
must be able to correctly simulate both homogeneous and non-homogeneous systems, and
be numerically stable.
The ability to approach inhomogeneous systems is the most challenging property to
satisfy because the nonlocal KEDFs have been historically developed for extended metallic
systems whose electron density is close to uniform. The typical ansatz chosen for nonlocal
functionals is:
Ts[ρ] = TTF [ρ] + TvW [ρ]︸ ︷︷ ︸
TTV [ρ]
+TNL[ρ] (5)
where, TTF [ρ] is Thomas-Fermi (TF) functional,
46,47 TvW [ρ] is the von Weizs¨acker (vW)
functional,48 TNL[ρ] is the nonlocal part. The corresponding KEDF potential can be written
as:
vTs(r) =
δTTV [ρ]
δρ(r)
+
δTNL[ρ]
δρ(r)
= vTV (r) + vNL(r), (6)
where vTV (r) is the Thomas-Fermi-vW potential which we will later discuss. The nonlocal
part is defined by a double integration of the electron density evaluated at two different
points in space and an effective interaction, the so called kernel, ω:
TNL[ρ] =
∫ ∫
ρα(r)ω[ρ](r, r′)ρβ(r′)drdr′ (7)
where α and β are positive numbers. The kernel is related to the second functional derivative
of the KEDF with respect to the electron density49 and is typically approximated by a
function of only |r− r′|.
The available nonlocal KEDFs,50–57 can be categorized in functionals whose kernel only
depends on the average electron density (i.e., ρ0 which is well defined only for condensed-
phase systems), and functionals whose kernel instead depends on the total electron density
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and not just its average.53 Clearly, nonlocal KEDFs with a density-independent kernel cannot
be directly employed as NAKEs because the presence of the restrictive parameter, ρ0, would
make the KEDF unable to approach inhomogeneous systems. Unfortunately, some KEDFs
with density dependent kernels are either too expensive (i.e., HC52) or numerically unstable
for arbitrary inhomogeneous systems (i.e., WGC51), thus we will not employ them here.
We recently proposed a new series of nonlocal KEDFs featuring local density dependent
kernels which we showed58 can predict accurately the electron density, energy and forces
for clusters of metallic and group III and V atoms. These functionals are based on and
generalize existing functionals with density independent kernels (such as WT,53 MGPA and
MGPG functionals54). The generalization allows them to approach inhomogeneous systems
because they feature fully density dependent kernels.58
Let us summarize the employed kernels, starting with the WT kernel53 expressed in
reciprocal space (q is the reciprocal space variable for |r− r′|) and η(q) = q
2kF
with kF being
the Fermi wavevector),
ωWT (q) =
6
5
pi2
(3pi2)1/3
GNL(η(q)) (8)
which then is modified to satisfy functional integration relations54 by the addition of one
correction term. Namely,
ωx,y(q) = ωWT (q)− pi
2x
(3pi2)1/3
∫ 1
0
dt ty
dGNL(η(q, t))
dt
. (9)
where
GNL(η) =
(
1
2
+
1− η2
4η
ln
∣∣∣∣1 + η1− η
∣∣∣∣)−1 − 3η2 − 1 (10)
and, MGP is given by (x, y) =
(
6
5
, 6
5
)
, MGPA by (x, y) =
(
3
5
, 6
5
)
and MGPG by (x, y) =(
6
5
, 3
5
)
. The only difference between MGP/A/G is the way a kernel is symmetrized. We refer
the interested reader to the supplementary information of Ref. 54.
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In Ref. 58 we developed a technique to generalize WT, MGP/A/G functionals to ap-
proach localized, finite systems by invoking spline techniques to obtain kernels no longer
dependent only on the average electron density but instead they are dependent (locally) on
the full electron density function. In this way, we generate the LWT, LMGP/A/G functionals
from the kernels mentioned in Eq.(8–9).
At implementation time, we noticed that the terms TTV = TTF + TvW and TNL each can
lead to numerical instability for different reasons. The issue for TTV [ρ] originates from its
quadratic dependence on the density gradient. In the typical GGA formalism:
TTV [ρ] =
∫
tTF (r)FTV (s(r))dr (11)
where s is the dimensionless reduced density gradient, s = |∇ρ|
2ρkf
= 1
2(3pi2)1/3
|∇ρ|
ρ3/4
, the enhance-
ment factor FTV (s) = 1 +
5
3
s2, and tTF (r) =
3
10
(3pi2)
2
3ρ
5
3 (r). Numerical inaccuracies arise
at large s because in this limit, FTV (s) is unbound and the error in the density becomes
uncontrollable.
Thus, we need to find a proper way to cap FTV (s) for large s. To achieve this aim,
we borrow a formalism similar to PBE exchange59 and reshape the enhancement factor of
Thomas-Fermi (TF) plus von Weizsa¨cker (vW) kinetic energy functional in a stable formalism
(named STV):
FSTV (s) = 1.0 +
5
3
s2
1.0 + as2
. (12)
In this formalism, when a=0, FSTV (s) is same as the original FTV ; by increasing a, FSTV
smoothly approaches to a constant number for large s, which should ameliorate the numerical
inaccuracies. Fig.1 compares STV functionals (for both a=0.1 and 0.01) with the TTV and
revAPBEK enhancement factors.
In addition to the numerical problem for the TTV KEDF, the nonlocal KEDF potentials
also need to be carefully implemented in the low electron density regions. The nonlocal
6
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Figure 1: Enhancement factors for smooth version of the TTV functional (STV) (a = 0.01
red solid), STV(a =0.1 orange dashline), pure TTV (blue dotdash), and revAPBEK (black
dots).
kinetic potentials for all the nonlocal functionals considered in this work share the form:
vNL(r) = ρ
−1/6(r)F−1
[
ρ˜5/6(q)ω(q)
]
(r), (13)
where ρ˜5/6(q) = F
[
ρ5/6(r)
]
(q), ω(q) is the nonlocal kernel expressed in reciprocal space, F
and F−1 represent the fast Fourier transform and inverse fast Fourier transform, respectively.
In Eq.(13) it is made clear that we approximate the real-space kernel as a function of only
|r − r′| resulting in a dependence on only the magnitude of the reciprocal space vector
q = |q|. In the same equation there is a ρ−1/6(r) prefactor, which is numerically noisy in the
low electron density regions. To eliminate this issue, a local density weighted mix of GGA
and nonlocal kinetic potential scheme is proposed:
vTs [ρ](r) =
(
vNL[ρ](r) + vSTV [ρ](r)
)
W [ρ](r) + vGGA[ρ](r)
(
1−W [ρ](r)
)
(14)
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where W [ρ](r) = ρ(r)
ρmax
, ρmax is the maximum value of electron density in the system, and
vGGA is the KEDF potential from a GGA functional (here we choose revAPBEK). In this way,
for the region of space with low electron density, the kinetic potential is mainly contributed
by the GGA functional instead of the nonlocal part. The procedure in Eq.(14) cures the
numerical instability of the nonlocal part of the potential.
With the KEDF potential in hand, the kinetic energy can be evaluated by line integration:
Ts[ρ] =
∫
ρ(r)dr
∫ 1
0
vTs [ρt](r)dt (15)
where ρt(r) = tρ(r).
We now present pilot calculations aimed at assessing the performance of our newly pro-
posed nonlocal NAKEs based on the following KEDFs: LWT, LMGPA, LMGPG. We select
the S22-5 test set (non-covalently interacting complexes at equilibrium and displaced geome-
tries60) as benchmarks. The molecules are placed in an orthorhombic (cubic) box where the
periodic boundary condition is applied. The separations between the studied molecules and
their nearest-neighbor periodic images are at least 12A˚. This is a large enough separation to
ensure that spurious self-interactions are negligible. Both our new proposed nonlocal NAKEs
and the GGA functionals have been implemented in a development version of the embedded
Quantum ESPRESSO (eQE) package.14 All KS-DFT benchmark calculations are performed
with the Quantum ESPRESSO (QE) package.61 In both subsystem DFT and KS-DFT cal-
culations, the Perdew-Burke-Ernzerhof (PBE) form of the GGA xc functional59 is employed.
In order to show the influence of the xc functional on the results, the nonlocal rVV1062
functional is also adopted. Ultrasoft pseudopotentials are adopted63 (specifically the GBRV
version 1.464). The plane wave cutoffs are 70 Ry and 400 Ry, for the wave functions and
density, respectively.
When comparing the interaction energies summarized in Figure S1 of the supplementary
materials,65 both revAPBEK and LMGPA functional reproduce the benchmark within 2
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kcal/mol for weakly interacting systems. Decreasing the separation between two fragments
from S22(2.0) to S22(0.9), (S22(x) indicates that the distance between the two fragments is
given by x×Req, where Req is the equilibrium distance as computed by couple cluster theory)
as by expectations increases the deviation of sDFT and KS-DFT interaction energies. To
clearly show the performance of LMGPA and the revAPBEK functionals for strongly inter-
acting configurations, here we focus on the interaction energies and total electron densities
(i.e., the sum of the two subsystems’ densities for sDFT and the total density for KS-DFT)
computed for the S22(0.9) case. Results for all other systems are provided in the supple-
mentary information document.65 Figure 2 shows that the LMGPA functional considerably
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Figure 2: Interaction energy deviations in kcal/mol obtained by sDFT with revAPBEK and
LMGPA NAKE functionals compared with corresponding KS-DFT results. All geometries
from the S22(0.9) set and the corresponding complexes of these indexes are listed in Table
S1 of support information.
improves the revAPBEK results for all systems with a max deviation of the interaction
energy of about 5 kcal/mol. This compares quite well against more than 14 kcal/mol for
revAPBEK. The only exception is formic acid dimer in which the two fragments are bonded
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by a double hydrogen bond. The abnormality of this dimer is revealed in two aspects: it is
the only case where the revAPBEK functional overestimates the total energy, and it also the
only case where the revAPBEK functional performs better than LMGPA. This system is also
associated with the largest electron density deviation (vide infra) and thus the revAPBEK
apparent good performance is due to fortuitous error cancellation.
To further quantify the performance of the LMGPA NAKE functional, we summarize
the root-mean-square deviations (RMSD) of the interaction energies sDFT with different
NAKEs (revAPBEK and LMGPA) from the reference KS-DFT results are showed in Table
1. Inspecting the table, it is clear that LMGPA outperforms revAPBEK. The total RMSD
for LMGPA is just 1.97 kcal/mol which is within the chemical accuracy, while revAPBEK
results in a RSMD of 5.36 kcal/mol or about three times larger than the LMGPA RMSD.
We notice that the LMGPA particularly improves the dispersion bound systems for which
it obtains much improved results (2.54 kcal/mol) compared to revAPBEK (8.42kcal/mol).
Moreover, the long standing issue of GGA NAKEs that generate too attractive interaction
energy curves (which is also clear from Figure 2) is cured by the LMGPA NAKE functional.
Table 1: Summary of the root-mean-square deviations (RMSD) of the interaction energies
computed with sDFT carried out with revAPBEK and LMGPA NAKEs and the PBE xc
functional compared to the reference KS-DFT results. All geometries are from the S22(0.9)
set and RMSD are in kcal/mol.
NAKEs Hydrogen Dispersion Mixed Total
revAPBEK 2.49 8.42 1.76 5.36
LMGPA 2.05 2.54 0.77 1.97
It is now clear that LMGPA delivers good interaction energies with sub-chemical accu-
racy deviations from KS-DFT. We wish to test its ability to deliver accurate interaction
energies in comparison to the benchmark CCSD(T) energies.60,66 In a previous formal work
by our group37 we showed that once sDFT is associated with an exact T nads and a nonlocal xc
functional, interaction energies become closer to benchmark results. Thus, here we compare
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LMGPA and revAPBEK NAKEs in conjunction with the rVV10 xc functional. Due to its
nonlocal nature, rVV10 has been shown to be much more reliable than GGA xc functionals
in KS-DFT calculations,67 especially for the dispersion bonded systems. In this work, we
witness a similar outcome as evident from the benchmarks for each type of bonding sys-
tems showed in Figure 3. KS-DFT with both PBE and rVV10 xc functionals are available
in the supporting information section.65 As showed in Figure S4-5, KS-DFT with rVV10
functional can obtain nearly exactly the same results as CCSD(T) for all systems. Figure 3
indicates that in line with the results presented above, LMGPA obtains correct equilibrium
bonding length and the order of energies. This is a major improvement in comparison to
the revAPBEK results which feature a well characterized deficiency of too attractive energy
curves.16,37,38 Moreover, in order to show the influence of the choice of xc functionals on the
sDFT performance, we benchmarked the sDFT interaction energy deviations from the corre-
sponding KS-DFT results. As showed in Figure S6, the sDFT results are nearly independent
from the choice of xc functional, further reinforcing the conclusion that the nonlocal LMGPA
functional resolved the long standing problem of too attractive energy curves computed by
semilocal NAKEs.
Figure 3: Interaction energies obtained by sDFT with revAPBEK and LMGPA NAKEs in
conjunction with rVV10 xc functional compared against CCSD(T).
Reproducing the electron density is also important in evaluation of the performance of
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functionals.68,69 Thus, a more insightful comparison is made by calculating the number of
electrons misplaced by sDFT, 〈∆ρ〉, defined as:
〈∆ρ〉 = 1
2
∫
|ρsDFT (r)− ρKS(r)|dr (16)
This value is an important quantity, as it vanishes only when sDFT and KS-DFT electron
densities coincide. The RMSD of 〈∆ρ〉 for revAPBEK and LMGPA NAKEs results are
showed in Table 2.
Table 2: RMSD of the 22 〈∆ρ〉 obtained by sDFT with different NAKEs (revAPBEK and
LMGPA) for equilibrium and additional four nonequilibrium geometries of the S22-5 test
set.
r/r0 0.9 1.0 1.2 1.5 2.0
revAPBEK 0.0600 0.0370 0.0148 0.0042 0.0008
LMGPA 0.0583 0.0361 0.0148 0.0042 0.0008
As expected, when the interaction between the two subsystems transitions from weakly
to strong (corresponding to from S22(2.0) to S22(0.9)), the 〈∆ρ〉 value is also increases. For
the S22(0.9) and S22(1.0) sets, LMGPA performs slightly better than revAPBEK. Since
in the weakly interaction regime for both NAKEs can generate nearly the same and accu-
rate electron density, we will just focus on the set with the strongest interactions (i.e., the
S22(0.9)).
Table 3: RMSD for 〈∆ρ〉 defined in Eq.(16) for different bonding types in the S22 (0.9) set.
Bond type Hydrogen Dispersion Mixed Total
revAPBEK 0.0805 0.0600 0.0270 0.0600
LMGPA 0.0801 0.0561 0.0261 0.0583
The results for each bonding type is summarized in Table 3. Compared with revAPBEK,
LMGPA NAKE obtains smaller 〈∆ρ〉 for all cases indicating that it can generate more
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accurate electron density for all types of bonding. We select the complexes which generate
the largest 〈∆ρ〉 for each type of bonding and plot the corresponding isosurface plots of
density difference (compared with KS-DFT) for sDFT with revAPBEK and LMGPA, see
Figure 4. As expected, the density difference mainly occurs on the overlap regions between
the two subsystems. We now have a visual of the fact that LMGPA can generate more
accurate electron densities compared to revAPBEK, since the density difference region is
much smaller than the revAPBEK results.
Figure 4: 〈ρ〉 obtained by sDFT with revAPBEK (top) and LMGPA (below) NAKEs
compared with corresponding KS-DFT results. Isosurfaces of, L-to-R: 1.0e − 3, 5.0e − 4,
5.0e− 4.
In the previous analysis, we just focus on LMGPA with a = 0.01 in the definition of the
smooth Thomas-Fermi-von Weizsa¨cker, STV, functional. To benchmark the influence of the
choice of a and the performance of each kernel, both a = 0.01 together with a = 0.1 and other
functionals (LWT and LMGPG) are also compared in the supporting information section.65
As shown in Figure S2, all these nonlocal functionals result in improved interaction energies
compared against revAPBEK. In terms of electron density, Figures S7 and S8 show that all
of the new nonlocal NAKEs obtain better results than revAPBEK.
In conclusion, for the first time we employed nonlocal nonadditive Kinetic Energy func-
tionals in subsystem DFT simulations. Our approach relies on (1) adopting latest-generation
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nonlocal functionals featuring a fully density dependent kernel, correctly tackling systems
with localized and inhomogeneous electron density; (2) suppressing numerical instabilities in
the evaluation of the von Weizsa¨cker KEDF and nonlocal KEDF in the low electron density
regions. Our approach leads to numerically stable and accurate subsystem DFT simulations.
Benchmark tests against the well-known S22-5 test set indicate that our new approach not
only can reproduce accurate interaction energies across bonding types (hydrogen, disper-
sion and mixed), but we also better reproduce the benchmark electron density. In addition,
the new nonlocal subsystem DFT approach (that includes nonlocal NAKE and nonlocal
xc functional) obtains correct equilibrium bonding lengths and correct shape of the energy
curves compared to CCSD(T) energy curves, which have been a long standing challenge for
semilocal sDFT.
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