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Abstract
We consider the many-body dynamics of fermions with Coulomb interaction in a mean-field
scaling limit where the kinetic and potential energy are of the same order for large particle
numbers. In the considered limit the spatial variation of the mean-field is small. We prove two
results about this scaling limit. First, due to the small variation, i.e., small forces, we show that
the many-body dynamics can be approximated by the free dynamics with an appropriate phase
factor with the conjectured optimal error term. Second, we show that the Hartree dynamics
gives a better approximation with a smaller error term. In this sense, assuming that the
error term in the first result is optimal, we derive the Hartree equations from the many-body
dynamics with Coulomb interaction in a mean-field scaling limit.
MSC class: 35Q40, 35Q55, 81Q05, 82C10
Keywords: mean-field limit, Hartree equation, Hartree-Fock equation, reduced Hartree-Fock,
fermions
1 Introduction
The quantum many-body dynamics of N non-relativistic spinless particles in three dimensions is
described by a wave function ψt ∈ L2(R3N ), the space of complex square-integrable functions. The
time evolution is governed by the Schro¨dinger equation
i∂tψ
t = Hψt, (1)
where the Hamiltonian H is a self-adjoint operator on a domain dense in L2(R3N ). Here, we
consider units where ~ = 1 = 2m. Given initial conditions ψ0 ∈ L2(R3N ), by Stone’s theorem, the
wave function at time t is given by ψt = e−iHtψ0. The Hamiltonian H is usually of the form
H =
N∑
i=1
(
−∆i +W (xi)
)
+ λN
∑
1≤i<j≤N
v(xi − xj), (2)
where ∆i denotes the Laplacian acting on the i-th variable, W : R
3 → R describes an external
field, v : R3 → R with v(x) = v(−x) is a pair interaction potential, and λN ∈ R is called a
coupling constant. There are two different kinds of wave functions, those describing bosons and
those describing fermions. Bosonic wave functions ψB are symmetric, i.e.,
ψB(x1, . . . , xN ) = ψ
B(xσ(1), . . . , xσ(N)) (3)
for any permutation σ, whereas fermionic wave functions ψF are antisymmetric,
ψF (x1, . . . , xN ) = (−1)σψF (xσ(1), . . . , xσ(N)), (4)
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where (−1)σ denotes the sign of the permutation σ. For Hamiltonians with pair interaction with
v(x) = v(−x), the symmetry properties of the wave function are preserved by the time evolution
(1), i.e., bosons remain bosons and fermions remain fermions.
For studying a dynamical problem in quantum physics, one would like to know about properties
of the wave function ψt, given initial conditions ψ0. Ideally, one would like to solve the Schro¨dinger
equation (1) exactly, but this is usually practically impossible for large particle number N , due
to the pair interaction v and the resulting complexity of ψt on the very high dimensional space
L2(R3N ). Note that the high dimensionality also makes numerical solutions practically impossible.
Moreover, for large particle number N , one might be rather interested in statistical properties of ψt,
e.g., certain averages that tell us about the typical behavior of particles. Thus, it is very interesting
to study approximations to ψt, especially for large particle number N . In this article, we study one
such approximation for fermions, namely Hartree theory, for certain suitable initial conditions and
coupling constants. The emphasis is on Coulomb interaction v(x) = ±|x|−1, which is physically very
relevant since it describes, e.g., the interaction of electrons (+|x|−1) or particles with gravitational
interaction (−|x|−1).
We consider the approximation of ψ by the most simple antisymmetric state, that is, an anti-
symmetric product state defined by N∧
j=1
ϕj
 (x1, . . . , xN ) = 1√
N !
∑
σ∈SN
(−1)σ
N∏
i=1
ϕσ(i)(xi), (5)
where {ϕj}j=1,...,N is a family of orthonormal one-body wave functions ∈ L2(R3), and SN denotes
the symmetric group. We often abbreviate
∧N
j=1 ϕj =
∧
ϕj . When the initial condition ψ
0 is
approximately given by
∧
ϕ0j , we would like to approximate ψ
t by a wave function
∧
ϕtj with suitable
ϕtj . For expressing the degree of approximation in a macroscopic sense, it is useful to introduce
reduced density matrices. The reduced one-particle density matrix γψ : L
2(R3)→ L2(R3) of a wave
function ψ is defined by its kernel
γψ(x, y) =
∫
dx2 . . . dxNψ(x, x2, . . . , xN )ψ(y, x2, . . . , xN ), (6)
where f denotes the complex conjugate of f . Here, we have normalized γψ such that trγψ =
||ψ||2 = 1, where tr denotes the trace. Note that γ∧ϕj (x, y) = N−1
∑N
j=1 ϕj(x)ϕj(y). In the main
results, we provide estimates for the distance of reduced density matrices in trace norm, i.e., for∣∣∣∣∣∣γψt − γ∧ϕtj ∣∣∣∣∣∣tr. By〈
ψt, A1ψ
t
〉
−
〈 N∧
j=1
ϕtj , A1
N∧
j=1
ϕtj
〉
= tr
[
A
(
γψt − γ∧ϕtj
)] ≤ ||A|| ∣∣∣∣∣∣γψt − γ∧ϕtj ∣∣∣∣∣∣tr , (7)
where A1 : L
2(R3N ) → L2(R3N ) is the one-body operator A : L2(R3) → L2(R3) acting only on
the first variable, this allows to control the expectation values of bounded one-particle observables
(〈·, ·〉 denotes the scalar product on L2). Let us now, for simplicity of the presentation, disregard
external fields W (x) (the main result also holds for regular enough external fields) and consider
repulsive interaction v(x) = |x|−1, i.e., the Schro¨dinger equation is
i∂tψ
t =
− N∑
i=1
∆i + λN
∑
1≤i<j≤N
|xi − xj |−1
ψt. (8)
We consider initial conditions with kinetic energy 〈ψ0,∑j(−∆j)ψ0〉 of order N . This means that
the kinetic energy is an extensive quantity here. As a consequence, the wave function is supported
at least on a volume of order N (i.e., the density is at most of order 1), e.g., think of a box
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with diameter N1/3. Note that this is very different from a bosonic wave function, which could be
supported on a volume of order one instead. If we now choose λN = N
−2/3, then also the interaction
energy 〈ψ0, λN
∑
i<j |xi − xj |−1ψ0〉 is of order N . This is due to the large volume. For example,
think of a wave function with constant absolute value in a ball of radius N1/3. Then the interaction
energy is N−2/3N
∫ N1/3
0
r−1r2dr ∝ N . Therefore, it should be possible to use mean-field theory to
approximate ψt. For fermions, this means that the one-particle wave functions ϕtj are solutions to
the fermionic Hartree equations
i∂tϕ
t
j =
(
−∆+N−2/3(| · |−1 ∗ ρt))ϕtj , (9)
where ρt =
∑N
j=1 |ϕtj |2, and ∗ denotes convolution. Here, the two-body interaction has been replaced
by the mean-field one-body term | · |−1 ∗ ρt, which makes the equation (9) nonlinear. Note that
we have not included the so-called exchange term which would lead to the Hartree-Fock equations,
since it is subleading in the considered scaling limit. In order to show that the Hartree dynamics
approximates the Schro¨dinger dynamics well, we would like to prove that for all times t,∣∣∣∣∣∣γψ0 − γ∧ϕ0j ∣∣∣∣∣∣tr → 0 ⇒
∣∣∣∣∣∣γψt − γ∧ϕtj ∣∣∣∣∣∣tr → 0 (10)
for N → ∞ and all t > 0. However, the considered scaling limit is a bit subtle. We noted that
for large N the kinetic and interaction energies are of the same order, but this does not necessarily
mean that both terms are competing in the dynamics. Indeed, the mean-field from Equation (9)
varies only very slowly on spatial scales of order one. In order to see this on a heuristic level, think
of a bounded density ρb that is supported on a ball of radius N
1/3. Then
∇xN−2/3
(| · |−1 ∗ ρb)(x) = N−2/3((∇| · |−1) ∗ ρb)(x) ≤ CN−2/3 ∫ N1/3
0
r−2r2dr ∝ N−1/3. (11)
In other words, the average forces in the system are only of order N−1/3. Thus, it should be possible
to approximate the time evolution of ϕtj to leading order by the free evolution with an appropriate
phase factor to account for the large potential energy, i.e., by
ϕ˜tj := e
−iΦt(x)ϕfree,tj , with Φ
t(x) = N−2/3
∫ t
0
ds
(
| · |−1 ∗
N∑
j=1
|ϕfree,sj |2
)
(x), (12)
where
i∂tϕ
free,t
j = −∆ϕfree,tj . (13)
The free dynamics with the phase factor Φt(x) is the lowest order approximation to the Hartree equa-
tion (9), using that the gradient of the mean-field potential is very small (similar to e−i(−∆+V )tϕ ≈
e−iV te−i(−∆)tϕ when [∆, V ] is small). However, we would still like to see the effect of the interaction
in the approximation for ψt. Therefore, we need to take a closer look at the error terms in the
convergence of the reduced density matrices, i.e., the convergence rates. For the convergence to the
free dynamics with phase factor (12) and suitable initial conditions, we can at best expect∣∣∣∣∣∣γψt − γ∧ϕ˜tj ∣∣∣∣∣∣tr ≤ C(t)N−1/3. (14)
Heuristically, this is so because according to (11) each particle feels a force of order N−1/3. This
means that on average only one in N1/3 particles feels an interaction of order one, i.e., only a
fraction N2/3 out of N particles interact with order one. Thus, the average deviation from the
free dynamics with phase factor should be of order N2/3/N . Indeed, we prove this rigorously as
an upper bound in Theorem 2.1. On the other hand, for the convergence to the fermionic Hartree
equations (9), we can prove a better convergence rate,∣∣∣∣∣∣γψt − γ∧ϕtj ∣∣∣∣∣∣tr ≤ C(t)N−1/2, (15)
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see Theorem 2.2. Thus, if we assume that the error term in (14) is optimal, then the fermionic
Hartree equations indeed provide a subleading correction to the dynamics of fermions with Coulomb
interaction in a mean-field scaling limit. Concerning the convergence rates for singular interactions
in the considered scaling limit, this work generalizes [18] in that it provides a convergence rate, [30]
where the convergence rate N−1/2 was derived for interactions v(x) = |x|−δ with 0 < δ < 3/5, and
[5] where the convergence rate N−1/6 was derived for a class of interactions including v(x) = |x|−1.
A more detailed overview of the literature is provided at the end of the introduction.
A very interesting open question in a similar direction concerns the extension of the convergence
to the fermionic Hartree equations for time scales of order N1/3. In other words, by rescaling time,
one would like to approximate the dynamics of ψt as a solution to the Schro¨dinger equation
iN−1/3∂tψ
t =
− N∑
i=1
∆i +N
−2/3
∑
1≤i<j≤N
|xi − xj |−1
ψt, (16)
for times of order one. On these time scales the forces of order N−1/3 have added up to produce
a force of order one, such that the dynamics is not free anymore to leading order. Another way of
looking at Equation (16) follows from rescaling the spatial coordinates x → N1/3x. Then, we are
interested in initial conditions ψ0 in a volume of order one, and ψt solves
iN−1/3∂tψ
t =
−N−2/3 N∑
i=1
∆i +N
−1
∑
1≤i<j≤N
|xi − xj |−1
ψt. (17)
In this equation, the small factor N−1/3 in front of each derivative is in correspondence to the factor
~ in the Schro¨dinger equation with SI units. Here, it plays the role of a semiclassical parameter, i.e.,
for suitable initial conditions, Equation (17) is a semiclassical equation. Thus, it is natural to assume
initial conditions that agree with the structure of the equation. It is an open question to derive the
mean-field approximation starting from Equation (17). (However, see [33] for a recent partial result
in this direction.) For a class of bounded interactions results were obtained in [17, 12, 30]. Note that
for suitable initial conditions the mean-field limit is here coupled to a semiclassical limit. Thus, one
would expect that the leading order behavior is described by the classical Vlasov equation. There
are several results in this direction, see below.
Let us finish the introduction with an overview of the literature on the subject. The first results
for a rigorous derivation of mean-field dynamics were obtained in the 70’s by Hepp [22] for bosonic
systems and by Braun and Hepp [14] and Dobrushin [16] for classical systems. Since then, it has
been an active research topic in mathematical physics and a lot of different kinds of rigorous results
followed. We refer the interested reader to Spohn’s book [36] for an overview of classical scaling
limits, and, e.g., [13] for a collection of results on quantum mechanical scaling limits and for further
literature references. The first rigorous results for fermionic systems were obtained by Narnhofer
and Sewell [29]. For a class of regular interactions, they consider both the Schro¨dinger equation (8)
with λN = N
−2/3 (“microscopic time-scale”) and (17) (“macroscopic time-scale”). For (8), they
show locally the closeness to the free evolution, and for (17), they show closeness to the Vlasov
equation in an appropriate sense. The assumptions on the interaction potential were later relaxed
by Spohn [35]. Many other works deal with the derivation of the Vlasov equation starting from
the fermionic Hartree or Hartree-Fock equations [26, 27, 19, 31, 3, 2, 1, 10]. A derivation of the
Hartree-Fock equations starting from (17) for a class of analytic interaction potentials was given in
[17]. There, convergence could be shown only for short times. This result was extended to all times
and a larger class of bounded interactions in [12, 11], see also [13], and [30] for an alternate proof of
some of the results. The result was also extend to cover mixed initial states in [9]. Recently, a partial
result was proved for (17) (i.e., with Coulomb interaction) [33]. There, convergence to the Hartree-
Fock equations was established, but only for the one special initial wave function with constant
|ϕj | for all j in a box. Note that the case of Coulomb interaction is technically very involved due
to the singularity. There are also results about the derivation of the fermionic Hartree equations
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starting from (8) and with coupling constant λN = 1/N . Convergence for bounded interactions
was shown in [7, 8, 6] and for Coulomb interaction in [18]. Results for the limit considered in this
article for interactions with a singularity |x|−δ with 0 < δ < 3/5, and for Coulomb interaction
with a singularity cutoff were obtained in [30]. In [5], a class of interactions including Coulomb
interaction and general coupling constants are considered. For the limit we consider in this article,
a convergence rate of N−1/6 was proved. For larger initial kinetic energies and different coupling
constants, it could be shown that the convergence rate is actually better than the one expected
from the closeness to a free dynamics with phase factor.
2 Main Results
In the main theorems below, we consider the Schro¨dinger equation
i∂tψ
t =
− N∑
i=1
∆i +N
−2/3
∑
1≤i<j≤N
v(xi − xj)
ψt, (18)
where v(x) = ±|x|−1. As in the introduction, the free equations are
i∂tϕ
free,t
j = −∆ϕfree,tj , (19)
and the free evolution with phase factor is defined as
ϕ˜tj := e
−iΦt(x)ϕfree,tj , with Φ
t(x) = N−2/3
∫ t
0
ds
(
v ∗
N∑
j=1
|ϕfree,sj |2
)
(x). (20)
Note that it follows that
i∂tϕ˜
t
j =
(
− i∇+ (∇Φt)
)2
ϕ˜tj +N
−2/3
(
v ∗ ρfree,t)ϕ˜tj . (21)
Theorem 2.1. Let ψt be the solution to the Schro¨dinger equation (18) with v(x) = |x|−1 or
v(x) = −|x|−1, with antisymmetric initial condition ψ0 ∈ L2(R3N ). Let ϕ˜t1, . . . , ϕ˜tN be solutions to
the free equations with phase factor (20) with orthonormal initial conditions ϕ˜01, . . . , ϕ˜
0
N ∈ L2(R3),
such that
N∑
j=1
∣∣∣∣∇4ϕ˜0j ∣∣∣∣2 ≤ C˜N, (22)
for some C˜ > 0. Then there is C > 0, such that∣∣∣∣∣∣γψt − γ∧ϕ˜tj ∣∣∣∣∣∣tr ≤ CeCt
(∣∣∣∣∣∣γψ0 − γ∧ϕ˜0j ∣∣∣∣∣∣1/2tr +N−1/3
)
. (23)
Remarks.
1. The inequality (23) still holds if we assume only
∑N
j=1
∣∣∣∣∇3+εϕ˜0j ∣∣∣∣2 ≤ C˜N for some ε > 0
instead of (22).
2. Two simple examples can be kept in mind for which the assumption (22) holds. First, one can
choose orthonormal ϕ˜01, . . . , ϕ˜
0
N such that for all j,
∣∣∣∣∇4ϕ˜0j ∣∣∣∣ ≤ C for some C > 0 independent
of j and N . (The orthonormality can be achieved, e.g., by choosing ϕ˜0j ’s with non-overlapping
compact support.) Second, one can choose plane waves in a box [0, L]3 with L = N1/3, i.e.,
ϕ˜0j (x) = L
−3/2e2piiL
−1kj ·x, with kj ∈ Z3 and ki 6= kj for all i 6= j. Then
∑N
j=1
∣∣∣∣∇4ϕ˜0j ∣∣∣∣2 =∑N
j=1
(
2piL−1kj
)8
, i.e., the assumption holds if we choose all (or all but a few) kj ’s such that
|kj | ≤ CL for some C > 0.
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3. Our proof actually yields a slightly better time dependence on the right-hand side of (23). For
example, one can easily show that the right-hand side is zero at t = 0, if
∣∣∣∣∣∣γψ0 − γ∧ϕ˜0j ∣∣∣∣∣∣tr = 0.
4. The result is also true if we include bounded external fields, e.g., a field that confines the
particles to a periodic lattice. Moreover, one can show that it is true for a class of regular
confining external potentials that go to infinity for |x| → ∞. Including an external field W
means that −∆i is replaced by −∆i +W (xi) in (18), −∆ by −∆+W in (19), and that the
term Wϕ˜tj is added on the right-hand side of (21).
5. As discussed after Equation (14), we conjecture that the convergence rateN−1/3 can in general
not be improved. However, it is hard to prove a lower bound, or to give an explicit example,
since there is no easy way to solve the interacting Schro¨dinger equation exactly.
Let us now consider the fermionic Hartree equations
i∂tϕ
t
j =
(
−∆+N−2/3(v ∗ ρt))ϕtj , (24)
where ρt(x) =
∑N
j=1 |ϕtj(x)|2. Note that the solution theory for this equation is well established,
see, e.g., [15].
Theorem 2.2. Let ψt be the solution to the Schro¨dinger equation (18) with v(x) = |x|−1 or
v(x) = −|x|−1, with antisymmetric initial condition ψ0 ∈ L2(R3N ). Let ϕt1, . . . , ϕtN be solutions
to the fermionic Hartree equations (24) with orthonormal initial conditions ϕ01, . . . , ϕ
0
N ∈ L2(R3),
such that
N∑
j=1
∣∣∣∣∇4ϕ0j ∣∣∣∣2 ≤ C˜N, (25)
for some C˜ > 0. Then there is C > 0, such that∣∣∣∣∣∣γψt − γ∧ϕtj ∣∣∣∣∣∣tr ≤ CeeCt
(∣∣∣∣∣∣γψ0 − γ∧ϕ0j ∣∣∣∣∣∣1/2tr +N−1/2
)
. (26)
Remarks.
6. The Remarks 1–4 from below Theorem 2.1 also apply here.
7. The theorem also holds if we consider the Hartree-Fock equations instead of (24), i.e., when
there is the additional exchange term
∑N
k=1
(
v ∗ ϕtkϕtj
)
ϕtk on the right-hand side of (24).
8. The double exponential on the right-hand side of (26) comes from using two Gronwall es-
timates. It is physically very undesirable and can possibly be improved using more refined
techniques.
9. If we introduce a cutoff around the singularity of the Coulomb interaction, one can improve
the rate of convergence from N−1/2 to N−1/2−δ for some δ > 0, depending on the cutoff.
This is possible using similar techniques as in the proof of Equation (2.21) in [12] or as in
[28]. However, we have not been able to improve the convergence rate for Coulomb interaction
without cutoff.
3 Proofs
In the course of the proofs we use many standard inequalities without references. We refer, e.g., to
[23] for proofs.
Notation. In this section, C denotes some positive constant independent of N . Since we are
usually not interested in precise bounds for constants, C can be different from line to line.
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3.1 Propagation Estimates
Lemma 3.1. Let ϕfree,t1 , . . . , ϕ
free,t
N be solutions to the free equations (19) with orthonormal initial
conditions ϕfree,01 , . . . , ϕ
free,0
N ∈ L2(R3) such that
N∑
j=1
∣∣∣∣∣∣∇4ϕfree,0j ∣∣∣∣∣∣2 ≤ C˜N (27)
for some C˜ > 0. Then there is C > 0, such that∣∣∣∣v2 ∗ ρfree,t∣∣∣∣
∞
≤ CN1/3. (28)
Remarks.
10. Assuming
∑N
j=1
∣∣∣∣∣∣∇ϕfree,0j ∣∣∣∣∣∣2 ≤ C˜N , Hardy’s inequality only gives ∣∣∣∣v2 ∗ ρfree,t∣∣∣∣∞ ≤ CN , and
one can easily construct an example of a ρfree,t where this bound is sharp in N . Here, we
would like to prove the best possible dependence in N by using the regularity assumption
(27). From a physical point of view, this assumption prevents the particles from clustering
too much.
11. One can easily check that the N dependence on the right-hand side of (28) is optimal. For
example, consider a ρfree,t which is constant in a box of radius N1/3. Then equality holds in
(28), see also the calculation (11).
Proof. We split the area of integration into BR = {y ∈ R3 : |y| < R} and the complement
BcR = R
3\BR. We then use Ho¨lder’s inequality and find(
v2 ∗ ρfree,t)(x) = ∫
BR
v(y)2ρfree,t(x− y)dy +
∫
BcR
v(y)2ρfree,t(x− y)dy
≤
(∫
BR
(
v(y)2
)11/8
dy
)8/11 ∣∣∣∣ρfree,t∣∣∣∣
11/3
+
(
sup
y∈BcR
v(y)2
) ∣∣∣∣ρfree,t∣∣∣∣
1
≤ (16pi)8/11R2/11 ∣∣∣∣ρfree,t∣∣∣∣
11/3
+R−2N. (29)
For any ρ =
∑N
j=1 |fj|2 with orthonormal f1, . . . , fN ∈ L2(R3), the generalized Lieb-Thirring
inequality [20] (see also the references [25, 24, 34]) reads∫
ρ(x)1+2a/3dx ≤ Ca
N∑
j=1
||∇afj ||2 . (30)
Applying this for a = 4 gives
∣∣∣∣ρfree,t∣∣∣∣11/3
11/3
=
∫ (
ρfree,t(x)
)11/3
dx ≤ C4
N∑
j=1
∣∣∣∣∣∣∇4ϕfree,tj ∣∣∣∣∣∣2 . (31)
Since i∂tϕ
free,t
j = −∆ϕfree,tj , we have that
∣∣∣∣∣∣∇aϕfree,tj ∣∣∣∣∣∣2 = ∣∣∣∣∣∣∇aϕfree,0j ∣∣∣∣∣∣2. Together with the assump-
tion
∑N
j=1
∣∣∣∣∣∣∇4ϕfree,0j ∣∣∣∣∣∣2 ≤ C˜N we thus find(
v2 ∗ ρfree,t)(x) ≤ CR2/11N3/11 +R−2N. (32)
Optimizing R leads to R ∝ N1/3 and gives the desired bound (28).
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Lemma 3.2. Let ϕt1, . . . , ϕ
t
N be solutions to the fermionic Hartree equations (24) with orthonormal
initial conditions ϕ01, . . . , ϕ
0
N ∈ L2(R3) such that
N∑
j=1
∣∣∣∣∇4ϕ0j ∣∣∣∣2 ≤ C˜N (33)
for some C˜ > 0. Then there is C > 0, such that∣∣∣∣v2 ∗ ρt∣∣∣∣
∞
≤ CeCtN1/3. (34)
Proof. For any two orthonormal families ϕ1, . . . , ϕN ∈ L2(R3) and ϕ˜1, . . . , ϕ˜N ∈ L2(R3), we define
the corresponding densities ρ(x) =
∑N
j=1 |ϕj(x)|2 and ρ˜(x) =
∑N
j=1 |ϕ˜j(x)|2. In the following,
we use the notation 〈ϕ, fx·χ〉 = (f ∗ ϕχ)(x). Using Cauchy-Schwarz and in the last step Hardy’s
inequality, we find(
v2 ∗ ρ)(x) = (v2 ∗ (ρ− ρ˜))(x) + (v2 ∗ ρ˜)(x)
=
N∑
j=1
(〈
ϕj , v
2
x·ϕj
〉
−
〈
ϕ˜j , v
2
x·ϕ˜j
〉)
+
(
v2 ∗ ρ˜)(x)
=
N∑
j=1
(〈
(ϕj − ϕ˜j), v2x·(ϕj − ϕ˜j)
〉
+
〈
(ϕj − ϕ˜j), v2x·ϕ˜j
〉
+
〈
ϕ˜j , v
2
x·(ϕj − ϕ˜j)
〉)
+
(
v2 ∗ ρ˜)(x)
≤ 2
N∑
j=1
(
v2 ∗ |ϕj − ϕ˜j |2
)
(x) + 2
(
v2 ∗ ρ˜)(x)
≤ 8
N∑
j=1
||∇(ϕj − ϕ˜j)||2 + 2
(
v2 ∗ ρ˜)(x). (35)
We now apply (35) for ϕj = ϕ
t
j , i.e., the solution to the fermionic Hartree equations (24), and
ϕ˜j = ϕ˜
t
j , i.e., the solution to the free equation with phase factor (20), and with the same initial
conditions ϕ0j = ϕ˜
0
j . Since |ϕ˜tj | = |ϕfree,tj | (when the initial conditions are the same), we can apply
Lemma 3.1, i.e., (
v2 ∗ ρ˜)(x) ≤ CN1/3. (36)
We now control the remaining term with a Gronwall estimate. We proceed in three steps. First, we
collect some inequalities necessary to control the terms that appear in the time derivative. Then, in
the second step, we control
∑N
j=1
∣∣∣∣ϕtj − ϕ˜tj∣∣∣∣2. In the third step, we estimate ∂t∑Nj=1 ∣∣∣∣∇(ϕtj − ϕ˜tj)∣∣∣∣2
to obtain the desired bound.
Step 1: For orthonormal families {ϕij}j=1,...,N , we define the corresponding densities ρi(x) =∑N
j=1 |ϕij(x)|2 and the quantities ρ∇i (x) =
∑N
j=1 |∇ϕij(x)|2, i = 1, 2, 3. First, note that by Cauchy-
Schwarz
∇ρ1 =
N∑
j=1
(
(∇ϕ1j )ϕ1j + ϕ1j∇ϕ1j
)
≤ 2
N∑
j=1
|∇ϕ1j ||ϕ1j | ≤ 2
√
ρ1
√
ρ∇1 . (37)
It follows that
||(∇ρ1)(∇ρ2)ρ3||1 ≤ 4
∣∣∣∣∣∣∣∣√ρ∇1 √ρ1√ρ∇2 √ρ2√ρ3√ρ3∣∣∣∣∣∣∣∣
1
≤ 4
√∣∣∣∣ρ∇1 ρ2ρ3∣∣∣∣1√∣∣∣∣ρ1ρ∇2 ρ3∣∣∣∣1. (38)
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Using first Ho¨lder’s inequality and then Sobolev’s inequality and the Lieb-Thirring inequality (30)
for a = 3, we find
∣∣∣∣ρ∇1 ρ2ρ3∣∣∣∣1 ≤ N∑
j=1
(∫
|ϕ1j |6
)1/3(∫
ρ32
)1/3 (∫
ρ33
)1/3
≤ C
N∑
j=1
∣∣∣∣∆ϕ1j ∣∣∣∣2
 N∑
j=1
∣∣∣∣∇3ϕ2j ∣∣∣∣2
1/3 N∑
j=1
∣∣∣∣∇3ϕ3j ∣∣∣∣2
1/3 . (39)
Using only the Lieb-Thirring inequality (30) for a = 3, we find analogously
||ρ1ρ2ρ3||1 ≤ C
 N∑
j=1
∣∣∣∣∇3ϕ1j ∣∣∣∣2
1/3 N∑
j=1
∣∣∣∣∇3ϕ2j ∣∣∣∣2
1/3 N∑
j=1
∣∣∣∣∇3ϕ3j ∣∣∣∣2
1/3 . (40)
We also need to control gradients of the phase factor Φt(x) = N−2/3
∫ t
0 ds
(
v ∗∑Nj=1 |ϕfree,sj |2)(x).
With Lemma 3.1 we find∣∣∣∣∇Φt∣∣∣∣
∞
= N−2/3 sup
x
∫ t
0
ds
(
(∇v) ∗ ρfree,s
)
(x) ≤
√
3 tN−2/3 sup
s∈[0,t]
∣∣∣∣v2 ∗ ρfree,s∣∣∣∣
∞
≤ CtN−1/3.
(41)
The terms
∑N
j=1
∣∣∣∣∇ϕ˜tj ∣∣∣∣2 and∑Nj=1 ∣∣∣∣∆ϕ˜tj ∣∣∣∣2 can easily be controlled with the assumption (33) and
the preceding estimates. We find
N∑
j=1
∣∣∣∣∇ϕ˜tj ∣∣∣∣2 = N∑
j=1
∣∣∣∣∣∣(−i∇Φt)e−iΦtϕfree,tj + e−iΦt∇ϕfree,tj ∣∣∣∣∣∣2
≤ 2N
∣∣∣∣∇Φt∣∣∣∣
∞
+ 2
N∑
j=1
∣∣∣∣∣∣∇ϕfree,tj ∣∣∣∣∣∣2
≤ C(1 + t)N. (42)
Note that due to ∆x|x− y|−1 = −4piδ(x− y) we have
∆xΦ
t(x) = −4piN−2/3
∫ t
0
ds ρfree,s(x). (43)
Using the assumption (33), and (40), (41) and (43), it follows that
N∑
j=1
∣∣∣∣∆ϕ˜tj∣∣∣∣2 = N∑
j=1
∣∣∣∣∣∣−i(∆Φt)e−iΦtϕfree,tj − (∇Φt)2e−iΦtϕfree,tj − 2i(∇Φt)e−iΦt∇ϕfree,tj + e−iΦt∆ϕfree,tj ∣∣∣∣∣∣2
≤ 4
∫ ρfree,t(∆Φt)2 +N ∣∣∣∣∇Φt∣∣∣∣4
∞
+ 2
∣∣∣∣∇Φt∣∣∣∣2
∞
N∑
j=1
∣∣∣∣∣∣∇ϕfree,tj ∣∣∣∣∣∣2 + N∑
j=1
∣∣∣∣∣∣∆ϕfree,tj ∣∣∣∣∣∣2

≤ C
(
N−4/3Nt2 + t4N−4/3N + t2N−2/3N +N
)
≤ C(1 + t4)N. (44)
Finally, we need to control the kinetic energy of the solution to the Hartree equation (24), which
can be done using energy conservation, i.e., Et = E0, where
Et :=
N∑
j=1
∣∣∣∣∇ϕtj∣∣∣∣2 + 12N−2/3
∫
(v ∗ ρt)ρt. (45)
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By the Hardy-Littlewood-Sobolev, Ho¨lder and Lieb-Thirring inequalities, we have
∫
(v ∗ ρ)ρ ≤ C ||ρ||26/5 ≤ C
(∫
ρ5/3
)1/2(∫
ρ
)7/6
≤ C
 N∑
j=1
||∇ϕj ||2
1/2N7/6, (46)
and thus
N∑
j=1
∣∣∣∣∇ϕtj∣∣∣∣2 = Et − 12N−2/3
∫
(v ∗ ρt)ρt
= E0 − 1
2
N−2/3
∫
(v ∗ ρt)ρt
=
N∑
j=1
∣∣∣∣∇ϕ0j ∣∣∣∣2 + 12N−2/3
∫
(v ∗ ρ0)ρ0 − 1
2
N−2/3
∫
(v ∗ ρt)ρt
≤
N∑
j=1
∣∣∣∣∇ϕ0j ∣∣∣∣2 + C2 N−2/3
 N∑
j=1
∣∣∣∣∇ϕ0j ∣∣∣∣2
1/2N7/6 + C
2
N−2/3
 N∑
j=1
∣∣∣∣∇ϕtj∣∣∣∣2
1/2N7/6
≤ 3
2
N∑
j=1
∣∣∣∣∇ϕ0j ∣∣∣∣2 + 12
N∑
j=1
∣∣∣∣∇ϕtj∣∣∣∣2 + CN, (47)
i.e.,
N∑
j=1
∣∣∣∣∇ϕtj ∣∣∣∣2 ≤ 3 N∑
j=1
∣∣∣∣∇ϕ0j ∣∣∣∣2 + CN. (48)
Similarly to (46), by the Hardy-Littlewood-Sobolev, Ho¨lder and Lieb-Thirring inequalities, we have
∫
(v2 ∗ ρ)ρ ≤ C ||ρ||23/2 ≤ C
(∫
ρ5/3
)(∫
ρ
)1/3
≤ C
 N∑
j=1
||∇ϕj ||2
N1/3. (49)
Step 2: We now control
∑N
j=1
∣∣∣∣ϕtj − ϕ˜tj∣∣∣∣2 with a Gronwall estimate. We find
∂t
N∑
j=1
∣∣∣∣ϕtj − ϕ˜tj ∣∣∣∣2 =2N−2/3Im N∑
j=1
〈
(ϕtj − ϕ˜tj),
[(
v ∗ ρt)ϕtj − (v ∗ ρfree,t)ϕ˜tj]〉
+ 2Im
N∑
j=1
〈
(ϕtj − ϕ˜tj),
[
i(∆Φt)ϕ˜tj + 2i(∇Φt)∇ϕ˜tj − (∇Φt)2ϕ˜tj
]〉
. (50)
The first term can be controlled due to cancellations of the mean-field terms. Using first that we
take only the imaginary part, and then Cauchy-Schwarz and Lemma 3.1, we find
2N−2/3Im
N∑
j=1
〈
(ϕtj − ϕ˜tj),
[(
v ∗ ρt)ϕtj − (v ∗ ρfree,t)ϕ˜tj]〉
= 2N−2/3Im
N∑
j=1
〈
(ϕtj − ϕ˜tj),
(
v ∗ (ρt − ρfree,t))ϕ˜tj〉
= 2N−2/3Im
N∑
j,k=1
〈
(ϕtj − ϕ˜tj),
(
v ∗ ((ϕtk − ϕ˜tk)ϕk))ϕ˜tj〉
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≤ 2N−2/3
N∑
j=1
∣∣∣∣ϕtj − ϕ˜tj∣∣∣∣2√N ||v2 ∗ ρfree,t||∞
≤ C
N∑
j=1
∣∣∣∣ϕtj − ϕ˜tj∣∣∣∣2 . (51)
The second term can be controlled due to the smallness of gradients of Φt. Using Cauchy-Schwarz
and then (40), (41), (42) and (43), we find
2Im
N∑
j=1
〈
(ϕtj − ϕ˜tj),
[
i(∆Φt)ϕ˜tj + 2i(∇Φt)∇ϕ˜tj − (∇Φt)2ϕ˜tj
]〉
≤ 2
√√√√ N∑
j=1
∣∣∣∣ϕtj − ϕ˜tj∣∣∣∣2
√√√√3 N∑
j=1
( ∣∣∣∣(∆Φt)ϕ˜tj ∣∣∣∣2 + 2 ∣∣∣∣(∇Φt)∇ϕ˜tj ∣∣∣∣2 + ∣∣∣∣(∇Φt)2ϕ˜tj∣∣∣∣2 )
≤
N∑
j=1
∣∣∣∣ϕtj − ϕ˜tj∣∣∣∣2 + Ct2N−4/3N + Ct2N−2/3(1 + t)N + Ct4N−4/3N
≤
N∑
j=1
∣∣∣∣ϕtj − ϕ˜tj∣∣∣∣2 + C(1 + t4)N1/3. (52)
In total, we have estimated
∂t
N∑
j=1
∣∣∣∣ϕtj − ϕ˜tj ∣∣∣∣2 ≤ C N∑
j=1
∣∣∣∣ϕtj − ϕ˜tj∣∣∣∣2 + C(1 + t4)N1/3. (53)
Gronwall’s inequality states that if for a function f : R→ R the estimate
∂tf(t) ≤ C(t)f(t) + ε(t) (54)
holds for some C : R→ R+ and some ε : R→ R+, then
f(t) ≤ e
∫
t
0
C(s)dsf(0) +
∫ t
0
ε(s)e
∫
t
s
C(s′)ds′ds. (55)
Thus, since
∣∣∣∣ϕ0j − ϕ˜0j ∣∣∣∣ = 0, the estimate (53) implies that
N∑
j=1
∣∣∣∣ϕtj − ϕ˜tj∣∣∣∣2 ≤ CN1/3eCt ∫ t
0
(1 + s4)e−Csds ≤ CN1/3eCt. (56)
Step 3: We can now control
∑N
j=1
∣∣∣∣∇(ϕtj − ϕ˜tj)∣∣∣∣2 with a Gronwall estimate. We find
∂t
N∑
j=1
∣∣∣∣∇(ϕtj − ϕ˜tj)∣∣∣∣2 =2N−2/3Im N∑
j=1
〈
∇(ϕtj − ϕ˜tj),∇
[(
v ∗ ρt)ϕtj − (v ∗ ρfree,t)ϕ˜tj]〉
+ 2Im
N∑
j=1
〈
∇(ϕtj − ϕ˜tj),∇
[
i(∆Φt)ϕ˜tj + 2i(∇Φt)∇ϕ˜tj − (∇Φt)2ϕ˜tj
]〉
. (57)
Similarly to before, the first term can be controlled by using cancellations of the mean-field terms.
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Since we only take the imaginary part, we can write
2N−2/3Im
N∑
j=1
〈
∇(ϕtj − ϕ˜tj),∇
[(
v ∗ ρt)ϕtj − (v ∗ ρfree,t)ϕ˜tj]〉
= 2N−2/3Im
N∑
j=1
〈
∇(ϕtj − ϕ˜tj),
[(
(∇v) ∗ ρt)ϕtj − ((∇v) ∗ ρfree,t)ϕ˜tj]〉
+ 2N−2/3Im
N∑
j=1
〈
∇(ϕtj − ϕ˜tj),
[(
v ∗ ρt)∇ϕ˜tj − (v ∗ ρfree,t)∇ϕ˜tj]〉
= 2N−2/3Im
N∑
j=1
〈
∇(ϕtj − ϕ˜tj),
[(
(∇v) ∗ ρt)ϕtj − ((∇v) ∗ ρfree,t)ϕ˜tj]〉
+ 2N−2/3Im
N∑
j,k=1
〈
∇(ϕtj − ϕ˜tj),
(
v ∗
(
|ϕtk − ϕ˜tk|2 + (ϕtk − ϕ˜tk)ϕ˜tk + ϕ˜tk(ϕtk − ϕ˜tk)
))
∇ϕ˜tj
〉
.
(58)
By Cauchy-Schwarz, (35), Lemma 3.1, and (49) together with (48) and the assumption (33), we
find
2N−2/3Im
N∑
j=1
〈
∇(ϕtj − ϕ˜tj),
(
(∇v) ∗ ρt)ϕtj〉
≤ 2N−2/3
√√√√ N∑
j=1
∣∣∣∣∇(ϕtj − ϕ˜tj)∣∣∣∣2 ||v2 ∗ ρt||∞
√∫
(v2 ∗ ρt)ρt
≤ CN−2/3
√√√√ N∑
j=1
∣∣∣∣∇(ϕtj − ϕ˜tj)∣∣∣∣2
√√√√ N∑
j=1
∣∣∣∣∇(ϕtj − ϕ˜tj)∣∣∣∣2 + ||v2 ∗ ρfree,t||∞√N4/3
≤ C
N∑
j=1
∣∣∣∣∇(ϕtj − ϕ˜tj)∣∣∣∣2 + CN1/3. (59)
In a similar way, by using only Lemma 3.1 after applying Cauchy-Schwarz, we find
2N−2/3Im
N∑
j=1
〈
∇(ϕtj − ϕ˜tj),
(
(∇v) ∗ ρfree,t)ϕ˜tj〉 ≤ C N∑
j=1
∣∣∣∣∇(ϕtj − ϕ˜tj)∣∣∣∣2 + CN1/3. (60)
Furthermore, using Cauchy-Schwarz and Hardy’s inequality in the first step, and then Lemma 3.1,
(42), (44) and the result (56) from step 2, we find
2N−2/3Im
N∑
j,k=1
〈
∇(ϕtj − ϕ˜tj),
(
v ∗
(
|ϕtk − ϕ˜tk|2 + (ϕtk − ϕ˜tk)ϕ˜tk + ϕ˜tk(ϕtk − ϕ˜tk)
))
∇ϕ˜tj
〉
≤ 2N−2/3
√√√√ N∑
j=1
∣∣∣∣∇(ϕtj − ϕ˜tj)∣∣∣∣2 N∑
k=1
||ϕtk − ϕ˜tk||2
√√√√ N∑
j=1
∣∣∣∣∆ϕ˜tj∣∣∣∣2 N∑
k=1
||ϕtk − ϕ˜tk||2
+ 2N−2/3
√√√√ N∑
j=1
∣∣∣∣∇(ϕtj − ϕ˜tj)∣∣∣∣2 N∑
k=1
||ϕtk − ϕ˜tk||2
√√√√ N∑
j=1
∣∣∣∣∇ϕ˜tj ∣∣∣∣2 ||v2 ∗ ρfree,t||∞
+ 2N−2/3
√√√√ N∑
j=1
∣∣∣∣∇(ϕtj − ϕ˜tj)∣∣∣∣2 ||v2 ∗ ρfree,t||∞
√√√√ N∑
j=1
∣∣∣∣∇ϕ˜tj ∣∣∣∣2 N∑
k=1
||ϕtk − ϕ˜tk||2
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≤ C
N∑
j=1
∣∣∣∣∇(ϕtj − ϕ˜tj)∣∣∣∣2 + CN−4/3 (N1/3eCt)2 (1 + t4)N + CN−4/3N1/3eCt(1 + t)NN1/3
+ CN−4/3N1/3(1 + t)NN1/3eCt
≤ C
N∑
j=1
∣∣∣∣∇(ϕtj − ϕ˜tj)∣∣∣∣2 + CN1/3(1 + t4)eCt. (61)
This completes the estimate for the first term on the right-hand side of (57). For the second term
on the right-hand side of (57), we find, using Cauchy-Schwarz,
2Im
N∑
j=1
〈
∇(ϕtj − ϕ˜tj),∇
[
i(∆Φt)ϕ˜tj + 2i(∇Φt)∇ϕ˜tj − (∇Φt)2ϕ˜tj
]〉
= 2Im
N∑
j=1
〈
∇(ϕtj − ϕ˜tj),
[
i(∇∆Φt)ϕ˜tj + 3i(∆Φt)∇ϕ˜tj + 2i(∇Φt)∆ϕ˜tj − 2(∆Φt)(∇Φt)ϕ˜tj − (∇Φt)2∇ϕ˜tj
]〉
≤
N∑
j=1
∣∣∣∣∇(ϕtj − ϕ˜tj)∣∣∣∣2 + C ∫ (∇∆Φt)2ρfree,t + C ∫ (∆Φt)2 N∑
j=1
|∇ϕ˜tj |2 + C
∣∣∣∣∇Φt∣∣∣∣2
∞
N∑
j=1
||∆ϕ˜j ||2
+ C
∣∣∣∣∇Φt∣∣∣∣2
∞
∫
(∆Φt)2ρfree,t + C
∣∣∣∣∇Φt∣∣∣∣4
∞
N∑
j=1
||∇ϕ˜j ||2 . (62)
The remaining terms can be estimated using the inequalities from step 1. Using (43), and then (38)
with (39) and the assumption (33), we find∫
(∇∆Φt)2ρfree,t ≤ Ct2N−4/3N5/3 = Ct2N1/3. (63)
Using (43), and then (39) with the assumption (33) and with (44), we find∫
(∆Φt)2
N∑
j=1
|∇ϕ˜tj |2 ≤ Ct2N−4/3N1/3N1/3(1 + t4)N ≤ C(1 + t6)N1/3. (64)
By (41) and (44), we have
∣∣∣∣∇Φt∣∣∣∣2
∞
N∑
j=1
||∆ϕ˜j ||2 ≤ C
(
tN−1/3
)2
(1 + t4)N ≤ C(1 + t6)N1/3. (65)
By (41) and (40) with the assumption (33), we have∣∣∣∣∇Φt∣∣∣∣2
∞
∫
(∆Φt)2ρfree,t ≤ C
(
tN−1/3
)2
N−4/3t2N = Ct4N−1. (66)
Finally, using (41) and (42), we find
∣∣∣∣∇Φt∣∣∣∣4
∞
N∑
j=1
||∇ϕ˜j ||2 ≤ C
(
tN−1/3
)4
(1 + t)N ≤ C(1 + t5)N−1/3. (67)
Collecting all of our estimates, we have found
∂t
N∑
j=1
∣∣∣∣∇(ϕtj − ϕ˜tj)∣∣∣∣2 ≤ C N∑
j=1
∣∣∣∣∇(ϕtj − ϕ˜tj)∣∣∣∣2 + CN1/3(1 + t6)eCt. (68)
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Since
∣∣∣∣∇(ϕ0j − ϕ˜0j )∣∣∣∣ = 0, Gronwall’s inequality (55) gives
N∑
j=1
∣∣∣∣∇(ϕtj − ϕ˜tj)∣∣∣∣2 ≤ CN1/3eCt ∫ t
0
(1 + s6)eCse−Csds ≤ CN1/3eCt. (69)
Looking back at (35), we have proved the lemma.
3.2 Proof of Main Theorems
Before we come to the proofs of the main theorems, let us briefly summarize the main elements of
Pickl’s α-method [32] for fermions in the most simple form, see [30, 5] for more details. First, we
define the projectors
p :=
N∑
j=1
|ϕj〉〈ϕj | = Nγ∧ϕj , and q = 1− p. (70)
For a one-particle operator A : L2(R3) → L2(R3), we use the notation A1 to indicate that the
operator acts only on the first variable, i.e., we define
A1 : L
2(R3N )→ L2(R3N ), A1 = A⊗ 1⊗ . . .⊗ 1. (71)
Instead of controlling the difference of the reduced density matrices in trace norm directly, it is
technically better to control the functional
α(ψ, {ϕj}j=1,...,N ) :=
〈
ψ, q1ψ
〉
, (72)
which was already introduced (in a static setting) in [4, 21]. This functional is related to the
difference in reduced density matrices by∣∣∣∣γψ − γ∧ϕj ∣∣∣∣2tr ≤ 8α(ψ, {ϕj}j=1,...,N ) ≤ 4 ∣∣∣∣γψ − γ∧ϕj ∣∣∣∣tr , (73)
see [30, Lemma 3.2].
Proof of Theorem 2.1. In the proof we would like to control α˜(t) := α(ψt, {ϕ˜tj}j=1,...,N ), where ψt
is solution to the Schro¨dinger equation (18), and ϕ˜tj are the solutions to (20), i.e.,
i∂tϕ˜
t
j =
(
− i∇+ (∇Φt)
)2
ϕ˜tj +N
−2/3
(
v ∗ ρfree,t)ϕ˜tj =: heff,tϕ˜tj . (74)
Accordingly, we define p˜t =
∑N
j=1 |ϕ˜tj〉〈ϕ˜tj | and q˜t = 1− p˜t. Using the antisymmetry of ψt, we find
for the time derivative of α˜(t),
∂tα˜(t) = i
〈
ψt,
[
H − heff,t1 , q˜t1
]
ψt
〉
= iN−2/3
〈
ψt,
[
N − 1
2
v12 −
(
v ∗ ρfree,t
)
1
, q˜t1
]
ψt
〉
︸ ︷︷ ︸
:=R1(t)
+ i
〈
ψt,
[
−∆1 −
(− i∇1 + (∇Φt)1)2, q˜t1]ψt〉︸ ︷︷ ︸
:=R2(t)
. (75)
Control of R1(t). Since ρ
free,t = ρ˜t, we see that the term R1(t) has already been controlled in [30,
Lemma 7.4 for γ = 1]. There, the bound
R1(t) ≤ CN−1/6
√
||v2 ∗ ρ˜t||∞
(
α˜(t) +N−1
)
(76)
14
was established. Since now again ρ˜t = ρfree,t, we can use Lemma 3.1 to conclude
R1(t) ≤ C
(
α˜(t) +N−1
)
. (77)
Control of R2(t). In order to control R2(t) we use the smallness of gradients of the phase factor
Φt. Note that due to the antisymmetry of ψt, we have ||A1ψt||2 ≤ N−1tr(A∗A), see, e.g., [5,
Lemma 3.12]. We find
R2(t) = 2Im
〈
ψt, q˜t1
(
−∆1 −
(− i∇1 + (∇Φt)1)2)p˜t1ψt〉
= 2Im
〈
ψt, q˜t1
(
i(∆Φt)1 + 2i(∇Φt)1∇1 − (∇Φt)21
)
p˜t1ψ
t
〉
≤ 2 ∣∣∣∣q˜t1ψt∣∣∣∣
(√〈
ψt, p˜t1(∆Φ
t)21p˜
t
1ψ
t
〉
+
∣∣∣∣∇Φt∣∣∣∣
∞
√〈
ψt, p˜t1(−∆1)p˜t1ψt
〉
+
∣∣∣∣∇Φt∣∣∣∣2
∞
√〈
ψt, p˜t1ψ
t
〉)
≤ α˜(t) + CN−1
∫
(∆Φt)2ρfree,t + C
∣∣∣∣∇Φt∣∣∣∣2
∞
N−1
N∑
j=1
∣∣∣∣∇ϕ˜tj∣∣∣∣2 + C ∣∣∣∣∇Φt∣∣∣∣4∞ . (78)
In order to bound these terms, we refer back to the proof of Lemma 3.2. In the same way as in the
estimate (66), we find that
N−1
∫
(∆Φt)2ρfree,t ≤ N−1N−4/3Ct2N = Ct2N−4/3. (79)
From (41) and (42), we find
∣∣∣∣∇Φt∣∣∣∣2
∞
N−1
N∑
j=1
∣∣∣∣∇ϕ˜tj∣∣∣∣2 ≤ C (tN−1/3)2N−1(1 + t)N ≤ C(1 + t3)N−2/3. (80)
Finally, (41) gives ∣∣∣∣∇Φt∣∣∣∣4
∞
≤ Ct4N−4/3. (81)
Thus,
R2(t) ≤ α˜(t) + (1 + t4)N−2/3. (82)
Gronwall Estimate. In total, we have found
∂tα˜(t) ≤ Cα˜(t) + C(1 + t4)N−2/3. (83)
From the Gronwall estimate (55), we conclude that
α˜(t) ≤ eCtα˜(0) + CeCtN−2/3. (84)
From (73), the desired estimate (23) follows.
Proof of Theorem 2.2. We would like to control α(t) := α(ψt, {ϕtj}j=1,...,N ), where ψt is the solution
to the Schro¨dinger equation (18), and ϕtj are the solutions to the fermionic Hartree equations (24).
We can now directly use [30, Lemma 7.4 for γ = 1], i.e.,
∂tα(t) ≤ CN−1/6
√
||v2 ∗ ρt||∞
(
α(t) +N−1
)
. (85)
With Lemma 3.2, we then have
∂tα(t) ≤ CeCt
(
α(t) +N−1
)
. (86)
Applying again the Gronwall estimate (55) and (73) gives the desired result (26).
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