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ON FINSLER ENTROPY OF SMOOTH DISTRIBUTIONS AND STEFAN-SUSSMAN
FOLIATIONS
F. PELLETIER
Abstract. Using the definition of entropy of a family of increasing distances on a compact metric set given
in [10] we introduce a notion of Finsler entropy for smooth distributions and Stefan-Sussmann foliations.
This concept generalizes most of classical topological entropy on a compact Riemannian manifold : the
entropy of a flow ([9]), of a regular foliation ([11]), of a regular distribution ([5]) and of a geometrical
structure ([22]). The essential results of this paper is the nullity of the Finsler entropy for a controllable
distribution and for a singular Riemannian foliation.
1. Introduction and Results
A notion of geometric entropy for regular foliations in compact Riemannian manifolds was introduced
by Ghys, Langevin, and Walczak ([11]). The basic idea is to try to measure the transversal complexity of
the the leaves. These authors shows in particular that when this geometric entropy vanishes, the foliation
admits a transverse measure. The reader can find in [12] a survey of the relation between the nullity or
not nullity of this entropy and some geometrical properties of the foliations. A notion of entropy of a
regular distribution was proposed by Bi´s in [5] by comparing the distance of sets of curves tangent to the
distribution and which start from two points of a fixed ”transversal” to this distribution. In particular,
he proves that if the distribution is integrable we recover the previous geometrical entropy of the foliation.
More recently, Zung uses an analog concept in [22] to define the entropy of a geometrical structure that is
the data of a vector bundle A → M on M , a morphism ♯ : A → TM and a collection of norms on each
fiber of A.
Now in the context of laminations by hyperbolic Riemann surfaces, Dinh, Nguyen and Sibony introduce
in [10] a notion of topological entropy for a family of increasing distances on a compact metric set. It is
precisely this last approach that we use to define the Finsler entropy for smooth distributions and Stefan-
Sussmann foliations. More precisely as in the framework of control theory we consider a set of admissible
curves in a compact metrics space (X, d). Such a set A is a set of continuous curves which is stable by
reparametrizations, concatenations and restrictions and contains constant curves. Then to any filtration
{Ar}r∈R+ of A which is increasing with r, we can associate of set {dr}r∈R+ of distances on X . In fact such
a distance dr can be seen as the Hausdorff distance of sets curves in Ar which start from a given point
in X and which are parametrized on [0, 1] (see Remark 2.2.2). In this way {dr}r∈R+ is a set of increasing
distances with respect to r (for more details see section 2.2). If we choose the set of absolutely continuous
curves tangent to a smooth distribution a.e., we get a set of admissible curves in the previous sense. Now
given a Finsler metric on D (cf. Definition 3.2.1), we can define the length of curves tangent to D a.e.. Then
the subset of admissible curves of length at most r gives rise to a filtration and we can associate a family
of distances as we have already seen. Finally we define the Finsler entropy of D as the topological entropy
corresponding to this family of distances on a compact Finsler manifold (M,Φ) considered as metric space
for the distance dΦ associated to Φ. If F is a Stefan-Sussmann foliation, its Finsler entropy is the Finsler
entropy of the distribution defined by F . The Finsler entropy is a natural generalization of the entropy of
a regular distribution defined by Bi´s and also the entropy of a geometric structure defined by Zung.
In this paper we give some basic properties of the Finsler entropy of a smooth distribution. On the other
hand, according to the famous result of accessibility of Sussmann [21], to a smooth distribution D is
associated a canonical Stefan-Sussmann foliation whose leaves are the accessibility sets for D that is the set
of points which can be joined by tangent curves to D. In fact the Finsler entropy depends of this foliation.
In particular we have
Theorem 1.
Let D be a smooth distribution on a compact Finsler manifold (M,Φ) and any Finsler metric F on D. If
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the distribution D is controllable (i.e. any two points of M can be joined by a curve tangent to D) then the
Finsler entropy is zero.
In the continuation of the famous works of Molino on Riemann foliations (see for instance [16]) an
important activity of research is concerned by singular Riemannian foliations (see [2] and references inside
this paper). It is well known that the geometrical entropy of a regular Riemannian foliation is zero. In our
context we also have :
Theorem 2.
Let F be a singular Riemannian foliation on a compact Riemannian manifold (M, g). The Finsler entropy
of F (relative to the induced Riemannian structure on each leaf) is zero.
This paper is organized as follow. In Section 2 we begin by recalling the context of the entropy of a
family of increasing distances exposed in [10] and then we develop the notion of entropy for an admissible
set of continuous curves in a compact metric set. We end this section by classical examples of entropy
which are particular cases of the entropy of a family of increasing distances. The definitions and results
about Finsler entropy of smooth distributions and Stefan-Sussmann foliations are contained in Section 3
and in particular the proof of Theorem 1. For more concise and complete results about this topic the reader
can consult Observations 3.3.1. The last section essentially concerns the proof of Theorem 2. We begin
this section by some results about Finsler entropy relative to isometric Finsler submersion and to smooth
maps which are isometric Finsler submersion between distributions. After recalling essential results about
singular Riemannian foliations we end by a proof of Theorem 2.
2. On the entropy of a family of distances
2.1. Entropy of a family of distances.
We recall the general concept of entropy introduced in [10].
Let (X, d) a compact metric space. Given a set Λ = N or Λ = R+, consider a family M = {dλ}λ∈ǫˆ of
distances on X such that d0 = d and dλ is increasing with respect to λ. We will say that M = {dλ}λ∈Λ is
an increasing distances on X . Given any ǫ > 0 we denote by M(dλ, ǫ) the minimum number of balls of
radius ǫ with respect to dλ needed to cover X .
Definition 2.1.1.
The entropy of X with respect to M is h(M, X) = sup
ǫ>0
lim sup
λ→∞
1
λ
lnM(dλ, ǫ)
Since dλ is increasing with λ, M(dλ, ǫ) is increasing with respect to λ and lim supλ→∞
1
λ
lnM(dλ, ǫ) is
increasing when ǫ decreases. Therefore we have
h(M, X) = lim
ǫ→0+
lim sup
λ→∞
1
λ
lnM(dλ, ǫ)
We can also defined h(M, X) in the following way: a subset A of X is called (dλ, ǫ)-separated if any pair
(x, y) of distinct points of A we have dλ(x, y) > ǫ. Let N(dλ, ǫ) the maximal cardinal of a (dλ, ǫ)-separated
set in X . Then we have the relation (cf. Proposition 3.1 [10])
M(dλ, ǫ) ≤ N(dλ, ǫ) ≤M(dλ, ǫ/2)
and we obtain
h(M, X) = lim
ǫ→0+
lim sup
λ→∞
1
λ
lnN(dλ, ǫ)(2.1)
Remark 2.1.1.
(1) In all this section, we have assume that (X, d) is compact metric space. However more generally
we can consider any metric space (X, d) and any family M = {dλ}λ∈Λ of distances on X such that
d0 = d and dλ is increasing with respect to λ then for any relatively compact subset K of X we get
a family MK of induced increasing distances on K and as previously way the entropy h(MK ,K)
can be well defined. Note that from Definition 2.1.1, it follows that if K is the closure of K we
have h(MK ,K) = h(MK ,K). Now if K and K
′ are two relatively compact subset of X and then
we have (cf. [4])
h(MK∪K′ ,K ∪K
′) = sup{h(MK ,K), h(MK′ ,K
′)}.
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In particular if K ⊂ K ′ then h(MK ,K) ≤ h(MK′ ,K ′).
(2) Assume that we have another family M′ = {d′λ}λ∈Λ of increasing distances on X such that
d′λ ≥ Cdλ for some C > 0 and for any λ ∈ Λ then we have (cf. [10])
h(M′, X) ≥ h(M, X)
Proposition 2.1.1.
Let M′ = {d′λ}λ∈Λ (resp. M
′′ = {d′′λ}λ∈Λ) of increasing distances on X
′ (resp. X ′′) such that (X ′, d′0)
(resp. (X ′′, d′′0)) is a compact metric space.
(1) On X = X ′ ×X ′′ we consider the family of distance M = {dλ}λ∈Λ with dλ = max{d′λ, d
′′
λ}. Then
we have
h(M, X) = h(M′, X ′) + h(M′′, X ′′)
(2) let f : X ′ → X ′′ a surjective map which is K-Lipschitzian from (X ′, d′λ) to (X
′′, d′′λ) for all λ. Then
we have
h(M′, X ′) ≥ h(M′′, X ′′).
Proof.
If we have a covering of X ′ by M ′λ balls of radius ǫ relative to d
′
λ and a covering of X
′′ by M ′′λ balls of
radius ǫ relative to d′′λ then by cartesian products of balls we get a covering of X by M
′
λ ×M
′′
λ balls of
radius ǫ of X . Therefore
M(dλ, ǫ) ≤M(d
′
λ, ǫ)×M(d
′′
λ, ǫ)
if U ′ is a ball of radius ǫ/2 in X ′ relative to d′r, then we need at least M(d
′′
λ, ǫ) balls of radius ǫ relative to
d′′λ to obtain a covering of U
′ ×X ′′ by the cartesian product of U ′ with each one of these balls. Therefore
we have
M(dλ, ǫ) ≥M(d
′
λ, ǫ/2)×M(d
′′
λ, ǫ)
The result of Point (1) is then a direct consequence of the properties of ln and these two inequalities.
For the proof of Point (2), we denote byB′λ(x
′, ǫ) andB′′λ(x
′′, ǫ) the open ball of center x′ and x′′ of radius ǫ in
X ′ andX ′′ relatively to d′λ and d
′′
λ respectively. From the assumption, we have d
′′
λ(f(x
′), f(y′)) ≤ Kd′(x′, y′)
and so f(B′λ(x
′, ǫ)) ⊂ B′′λ(x
′′,Kǫ) for any x′ in f−1(x′′). Since f is surjective, we must have
M(d′λ, ǫ) ≥M(d
′′
λ,Kǫ)
which implies the announced result.

We end by recalling the following sufficient conditions of finiteness of the entropy given in [10]
Proposition 2.1.2.
Let (X, d) a compact metric space such that that there exists positive constants A and m such that for any
ǫ > 0 small enough X admits a covering by balls of radius ǫ of cardinal bounded by A(ǫ)−m. Assume that
a family M = {dλ}λ∈Λ of increasing distances satisfies the following properties:
(1) there exists positive constants A and m such that for any ǫ > 0 small enough X admits a covering
by balls of radius ǫ of cardinal bounded by A(ǫ)−m;
(2) dλ ≤ eaλ+bd for some constants a, b ≥ 0.
Then, the entropy h(M, X) is bounded by m.a.
2.2. Entropy and admissible curves.
Given a compact metric space (X, d), let denote by C0(M) the set of continuous curves γ : [a, b] → M
where [a, b] is any closed interval in R.
Definition 2.2.1.
a subset A of C0(M) is called a set of admissible curves if we have the following properties
(i) A contains any constant curve;
(ii) if a curve γ : [a, b]→M belongs to A then for any monotonic continuous map τ : [c, d]→ [a, b] the
curve γ ◦ τ : [c, d]→M also belongs to A;
(iii) if two curves γ : [a, b] → M and γ′ : [a′, b′] → M belongs to A and satisfies γ(b) = γ′(a′) then the
concatenation γ ⋆ γ′ : [a, b+ (b′ − a′)]→M defined by
(γ ⋆ γ′)(t) = γ(t) for t ∈ [a, b] and (γ ⋆ γ′)(b + s) = γ′(a′ + s) for s ∈ [0, b′ − a′]
belongs to A;
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(iv) if a curve γ : [a, b] → M belongs to A, for any sub-interval I ⊂ [a, b], the restriction of γ to I
belongs to A.
Note that if γ is an admissible curves of A, there always exists a new parametrization τ : [0, 1]→ [a, b]
such that γˆ = γ ◦ τ is defined on [0, 1] and so γˆ is admissible. Therefore without loss of generality we may
assume that an admissible curve γ ∈ A is defined on [0, 1].
Definition 2.2.2.
Given a set of admissible curves A, a filtration of A is a family of subsets Ar∈R+ of A such that
(i) A0 is the set of constant curves.
(ii) For 0 < s < r then A0 ⊂ As ⊂ Ar and if γ ∈ Ar is defined on [0, 1] then there exists a sub-interval
[0, T ] ⊂ [0, 1] and a curve µ in As defined on [0, 1] such that µ([0, 1]) = γ([0, T ])
(iii) A =
⋃
r∈R+
Ar
Fix some filtration Ar∈R+ of a set A of admissible curves. For any x ∈M we put
Ar(x) = {γ ∈ Ar : γ : [0, 1]→M, γ(0) = x}.
Now given two points x and y of M we set:
δr(x, y) = sup
γ∈Ar(x)
inf
µ∈Ar(y)
sup
t∈[0,1]
d(γ(t), µ(t))(2.2)
dr(x, y) = δr(x, y) + δr(y, x)(2.3)
Remark 2.2.1.
Denote by C0([0, 1],M) the set of continuous curve defined on [0, 1] in M . Then
d¯(γ, γ′) = sup
t∈[0,1]
d(γ(t), γ′(t))
is a distance on C0([0, 1],M) and since M is compact, (C0([0, 1],M), d) is a complet metric space. Now
inf
µ∈Ar(y)
sup
t∈[0,1]
d(γ(t), µ(t)) is nothing but else d¯(γ,Ar(y)) and finally δr(x, y) = sup
γ∈Ar(x)
d¯(γ,Ar(y)).
Therefore , for any integer n > 0 there exists gn ∈,Ar(x) such that
δr(x, y)− 1/n ≤ d¯(γn,Ar(y)) ≤ δr(x, y)(2.4)
and for any integer p > 0 there exists µp ∈ Ar(y) such that
d¯(γn,Ar(y)) ≤ d¯(γn, µp) ≤ d¯(γn,Ar(y)) + 1/p
It follows that for any integers n > 0, there exist γn ∈ Ar(x) and µn ∈ Ar(y) such that
δr(x, y)− 1/n ≤ d¯(γn, µn) ≤ δr(x, y) + 1/n.(2.5)
Remark 2.2.2.
Since X is compact, each set Ar(x) is bounded and we denote by Ar(x) the closure of Ar(x) in the metric
space ((C0([0, 1], X), d¯) and we have
δr(x, y) = sup
γ∈Ar(x)
d¯(γ,Ar(y)) = sup
γ∈Ar(x)
d¯(γ,Ar(y))
The Hausdorff distance δH between Ar(x) and Ar(y) is well defined and so is given by
δH(Ar(x),Ar(y)) = max{δr(x, y), δr(y, x)}
Therefore we get
δH(Ar(x),Ar(y)) ≤ dr(x, y) ≤ 2δ
H(Ar(x),Ar(y)).
Now the family {dr} has the following properties:
Proposition 2.2.1.
The map dr :M ×M → R is a distance on M and for all r ≥ s > 0 we have dr ≥ ds ≥ 2d
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Proof. (compare with the proof of Proposition 2.1 in [22])
We adopt the notations of Remark 2.2.1. At first note that for any γ ∈ Ar(x) and µ ∈ Ar(y) we have
d¯(γ, µ) ≥ d(γ(0), µ(0)) = d(x, y). Therefore δr(x, y) ≥ d(x, y) and so dr ≥ 2d. It follows that dr(x, y) = 0
if and only if x = y. By construction dr is symmetric. For the triangular inequality choose three points x,
y, z in M . According to (2.4) for any n > 0 there exists γn ∈ Ar(x) and µn ∈ Ar(y) such that
δr(x, y)− 1/n ≤ d¯(γn, µn) ≤ δr(x, y).
Now consider any ν ∈ Ar(z). Since d¯ is a distance, we have
δr(x, y)− 1/n ≤ d¯(γn, µn) ≤ d¯(γn, ν) + d¯(ν, µn)
for all ν ∈ Ar(z). Therefore for any integer n > 0 we get:
δr(x, y)− 1/n ≤ d¯(γn,Ar(z)) + d¯(µn,Ar(z)) ≤ δr(x, z) + δr(y, z).
This implies the triangular inequality for dr.
It remains to show that dr ≥ ds when r ≥ s > 0. It is sufficient to prove δr ≥ δs when r ≥ s > 0 According
to (2.4), for any integer n > 0 let γn ∈ As(x)such that
δs(x, y)− 1/n ≤ d¯(γn,As(y)) ≤ δs(x, y).
As in Remark 2.2.1, for any integer p > 0, there exists µp ∈ Ar(y) such that
d¯(γn,Ar(y)) ≤ d¯(γn, µp) ≤ d¯(γn,Ar(y)) + 1/p.(2.6)
From Property (ii) of Definition 2.2.2, there exists a sub-interval [0, cp] ⊂ [0, 1] such that µˆp(t) = µp(tcp)
belongs to As(y). Therefore we have
d¯(γn, µˆp) ≤ d¯(γn, µp) ≤ d¯(γn,Ar(y)) + 1/p ≤ δr(x, y) + 1/p.(2.7)
But clearly we have
δs(x, y)− 1/n ≤ d¯(γn,As(y)) ≤ d¯(γn, µˆp).(2.8)
Finally from (2.7) and (2.8) we obtain
δs(x, y)− 1/n ≤ δr(x, y) + 1/p
for any integer n > 0 and p > 0 which ends the proof.

According to Proposition 2.2.1, the family of distance {dr}r∈R+ associated to a filtration {Ar}r∈R+ of a
set A of admissible curves is increasing with r. Therefore from Definition 2.1.1 we have:
Definition 2.2.3.
The entropy h(A, X, d) of a set A of admissible curves of X provided with the family of distances {dr}
associated to a filtration Ar is the entropy h({dr}, X).
2.3. Examples of entropy which is defined by a family of distances.
We now present classical situations of entropy which can be defined as in Definition 2.1.1 or Definition
2.2.3.
2.3.1. Topological entropy of a continuous map.
Let f : X → X be a continuous map on a compact metric space (X, d). For n ∈ N, set f0 := Id and for
n > 0 fn := f ◦ fn−1 and denote by
dn(x, y) = sup
0≤i≤n
d(f i(x), f i(y)
Clearly, M = {dn}n∈N is an increasing family of distances on X and therefore we can define the entropy
h(M, X). This is exactly the canonical topological entropy of f defined for instance in [6]. Assume that
(M, g) is a compact Riemannian manifold, and f is k-Lipchitzian. Then for the Riemannian distance dg
the assumption (1) of Proposition 2.1.2 is satisfied ( cf. [23]) and the assumption (2) is satisfied for a = ln k
and b = 0. Therefore topological entropy of f is finite.
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2.3.2. Topological entropy of a pseudo group.
Let Γ a pseudo group of Local homeomorphisms of a compact metric space (X, d). Assume that Γ is
generated by a finite set Γ0 of Γ such that Γ0 contains the identity and if g belongs to Γ0 then g
−1 also
belongs to Γ0. We denote by Γn the set of all well defined composition g1 ◦ · · · ◦ gi for 0 ≤ i ≤ n of elements
g1, . . . , gi in Γ0. We can consider distance:
dn(x, y) = sup
g∈Γn
d(g(x), d(g(y))
We obtain a family of increasing distances M = {dn}n∈N to which is associated the entropy h(M, X).
Then we get the topological entropy of the pair (Γ,Γ0) as defined by Candel-Conlon [7]- [8] and Walczak
[23]. Again if (M, g) is a compact Riemannian manifold and each element of Γ0 is Lipschtzian by same
arguments as in subsection 2.3.1 the entropy of the pair (Γ,Γ0) is finite (see also [23] and [11]).
2.3.3. Topological entropy of a vector field.
Consider a compact Riemannian metric (M, g) and Z a C1 vector field on M . The flow φt of Z is then
complete and we can consider the family of metric
dr(x, y) = sup
0≤s≤r
d(φt(x), φt(y)
Again, M = {dr}r∈R+ is an increasing family of distances on M . Therefore we can consider the corre-
sponding entropy h(M, X). This is exactly the topological entropy of Z (see for example [9]). Again in
this case the entropy is finite (same arguments as in subsection 2.3.1 or [23] and [11]
2.3.4. Entropy of a regular distribution.
A regular distribution D on a compact manifoldM is a subbundle of TM . We fix a Riemannian metric g on
M and denote by d the associated distance. Consider the set A of absolutely continuous curve γ : [a, b]→M
which are tangent a.e. to D. We denote by l(γ) the length of a curve γ relative to g. We can consider the
filtration {Ar}r∈R+ defined by
Ar = {γ ∈ A : l(γ) ≤ r}
Clearly this filtration satisfies the assumption of Definition 2.2.2. On the one hand, according to Proposition
2.2.1, to this filtration is associated a family M = {dr}r∈R+ of increasing distances. Therefore we can
defined the entropy h(A,M, d) according to Definition 2.2.3.
On the other hand, following [5], recall that a complete transversal is a submanifold T of M of dimension
q =codim D such that for any x ∈M , there exists γ ∈ A which joins x to T . If N(dr, ǫ, T ) is the maximal
cardinal of any subset of T which is (dr , ǫ)-separated (cf. section 2.1), then we define
h(D,T ) = lim
ǫ→0+
lim sup
r→∞
1
r
lnN(dr, ǫ, T )
In fact the entropy h(D,T ) is nothing but else the previous defined entropy number h(A,M, d). In particular
h(D,T ) is independent of the choice of such a transversal T .
Indeed, it is clear that N(dr, ǫ, T ) ≤ N(dr, ǫ). Now if αx is the minimal length of a curve γ ∈ A which
joins x to T we set
α = sup
x∈M
αx
Then clearly we have
N(dr, ǫ) ≤ N(dr+α, ǫ, T )
it follows that by passing to the limit when r→∞ we get the announced result.
2.3.5. Geometrical entropy of a regular foliation.
Let F be a regular foliation on a compact manifold M Ghys, Langevin and Walczak have defined a
geometrical entropy hGLW (F) of F relative to a Riemannian metric on M (see [11]). By Theorem B of [5],
the entropy hGLW (F) is equal to h(D,T ) defined in subsection 2.3.4 where D is the distribution tangent
to F and T is any complete transversal. Aigain in this case hGLW (F ) is finite (see [11] and [23])
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2.3.6. Geometrical entropy of an anchored bundle. ([22])
An anchored bundle (A,M, ♯) on a smooth connected manifold M is the data of a vector bundle p : A→M
and an anchor which is a bundle map ♯ : A → TM . Then D = ♯(A) is a distribution on M which is
smooth in the sense of [21] (see also section 3.1). We denote by Ax the fiber p
−1(x) for any x ∈M and by
Dx = ♯(Ax). We provide each fiber Ax with a norm || ||.
An absolutely curve γ : [a, b]→M is called A-admissible if there exists a measurable section u : [a, b]→ A
over γ such that ♯(γ, u) = γ˙ for almost t ∈ [a, b]. The path γˆ will be called a A-path and we denote by A
the set of A-path. We provide each fiber A with a norm || || on each fiber Ax
1. We have then a natural
filtration {Ar}r∈R+ on A defined by:
Ar = {γ ∈ A such that ∃u : [a, b]→ A over γ, ♯(γ, u) = γ˙, ||u(t)|| ≤ r ∀t ∈ [a, b] a.e.}
Clearly A0 is the set of constant curves in A and we have A0 ⊂ As ⊂ Ar for 0 < s < r. Now, let γ ∈ Ar.
There exists a section u : [0, 1] → A overγ such that ♯(γ, u) = γ˙ and ||u(t)|| ≤ r for all t ∈ [0, 1] a.e.. We
put γˆ(t) = (γ(t), u(t)) If we set τ = s
r
t, consider the curve c(τ) = γ( s
r
t) for t ∈ [0, 1]. Then we have
dc
dτ
= ♯(c(τ), s
r
u(τ)).
Thus we obtain a curve cˆ : [0, 1]→ A defined by
cˆ(τ) = (c(τ), v(τ)) = s
r
u(τ) for τ ∈ [0, s
r
] and cˆ(τ) = (c( s
r
), v( s
r
)) for all τ ∈ [ s
r
, 1].
and then p ◦ cˆ belongs to As (as announced in [22]).
It follows that the previous filtration {Ar}r∈R+ satisfies the assumption of definition 2.2.2. Now if we
provideM with a Riemannian metric g and d is the associated distance, by Proposition 2.2.1 the associated
family M = {dr}r∈R+ of increasing permits to define the entropy h(A,M, d) which is exactly the entropy
of the geometric structure h(A,M, ♯, || ||) defined in [22].
When A is an subbundle of TM and if the norm || || on A is the Riemannian induced norm, the geometric
entropy h(A,M, ♯, || ||) is then the entropy h(A, T ) as defined in [5] (cf. Remark 3.5). Moreover, if A is
integrable, we have h(A,M, ♯, || ||) = h(A) = hGLW (F) where F is the foliation defined by A (cf. Theorem
3.9 in [22]).
Recall that this entropy can be zero (for instance if ♯ is surjective) or strictly positive (see [22] for Examples
of such situations ).
A particular case of norm on an anchored bundle is the context of Finsler metric.
Definition 2.3.1.
(1) A Minkowski norm on a vector space E is norm F : V → R+ which is smooth on E \ {0} and such
that for any u ∈ E \ {0} the quadratic form gu(v, w) :=
1
2
∂2F2
∂s∂t
(x, u + sv + tw)|s,t=0 is definite
positive for all v, w ∈ E.
(2) A Finsler metric F on A is a smooth map F : A→ R+ such that F (x, ) is a Minkowski norm on
each fiber Ax
In this context, the filtration {Ar}r∈R+ on A defined by:
Ar = {γ ∈ A : ∃u : [a, b]→ A over γ, γ˙(t) = ♯(γ(t), u(t)), F (γ(t), u(t)) ≤ r ∀t ∈ [a, b] a.e.}
We choose any Finsler metric Φ on M and we denote by dΦ the associated distance. As previously we
obtain an entropy h(A,M, ♯, F,Φ) which will be called the Finsler entropy of (A,M, ♯).
2.3.7. Entropy and admissible curves for a Stefan-Sussmann foliations.
According to [19] and [13] we have:
Definition 2.3.2.
A Stefan-Sussmann foliation on a smooth manifold M is a partition F of M into connected immersed
submanifolds called leaves which fulfills the following property:
for each x ∈M , there exists a local chart (Dφ, φ) on M around x with the following properties :
(a) φ is a surjection Dφ → Uφ × Wφ where Uφ, Wφ are open neighbourhoods of 0 in Rk and Rn−k
respectively, and k is the dimension of the leaf through x;
1In [22], the data (A,M, ♯, || ||) is called a geometrical structure on M
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(b) φ(x) = (0, 0);
(c) If L belongs to F , then φ(L ∩Dφ) = Uφ × lφ,L where
lφ,L = {w ∈ Wφ : φ
−1(0, w) ∈ L}.
A chart (Dφ, φ) which satisfies the above condition is called a distinguished chart around x.
Given a Stefan-Sussmann foliation F on a compact manifoldM , consider a set A of admissible absolutely
continuous curves γ : [a, b]→M . We say that A is compatible with F if the following property is satisfied:
∀γ ∈ A defined on [a, b], γ([a, b]) is contained in some leaf L.(2.9)
We consider a Stefan-Sussmann foliation F on a compact manifold M and d a distance on M which
defines the topology of manifold of M . Let A be a set of admissible curves compatible with F . Given a
filtration Ar∈R+ which fulfills the assumptions of Definition 2.2.2 we can associate a familyM = {dr}r∈R+
of increasing distance. We get an entropy h(M,M) which depends of A and also of F . This entropy will
be denoted h(M,F ,M, d).
In the case of foliation defined by the image of an anchored bundle (A,M, ♯) then the set A of A-paths
satisfies the property of compatibility (2.9). Given any Finsler metric F on A and any Finsler metric Φ
on M then the Finsler entropy h(A,M, ♯, F,Φ) of (A,M, ♯) is nothing but else that the previous entropy
h(M,F ,M, dΦ) if dΦ is the distance on M associated to Φ (see section 3.3)
3. Finsler entropy of a smooth distribution
3.1. Smooth distribution.
We first begin by some preliminaries:
Consider a connected paracompact manifold M of dimension n and let p : A → M be a smooth real
vector bundle over M .
1. Denote by C∞(M) the algebra of smooth functions on M and in this algebra consider C∞c (M) the
ideal of smooth functions with compact support.
2. Denote by C∞(M,A) the C∞(M)-module of smooth sections of vector bundle p : A→M and in this
module consider the submodule C∞c (M,A) of C
∞(M) of smooth sections with compact support in M . In
particular the module C∞c (M,TM) will be denoted Ξ(M).
3. Let E be a submodule of C∞c (M,A). The submodule Eˆ ⊂ C
∞(M,A) of global sections of E is the set
of sections σ ∈ C∞(M) such that, for all φ ∈ C∞c (M), we have φ.σ ∈ E .
If γ : I →M is a smooth curve defined on an interval I of R, we denote by Eγ the restriction of E to γ(I)
and any σ ∈ Eγ is called a section of E along γ.
The module E is said to be finitely generated if there exist global sections σ1 . . . σk of E such that
E = C∞c (M)σ1 + · · ·+ C
∞
c (M)σk.
4. Let f : N →M be a smooth map between two manifolds N and M . Denote by f∗(A) the pull-back
bundle on N of a vector bundle A→ M over M . If E is a submodule of C∞c (M,A), the pull-back module
f∗(E) is the submodule of C∞c (N, f
∗(A)) generated φ.(σ ◦ f) with φ ∈ C∞c (N) and σ ∈ E .
5. A submodule E of C∞c (M) is said to be locally finitely generated if there exists an open cover (Ui)i∈I
of M such that the restriction of A to each Ui is finitely generated.
Definition 3.1.1.
(1) A distribution on M is a field x 7→ Dx of vector subspace of TxM
(2) A subset X of Ξ(M) generates a distribution D if
Dx = span{Xx, X ∈ X}.
(3) If D a locally finitely generated submodule of Ξ(M), we will say that D is locally finitely generated
by D.
(4) D is called a smooth distribution if there exists a subset X of Ξ(M) which generates D.
If D is a smooth distribution, the set of all vector fields X ∈ Ξ(M) which are tangent to D is a submodule
of Ξ(M) is denoted XD.
The distribution is called regular if dimDx is constant (independent of x). Then D is a subbundle of TM
and D = Cc(M,D). When the dimension of Dx is not constant we say that D is a singular. An important
general situation of smooth distribution which is locally finitely generated is when D is the range of an
anchored bundle (A,M, ♯) (cf. subsection 2.3.6) .
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However, not all smooth distribution D is finitely generated and not all smooth finitely generated
distribution is the image of the module of section of an anchored bundle (for an illustration of such a
situations see examples in [21] and [4] respectively). But when M is compact we have
Proposition 3.1.1.
Let D be a smooth distribution on a compact manifold which is locally finitely generated by a module D.
Then there exists an anchored bundle (A,M, ♯) such that D = ♯(C∞c (M,A))
Proof. Let x be a point in M , using the arguments in the proof of Proposition 1.5 in [4], we can show
that there exists X1, . . . Xp(x) ∈ D and an open neighbourhood U of x in M such that D is generated by
{X1, . . . Xp} on U and is a basis of Dx. Since M is compact, we can find a finite set U1, . . . UN of such open
sets which is a covering of M . Denote by {X i1, . . .X
i
pi
} a family of vector fields in D which has the previous
properties on Ui. Then we get a family X =
N⋃
i=1
{X i1, . . . X
i
pi
} of vector fields on M . Consider the trivial
bundle A = M ×Rp1+···+pn and ♯ : A→ TM the map characterized by ♯(x, eij) = X
j
i (x) where {e
i
j}j=1...,pi
is the canonical basis of the factor Rpi of Rp1+···+pn for all i = 1, . . . , N . Now given any X ∈ D, consider
an partition of unity {φi}i=1,...,N associated with {Ui}i=1,...,N . Then by construction of the family X , on
each Ui we have:
φiX =
pi∑
j=1
fjX
i
j =
pi∑
j=1
fjφiX
i
j
It follows that
X =
N∑
i=1
φiX =
N∑
i=1
pi∑
j=1
(fjφi)X
i
j = ♯(
N∑
i=1
pi∑
j=1
(fjφi)e
i
j)
This ends the proof since for all j = 1, . . . , pi and i = 1, . . . , N each component fjφi is a smooth map on
M whose support is contained in the compact support of φi.

An important case of smooth distribution is the case of integrable distribution:
Definition 3.1.2.
A smooth distribution D is called integrable if there exists a partition F of M in embedded smooth manifolds
called leaves such that for each x ∈M we have Dx = TxL for all x in a leaf L ant any leaf L of F .
If D is integrable, we will say that F is defined by D.
Remark 3.1.1.
From [19] or [21], if a smooth distribution D is integrable, then the associated foliation is a Stefan-Sussmann
foliation. Conversely, if F is a stefan-Sussmann foliation, from Definition 2.3.2 it follows that the distribu-
tion D defined by Dx = TxL if L is the leaf through x is a smooth distribution generated by the submodule
XF of Ξ(M) of vector fields in Ξ(M) which are tangent to the leaves of F .
For locally finitely generated smooth distribution we have the classical criteria of integrability:
Theorem 3.1.1. [19],[21]: Let D be a smooth distribution locally finitely generated by a module D. if D
is stable by Lie bracket of vector fields then D is integrable
Note that the converse is not true. The reader could find contre-examples in [19] and [21].
The foliation F is called regular if dimDx is regular and so D is a subbundle of TM . When the
dimension of Dx is not constant we say that F is a Stefan-Sussmann foliation.
Of course if L is the leaf of F through x then TyL = Dy for any x ∈ L. In particular Dx has constant
dimension on L
An important example of integrable smooth distribution is given by a foliated anchored bundle
(see [17]). More precisely, A foliated anchored bundle is an anchored bundle (A,M, ♯) such that D =
♯(C∞c (M,A)) is stable under Lie bracket.
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Recall that an almost Lie bracket on (A,M, ♯) is an R skew symmetric bilinear [ , ]A : C∞(M,A) ×
C∞(M,A)→ C∞(M,A) such that
[σ, fρ]A = f [σ, ρ]A + df(♯σ)ρ for all σ, ρ ∈ C∞(M,A) and f ∈ C∞(M)
There always exists an almost Lie bracket [ , ]A on any anchored bundle (A,M, ♯). If (A,M, ♯) is an
anchored vector bundle, there always exists an almost Lie bracket [ , ]A which is compatible with the anchor
♯ that is:
[♯σ, ♯ρ] = ♯[σ, ρ]A for all σ, ρ ∈ C∞(M,A).
This situation occurs in particular when (A,M, ♯), [ , ]A) is a Lie algebroid that is (C∞(M,A), [ , ]A)
has a Lie algebra structure and then ♯ : C∞(M,A)→ C∞(M,TM) is a Lie algebra morphism.
However, generally the distribution D associated to a Stefan-Sussmann foliation F is not locally finite
generated (see Examples in [19] or [21]). Moreover even if this distribution D is finitely generated this not
implies that F comes from a foliated anchored bundle (see an Example in [4]). But when M is compact,
from Proposition 3.1.1 we have
Proposition 3.1.2.
Let F be a foliation associated to an integrable smooth locally finitely generated distribution D on a smooth
compact manifold. Then there exists a foliated anchored bundle (A,M, ♯) such that F is defined by the
module ♯(C∞c (M,A)).
Definition 3.1.3.
Let f : N →M be a smooth map between two manifolds N and M and D a smooth distribution on M and
D be the subbmodule of Ξ(M) which generates D.
(1) Denote by f−1(D) = {X ∈ Ξ(N) : Tf(X) ∈ f∗(D)} the submodule of Ξ(N).
(2) We say that f is transverse to D if for any x ∈M , we have Df(x) + Tf(TxN) = Tf(x)M
For example if f is a submersion then f is transverse to any smooth distribution on M .
Proposition 3.1.3.
Let f : N → M be a smooth map between two manifolds N and M and D be a smooth distribution on M
generated by a module D.
(1) If D is generated by D, then f−1(D) generates a smooth distribution f−1(D) on N . Moreover, if
f is transverse to D then codim {f−1(D)}x = codim Df(x)
(2) If f is tranverse to D and if D is integrable so is f−1(D) and any leaf L˜ of this foliation is a
connected components of f−1(L) of where L is some leaf of the foliation associated to D and L˜ and
L have the same codimension.
Under the assumptions of Proposition 3.1.3, the distribution f−1(D) is called the pull back distri-
bution of the distribution D. If moreover D is integrable and F is the associated foliation, the foliation
f−1(F) associated to f−1(D) is called the pull back foliation of the foliation F .
Proof of Proposition 3.1.3.
We can consider the distribution ∆ on N defined by ∆x = (Txf)
−1(Df(x)). Assume that D is generated
by a module D. From the definition of f−1(D) it follows easily that ∆ is generated by f−1(D). If f is
transverse to D then it is clear that codim ∆x =codim Df(x)
Now assume moreover that D is integrable. Since f is transverse to D, then f is in particular transverse
to any leaf L of the foliation F defined by D. Given any x ∈ N , there exists a open neighborhood V of
f(x) in M such that V ∩L is an embedded submanifold of M if L is the leaf through f(x). Therefore each
connected component UL = f
−1(V ∩ L) is an integral manifold of ∆ (i.e. ∆z = TzUL for any z ∈ UL).
Since ∆ is smooth, it follows by classical arguments (cf. [21]) that ∆ is integrable then the result follows
immediately

3.2. Finsler metric of a smooth singular distribution.
We begin by defined the concept of weak Finsler metric on a smooth singular distribution:
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Definition 3.2.1.
Let D be smooth distribution on a manifold M .
(1) A weak Finsler metric on D is a map F : D → R+ such that:
(i) For any absolutely curve γ : [a, b] → M tangent to D a.e. the map t 7→ F (c(t), c˙(t)) is a
measurable map from [a, b] to R bounded a.e.;
(ii) F induces a Minkowski norm on each vector space Dx for any x ∈M .
(2) A weak Finsler metric F on D is called of class Ck (0 ≤ k ≤ ∞) if for any x ∈M , any absolutely
continuous curve γ :] − α, α[→ M tangent to D a.e. of Ck such that γ(0) = x and any vector
field X ∈ {XD}γ, along γ, the map t 7→ F (c(t)Xγ(t)) is map from ] − α, α[ to R
+ of class C0 for
0 ≤ k ≤ ∞ and moreover for 1 ≤ k ≤ ∞ if Xγ(t) 6= 0 for all t ∈]− α, α[ then t 7→ F (c(t), Xγ(t)) is
of class Ck
The field of quadratic forms (x, u)→ gx(u) associated to F (x, ) will be denoted gF . Note that if F is a
Finsler metric of class Ck for any 1 ≤ k ≤ ∞, then the property (i) is automatically satisfied.
Given a weak Finsler metric on D, for any absolutely continuous curve γ : [a, b]→M tangent to D we can
define its length:
(3.1) l(γ) =
∫ b
a
F (γ(t), γ˙(t))dt
As classically the length of such a curve is independent of the chosen parametrization. In particular we
can always assume that γ is defined on [0, 1]. Any absolutely continuous curve γ defined on some interval
[a, b] and tangent to D a.e. will be called a D-admissible curve. According to the classical result of
accessibility of [21], there exists a Stefan-Sussmann foliation F such that each leaf L of this foliation is an
equivalence relative of the following equivalence relation:
x ≡ y ⇐⇒ there exists a D-admissible curve γ : [0, 1]→M with γ(0) = x and γ(1) = y.(3.2)
This foliation F will be called the accessibility foliation of D. On each leaf L of F we have a distance
dL which is defined by
dL(x, y) = inf{l(γ) , γ : [0, 1]→ L which is D-admissible, with γ(0) = x and γ(1) = y}.(3.3)
Remark 3.2.1.
It is clear that the set AD of D-admissible curves for D satisfies the assumptions of Definition 2.2.1 and
also the compatibility property (2.9). It follows that AD is a set of admissible curves which is compatible
with the accessibility foliation F of D.
WhenD defines a Stefan-Sussmann foliation F , then each leaf L is an equivalence class for the equivalence
relation (3.2). Now a Finsler metric F of class Ck on D induces on each leaf L a Finsler metric FL of class
Ck and so also a distance dL on L which is exactly the distance defined in (3.3).
Examples 3.2.1.
1. Consider any Finsler metric Φ on M of class Ck and D a smooth distribution. Then Φ induces a
Finsler metric F on the distribution D of class Ck.
2 Let F be a Stefan-Sussmann foliation on M defined by an integrable distribution D. Assume that we
have a Finsler metric FL of class C
k, k ≥ 1, on each leaf L of F . Then the ”collection ” {FL, L leaf of F}
gives rise to a Finsler metric on the distribution D generated by F again denote F defined by F (x, u) =
FL(x, u) if L is the leaf of F through x. Indeed the properties (ii) and (iii) of Definition 3.2.1 are clearly
satisfied. Now any curve γ :]− α, α[→ M of class Ck which is tangent to D must be contained in one leaf
L and if c(0) = x, any vector field X of Fx along γ is also tangent to L. Therefore the assumptions of
Definition 3.2.1 point (2) are also satisfied.
3. Consider a foliated anchored bundle (A,M, ♯) and D = ♯(C∞c (M,A)). Any Finsler metric F on A
induces on each leaf L of F a Finsler metric denoted FL (see [17] Example 8.1.1.(4)). The ”collection ”
{FL, L leaf of F} defines a Finsler metric of class C∞ on D according to the previous example.
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4 An important particular case of a foliated anchored bundle is the situation of a Poisson structure.
Recall (cf. [14] for example) that a Poisson structure on a manifold M is the data of a Poisson bracket
{ , } on the algebra C∞(M). It is equivalent to the data of a morphism P : T ∗M → TM such that
< df, Pdg >= {f, g}(for more explicit details see for example [14]). Then the range D = P (T ∗M) of P is
an integrable distribution and the associated foliation F is Stefan-Sussmann foliation. If we put a Finsler
metric Φ on TM we obtain a Finsler metric Φ∗ on T ∗M and as in the previous example, we get a Finsler
metric FL on each leaf L of F
Unfortunately Example 3.2.1 3 can not be generalized to the case of distribution D = ♯(A) where
(A,M, ♯) is an anchored bundle. We only have
Proposition 3.2.1.
Consider an anchored bundle (A,M, ♯) and D = ♯(A). A Finsler metric F on A induces a map
FD : D → R+ by FD(x, v) = inf{F (x, u) : v = ♯(x, u), u ∈ Ax}
which is a weak Finsler metric on D.
Proof. Note that we have FD(x, v) = F (x, u0) for some u0 in the fiber p
−1(x).
Indeed set r0 = inf{F (x, u) : v = ♯(x, u), u ∈ Ax}. Now if ♯(x, u0) = v then ♯−1(v) = u0 + ker ♯(x ; ) and
then r0 = F (x, u0) since inf{F (x, u) : u ∈ ker ♯(x, )} = 0. Therefore we get FD(x, v) = F (x, u0). It
follows that FD satisfies Property (i) and (ii) of Definition 3.2.1. The following Lemma will complete the
proof:
Lemma 3.2.1.
Consider a smooth singular distribution D = ♯(A) where (A,M, ♯) is an anchored bundle and F a Finsler
metric on A. For any A-admissible curve γ : [0, 1]→M there exists a measurable curve (γ, u) : [0, 1]→ A
such that ♯(γ(t), u(t)) = γ˙(t) a.e. and FD(γ(t), γ˙(t) = F (γ(t), u(t))
From this Lemma since F is a smooth Finsler metric and γ is absolutely continuous it follows that
t→ FD(γ(t), γ˙(t)) is a measurable map bounded a.e..

Proof of Lemma 3.2.1.
As in the proof of Theorem 5.3 in [18] we have a decomposition [0, 1] =
⋃
θ∈Θ
Iθ into disjoints semi-interval
Iθ ⊂ [0, 1] such that the pull-back of A over the restriction of γθ of γ to Iθ is a trivial bundle Aθ and the
kernel Kθ of the anchor ♯ in Aθ has a constant rank. It follows that we can find a subbundle Hθ of Aθ
such that Aθ = Kθ ⊕Hθ. Now since the restriction of ♯ to Hθ is an isomorphism, there exists a measurable
curve uθ : Iθ → Hθ such that ♯(γθ, uθ) = γ˙θ on Iθ a.e.. Moreover, as we have seen previously, we have
F (γθ, uθ) = FD(γθ, γ˙θ). In this way, as in [18], we build a measurable section u of A over γ such that
♯(γ, u) = γ˙ a.e. and F (γ, u) = FD(γ, γ˙).

Remark 3.2.2.
Consider a Finsler metric Φ on M . We have seen that Φ induces a Finsler metric ΦD on D. Conversely,
one can ask when, starting by a Finsler metric F on a smooth singular distribution D, we can extend the
induced Finsler metric F to a global Finsler metric Φ on TM . Of course if D is regular the answer is
positive, but in general this extension can not exist even if is we are in the situation of Examples 3.2.1 2
or 3 or in the context of Proposition 3.2.1 (see for instance [18] in the Riemannian context).
3.3. Finsler entropy of a smooth distribution.
Let D be a smooth distribution on a compact manifold M . We provide D with a weak Finsler metric F .
We have seen that the set AD of D-admissible curves is set of admissible curves (cf. Remark 3.2.1). We
put
ADr = {γ ∈ A
D : l(γ) ≤ r}
It is easy to see that {ADr}r∈R+ is a filtration of A
D i.e. it satisfies the assumptions of Definition 2.2.2.
Given any distance d on M and {ADr}r∈R+ we can define a set M = {dr}r∈R+ of increasing distances.
Then we have
Definition 3.3.1.
The entropy h(AD,M, d) is called the Finsler entropy of D and is denoted h(D,M,F, d)
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Now, if F is a Stefan-Sussmann foliation, given a Finsler metric on each leaf, we get a Finsler metric
on the distribution D associated to F
Definition 3.3.2.
The entropy h(F ,M, F ) of the foliation F is the entropy h(D,M,F ) of the distribution D associated to F .
The entropy of a smooth distribution have the following properties:
Proposition 3.3.1.
Let Φ a Finsler metric on a compact manifold M .
(1) The value of h(D,M,F, dΦ) is invariant by bi-Lipschitz homeomorphism of the metric space (M,dΦ)
where dΦ is the distance associated to Φ. Moreover, the value of h(D,M,F, dΦ) is independent of
the choice of such a Finsler metric Φ.
(2) for λ > 0, we have h(D,M, λ.F, d) = λ−1.h(D,M,F, d)
(3) Assume that we have two weak Finsler metric F and F ′ on D such that
F ′ ≤ C.F
for some C > 0 . Then we have
h(D,M,F ′, dΦ) ≥ C
−1h(D,M,F, dΦ).
(4) Let F be the accessibility foliation of D. Then we have h(D,M,F, dΦ) = h(M,F ,M, dΦ)
(cf. subsection 2.3.7).
We have the first following results about the entropy of a smooth distribution:
Theorem 3.3.1.
Let F be a Finsler metric on an anchored bundle (A,M, ♯) and D = ♯(A). If FD is the weak Finsler metric
induced on D by F (cf. Proposition 3.2.1) then we have:
h(A,M, ♯, F,Φ) = h(D,M,FD)
(for the definition of h(A,M, ♯, F,Φ) see subsection 2.3.6).
Theorem 3.3.2. or Theorem 1 in the introduction
Assume that the distribution D is controllable i.e. the accessiblity foliation F has only one leaf equal to M .
Then the entropy h(D,M,F ) is zero.
Remark 3.3.1.
Let D be a regular distribution onM and gD be the Riemannian metric on D induced by a given Riemannian
metric g on M . Then the corresponding entropy h(A,M, ♯, F ) is exactly the entropy of the distribution D
defined in [5] (cf. subsection 2.3.6). Therefore Theorem 3.3.1 and Theorem 3.3.2 imply that if D is a
contact distribution this entropy is zero as it is already proved in [5]. More generally Theorem 3.3.1 and
Theorem 3.3.2 also imply Theorem 3.4 and Theorem 3.6 which are particular cases where the distribution
D = ♯(A) is controllable.
According to the previous results we have the following consequences:
Observations 3.3.1.
(1): The Finsler entropy of a smooth singular distribution D on M is independent of Φ and will be
denoted h(D,M,F ).
(2): if F and F ′ are two (weak) Finsler metrics on D which are equivalent in the sense that there
exists a constant C > 0 such that
C−1.F ≤ F ′ ≤ C.F
then we have
C−1.h(D,M,F, dΦ) ≤ h(D,M,F
′, dΦ) ≤ C.h(D,M,F, dΦ)
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Thus the fact that the entropy h(D,M,F ) is zero, finite or eventually infinite2 depends only of the
equivalence class of the Finlser metric F on D. In particular, if the Finsler metric F is induced
by Φ, then the property to be zero, finite or infinite of the corresponding entropy is an intrinsic
property of D. This entropy will be called the geometric entropy of D.
(3): if F and F ′ are two(weak) Finsler metrics on D which are not equivalent in the sense of (2) then
h(D,M,F ) can be zero and h(D,M,F ′) can strictly positive. This situation can be illustrated by
the following situation.
From [20] there exists a vector field Z on a compact manifold M and positive smooth functions
ϕ and ϕ′ on M such that ϕ(x0) = ϕ(x0) = 0 for some point x0 ∈ M , strictly positive for x 6= x0,
which are equal on the complementary of a small neighborhood of x0 and such that the topological
entropy of the flow of ϕ.Z and ϕ′.Z is zero and strictly positive respectively. Consider the trivial
bundle A = M ×R overM , ♯ : A→ TM and ♯′ : A→ TM the anchor characterized by ♯(e) = ϕ.Z
and ♯′(e) = ϕ.Zx respectively, where e :M → A is the canonical section whose value is the canon-
ical basis of R. Then the range of ♯ and ♯′ is the same distribution D generated by ϕ.Z or ϕ′.Z
and x0 is the unique singularity. Now, if we put on A the Finsler metric given by the canonical
absolute value | | on R, we get on D two weak Finsler metric FD and F ′D (cf. Proposition 3.2.1).
These Finsler metric cannot be compared on a small neighborhood of x0. On the other hand From
Theorem 3.7 in [22] and Theorem 3.3.1 the entropy h(D,M,FD) is twice the entropy of the flow of
ϕ.Z and h(D,M,FD) is twice the entropy of the flow of ϕ
′.Z respectively.
(4): The Finsler entropy of a distribution D is nothing but else the entropy of the accessibility folia-
tion of F associated to the accessible set of D-curves. However in general this entropy is different
from the entropy of the distribution defined this accessibility foliation F even if we a Finsler ex-
tension Fˆ to F of the given Finsler metric F on D. Of course when D is integrable and F the
associated accessibility foliation of D and the previous entropy is exactly the entropy of F .
(5): According to Theorem 3.3.1 and section 2.3.5 the geometrical entropy of a regular distribution
is exactly the geometric entropy of a foliation as previously defined in 2 where we take for Φ a Rie-
mannian metric on the manifold and and for F the Riemannian metric induced on tangent bundle
of the foliation. In particular in this case this entropy either zero or finite. On the other hand if F
is the foliation associated to a Poisson structure on M (cf. Example 3.2.1 4), again from Theorem
3.3.1 the geometric entropy of F is exactly the entropy of F as defined in [22]. In particular the
reader will find in this paper an example of such a foliation whose entropy is finite but not zero.
(6): We can define a notions of entropy for a smooth distribution D on a non compact manifold M .
Let K be a relatively compact subset of complete Finsler manifold (M, g). As previously, given a
(weak) Finsler metric on D, we can define a familyMK = {dr}r∈R+ on in the closure K¯ associated
to the set of absolutely curves tangent to D contained in K¯ with length at most r. Therefore the
entropy h(D,K,F,Φ) = h(MK ,K, dΦ) is well defined (see Remark 2.1.1 Point (1)). More generally
if we consider a sequence
K1 ⊂ K2 ⊂ · · · ⊂ Kn ⊂ · · · ⊂M
of relatively compact subsets such that M =
⋃
n∈N
Kn. Then given a (weak) Finsler metric on a
smooth distribution D and a Finsler metric on M we have
h(D,M,F, dΦ) = lim
n→∞
h(D,Kn, F, (dΦ)).
It is easy to see that this definition does not depends of the choice of the sequence (Kn).
We end this section by the proof of the announced results
Proof of Proposition 3.3.1.
Point (1): consider a metric d′ on M which is bi-Lipschitz equivalent to dΦ. There exists a constant C > 0
2we do not know if the Finsler entropy of a smooth distribution is always finite
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such that
1
C
d ≤ d′ ≤ Cd. If {d′r}r∈R+ is the family of distances associated {A
D
r}r∈R+ relative to d
′ clearly
we also have
1
C
dr ≤ d
′
r ≤ Cdr for any r ∈ R
+. Then the first property is just an application of Remark
2.1.1 Point (2). Now since M is compact any two Finsler metric Φ and Φ′ the associated distances dΦ and
dΦ′ are bi-Lipschitz equivalent.
Point (2): we can use the same arguments used in the proof of Proposition 3.1 in [22].
Point (3): Assume that we have F ′ ≤ C.F .
Denote by l(γ) and l′(γ) the length of a curve γ ∈ A relative to F and F ′ respectively. If γ is defined on
[0, 1] from our assumption we have l′(γ) ≤ C.l(γ). Let {A′Dr}r∈R+ the filtration of A
D associated to F ′.
Therefore we obtain
ADr ⊂ A
′D
Cr.
We set
δ′r(x, y) = sup
γ′∈A′Dr(x)
d¯(γ′,A′Dr(y)).
Now in C0([0, 1], X) for any bounded subset X and Y of C0([0, 1], X) we set
δ¯(X,Y ) = sup
x∈X
d¯(x, Y )
On the one hand, for an γ ∈ ADr(x) we have
d¯(γ,ADr(y)) ≤ d¯(γ,A′DCr(y)) and so δ¯(ADr(x),ADr(y)) ≤ δ¯(ADr(x),A′DCr(y))
On the other hand we also have
δ¯(ADr(x),A′DCr(y)) = sup
g∈ADr(x)
d¯(γ,A′DCr(y)) ≤ sup
g∈A′Dr(x)
d¯(γ,A′DCr(y)) = δ¯(A
′D
r(x),A
′D
Cr(y))
Finally we get
δr(x, y) = δ¯(A
D
r(x),A
D
r(y)) ≤ δ¯(A
′D
r(x),A
′D
Cr(y)) = δ
′
Cr(x, y)
We easily obtain the inequality
h(D,M,F ′, dΦ) ≥ C
−1h(D,M,F, dΦ).
Point (4): clearly the set of admissible curves AD satisfies the assumption of condition (2.9). This ends
the proof.

For the proof of the Theorems we need an auxiliary result.
We set
Nr = {γ ∈ A such that F (γ(t), γ˙(t)) ≤ r a.e.}.
It is clear that {Nr}r∈R+ is a filtration of A. Moreover we have
Lemma 3.3.1.
Let {νr}r∈R+ the family of increasing distances associated to the filtration {Nr}r∈R+. Then we have νr = dr
for all r > 0
Proof. According to Remark 2.2.1 it is sufficient to prove the relation
δr(x, y) = sup
γ∈Nr(x)
d¯(γ,Nr(y)).
ClearlyNr(x) is contained in ADr(x). Now if γ belongs to ADr(x), the arc-length parametrization of γ gives
rise to a curve g¯ : [0, l(γ)] → M such that F (γ¯(t), ˙¯γ(t) = 1 a.e.. Since l(γ) ≤ r the curve γˆ(t) = γ¯(t.l(γ))
for t ∈ [0, 1] belongs to Nr(x).
For any γ ∈ ADr(x), since there exists τ : [0, 1] → [0, 1] such that γˆ(τ(t)) = γ(t) and γˆ ∈ Nr(x) then we
get
d¯(γ,ADr(y)) = d¯(γˆ,ADr(y)).
Let γn ∈ ADr(x) be a sequence such that
δr(x, y) = sup
γ∈ADr(x)
d¯(γ,ADr(y)) = lim
n→∞
d¯(γn,A
D
r(x)).
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Then we obtain
δr(x, y) = lim
n→∞
d¯(γˆn,A
D
r(x))(3.4)
.
Now by the same argument in ADr(y) we obtain
d¯(γ,ADr(y)) = d¯(γ,Nr(y)) = d¯(γˆ,Nr(y)).
It follows that in the one hand
δr(x, y) ≥ sup
γ∈Nr(x)
d¯(γ,ADr(y)) = sup
γ∈Nr(x)
d¯(γ,Nr(y)).
On the other hand from (3.4) we obtain
δr(x, y) = lim
n→∞
d¯(γˆn,Nr(x)) ≤ sup
γ∈Nr(x)
d¯(γ,Nr(y))
Finally we get
δr(x, y) = sup
γ∈Nr(x)
d¯(γ,Nr(y))

Proof of Theorem 3.3.1.
Let l(γ) be the length of a D-admissible curve γ relative to the weak Finsler metric FD. On the one hand,
we have the family {dr}r∈R+ of increasing distance associated to the filtration defined by
ADr = {γ ∈ A
D : l(γ) ≤ r}
On the other hand, if A is the set of A-paths associated to (A,M, ♯), we have the family {d′r}r∈R+ of
increasing distances associated to the filtration defined by
Ar = {γ ∈ A such that ∃u : [a, b]→ A over γ and F (γ(t), u(t)) ≤ r ∀t ∈ [a, b] a.e.}
Therefore it is sufficient to prove that dr = d
′
r.
From Lemma 3.3.1, the family {dr}r∈R+ is also associated to the filtration defined by
Nr = {γ ∈ A such that FD(γ(t), γ˙(t)) ≤ r a.e.}.
On one hand from the definition of FD and Lemma 3.2.1, we have we have Nr(x) ⊂ Ar(x). On the other
hand if γ ∈ Ar(x), there exists u : [0, 1] → A over γ such that F (γ(t), u(t)) ≤ r a.e. from the definition
of FD and Lemma 3.2.1 there exists uˆ : [0, 1] → A over γ such that FD(γ(t)uˆ(t) ≤ r a.e. so γ belongs to
Nr(x). It follows that Nr(x) = Ar(x). It implies directly that dr = d′r for all r ∈ R
+.

Proof of Theorem 3.3.2 and Theorem 1.
Since the accessibility foliation reduces to one leaf M , the distance dM of minimal length for D-admissible
curves is a distance on M such that dΦ ≤ dM . Now, to the distance dM and the filtration Nr of A (cf.
Lemma 3.3.1) we can associate the family M = {d′r}r∈R+ of increasing distances and consider the entropy
h(M′,M, dM ). According to Remark 2.2.1 and the construction of dr we have
d′r(x, y) = sup
γ∈Nr(x)
d¯M (γ,Nr(y)) + sup
µ∈Nr(y)
d¯M (µ,Nr(x))
where d¯M (γ, µ) = sup
t∈[0,1]
dM (γ(t), µ(t)). Now for any γ ∈ Nr(x) we have d¯(γ,Nr(y)) ≤ d¯M (γ,Nr(y)).
Therfore according to Lemma 3.3.1 we get
sup
γ∈Nr(x)
d¯(γ,Nr(y)) ≤ sup
γ∈Nr(x)
d¯M (γ,Nr(y))
sup
µ∈Nr(y)
d¯(µ,Nr(x)) ≤ sup
µ∈Nr(y)
d¯M (µ,Nr(x))
Therefore we obtain dr ≤ d′r for all r ∈ R
+.
From Remark 2.1.1 Point (2) we obtain:
0 ≤ h(D,M,F ) ≤ h(M′,M, dM )(3.5)
It remains to show that h(M′,M, dM ) = 0.
Fix two points x and y in M and denote by ρ = dM (x, y). For any ǫ > 0 there exists a D-admissible curve
η : [0, 1]→M such that η(0) = y, η(1) = x and l(η) ≤ ρ+ǫ = ρ′. After reparametrization of η if necessary,
(see proof of Lemma 3.3.1) we can assume that η belongs to Nρ′(y). Choose some r > ρ and choose ǫ such
that r > ρ′ = ρ+ ǫ; consider any γ ∈ Nr(x). As in [22] proof Lemma 3.3, we define µ : [0, 1]→M by
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µ(t) = η(rt/ρ′) for 0 ≤ t ≤ ρ′/r and µ(t) = γ(t− ρ′/r) for ρ′/r < t ≤ 1.
It is easy to see that µ belongs to Nr(y). Thus we have δ′r(x, y) ≤ l(η) ≤ ρ+ ǫ for any ǫ > 0 small enough.
Finally we get
d′r(x, y) ≤ 2dM (x, y) if r > dM (x, y)
Assume now that 0 < r ≤ ρ and consider d′r(x, y)/ρ. Since the family {d
′
r} is increasing with r, according
to the previous result, for any r′ = ρ+ ǫ, for some ǫ > 0, we have:
d′r(x, y)/ρ ≤ d
′
ρ′(x, y)/ρ ≤ 2.
Therefore for any r we obtain d′r ≤ 2dM . Now according to Proposition 2.2.1 finally we get d
′
r = 2dM
which implies trivially that h(M′,M, dM ) = 0.

4. Entropy of singular Riemannian foliation
4.1. Entropy and Finsler submersion.
In this subsection we will recall the Definitions and results of [3] on isometric Finsler submersion.
Given a Minkowski normed vector space (E,Φ) we denote BΦ the the closed unit ball relative to the
norm Φ. A surjective linear map π : E′ → E between two Minkowski normed spaces ({E′,Φ′) and (E,Φ)
is called an isometric submersion π(BΦ′) = BΦ. In this context we have
Φ(u) = inf{Φ(u′) : π(u′) = u}
In general we have Φ(π(u′)) ≤ Φ′(u′). A vector u′ ∈ E′ is called horizontal if Φ(π(u′)) = Φ′(u′). The set
of horizontal vector is a cone called the horizontal cone of E′.
Definition 4.1.1.
(1) A map f from a Finsler manifold (M ′,Φ′) to a Finsler manifold (M,Φ) is called a Finsler isometric
submersion if f :M ′ →M is a submersion and Txf : TxM ′ → Tf(x)M is an isometric submersion
of Minskowski normed spaces.
(2) an absolutely continuous curve γ′ : [a, b]→M is called an horizontal lift of an absolutely continuous
curve γ : [a, b]→M if f ◦ γ′ = γ and γ˙′(t) belongs to the horizontal cone of Tγ′(t)M
′ a.e..
Note that if γ : [a, b]→M is an immersed C1 curve and x′ is some point in f−1(γ(a)) then there exists
an unique horizontal lift γ′ : [a, b]→M ′ such that γ¯(a) = x′ (see [3]). Given an absolutely continue curve
γ : [a, b]→M , if γ′ : [a, b]→M ′ is an absolutely continuous lift of γ (i.e. f ◦ γ′ = γ) then the length of γ′
is greater or equal to the length of γ. Moreover γ′ is an horizontal lift of γ if and only if γ′ and γ have the
same length.
Remark 4.1.1.
Since a Riemannian manifold is a particular case of of Finsler manifold, a map f from a Riemannian man-
ifold (M ′, g′) to a Riemannian manifold (M, g) is a Riemannian submersion if and only if it is a Finsler
isometric submersion. The great difference is that in the Riemannian case the horizontal cone in Tx′M is
the orthogonal of ker(Tx′f) for any x
′ ∈M ′.
Now in the context of Finsler isometric submersion (not necessary Finsler isometric submersion between
manifolds) we have the following results on the entropy:
Theorem 4.1.1.
Let f :M ′ →M be a Finsler isometric submersion between compact Finsler manifolds (M ′,Φ′) and (M,Φ).
Consider a filtration {Ar}r∈R+ of a set A of admissible curve in M . Let A
′
r be the set of horizontal lift
of curves in Ar and we set A
′ =
⋃
r∈R+
A′r. Then A
′ is a set of admissible curves in M and {A′r}r∈R+ is
a filtration of A′. Moreover we have h(A′,M ′, dΦ′) ≥ h(A,M, dΦ). In particular if f is an isometry then
h(A′,M ′, dΦ′) = h(A,M, dΦ).
Theorem 4.1.2.
Let f : M ′ → M be a surjective map between compact Finsler manifolds (M ′,Φ′) and (M,Φ). Consider
is a smooth singular distribution D on M provided with a (weak) Finsler metric F and the pull back
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distribution D′ = f−1(D) on M ′ provided with a (weak) Finsler F ′. Assume that f is transverse to D and
Tx′f : Dx′ → Df(x′) is a Finsler submersion between these two Minskowski normed spaces. Then
h(D′,M ′, F ′) ≥ h(D,M,F )
Proof of Theorem 4.1.1.
In the one hand, by construction for any γ′ ∈ A′, f ◦ γ′ belongs to A, so it follows that A′ is an admissible
set of curves in M ′. On the other hand, since the length of a horizontal lift γ′ of some curve γ is equal to
the length of γ, we have A′r = {γ
′ ∈ A′ : f ◦ γ ∈ Ar} and so {A′r}r∈R+ is a filtration of A. Since f is
surjective if x = f(x′) we have
f(A′r(x
′)) := {f ◦ γ′ : γ′ ∈ A′r(x
′)} = Ar(x)
Moreover for any γ′ ∈ A′r(x
′) then we have l(γ′) = l(f ◦ γ′). Since dΦ(f(x′), f(y′)) ≤ dΦ′ (x′, y′) we must
have d¯Φ(f ◦γ′, f ◦µ′) ≤ d¯Φ′(γ′, µ′) (notations of Remark 2.2.1). It follows that for any γ′ ∈ A′r(x
′) we have:
d¯Φ(f ◦ γ
′,Ar(f(y
′))) ≤ d¯Φ′(γ
′,A′r(y
′)).
Therefore for any x and y in M and any x′ ∈ f−1(x) and y′ ∈ f−1(y) we get:
sup
γ∈Ar(x)
d¯Φ(γ,Ar(y)) ≤ sup
γ′∈A′
r
(x′)
d¯Φ(f ◦ γ
′,Ar(y)) ≤ sup
γ′∈A′
r
(x′)
d¯Φ′(γ
′,A′r(y
′)).
This implies that, if {dr}r∈R+ and {d
′
r}r∈R+ are the family of distances associated to the filtration {Ar}r∈R+
and {A′r}r∈R+ respectively, we have
dr(f(x
′), f(y′)) ≤ d′r(x
′, y′) ∀x′, y′ ∈M ′.
From Proposition 2.1.1 Point (2) we obtain the inequality h(A′,M ′, dΦ′) ≥ h(A,M, dΦ).

Proof of Theorem 4.1.2.
Denote by AD
′
and AD the set of D′-curves and D-curves, {AD
′
r}r∈R+ and {A
D
r}r∈R+ the associated
natural filtration by length relative to F ′ and F respectively. Fom our assumption, in AD
′
if γ′ belongs to
AD
′
then γ = f ◦ γ′ belongs to AD. Such a curve γ′ will be called lift of γ. Moreover γ′ will be called an
horizontal lift if γ˙′ belongs to the horizontal cone of D′
γ′(t) a.e..
Since f is surjective and D′ = f−1(D), by using similar arguments to those used in the proof of Lemma
3.2.1, we can show that if γ belongs to AD there always exists a horizontal lift γ′ ∈ AD
′
of γ. It follows in
particular that
AD = {f ◦ γ′ : γ′ ∈ AD
′
} := f(AD
′
).
Moreover if HD
′
is the set of horizontal lifts of curves of AD in AD
′
then we also have
AD = {f ◦ γ′ : γ′ ∈ HD
′
} := f(HD
′
).
Now, if γ′ ∈ AD
′
is a lift of γ ∈ AD then the length l(γ′) (relative to F ′) is less or equal to the length
l(γ) (relative to F ) and γ′ is an horizontal lift if and only if l(γ′) = l(γ). This implies that the natural
filtrations {AD
′
r}r∈R+ , {H
D′
r}r∈R+ and {A
D′
r}r∈R+ of the set A
D′, HD
′
and AD respectively satisfies the
following relations:
HD
′
r ⊂ A
D′
r and f(H
D′
r) = A
D
r which implies f(AD
′
r) = A
D
r since l(γ
′) ≤ l(f ◦ γ′).
Denote by SM ′ the set of vector v′ ∈ Tx′M ′ such that Φ′(x′, v′) = 1. Since SM ′ is compact and since the
map (x′, v′) 7→ Φ′(f(x′), T f(v′)) is continuous on SM ′ this map is bounded on SM ′ by some constant K.
Therefore we have dΦ(f(x
′), f(y′)) ≤ KdΦ′(x′, y′). By similar arguments used in the previous proof we also
have
sup
γ∈ADr(x)
d¯Φ(γ,Ar(y)) ≤ sup
γ′∈AD′
r
(x′)
d¯Φ(f ◦ γ
′,Ar(y)) ≤ sup
γ′∈A′
r
(x′)
Kd¯Φ′(γ
′,A′r(y
′)),
for any x and y in M and any x′ ∈ f−1(x) and y′ ∈ f−1(y) and we conclude as in the previous proof.

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4.2. Singular Riemannian foliation.
In this section we recall the principal results about singular Riemannian developed in [1] and which will be
used in the following subsection.
Let (M, g) be a complete Riemannian manifold. A singular Riemannian foliation F on M is a Stefan-
Sussmann foliation such that:
every geodesic which is perpendicular to one leaf must be perpendicular to any leaf it meets.
When the foliation F is regular we simply say that F is a Riemannian manifold. Such a notion was
introduced by P. Molino ([16]). Typical examples of singular Riemannian foliations are the partition by
orbits of an isometric action or by leaf closures of a Riemannian foliation. For more Examples see [1] and
references inside this paper.
Given a singular Riemannian foliation F on M , the union of the leaves having the same dimension is an
embedded submanifold called stratum and in particular the minimal stratum is a closed submanifold (see
[16]). In fact, each stratum is an embedded submanifold and a union of geodesics that are perpendicular
to the leaves.
The essential result of [1] is the following desingularization Theorem:
Theorem 4.2.1.
Let F be a singular Riemannian foliation of a compact Riemannian manifold (M, g), Σ the minimal stratum
of F ( with leaves of dimension k0) and Tubr(Σ) the tubular neighborhood over Σ of radius r (relative to g).
Then, by blowing up M along Σ, we obtain a singular Riemannian foliation Fˆr (with leaves of dimension
greater then k0) on a compact Riemannian manifold (Mˆr(Σ), gˆr), and a map πˆr : Mˆr(Σ) → M with the
following properties:
(a) πˆr projects each leaf of Fˆr into a leaf of F .
(b) Set Σˆ = πˆ−1r (Σ).Then πˆr : (Mˆr(Σ) \ Σˆ, Fˆ) → (M \ Σ,F) is a foliated diffeomorphism and πˆr :
(Mˆr(Σ) \ Tubr(Σˆ), Fˆ)→ (M \ Tubr(Σ),F) is an isometry.
(c) If a unit speed geodesic γˆ is orthogonal to Σˆ, then πˆr(γˆ) is a unit speed geodesic orthogonal to Σ.
(d) (πˆr)|Σˆ : (Σˆ, gˆr)→ (Σ, g) is a Riemannian submersion. In addition (Σˆ, Fˆ|Σˆ, gˆr) is a singular
Riemannian foliation.
Moreover the liftings of horizontal geodesics of (Σ,F|Σ, g) are horizontal geodesics of (Σˆ, Fˆ|Σˆ, gˆr).
Furthermore, by successive blow-ups, we have a regular Riemannian foliation Fˆ on a compact Riemannian
manifold Mˆ and a desingularization map ρˆ : Mˆ →M that projects each leaf Lˆ of Fˆ into a leaf L of F .
We end this section by a Corollary of this theorem which be used in the next section.
Corollary 4.1.
With the same assumptions and notations of Theorem 4.2.1 we have the following properties
(1) the map πˆr : Mˆr(Σ)→ M is transverse to the foliation F (i.e. to the associated distribution D of
F .
(2) The foliation Fˆr of Mˆr(Σ) is the pull-back of the foliation F of M
(3) There exists a Riemannian metric gˆM on M with the following property: if Lˆ is a leaf of Fˆr which
projects on a leaf L of F (via πr) then Tπr : TxˆLˆ→ Tf(xˆL is a Finsler isometric submersion with
respect to the Minkowski norm on TxˆLˆ and Tf(xˆL induced by gˆr and gˆM respectively.
Proof.
Point (1): Let xˆ be a point in Mˆr(Σ). Then either xˆ belongs to Mˆr(Σ)\ Σˆ and the result comes from Point
(b) or xˆ belongs to Σˆ and the result comes from point (d).
Point (2): Again it is a consequence of Point (b) and (d) of Theorem 4.2.1.
Point (3): From Point (b) of Theorem 4.2.1, via the foliated diffeomorphism
πˆr : (Mˆr(Σ) \ Σˆ, Fˆ)→ (M \Σ,F)
from gˆr we obtain a Riemannian metric gˆM onM \Σ such that the restriction of πˆr to a leaf Lˆ of Fˆ|Mˆr(Σ)\Σˆ
on a leaf L of F|M\Σ is an isometry. Note that gˆM = g on M \ Tubr(Σ) from Point (b) and gˆM is exactly
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the Riemannian metric on Tubr(Σ) \ Σ build in [4] in Proposition 3.2. Now the proof of Lemma 3.5 in [4]
implies that gˆM can be smoothly prolonged on Σ by the initial metric g. Now the result for the leaves of
F|Σˆ comes from Point (d) of Theorem 4.2.1.

4.3. Finsler entropy of singular Riemannian foliation (Proof of Theorem 2).
Let F be a singular Riemannian foliation F on a compact Riemannian foliation (M, g). We equip the
smooth distribution D defined by F of the Riemannian metric gD induced by g. Then we can consider the
geometric entropy h(F ,M, g) of F defined in Definition 3.3.2. We will show that h(F ,M, g) = 0
Proof of Theorem 2.
At first from Observation 3.3.1 Point 2, without loss of generality we may choose any Riemannian metric
on M to prove the result. From Corollary 4.1, and Theorem 4.1.2 we have
h(Fˆ , Mˆr, {gˆr}|Fˆr) ≥ h(F ,M, {gM}|F) ≥ 0(4.1)
where {gˆr}|Fˆr and {gˆM}|F are the induced Riemannian metric on the distributions generated by Fˆr
and F respectively. Now each singular Riemannian foliation of a compact manifold has a stratification
{Σk}k=1,...,d, such that each Σk is the union of leaves of same dimension (cf. section 4.2 or more precisely
see [16]). It is well known that the geometric entropy of F is zero (see [11] or [23]). Since the geometric
entropy is nothing but else h(F ,M, gF) as defined in Definition 3.3.2, the result is true if F is regular
Assume that the smallest dimension of a leaf is m. Then, if F is singular, the bowing-up πr : Mˆr → M
produces a singular Riemannian foliation Fr whose smallest dimension of a leaf is mr > m. Therefore after
a finite sequence of blow-up we obtain a regular Riemannian foliation on a compact Riemannian manifold.
According the the relation between the Finsler entropy of a singular Riemannian foliation and the Finsler
entropy of the singular Riemannian foliation obtained by blowing up, according to Observation 3.3.1 Point
2, it follows that that h(F ,M, {gM}|F) = 0

References
[1] M-M. Alexandrino, Desingularization of singular Riemannian foliation Geom. Dedicata 149 No 1, 397-416 (2010).
[2] M-M. Alexandrino, R. Briquet and D. ToebenProgress in the theory of singular Riemannian foliations Differential
geometry and its applications 31,(2) 248-267 (2013).
[3] J-C. Alvarez Paiva and C. Duran: Isometric submersion of Finsler manifolds Proceedings of the AMS, Vol 129 8,
2409-2417(2001)
[4] I. Androulidakis. and G. Skandalis: The holonomy groupoid of a singular foliation J. Reine Angew. Math. 626, 1-37,
(2009).
[5] A. Bi´s: Entropy of distributions Topology Appl. 152, No. 1-2 , pp2-10,(2005).
[6] R. Bowen: Topological entropy for noncompact sets Trans. Amer. Math. Soc., 184 , 125-136, (1973)
[7] A. Candel and L. Conlon: Foliations. I Graduate Studies in Mathematics, 23, American Mathematical Society,
Providence, RI, 2000.
[8] A. Candel and L. Conlon: Foliations. II Graduate Studies in Mathematics, 23, American Mathematical Society,
Providence, RI, 2003.
[9] E. I. Dinaburg: On the relations among various entropy characteristics of dynamical systems, Izv. Akad. Nauk SSSR
35 (1971).
[10] T-C. Dinh, V-A. Nguyen and N. Sibony: Entropy for hyperbolic Riemann surface laminations I arXiv:1105.2307.
[11] E. Ghys, R. Langevin and P. Walczak: Entropie ge´ome´trique des feuilletages Acta Math., 160, no. 1-2, 105-142,
(1988).
[12] S. Hurder: Classifying foliations Foliations, geometry, and topology, 1-65, Con- temp. Math., 498, Amer. Math. Soc.,
Providence, RI, 2009.
[13] J. Kubarski About Stefan’s definition of a foliation with singularities: a reduction of the axiom Bull. Soc. math.
France, 118, , p. 391?394 (1990).
[14] C-M Marle: Differential calculus on a Lie Algebroid and Poisson manifolds, arXiv:0806.0919v3 (juin 2008)
[15] V. Matveev and M. Troyanov: The Binet-Legendre Metric in Finsler Geometry Geometry & Topology 16 2135-2170
(2012)
[16] P. Molino, Riemannian foliations, Progress in Mathematics vol. 73, Birkhau¨ser Boston (1988).
[17] F. Pelletier: Geometrical structures on the prolongation of a quasi-algebroid on fibered manifolds and application to
Partial Finsler geometry on foliated anchored bundle arXiv:1412.6742.
[18] F. Pelletier and L. Vale`re-Bouche: The problem of geodesics, intrinsic derivation and the use of control theory
in singular sub-Riemannian geometry Besse, A. L. (ed.), Actes de la Table Ronde de Ge´ome´trie Diffe´rentielle en
l’Honneur de Marcel Berger, Se´minaires et Congre´s, No. 1, Socie´te´ Mathe´matique de France, Paris, (1996).
[19] P. Stefan: Integrability of systems of vector fields J. London Math. Soc. (2) 21, no. 3, 544-556, (1980).
ON FINSLER ENTROPY OF SMOOTH DISTRIBUTIONS AND STEFAN-SUSSMAN FOLIATIONS 21
[20] W. Sun, T. Young and Y. Zhou : topological entropies of equivalent smooth flows Trans. Amer. Math. Soc vol 361,No
6, 3071-3082 (2009).
[21] H.-J. Sussmann: Orbits of families of vector fields and integrability of distributions Trans. Amer. Math. Soc. , vol
80, 171-188, (1973)
[22] N-T. Zung: Entropy of geometric structures Bulletin Brazilian Mathematical Society New series, Vol 42, 4, pp
853-867, (2011)
[23] P. Walczak: Dynamics of foliations, groups and pseudogroups Mathematics Institute of the Polish Academy of
Sciences. Mathematical Monographs (New Series), 64, Birkha¨user Verlag, Basel, (2004).
