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Re´sume´
Cette the`se se focalise sur le proble`me du controˆle des flux de puissance entre plusieurs
syste`mes e´lectriques AC non-synchrones relie´s par un re´seau a` courant continu (DC). Elle propose
trois sche´mas de commande afin de permettre aux sous-syste`mes de partager leurs efforts de
re´glage de la fre´quence et re´duire ainsi le besoin de re´serves propres et les couˆts associe´s. Deux
sche´mas s’appliquent au re´glage primaire de la fre´quence et le troisie`me au re´glage secondaire.
Le premier sche´ma de commande, appele´ « sche´ma de commande base´ sur la puissance
injecte´e », est distribue´ par nature. A partir des mesures des fre´quences de toutes les zones, il
modifie les puissances injecte´es par chaque zone AC vers le re´seau DC, de manie`re a` faire re´agir le
syste`me collectivement a` des de´se´quilibres de charge. La mise au point du sche´ma de commande
s’appuie sur des algorithmes introduits pour re´soudre le proble`me du consensus qui lui-meˆme
est extensivement e´tudie´ a` ce titre par la communaute´ d’automatique. Puisque des mesures
distantes sont utilise´es, les effets de de´lais sur l’efficacite´ du sche´ma de commande sont e´tudie´s.
Une analyse de stabilite´ sur le syste`me en boucle ferme´e montre que sous certaines hypothe`ses,
pour autant que les de´lais ne de´passent pas une limite acceptable, le syste`me converge vers un
point d’e´quilibre ou` les de´viations de fre´quence des zones AC sont e´gales entre elles. Les re´sultats
de simulation sur un re´seau e´lectrique de re´fe´rence avec cinq zones AC de´montrent l’efficacite´
du sche´ma de commande.
Le deuxie`me sche´ma de commande a le meˆme objectif que le premier, mais il agit sur les
tensions continues des convertisseurs HVDC, et est ainsi appele´ « le sche´ma de commande base´
sur la tension DC ». En particulier, il modifie la tension continue de chaque convertisseur en
fonction de la de´viation de fre´quence de la zone AC a` laquelle il est connecte´. Ce caracte`re
de´centralise´ le libe`re des proble`mes lie´s a` la de´pendance d’informations distantes. Une e´tude
the´orique montre que, en n’utilisant que des informations locales, le sche´ma de commande permet
de re´duire conside´rablement l’impact d’un de´se´quilibre de puissance en distribuant la de´viation
de fre´quence parmi toutes les zones. Les re´sultats de simulation sur le meˆme syste`me de re´fe´rence
illustrent la bonne performance du sche´ma de commande.
Le dernier sche´ma de commande vise a` re´tablir les fre´quences et les e´changes de puissance
a` leurs valeurs nominales et pre´vues, respectivement, a` la suite d’un de´se´quilibre. Il peut eˆtre
combine´ avec les deux autres sche´mas de commande. Pour e´tudier ses proprie´te´s de stabilite´,
une de´composition temporelle est effectue´e sur le syste`me lorsque ce sche´ma de commande est
combine´ avec le sche´ma de commande base´ sur la tension DC. Les deux sous-syste`mes d’ordres
re´duits ainsi obtenus, qui de´crivent la dynamique lente et la dynamique rapide du syste`me
original, sont stables, ce qui implique la stabilite´ de l’ensemble du syste`me. Les re´sultats de
simulation sur le meˆme syste`me de re´fe´rence confirment la bonne performance du sche´ma de
commande.
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Abstract
This thesis addresses the problem of frequency control in a power system composed of several
non-synchronous AC areas connected by a multi-terminal HVDC grid. For this system, we pro-
pose three control schemes, two for primary frequency control and one for secondary frequency
control.
The first control scheme, called power-injection-based control scheme, is distributed by na-
ture. Based on remote measurements of the other areas’ frequencies, this control scheme modifies
the power injections from the different AC areas into the DC grid so as to make the system col-
lectively react to load imbalances. This collective reaction allows each individual AC area to
downscale its primary reserves. The scheme is inspired by algorithms for the consensus problem
extensively studied by the control theory community. As remote measurements are used, the
effects of time-delays on the control scheme’s effectiveness are investigated. A stability analysis
of the closed-loop system shows that with some assumptions, as long as the time-delays are
within an acceptable limit, the system converges to an equilibrium point at which the AC areas’
frequency deviations are equal to each other. Simulation results on a benchmark power system
with five AC areas show the effectiveness of the control scheme.
The second control scheme has the same objective with the first one, but acts on the DC volt-
ages of the HVDC converters, and thus is called DC-voltage-based control scheme. In particular,
it modifies the DC voltage of each converter based on the frequency deviation of the AC area it
is connected to. This decentralized nature frees it from the problems related to the dependence
on remote information. A theoretical study shows that, by using local information only, the
control scheme allows to significantly reduce the impact of a power imbalance by distributing
the associated frequency deviation over all areas. Simulation results on the same benchmark
system illustrate the good performance of the control scheme.
The last control scheme aims at restoring the frequencies and the power exchanges to their
nominal or scheduled values in the aftermath of a power imbalance. It can be combined with
the other two control schemes. To study its stability properties, a timescale decomposition is
carried out on the closed-loop system under this control scheme combined with the DC-voltage-
based control scheme. The two reduced-order subsystems thus obtained describing the slow and
the fast dynamics respectively are both shown to be stable, which implies the stability of the
entire system. Simulation results on the benchmark system confirm the good performance of
the control scheme.
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Coordination du re´glage de la
fre´quence entre plusieurs syste`mes
e´lectriques non-synchrones relie´s par
un re´seau a` courant continu haute
tension
1 Introduction
1.1 Contexte
Pour pre´senter le contexte de cette the`se sur l’utilisation de syste`mes HVDC pour le re´glage
de la fre´quence, ce chapitre est divise´ en trois parties. Tout d’abord, nous de´crivons brie`vement
diffe´rents types de stabilite´ de syste`mes e´lectriques, dont la stabilite´ de fre´quence. Deuxie`mement,
nous pre´sentons la technologie HVDC, qui offre de nouvelles possibilite´s de renforcer la stabilite´
de syste`mes e´lectriques. Troisie`mement, nous discutons de l’utilisation des syste`mes HVDC pour
le re´glage de la fre´quence en particulier.
Stabilite´ de syste`mes e´lectriques et le re´glage de la fre´quence
La stabilite´ de syste`mes e´lectriques est de´finie comme la capacite´ d’un syste`me e´lectrique
a` retrouver un e´tat d’e´quilibre apre`s avoir subi une perturbation [1]. Il y a trois cate´gories de
stabilite´ : la stabilite´ de l’angle de rotor, la stabilite´ en fre´quence, et la stabilite´ en tension.
– La stabilite´ de l’angle de rotor porte sur la capacite´ des ge´ne´ratrices synchrones a` couplage
direct au re´seau a` rester en synchronisme. La stabilite´ transitoire, comme l’on l’appelle
commune´ment, concerne la stabilite´ de l’angle de rotor lorsque la perturbation est tellement
grande que la line´arisation des e´quations du syste`me n’est plus valable pour l’analyse.
– La stabilite´ en fre´quence correspond a` la capacite´ d’un syste`me e´lectrique a` maintenir la
fre´quence apre`s un de´se´quilibre important entre la production et la demande.
– La stabilite´ en tension porte sur la capacite´ d’un syste`me a` maintenir la tension a` tous les
jeux de barres du syste`me apre`s avoir e´te´ soumis a` une perturbation.
Des mesures de se´curite´ sont prises pour renforcer la stabilite´ de syste`mes e´lectriques. Les
actions pour renforcer de la stabilite´ transitoire visent a` re´duire l’influence de perturbations,
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a` augmenter le couple synchronisant et a` re´duire le couple d’acce´le´ration [2]. Pour la stabilite´
en fre´quence, des sche´mas de commande pour ajuster la production des ge´ne´rateurs ont e´te´
de´veloppe´s pour maintenir l’e´quilibre de la puissance et de re´guler la fre´quence [3]. Les moyens
les plus courants pour ame´liorer la stabilite´ en tension est de ge´ne´rer / consommer de la puissance
re´active a` diffe´rents jeux de barres et d’ajuster la prise de transformateur [4]. En pratique, le
maintien de la stabilite´ en fre´quence et de la stabilite´ en tension fait appel aux services syste`me,
qui comprennent plusieurs types de services visant a` soutenir le fonctionnement de base de la
production, l’approvisionnement d’e´nergie, et la fourniture de courant [5].
Les sche´mas de commande que les gestionnaires de re´seau de transport ont de´veloppe´s pour
re´guler la fre´quence sont habituellement classe´s selon l’e´chelle de temps de leurs actions [6].
Les actions les plus rapides sont ge´ne´ralement de´signe´s sous le nom de « re´glage primaire de
la fre´quence ». Il s’agit d’un ajustement automatique, en quelques secondes, de la puissance
injecte´e par des ge´ne´rateurs en fonction de variations de fre´quence mesure´es localement. Pour y
participer (contre re´mune´ration dans la plupart des pays), les ge´ne´rateurs doivent disposer de
« re´serves primaires », c’est a` dire de marges pour augmenter ou diminuer rapidement l’injection
de puissance.
La fre´quence moyenne en quelques secondes peut eˆtre conside´re´e comme identique dans l’en-
semble d’une zone synchrone. Avec une fre´quence commune, tous les ge´ne´rateurs participant
au re´glage primaire de la fre´quence ajustent leur production en re´ponse aux variations de la
fre´quence, inde´pendamment de l’emplacement du de´se´quilibre correspondant. Puisque les ef-
forts de ces ge´ne´rateurs s’ajoutent les uns aux autres dans la zone synchrone, les syste`mes plus
grands e´prouvent habituellement des de´viations de fre´quence plus faibles. En outre, la fourniture
de re´serves primaires repre´sente des couˆts non-ne´gligeables. Par exemple, en 2007, le prix moyen
de la re´serve primaire est d’environ 1,4 ce/kW/h en Allemagne [7]. Par conse´quent, un des avan-
tages de l’e´largissement des zones synchrones par interconnexion de syste`mes re´gionaux est de
partager leurs re´serves primaires, de sorte que chaque zone de´ploie moins de sa re´serve primaire
en re´ponse a` un de´se´quilibre de puissance donne´e, et que l’ensemble du syste`me interconnecte´
fasse l’objet d’une de´viation de fre´quence plus faible. Comme les re´serves sont partage´es dans
toute la zone synchrone, l’exigence sur les re´serves de chaque zone est re´duite [8, 9], ce qui
apporte des avantages e´conomiques [10].
Technologie HVDC et ses apports a` la stabilite´
HVDC est l’acronyme anglais pour « High Voltage Direct Current », c’est a` dire « courant
continu haute tension ». Il s’agit d’une technologie permettant de transporter de fortes puissances
[11]. En utilisant des composants de l’e´lectroniques de puissance, de la puissance en courant
alternatif est convertie en puissance en courant continu pour la transporter a` grande distance,
ce qui donne lieu a` un couˆt moins cher et de pertes e´lectriques moins importantes. En outre, la
technologie HVDC est e´galement avantageuse pour les interconnexions asynchrones et les caˆbles
sous-marins de longue distance [12]. Alors que des convertisseurs classiques a` source de courant
ont besoins d’injection locale de la puissance re´active, des convertisseurs modernes a` source de
tension sont capables de commander la puissance active et la puissance re´active de manie`re
inde´pendante [13].
Les syste`mes HVDC les plus courants ont deux convertisseurs, l’un fonctionnant comme un
redresseur tandis que l’autre comme un onduleur. Lorsqu’il faut connecter plus de deux zones
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ge´ographiques, un syste`me HVDC a` plusieurs terminaux (ou MT-HVDC pour « multi-terminal
HVDC » en anglais) [14] peut eˆtre utilise´. Un tel syste`me avec plusieurs convertisseurs donne lieu
a` de nombreux de´fis technologiques (notamment en termes de protections et de commande), mais
promet une plus grande flexibilite´ en termes de connexion au re´seau et plus de fiabilite´. En tant
qu’un dispositif hautement controˆlable, les syste`mes HVDC ouvrent de nouvelles opportunite´s
pour ame´liorer la fiabilite´ de syste`mes e´lectriques. En effet, un certain nombre d’e´tudes ont
montre´ les avantages d’un syste`me HVDC pour ame´liorer la stabilite´, en termes de la stabilite´
transitoire [15, 16, 17, 18, 19, 20, 21], la stabilite´ en tension [16, 17, 22, 18, 20], la stabilite´ en
fre´quence [23, 21], et des oscillations inter-zones a` basses fre´quences [16, 17, 23, 20].
Utilisation de la technologie HVDC pour le re´glage de la fre´quence
Le de´veloppement de la technologie HVDC ouvre de nouvelles perspectives pour interconnec-
ter des zones non-synchrones. Dans ce contexte, il est ge´ne´ralement pre´vu que les flux d’e´nergie
sur un syste`me HVDC sont fixe´s a` des valeurs programme´es, tandis que les fre´quences des zones
AC restent inde´pendantes. Ce type de commande peut e´viter un cascade des pannes en limitant
les effets d’une perturbation grave dans une zone [12]. Il est e´galement judicieux lorsque les
gestionnaires des re´seaux de transport interconnecte´s ne peuvent s’entendre sur une pratique
commune en termes du re´glage de la fre´quence. Toutefois, ce type de commande empeˆche les
re´serves primaires d’eˆtre partage´es entre les zones non-synchrones, parce que les ge´ne´rateurs
dans une zone sont insensibles a` des excursions de fre´quence dans d’autres zones. Puisque l’ap-
provisionnement en re´serves primaires repre´sente une part importante des couˆts ope´rationnels
des gestionnaires de re´seau de transport d´e´lectricite´ [24], il serait e´conomiquement avantageux
de partager les re´serves primaires parmi les zones non-synchrones en faisant usage de la capacite´
de suivi rapide de puissance de convertisseurs HVDC.
1.2 Objectif
Les potentiels de la technologie HVDC pour la stabilite´ en fre´quence n’ont pas e´te´ e´tudie´s
d’une manie`re aussi approfondie que pour la stabilite´ transitoire et la stabilite´ en tension. Ceci
est partiellement duˆ a` la loi de commande apparemment simple, qui consiste a` ajouter au flux de
puissance programme´ du convertisseur HVDC un terme qui est proportionnelle a` la diffe´rence
de fre´quence entre les deux zones relie´es par le lien HVDC. Cependant, nous croyons que plus
de re´sultats restent encore a` de´couvrir dans cet aspect, en particulier pour le cas de syste`mes
HVDC a` plusieurs-terminaux.
Ainsi, cette the`se a pour objectif d’e´tudier l’utilisation d’un syste`me MT-HVDC pour coor-
donner le re´glage de la fre´quence entre les zones non-synchrones connecte´es. Ses contributions
principales sont
– Nous proposons trois sche´mas de commande, deux pour le re´glage primaire de la fre´quence
et un pour le re´glage secondaire de la fre´quence.
– Nous de´montrons la stabilite´ des trois sche´mas de commande, ou` nous utilisons des re´sultats
the´oriques de la communaute´ d’automatique sur le proble`me du consensus.
– Nous validons ces re´sultats a` l´aide de simulations sur un syste`me de re´fe´rence.
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1.3 Organisation de la the`se
Le reste de cette the`se est organise´ comme suit :
Chapitre 2.1 mode´lise un syste`me e´lectrique HVDC a` plusieurs-terminaux qui servira de
re´fe´rence pour les chapitres suivants ou` des sche´mas de commande pour le re´glage de la fre´quence
seront introduits.
Chapitre 3 introduit le premier sche´ma de commande pour le re´glage primaire de la fre´quence
d’un syste`me HVDC a` plusieurs terminaux. Ce sche´ma de commande modifie les injections de
puissance des diffe´rentes zones AC vers le re´seau DC en fonction des mesures a` distance des
fre´quences d’autres zones, de manie`re a` faire re´agir collectivement le syste`me a` des de´se´quilibres
de puissance. Une analyse the´orique prouve sa stabilite´ pour un cas particulier ou` toutes les zones
AC ont des parame`tres identiques. Les re´sultats des simulations sur un syste`me de re´fe´rence avec
cinq zones AC de´montrent l’efficacite´ du sche´ma de commande. En outre, comme le retard est
ine´vitable dans la communication des mesures a` distance, l’efficacite´ du sche´ma de commande
en pre´sence du retard est e´tudie´ a` la fois the´oriquement et empiriquement.
Chapitre 4 propose le deuxie`me sche´ma de commande pour le re´glage primaire de la fre´quence.
Contrairement au premier, le deuxie`me sche´ma de commande utilise les tensions continues des
convertisseurs HVDC comme les variables de commande. En particulier, il modifie la tension
continue de chaque convertisseur en fonction de la de´viation de fre´quence de la zone AC a` la-
quelle il est connecte´. Ce caracte`re de´centralise´ lui permet de se de´gager des proble`mes lie´s a`
la de´pendance vis-a`-vis des informations a` distance. En utilisant une approche novatrice dans
le domaine fre´quentiel, une analyse the´orique prouve sa stabilite´ pour le cas ge´ne´ral de zones
AC aux parame`tres he´te´roge`nes. Les re´sultats de simulations sur le meˆme syste`me de re´fe´rence
montrent son efficacite´.
Chapitre 5 de´crit le dernier sche´ma de commande, conc¸u pour le re´glage secondaire de la
fre´quence. Ce sche´ma de commande est largement inspire´ par la pratique de l’UCTE pour le
re´glage secondaire de la fre´quence dans une zone synchrone, et il doit eˆtre utilise´ en combinaison
avec l’un des deux sche´mas de commande introduits dans les Chapitres 3 et 4. Les re´sultats de
simulations sur le meˆme syste`me de re´fe´rence montrent son effcacite´.
Chapitre 6 conclut la the`se et propose des orientations de recherche future.
2 Mode`le d’un syste`me HVDC a` plusieurs terminaux et syste`me
de re´fe´rence
Ce chapitre mode´lise un syste`me e´lectrique avec un lien HVDC a` plusieurs terminaux qui
servira de re´fe´rence pour les chapitres suivants, ou` des sche´mas de commande pour le re´glage de
la fre´quence seront introduits.
Section 2.1 pre´sente un mode`le de syste`me MT-HVDC, a` l’e´gard duquel le sche´ma de com-
mande est donne´. Section 2.2 de´finit le point d’e´quilibre auquel le syste`me est suppose´ eˆtre
exploite´ avant la perturbation et qui sera appele´ le point de fonctionnement de re´fe´rence. Sec-
tion 2.3 pre´sente un syste`me de re´fe´rence qui sera utilise´ pour tester les sche´mas de commande.
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Réseau DC
Zone AC 1
Zone AC 2
Zone AC N
Convertisseur 1
Convertisseur 2
Convertisseur N
Fig. 1 – Un syste`me HVDC a` plusieurs terminaux reliant N zones AC via N convertisseurs.
2.1 Mode`le d’un syste`me HVDC a` plusieurs terminaux
Nous conside´rons un syste`me avec trois types de composants : un re´seau DC, N zones non-
synchrones, et N convertisseurs qui interfacent les zones AC avec le re´seau DC, comme illustre´
sur la Figure 1. Ces e´le´ments sont de´taille´s dans cette section.
Re´seau DC
Puisque la constante de temps e´lectrique d’un re´seau DC est de l’ordre de quelques dizaines
de millisecondes [4], la dynamique transitoire du re´seau DC n’est pas prise en compte.
Nous supposons que chaque noeud du re´seau DC est relie´ a` un convertisseur. Chaque noeud
he´rite donc le nume´ro d’indice de la zone AC a` laquelle il est connecte´. Ensuite, la puissance
injecte´e de la zone i vers le re´seau DC, note´e P dci , satisfait
P dci =
N∑
k=1
V dci (V
dc
i − V dck )
Rik
, (1)
ou` V dci et V
dc
k sont les tensions au niveau des noeuds i et k, respectivement, et Rik est la re´sistance
entre ces deux noeuds. V dci est appele´e la tension DC du convertisseur i dans la suite. Notez
que Rik = Rki. Si les noeuds i et j ne sont pas directement lie´s, Rik est conside´re´e comme e´gale
a` l’infini. Nous conside´rons un re´seau DC dans lequel il existe un lien soit direct, soit indirect,
entre tous les deux noeuds, de sorte que le re´seau DC ne soit pas compose´ de plusieurs parties
isole´es.
Dans des conditions de fonctionnement normales, une tre`s petite diffe´rence de tension entre
deux noeuds correspond a` un flux de puissance conside´rable. Par conse´quent, V dc1 , V
dc
2 , . . . , V
dc
N
sont proches de la tension nominale du syste`me HVDC, note´e V dcref .
Convertisseurs
Nous ne´gligeons les caracte´ristiques a` hautes fre´quences des convertisseurs, pour la meˆme rai-
son que le re´seau DC. Nous supposons qu’un convertisseur est capable de suivre instantane´ment
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un signal de consigne pour la puissance injecte´e vers le re´seau DC par le convertisseur P dci ou
pour la tension DC du convertisseur V dci .
Zones AC
Sur l’e´chelle de temps du re´glage primaire de la fre´quence, la fre´quence peut eˆtre conside´re´e
comme identique dans n’importe quelle partie d’une zone AC. Nous utilisons donc un mode`le
agre´ge´ pour repre´senter les charges et les ge´ne´rateurs au sein de chaque zone.
La somme des charges dans la zone i, note´e Pli, est repre´sente´e par un mode`le de charge
statique [25]
Pli = P oli · (1 +Dli(fi − fnom,i)) , (2)
ou` fi est la fre´quence de la zone i, fnom,i est sa valeur nominale, P oli est la puissance absorbe´e
par la charge lorsque fi = fnom,i et Dli est le facteur de sensibilite´ de la consommation a` la
fre´quence.
La dynamique me´canique du ge´ne´rateur agre´ge´ pour la zone i est de´crite par l’e´quation du
mouvement
2piJi
dfi
dt
=
Pmi − Pli − P dci
2pifi
− 2piDgi(fi − fnom,i) , (3)
ou` Pmi, Ji, et Dgi sont respectivement la puissance me´canique, le moment d’inertie, et le facteur
d’amortissement du ge´ne´rateur agre´ge´ pour la zone i. Ces parame`tres peuvent eˆtre obtenus par
des me´thodes d’agre´gation comme dans [26].
Nous supposons que toutes les zones AC ont le meˆme type de re´glage primaire de la fre´quence,
ou` le ge´ne´rateur agre´ge´ est e´quipe´ d’un re´gulateur de vitesse qui observe la vitesse de rotation
de l’arbre et ajuste en conse´quence Pmi, suivant
Tsmi
dPmi
dt
= P omi − Pmi −
Pnom,i
σi
fi − fnom,i
fnom,i
, (4)
ou` σi est le statisme du ge´ne´rateur, Tsmi la constante de temps du servomoteur du re´gulateur
de vitesse, Pnom,i la puissance nominale du ge´ne´rateur, et P omi la valeur de consigne pour Pmi.
Les variations de Pmi sont de´limite´es par des contraintes techniques et e´conomiques. For-
mellement, nous supposons que pour le ge´ne´rateur de la zone i, les contraintes peuvent eˆtre
exprime´es par
Pminmi ≤ Pmi ≤ Pmaxmi , (5)
ou` Pmaxmi et P
min
mi sont la puissance maximale et minimale qui peut eˆtre produite par le ge´ne´rateur
i. La diffe´rence entre Pmaxmi et Pmi est appele´e la « re´serve primaire ».
2.2 Point de fonctionnement de re´fe´rence
Le point de fonctionnement de re´fe´rence du syste`me est un e´tat d’e´quilibre de´fini par des
valeurs spe´cifiques des parame`tres d’entre´e (P oli, P
o
mi) et des variables (fi, Pmi, Pli, P
dc
i , V
dc
i ).
Dans la suite, nous notons par P¯ oli et P¯
o
mi les valeurs de P
o
li et P
o
mi au point de fonctionnement
28
REGULATION DE LA FREQUENCE DANS UN SYSTEME MT-HVDC
de re´fe´rence, respectivement. Nous notons aussi les valeurs des variables a` ce point-la` par leurs
symboles correspondants surmonte´s d’une barre.
Nous prenons les fre´quences au point de fonctionnement de re´fe´rence e´gale a` leurs valeurs
nominales, soit
f¯i = fnom,i , ∀i ∈ {1, 2, . . . , N} . (6)
Puis, (2) donne directement
P¯li = P¯ oli , ∀i ∈ {1, 2, . . . , N} . (7)
Puisque ce point de fonctionnement de re´fe´rence est un point d’e´quilibre pour chaque zone, nous
obtenons de (3) et (4)
P¯mi = P¯ omi , ∀i ∈ {1, 2, . . . , N} , (8)
P¯ dci = P¯
o
mi − P¯ oli , ∀i ∈ {1, 2, . . . , N} . (9)
L’e´quation de flux de charge DC (1) fournit un ensemble final d’e´quations qui lient les valeurs
de tension avec les autres variables
P¯ dci =
N∑
k=1
V¯ dci (V¯
dc
i − V¯ dck )
Rik
, ∀i ∈ {1, 2, . . . , N} . (10)
En pratique, les consignes pour la puissance me´canique, P¯ omi, sont choisies de telle sorte que,
pour des charges de re´fe´rence et a` fre´quence nominale, les Equations (9) et (10) ont une solution
unique avec l’une des tensions V¯ dci e´gale a` V
dc
ref .
2.3 Syste`me de re´fe´rence et perturbation
Le syste`me de re´fe´rence est constitue´ de cinq zones non-synchrones, relie´es par un syste`me
HVDC a` cinq terminaux. Le convertisseur de la zone 5 est choisi pour re´guler la tension DC,
dont la consigne est 100kV. La topologie du re´seau en courant continu est repre´sente´e sur la
Figure 2, ou` un cercle repre´sente un noeud auquel un convertisseur est connecte´, et une areˆte
entre deux cercles repre´sente une ligne a` courant continu. Le graphe de communication co¨ıncide
avec la topologie du re´seau, c’est a` dire chaque areˆte sur la figure repre´sente e´galement un
canal de communication bidirectionnel entre les deux zones qu’elle connecte. Les re´sistances en
courant continu entre les zones AC sont les suivantes : R12 = 1.39Ω, R15 = 4.17Ω, R23 = 2.78Ω,
R25 = 6.95Ω, R34 = 2.78Ω, et R45 = 2.78Ω. Contrairement a` l’analyse de la stabilite´ dans la
Section 3.2, les zones AC sont simule´es avec des parame`tres diffe´rents, tels que re´sume´s dans le
Tableau 1. Les zones AC sont simule´es avec le mode`le complet non-line´aire de´crit par (2), (3),
(4), (14c). Pour le re´seau DC, nous utilisons (1) pour calculer le flux de charge DC.
3 Sche´ma de commande base´ sur les puissances injecte´es
Ce chapitre pre´sente un sche´ma de commande pour le partage des re´serves primaires entre
les zones non-synchrones. Nous l’appelons sche´ma de commande base´ sur les puissances injecte´es
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1
2
3 4
5
Fig. 2 – Topologie du re´seau DC et graphe de communication du syste`me de re´fe´rence.
Tab. 1 – Valeurs des parame`tres pour les zones AC du syste`me de re´fe´rence.
Parame`tre
Zone
Unite´
1 2 3 4 5
fnom 50 50 50 50 50 Hz
P om 50 80 50 30 80 MW
Pnom 50 80 50 30 80 MW
J 2026 6485 6078 2432 4863 kg m2
Dg 48.4 146.3 140.0 54.9 95.1 W · s2
σ 0.02 0.04 0.06 0.04 0.03 (sans dimension)
Tsm 1.5 2.0 2.5 2 1.8 s
P ol 100 60 40 50 40 MW
Dl 0.01 0.01 0.01 0.01 0.01 Hz−1
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car il utilise les injections de puissance des zones AC vers le re´seau DC comme les variables de
commande.
Section 3.1 s’e´tend sur le sche´ma de commande. Section 3.2 analyse the´oriquement la stabilite´
du syste`me en boucle ferme´e. Section 3.3 pre´sente des re´sultats de simulations.
Les re´sultats pre´sente´s dans ce chapitre ont e´te´ publie´s dans [27, 28].
3.1 Loi de commande
Le partage des re´serves primaires entre les zones AC signifie que toute zone soumise a` un
de´se´quilibre de puissance peut compter sur les re´serves fournies non seulement par la produc-
tion locale, mais aussi par des ge´ne´rateurs situe´s dans d’autres zones. Comme le re´glage de la
fre´quence repose ge´ne´ralement sur des mesures de fre´quence, qui refle`tent l’e´quilibre de puissance
d’une zone synchrone, une approche classique pour atteindre l’objectif ci-dessus est d’e´muler une
grande interconnexion AC pour que les de´viations de fre´quence de toutes les zones restent e´gales
en permanence.
Pour rendre chaque ge´ne´rateur sensible a` un de´se´quilibre de puissance a` l’e´chelle du syste`me,
la fre´quence de chaque zone AC doit tenir compte de l’e´quilibre globale entre la ge´ne´ration et
la demande dans l’ensemble du syste`me.
Dans le reste de cette section, nous donnons l’expression analytique du sche´ma de commande
et nous expliquons son principe de fonctionnement. Nous discutons aussi les limites techniques
impose´es par les convertisseurs, ainsi que la pre´sence du retard dans la mise en oeuvre pratique
du sche´ma de commande.
Expression analytique
Le sche´ma de commande base´ sur les puissances injecte´es modifie les injections de puissance
des zones AC vers le re´seau DC. Le sche´ma de commande est distribue´ par nature. Il consiste en
N − 1 sous-controˆleurs, un pour chaque convertisseur HVDC sauf le convertisseur N , ce dernier
maintenant la tension du re´seau DC. Le sous-controˆleur du convertisseur i ∈ {1, 2, . . . , N − 1}
modifie la valeur de P dci telle que
P dci = P¯
dc
i + αi
N∑
k=1
bik
∫
(∆fi −∆fk)dt+ βi
N∑
k=1
bik(∆fi −∆fk) , (11)
ou`
– ∆fi = fi − fnom,i est la de´viation de fre´quence de la zone i.
– αi ≥ 0 et βi ≥ 0 sont respectivement les gains inte´gral et proportionnel du sous-controˆleur
i.
– bik’s sont les coefficients repre´sentant le graphe de communication entre les zones AC. La
valeur de bik est e´gale a` 1 si le sous-controˆleur i rec¸oit des informations sur la fre´quence
de la zone k, et 0 autrement.
Les valeurs des gains du sous-controˆleur αi et βi ont un impact significatif sur la dynamique
du syste`me. Grosso modo, des valeurs plus grandes de αi et βi permettront a` la de´viation de
fre´quence de la zone i de rester pre`s de ceux d’autres re´gions. Les valeurs des gains sont limite´es
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en pratique par (i) le taux de variation maximal du flux d’e´nergie dans le convertisseur, et (ii)
des conside´rations de stabilite´ du syste`me sous commande, par exemple, en prenant en compte
le retard (voir plus tard).
Principe de fonctionnement
L’intuition derrie`re le sche´ma de commande de´fini par (11) est la suivante. Si la de´viation
de fre´quence de la zone i est supe´rieure (infe´rieure, resp.) a` la de´viation de fre´quence moyenne
des autres zones, plus (moins, resp.) de puissance devrait eˆtre retire´e de cette zone afin de faire
revenir sa de´viation de fre´quence vers celle des autres zones. L’ajustement de cette puissance
(P dci ) est de´termine´ par le sous-controˆleur i, ce dernier e´tant un re´gulateur PI dont le signal
d’erreur est la somme des diffe´rences entre la de´viation de fre´quence de sa propre zone et celle des
autres zones dont il obtient des informations. D’un point de vue global, le sche´ma de commande
compose´ de tous les sous-controˆleurs prend la forme d’un algorithme tel que ceux de´veloppe´s pour
re´soudre les proble`mes de consensus. Ce proble`me apparaˆıt dans le contexte de la coordination
des syste`mes multi-agents : l’objectif est, pour les agents qui effectuent une taˆche collective de
manie`re distribue´e (c’est a` dire, sans un surveillant disant a` tous ce qu’il faut faire), d’e´changer
des informations et les traiter afin de parvenir a` un accord quant aux efforts respectifs de
sorte a` coordonner les actions individuelles [29, 30]. Ce cadre correspond bien a` la cre´ation
d’interconnexion HVDC. Les re´sultats the´oriques sur le consensus fourniront donc des outils
utiles pour l’e´tude de stabilite´ de notre sche´ma de commande.
Contraintes
Pour assurer le fonctionnement normal du syste`me HVDC, les variables de commande doivent
eˆtre module´s en fonction des contraintes suivantes
V dc,mini ≤ V dci ≤ V dc,maxi , ∀i ∈ {1, 2, . . . , N} , (12a)
P dc,mini ≤ P dci ≤ P dc,maxi , ∀i ∈ {1, 2, . . . , N} , (12b)
ou` V dc,mini et V
dc,max
i (P
dc,min
i et P
dc,max
i , resp.) sont les valeurs minimale et maximale acceptable
de V dci (P
dc
i , resp.).
En pratique, ces valeurs devraient de´pendre a` la fois des caracte´ristiques techniques du
convertisseur i et des tensions aux autres noeuds DC. En effet, avec un choix approprie´ de
V dc,mini et V
dc,max
i , on peut faire en sorte que les limites de courant des lignes DC et celles de la
puissance du convertisseur i ne soient pas de´passe´es.
Temps de retard
Equation (11) devrait, en principe, de´terminer l’e´volution de P dci , qui repre´sente la puissance
injecte´e de la zone i vers le re´seau HVDC. Toutefois, un sous-controˆleur base´ sur (11) conduirait
dans un syste`me re´el a` une variation de P dci qui pourrait diffe´rer sensiblement de celle de´finie
par cette e´quation.
En fait, l’information de fre´quence d’une zone AC distante est ge´ne´ralement fournie par un
syste`me de mesure e´tendu (ou WAMS pour « wide area measurement system » en anglais). Dans
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un tel syste`me, les unite´s de mesure phaseur (ou PMU pour « phasor measurement units » en
anglais) place´s aux endroits ou` la fre´quence d’inte´reˆt est mesure´e a` partir de la forme d’onde de
la tension, a` partir de laquelle la fre´quence est calcule´e en utilisant la transforme´e de Fourier
discre`te (TFD). Ensuite, les donne´es de fre´quence sont code´es et transmises au moyen de lignes
te´le´phoniques ou de fibres optiques, par exemple, avant de finalement atteindre la destination
ou` elles sont recueillies et de´code´es [31]. Ainsi, dans l’e´tude et la mise en oeuvre du sche´ma
de commande base´ sur les puissances injecte´es, nous ne pouvons ne´gliger la totalite´ du temps
ne´cessaire pour mesurer les fre´quences des zones AC, effectuer la TFD, coder et transmettre des
donne´es au sous-controˆleur i, de´coder les donne´es rec¸ues par le sous-controˆleur i, calculer une
valeur de consigne pour P dci , et l’appliquer au convertisseur. Cela peut a` son tour entraˆıner une
variation effective de P dci qui est retarde´e par rapport a` celle pre´dite par (11).
Pour donner une valeur nume´rique de ce temps de retard, notons que cela prend au moins
une pe´riode, qui est d’environ 20ms (17ms, resp.) pour mesurer une fre´quence proche de 50Hz
(60Hz, resp.). En ce qui concerne le temps ne´cessaire pour coder, transmettre et de´coder les
informations de fre´quence, il est de l’ordre de quelques centaines de millisecondes [32, 31]. A
titre d’exemple, l’Union pour la coordination du transport de l’e´lectricite´ (UCTE) ne garantit
pas un retard de moins de 2 secondes pour transmettre des informations a` partir d’un poste a`
un syste`me SCADA distant [3]. En ce qui concerne le temps ne´cessaire pour un convertisseur
d’injecter effectivement vers le re´seau HVDC une puissance calcule´e par son sous-controˆleur, il
peut atteindre jusqu’a` plusieurs dizaines de millisecondes.
3.2 Etude the´orique
Cette section rapporte une e´tude the´orique sur les proprie´te´s de stabilite´ du syste`me sous
le sche´ma de commande base´ sur les puissances injecte´es autour du point de fonctionnement de
re´fe´rence. Tout d’abord, certaines hypothe`ses sont faites pour l’e´tude the´orique. Deuxie`mement,
le mode`le en boucle ferme´e est line´arise´ autour du point de fonctionnement de re´fe´rence. Troisie`mement,
nous de´montrons l’existence d’un point d’e´quilibre unique. Quatrie`mement, nous utilisons une
approche du domaine fre´quentiel pour prouver la stabilite´ pour le cas particulier ou` toutes les
zones AC ont des parame`tres identiques. Enfin, nous mettons en e´vidence les effets des gains de
controˆleur et la matrice laplacienne sur la vitesse de convergence. Les preuves mathe´matiques
de´taille´es sont donne´es dans le Chapitre 5.2 en anglais.
Hypothe`ses
L’analyse de stabilite´ sur le sche´ma de commande base´ sur les puissances injecte´es repose
sur les hypothe`ses suivantes :
Hypothe`se 3.1. Les pertes au sein du re´seau DC ne varient pas avec le temps, c’est a` dire
N∑
i=1
dP dci
dt
= 0 . (13)
Hypothe`ses 3.1 se justifie par le fait que les pertes dans le re´seau DC sont faibles par rapport
a` la puissance e´change´e dans le re´seau, et que les variations de ces pertes sont encore plus petites
par rapport aux pertes totales quand P dc1 , P
dc
2 , . . . , P
dc
N−1 varient selon (11).
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Hypothe`se 3.2. Le graphe de communication repre´sentant la disponibilite´ des informations de
fre´quence a` diffe´rents sous-controˆleurs a les proprie´te´s suivantes :
– Le graphe de communication est non oriente´, c’est a` dire si une zone a l’acce`s a` l’in-
formation de fre´quence d’une autre zone, alors cette dernie`re a e´galement l’acce`s a` l’in-
formation de fre´quence de la premie`re, a` savoir si bik = 1, alors bik = 1, ∀i 6= k, i, k ∈
{1, 2, . . . , N − 1}.
– Le graphe de communication est connecte´, c’est a` dire qu’il ne peut se composer de plu-
sieurs parties qui ne sont pas relie´es, a` savoir si bik = 0, alors il doit exister des indices
interme´diaires k1, k2, . . . , km tels que bik1 = bk1k2 = . . . = bkmj = 1.
– Il est constant dans le temps.
Notez que lorsqu’elle est combine´e avec l’Hypothe`se 3.1, la premie`re proprie´te´ de l’Hy-
pothe`se 3.2 implique que la de´rive´e temporelle de P dcN satisfait aussi (11), ou` bNi = biN ,∀i ∈
{1, 2, . . . , N}.
Hypothe`se 3.3. Pour simplifier l’e´tude, nous supposons que les retards sont les meˆmes quel
que soit le sous-controˆleur conside´re´ et nous le notons par τ .
Line´arisation du syste`me en boucle ferme´e
Nous nous concentrons sur de petites variations de la charge, et nous conside´rons donc un
syste`me line´arise´ autour du point de fonctionnement de re´fe´rence. Pour mettre en e´vidence les
effets du retard sur le sche´ma de commande, la de´pendance temporelle des variables est rendue
explicite dans la notation.
L’e´quation non-line´aire re´sultant de (2) et (3) repre´sentant la dynamique e´lectrome´canique
de la zone i est line´arise´e autour du point de fonctionnement de re´fe´rence comme
2piJi
dfi(t)
dt
=
Pmi(t)− P oli(t)− P dci (t)
2pifnom,i
− 2piDi(fi(t)− fnom,i) , (14a)
ou` Di = Dgi + P¯ oliDli/(4pi
2fnom,i). La dynamique du re´glage primaire de la zone i est mode´lise´e
par
Tsmi
dPmi(t)
dt
= P omi − Pmi(t)−
Pnom,i
σi
fi(t)− fnom,i
fnom,i
. (14b)
Equations (14a) et (14b) de´crivent la dynamique en boucle ouverte de la zone i. Pour que
cette section soit autonome, on re´e´crit ici la loi de commande1 sous l’Hypothe`se 3.3
P dci (t) = P¯
dc
i + αi
N∑
k=1
bik
∫
(∆fi(t− τ)−∆fk(t− τ))dt
+ βi
N∑
k=1
bik(∆fi(t− τ)−∆fk(t− τ)) , (14c)
1Il est a` noter que nous avons aussi introduit de´libe´re´ment un retard pour l’information de fre´quence locale,
de sorte que l’information de fre´quence a` distance a` un instant est compare´e avec l’information locale au meˆme
instant. Ce choix est conforme a` la pratique dans l’e´tude sur les algorithmes pour le proble`me du consensus par
la communaute´ d’automatique [33].
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avec i = 1, 2, . . . , N − 1. En outre, sous les Hypothe`ses 3.1 et 3.2, P dcN (t) satisfait aussi (14c).
Dans cette section, nous nous concentrons sur le syste`me en boucle ferme´e de´fini par (14)
pour tout i ∈ {1, 2, . . . , N}.
Point d’e´quilibre
Proposition 3.1. Conside´rons que le syste`me, initialement au point de fonctionnement de
re´fe´rence, est soudainement soumis a` un changement radical de la charge de l’une des zones
AC. Alors, sous les Hypothe`ses 3.1 et 3.2, le syste`me line´arise´ de´fini par (14), pour tout i ∈
{1, 2, . . . , N} a un point d’e´quilibre unique, pour lequel les de´viations de fre´quence de toutes les
zones AC sont e´gales.
La stabilite´ du syste`me avec des zones AC identiques
Il est particulie`rement difficile de prouver the´oriquement la stabilite´ du syste`me pour le
cas ge´ne´ral. Nous pre´sentons ci-apre`s un re´sultat pour le cas particulier ou` toutes les zones
AC sont identiques. Plus pre´cise´ment, nous supposons que tous les parame`tres, ainsi que les
fre´quences nominales fnom,i et les charges P¯ oli, sont inde´pendants de l’indice de zone i ; mais,
P¯ omi et P¯
dc
i peuvent eˆtre diffe´rentes d’une zone a` l’autre. Proposition 3.2 e´tablit la stabilite´
du syste`me line´arise´. Le syste`me original non-line´aire he´rite les proprie´te´s de stabilite´ de son
homologue line´arise´ a` condition que les perturbations de la charge autour de la re´fe´rence soient
suffisamment petites.
Nous abandonnons les indices des zones AC pour de´signer leurs parame`tres identiques.
De´finissons
h(s) =
a2(s+ a4)
(s+ a1)(s+ a4) + a2a3
, (15)
ou` a1 = D/J , a2 = 1/(4pi2fnomJ), a3 = Pnom/(Tsmσifnom), et a4 = 1/Tsm.
Proposition 3.2. Conside´rons que toutes les zones AC du syste`me ont des parame`tres iden-
tiques, et que les Hypothe`ses 3.1, 3.2, et 3.3 sont satisfaites. Notons par λN et λ2 respectivement
la plus grande et la plus petite des valeurs propres non-nulles de la matrice laplacienne associe´e
au graphe de communication. Alors, le syste`me est stable, et suite a` un changement radical de
la charge, il converge asymptotiquement vers le point d’e´quilibre unique de la Proposition 3.1, si
le nombre de l’encerclement net de n’importe quel point sur le segment (−1/λ2,−1/λN ) par la
courbe de Nyquist de h(s)(α+ βs)e−τs/s est e´gal a` ze´ro.
La vitesse de convergence des de´viations de fre´quence
Dans ce qui suit, nous e´tudierons les facteurs qui de´terminent la vitesse de convergence des
de´viations de fre´quence. A cette fin, nous prouvons qu’un tel syste`me est stable quand τ = 0.
Ensuite, nous commentons le roˆle des gains du controˆleur et celui de la matrice laplacienne.
Proposition 3.3. Conside´rons que toutes les zones AC du syste`me HVDC sous les Hypothe`ses
3.1, 3.2 et 3.3 ont des parame`tres identiques et que τ = 0. Alors, le point d’e´quilibre unique avec
des de´viations de fre´quence e´gales est stable pour tout α > 0 et β ≥ 0.
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Remarque 3.1. Si nous choisissons β = 0, alors le syste`me converge a` un rythme lent dicte´ par
la dissipation du syste`me. Un choix de β > 0 introduit un terme de dissipation dans le controˆleur
et donne donc lieu a` une convergence beaucoup plus rapide et moins oscillatoire a` des de´viations
de fre´quence e´gales.
Remarque 3.2. En fait, le gains du controˆleur α et β sont toujours multiplie´s par la valeur
propre de la connectivite´ graphique. La vitesse de convergence la plus lente sera donc dicte´e
par la valeur propre non-nulle la plus petite de la matrice laplacienne. Ce dernier est un objet
d’e´tudes approfondies de la the´orie des graphes, ou` il est appele´ la connectivite´ alge´brique du
graphe. Cela devrait permettre d’e´valuer quels graphes sont plus ou moins favorables (c’est a`
dire exigent des gains plus ou moins grands dans notre controˆleur) pour la synchronisation des
de´viations de fre´quence.
3.3 Simulations
L’efficacite´ du sche´ma de commande est montre´e ci-apre`s sur le syste`me de re´fe´rence de´crit
dans le chapitre pre´ce´dent. Pour observer la re´ponse du syste`me a` un de´se´quilibre de puissance,
nous supposons que toutes les zones initialement fonctionnent dans un e´tat stable a` la fre´quence
nominale. Puis, a` t = 2s, une augmentation sous forme d’un e´chelon de 5% de la valeur de P ol2
(voir l’Equation (2)) est conside´re´e. Les e´quations diffe´rentielles en temps continu sont inte´gre´es
en utilisant une me´thode d’Euler avec un pas de discre´tisation de 1ms. Pour montrer l’efficacite´
du sche´ma de commande ainsi que le roˆle des gains du controˆleur, nous ne conside´rons pas dans
un premier temps le retard et nous discutons de re´sultats de la simulation dans ce cas. Enfin,
nous mettons en e´vidence les effets du retard sur la stabilite´ du syste`me sous commande.
Re´sultats quand τ = 0s
La Figure 3 de´crit l’e´volution des fre´quences lorsque τ = 0s et α = β = 2 × 106. A titre de
comparaison, nous montrons e´galement dans la meˆme figure la fre´quence de la zone 2 lorsque
le sche´ma de commande n’est pas applique´ (α = β = 0). Les simulations montrent que, sans le
sche´ma de commande, la fre´quence de la zone 2 subit une de´viation avec un maximum transitoire
de 0,196Hz et se stabilise a` 49,927Hz. Lorsque le sche´ma de commande est applique´, la de´viation
maximale transitoire de la zone 2 tombe a` 0,136Hz, et les fre´quences des cinq zones convergent
vers une valeur commune qui s´e´tablit finalement a` 49,983Hz. La Figure 4 montre l’e´volution de
P dc1 , P
dc
2 , . . . , P
dc
5 exprime´es en MW. P
dc
2 est l’injection de puissance qui varie le plus rapidement.
En particulier, elle diminue de 8% dans la seconde suivant l’augmentation radicale de la charge.
Les re´sultats sur ces deux figures montrent que notre sche´ma de commande conduit a` une
ame´lioration significative de la de´viation de fre´quence de la zone 2 en re´gime permanent, qui
passe de 0,073Hz a` 0,017Hz. Toutefois, la performance transitoire est assez pauvre, puisque la
de´viation transitoire maximale n´est que le´ge`rement re´duit de 0,196Hz a` 0,136Hz. Pour ame´liorer
la performance transitoire, nous augmentons les gains du controˆleur. Par souci de simplicite´,
nous imposons que α = β. La Figure 5 montre les fre´quences lorsque les gains du controˆleur
sont augmente´s a` α = β = 1 × 107. Par rapport a` la Figure 3, le comportement transitoire
est nettement ame´liore´ avec les gains du controˆleur plus grands : les fre´quences de toutes les
zones convergent plus rapidement ; la de´viation maximale transitoire de la zone 2 est re´duite a`
0,075Hz, tandis que le point d’e´quilibre en re´gime permanent ne change pas, comme le sugge`re
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Fig. 3 – Fre´quences des cinq zones AC sous le sche´ma de commande base´ sur les puissances
injecte´es lorsque τ = 0s et α = β = 2× 106. f2 lorsque α = β = 0 est aussi montre´e.
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Fig. 4 – Injections de puissance a` partir des cinq zones AC dans le re´seau DC sous le sche´ma
de commande base´ sur les puissances injecte´es lorsque τ = 0s et α = β = 2× 106.
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Fig. 5 – Fre´quences des cinq zones AC sous le sche´ma de commande base´ sur les puissances
injecte´es lorsque τ = 0s et α = β = 1× 107. f2 lorsque α = β = 0 est aussi montre´e.
la Proposition 3.1. L’ame´lioration dans le comportement transitoire se fait au prix de variations
plus rapides des injections de puissance, qui sont repre´sente´es sur la Figure 6. Dans ce cas,
P dc2 diminue de 14% en une seconde apre`s l’augmentation radicale de la charge. Ne´anmoins,
meˆme pour ces gains du controˆleur plus grands, les variations de P dci restent mode´re´es. D’un
point de vue technique, les variations des injections de puissance repre´sente´es sur les figures sont
infe´rieures aux limites de la vitesse de suivi des convertisseurs modernes, comme indique´ dans
d’autres e´tudes telles que [34, 35].
Dans les simulations, nous avons conside´re´ que la re´serve primaire de chaque ge´ne´rateur
e´tait e´gale a` sa puissance de sortie initiale. Pour le cas des re´serves plus petites, les simulations
supple´mentaires non pre´sente´es ici montrent que les fre´quences convergent toujours, meˆme si
certaines zones ont atteint leurs limites des re´serves primaires. Toutefois, lorsque les re´serves
primaires de toutes les zones sont e´puise´es, les ge´ne´rateurs sont incapables de re´tablir l’e´quilibre
global d’e´nergie et toutes les fre´quences diminuent constamment, jusqu’a` ce qu’ils atteignent
un certain seuil qui de´clenche des mesures d’urgence telles que le de´lestage dans un syste`me
e´lectrique re´el.
3.4 Effets de la dure´e du temps de retard
Les simulations rapporte´es ci-dessus montrent que, pour τ = 0s, le sche´ma de commande
(14c) conduit les de´viations de fre´quence de toutes les zones a` la meˆme valeur. En outre, lorsque
les fre´quences sont stabilise´es, la fre´quence dans la zone 2 est e´gale a` une valeur qui est plus
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Fig. 6 – Injections de puissance a` partir des cinq zones AC dans le re´seau DC sous le sche´ma
de commande base´ sur les puissances injecte´es lorsque τ = 0s et α = β = 1× 107.
proche de fnom,2 que le cas ou` les convertisseurs DC fonctionnent avec des injections de puissance
constantes.
En revanche, en pre´sence du temps de retard, des simulations montrent que les de´viations
de fre´quence risquent de ne pas converger. En particulier, pour des valeurs donne´es de α et
β, il existe ge´ne´ralement une dure´e maximale acceptable du retard au-dela` duquel les zones
AC manifestent des oscillations des fre´quences d’une grandeur de plus en plus importante. Par
exemple, lorsque les gains du re´gulateur sont choisis comme 2 × 106, f1 converge toujours en
de´pit des oscillations quand τ = 0, 5s et elle ne converge plus lorsque τ = 0, 8s, comme indique´
sur la Figure 7. A titre de comparaison, l’e´volution de f1 lorsque τ = 0s est e´galement indique´e
dans la meˆme figure.
Pour de´terminer si les de´viations de fre´quence de toutes les zones AC convergent, nous
de´finissons le crite`re suivant, similaire a` la bande d’erreur utilise´e dans la de´finition du temps
d’e´tablissement en automatique [36]. Notons par ∆fe la valeur commune a` laquelle les de´viations
de fre´quence des zones AC convergent lorsque τ = 0 s. Nous classons le syste`me comme prati-
quement stable si, apre`s t > 22s, soit 20 secondes apre`s le changement radical de la charge, les
de´viations de fre´quence de toutes les zones AC restent dans la bande de ± 50mHz autour de
∆fe, soit
|∆fi(t)−∆fe| ≤ 50mHz, ∀i et ∀t > 22s . (16)
Nous de´finissons τmax comme la plus grande valeur du retard pour lequel (16) est satisfaite
et nous recherchons une relation qui peut exister entre τmax et les gains du controˆleur. Pour
faciliter l’analyse, nous imposons que α = β. Nous calculons τmax pour diffe´rentes valeurs de
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Fig. 7 – Fre´quence de la zone 1 pour τ = 0s, τ = 0.5s, et τ = 0.8s sous le sche´ma de commande
base´ sur les puissances injecte´es lorsque α = β = 2 × 106. Les deux lignes horizontales tracent
la bande du crite`re de stabilie´ pratique, qui est ±50mHz autour de ∆fe.
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Fig. 8 – Valeurs de τmax pour divers valeurs de α = β.
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Fig. 9 – Fre´quences des cinq zones AC sous le sche´ma de commande base´ sur les puissances
injecte´es lorsque τ = 2s et α = β = 2× 106. f2 lorsque α = β = 0 est aussi montre´e.
α = β ∈ [1× 106, 1× 108] par une recherche binaire dans τ ∈ [0, 2]s.
Les points sur la Figure 8 repre´sentent les valeurs de τmax correspondant aux diffe´rentes
valeurs de α = β. Nous constatons que par la baisse des valeurs des gains du controˆleur, les
oscillations nuisibles introduites par le retard peuvent eˆtre amorties. Par exemple, si τ est d’en-
viron deux secondes pour notre syste`me, nous devons diminuer les gains du controˆleur a` une
valeur d’environ 1× 106 pour e´viter les proble`mes de stabilite´. Toutefois, comme on l’a souligne´
plus toˆt dans cette sous-section, avec des valeurs petites des gains du controˆleur, plus de temps
est ne´cessaire pour faire converger les de´viations de fre´quence vers une valeur commune.
Ce phe´nome`ne est illustre´ ici pour τ = 2s par les deux ensembles de courbes dans les
Figures 9 et 10 qui repre´sentent l’e´volution des fre´quences dans les cinq zones du syste`me pour
α = β = 1 × 106 et pour α = β = 1 × 105. Notez que nous avons e´galement repre´sente´ sur ces
figures l’e´volution de f2 lorsque le sche´ma de commande n’est pas mis en oeuvre (c’est a` dire
α = β = 0).
4 Sche´ma de commande base´ sur les tensions DC
4.1 Introduction
Dans le chapitre pre´ce´dent, nous proposons un sche´ma de commande qui modifie les injections
de puissance vers le re´seau DC en fonction des mesures de fre´quence d’autres zones afin de faire
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Fig. 10 – Fre´quences des cinq zones AC sous le sche´ma de commande base´ sur les puissances
injecte´es lorsque τ = 2s et α = β = 2× 105. f2 lorsque α = β = 0 est aussi montre´e.
e´voluer leurs de´viations de fre´quence vers une meˆme valeur. Ce sche´ma de commande fait re´agir
collectivement les zones AC aux de´se´quilibres de puissance. Puisque cette approche ne´cessite la
transmission d’informations de fre´quence entre les zones AC, un retard conside´rable (de l’ordre de
quelques secondes) est a` pre´voir. Comme indique´ pre´ce´demment, un tel retard re´duit l’efficacite´
du sche´ma de commande et peut meˆme conduire a` l’instabilite´.
Dans cette chapitre, nous proposons un autre sche´ma de commande qui prend des de´cisions en
fonction uniquement de la mesure de fre´quence locale, e´liminant ainsi le besoin de communication
entre les zones AC situe´es a` distance. Nous l’appelons sche´ma de commande base´ sur les tensions
DC car il utilise les tensions DC des convertisseurs HVDC comme les variables de commande.
Section 4.2 pre´cise le nouveau sche´ma de commande. Section 4.3 analyse the´oriquement la
stabilite´ du syste`me en boucle ferme´e. Section 4.4 pre´sente les re´sultats de simulations.
Les re´sultats pre´sente´s dans ce chapitre ont e´te´ publie´s dans [37].
4.2 Loi de commande
Nous continuons d’utiliser le mode`le HVDC a` plusieurs terminaux pre´sente´ dans la Sec-
tion 2.1. Aussi, nous supposons que, pre´alablement a` toute perturbation, le syste`me est au point
de fonctionnement de re´fe´rence de´crit dans la Section 2.2.
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Expression analytique
Le sche´ma de commande base´ sur les tensions DC est de´centralise´ par nature et il se compose
de N sous-controˆleur, un pour chaque convertisseur HVDC. Le sous-controˆleur du convertisseur
i ∈ {1, 2, . . . , N} modifie la valeur de V dci tel que
V dci = V¯
dc
i + αi∆fi , (17)
ou`
– ∆fi = fi − fnom,i est la de´viation de fre´quence de la zone i ;
– αi est le gain du sous-controˆleur i.
La valeur du gain du sous-controˆleur αi a un impact significatif sur la dynamique du syste`me.
De manie`re ge´ne´rale, une zone avec une valeur plus grande de αi restera plus proche de sa
fre´quence nominale qu’une zone avec un αi plus petit.
Principe de fonctionnement
L’intuition derrie`re la loi de commande de´finie par (17) est la suivante. Si par exemple le
zone i a une production plus importante que la somme de la charge et l’injection vers le re´seau
DC, alors sa fre´quence fi va augmenter. Pour re´tablir l’e´quilibre de la zone i, plus d’e´nergie doit
eˆtre injecte´e de la zone i vers le re´seau DC. Pour ce faire, la tension continue V dci est augmente´e
de sorte que la diffe´rence de tension V dci − V dck devienne plus e´leve´e, avec V dck inchange´e, pour
tout k 6= i. En vertu du flux de charge DC (1), cela donne lieu a` une augmentation de l’injection
de puissance de la zone i vers les autres zones. Ces dernie`res, qui injectent moins de puissance
vers (ou de fac¸on e´quivalente, retirent plus de puissance a` partir de) le re´seau DC, voient leurs
fre´quences augmenter et par conse´quent e´le`vent e´galement leurs tensions. En conclusion, le
re´seau dans son ensemble re´agit au de´se´quilibre dans la zone i, en re´partissant la de´viation de
fre´quence sur toutes les zones.
Contraintes
Les contraintes sont les meˆmes que celles dans le chapitre pre´ce´dent. Pour le sche´ma de
commande base´ sur les tensions DC, les contraintes sur P dci peuvent eˆtre dynamiquement assi-
mile´es aux contraintes sur V dci . En particulier, si P
dc
i = P
dc,max
i , nous pouvons exiger que V
dc
i
n’augmente pas davantage, ou encore, qu’elle prenne la valeur actuelle de V dci comme la nouvelle
V dc,maxi . En outre, lorsque V
dc
k , k 6= i baisse, V dc,maxi (et donc V dci ) devrait e´galement diminuer,
afin de garantir que P dci ne de´passe pas ses limites.
4.3 Etude the´orique
Cette section rapporte une e´tude the´orique sur les proprie´te´s de stabilite´ du syste`me sous le
sche´ma de commande base´ sur les tensions DC autour du point de fonctionnement de re´fe´rence.
Tout d’abord, le mode`le line´arise´ en boucle ferme´e utilise´ dans l’e´tude the´orique est pre´sente´.
Deuxie`mement, nous de´montrons l’existence d’un point d’e´quilibre unique. Troisie`mement, nous
de´montrons la stabilite´ en utilisant une nouvelle approche dans le domaine fre´quentiel. Enfin,
le point d’e´quilibre unique pour ce cas est caracte´rise´ pour mettre en e´vidence l’efficacite´ du
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controˆleur et illustrer l’influence du gain du controˆleur. Les preuves mathe´matiques de´taille´es
sont donne´es dans le Chapitre 6.2 en anglais.
Line´arisation du syste`me en boucle ferme´e
Nous nous concentrons sur de petites variations de la charge, et nous conside´rons donc un
syste`me line´arise´ autour du point de fonctionnement de re´fe´rence. Comme aucun retard est
implique´ dans le sche´ma de commande base´ sur les tension DC, nous omettons dans la notation
la de´pendance des variables vis-a`-vis du temps.
Les e´quations diffe´rentielles de´crivant la dynamique en boucle ouverte de la zone i sont les
meˆmes que dans le chapitre pre´ce´dent, soit
2piJi
dfi
dt
=
Pmi − P oli − P dci
2pifnom,i
− 2piDi(fi − fnom,i) , (18a)
Tsmi
dPmi
dt
= P omi − Pmi −
Pnom,i
σi
fi − fnom,i
fnom,i
. (18b)
Le flux de charge DC (1) est line´arise´ autour du point de re´fe´rence de fonctionnement comme
P dci =
N∑
k=1
V dcref (V
dc
i − V dck )
Rik
. (18c)
Puisque V dc1 , V
dc
2 , . . . , V
dc
N sont toutes proche de V
dc
ref sous ope´ration normale, nous faisons
une approximation de (4.1) par
V dci = V¯
dc
i + αi∆fi . (18d)
Dans cette section, nous nous concentrons sur le syste`me en boucle ferme´e de´finie par (18)
pour tout i ∈ {1, 2, . . . , N}.
Point d’e´quilibre
Proposition 4.1. Conside´rons que le syste`me, d’abord fonctionnant au point de fonctionnement
de re´fe´rence, est soudainement soumis a` un changement radical dans la demande de la charge de
l’une de ses zones AC. Alors, le syste`me (line´arise´) de´finie par (18) pour tout i ∈ {1, 2, . . . , N}
a un point d’e´quilibre unique.
La stabilite´ du syste`me
Pour le sche´ma de commande base´ sur les tension DC, nous avons une proposition pour le
cas ge´ne´ral des zones he´te´roge`nes AC.
Proposition 4.2. Le syste`me en boucle ferme´e de´fini par (18) pour tout i ∈ {1, 2, . . . , N} est
stable.
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Caracte´risation du point d’e´quilibre
L’analyse pre´ce´dente prouve la stabilite´ du syste`me. Cette sous-section se concentre sur l’ob-
jectif du sche´ma de commande, c’est a` dire maintenir les de´viations de fre´quence des diffe´rentes
zones AC proches les unes des autres. Par souci de simplicite´, l’analyse the´orique se concentre
sur le cas particulier ou` toutes les zones AC ont des parame`tres identiques.
Proposition 4.3. Supposons que toutes les zones AC ont des parame`tres identiques. Pour toute
valeur donne´e de V¯ dc1 , V¯
dc
2 , . . . , V¯
dc
N et pour toute variation de la charge, la diffe´rence entre les
de´viations de fre´quence des zones AC au point d’e´quilibre du syste`me (line´arise´) peut eˆtre rendue
arbitrairement petite en prenant le gain du controˆleur suffisamment grand.
4.4 Simulations
L’efficacite´ du sche´ma de commande propose´e est illustre´e ci-apre`s dans le cadre du syste`me
de re´fe´rence a` cinq zones de´crit dans le chapitre pre´ce´dent. Les conditions de simulation sont
e´galement les meˆmes que celles dans la Section 3.3.
La Figure 11 repre´sente l’e´volution des fre´quences lorsque α = 2×103. A titre de comparaison,
il montre e´galement l’e´volution de f2 lorsque α = 0 (c’est a` dire V dc1 , V
dc
2 , . . . , V
dc
5 DC sont
maintenues constantes). Ces simulations montrent que, sans le controˆleur (α = 0), la fre´quence
de la zone 2 subit une de´viation avec un maximum transitoire de 0,196 Hz et se stabilise a`
49,927Hz. Avec le controˆleur de´fini par (17), la de´viation maximale transitoire de f2 tombe
a` 0,055Hz, et les fre´quences des cinq zones pre´sentent le meˆme comportement de variation et
enfin s’installent dans une bande comprise entre 49,976Hz et 49,988Hz. Les courbes repre´sentant
l’e´volution des variables de controˆle, V dc1 , V
dc
2 , . . . , V
dc
5 , sont pre´sente´es sur la Figure 12. Nous
constatons que les variations de V dci sont proportionnelles a` la de´viation de fre´quence de la zone
correspondante, et que ces variations restent infe´rieures a` la grandeur des valeurs initiales V¯ dci ,
ce qui indique que de telles variations ne donnent pas lieu a` des tensions excessivement e´leve´es
ou faibles dans le re´seau DC. La Figure 13 montre l’e´volution des injections de puissance des
zones AC vers le re´seau DC, P dc1 , P
dc
2 , . . . , P
dc
5 , exprime´es en MW. Les variations sont mode´re´es
dans la mesure ou` elles n’exce`dent pas 10 % de la valeur initiale.
Ces re´sultats montrent que notre sche´ma de commande conduit a` une ame´lioration signi-
ficative dans les de´viations de fre´quence en re´gime permanent (de 0,073Hz a` 0,024Hz) et les
de´viations maximales transitoires (de 0,196Hz a` 0,055Hz) de la zone 2. Toutefois, les de´viations
de fre´quence des diffe´rentes zones AC ne convergent pas l’unes vers les autres et elles restent
dans une bande dont la largeur est 0,012Hz.
Les Figures 14-16 montrent les re´sultats lorsque α est double´ a` 4× 103. Nous constatons que
la largeur de la bande de fre´quences en re´gime permanent est re´duite a` 0,007Hz. Cela indique
qu’une proprie´te´ similaire a` la Proposition 4.3 semble encore tenir lorsque les zones AC ont des
parame`tres de valeurs diffe´rentes.
5 Coordination au niveau du re´glage secondaire de la fre´quence
Les deux sche´mas de commande propose´s dans les chapitres pre´ce´dents font re´agir collective-
ment les zones AC a` des de´se´quilibres de puissance au sein du syste`me, mais comme il est indique´
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Fig. 11 – Fre´quences des cinq zones AC sous le sche´ma de commande base´ sur les tensions DC
lorsque α = 2× 103. f2 lorsque α = 0 est aussi montre´e.
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Fig. 12 – Les tensions DC des convertisseurs sous le sche´ma de commande base´ sur les tensions
DC lorsque α = 2× 103.
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Fig. 13 – Injections de puissance a` partir des cinq zones AC dans le re´seau DC sous le sche´ma
de commande base´ sur les tensions DC lorsque α = 2× 103.
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Fig. 14 – Fre´quences des cinq zones AC sous le sche´ma de commande base´ sur les tensions DC
lorsque α = 4× 103. f2 lorsque α = 0 est aussi montre´e.
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Fig. 15 – Les tensions DC des convertisseurs sous le sche´ma de commande base´ sur les tensions
DC lorsque α = 4× 103.
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Fig. 16 – Injections de puissance a` partir des cinq zones AC dans le re´seau DC sous le sche´ma
de commande base´ sur les tensions DC lorsque α = 4× 103.
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dans les Propositions 3.1 et 4.1, les sche´mas de commande ne font revenir ni la fre´quences, ni les
e´changes de puissance entre les zones a` leurs valeurs nominales ou programme´es. Pour restaurer
les fre´quences et les e´changes de puissance, chaque zone doit recourir au re´glage secondaire de
la fre´quence, qui agit sur la consigne de la puissance me´canique du ge´ne´rateur agre´ge´.
Pour discuter de la dynamique a` long terme des zones AC relie´s par un syste`me MT-HVDC
sous les deux sche´mas de commande propose´s, nous pre´sentons dans ce chapitre une solution
pour les zones AC d’imple´menter le re´glage secondaire de la fre´quence conforme´ment aux re-
commandations de l’UCTE. Section 5.1 de´crit le controˆleur secondaire de la fre´quence, qui est
inspire´ par la pratique de l’UCTE pour le re´glage secondaire de la fre´quence dans une zone
synchrone. Section 5.2 pre´sente les re´sultats de simulations.
5.1 Sche´ma de commande du re´glage secondaire de la fre´quence
Le re´glage secondaire de la fre´quence a deux objectifs : (i) restaurer les fre´quences de toutes
les zones AC a` leurs valeurs nominales, (ii) restaurer la puissance e´change´e entre les zones AC
a` leurs valeurs programme´es. Ces objectifs ne peuvent eˆtre atteints que si tout de´se´quilibre de
puissance est entie`rement compense´ par un changement de la consigne de la puissance me´canique
des ge´ne´rateurs de la zone dont il est originaire.
L’e´nergie re´glante de la zone i est de´finie comme
λERi =
−∆P dc∗i
∆fi
, (19)
ou` ∆P dc∗i est la variation de l’injection de puissance de la zone i vers le re´seau DC par rapport a`
sa valeur pre´vue suite a` un de´se´quilibre de puissance provenant a` l’exte´rieur de la zone i, et ∆fi
est la de´viation de fre´quence de la zone i par rapport a` sa valeur nominale. L’e´nergie re´glante
peut eˆtre utilise´e pour e´valuer l’erreur de re´glage, qui est de´fini comme
Ei = ∆P dci + λ
ER
i ∆fi , (20)
ou` ∆P dci est la variation re´elle de l’injection de puissance de la zone i vers le re´seau DC par
rapport a` sa valeur pre´vue, ou` que ce soit le de´se´quilibre de puissance.
Pour re´aliser le re´glage secondaire de la fre´quence, chaque zone emploie un controˆleur inte´gral
qui ajuste la consigne de la puissance me´canique des ge´ne´rateurs dans cette zone. La sortie du
controˆleur secondaire de la fre´quence pour la zone i est donne´e comme
P omi = P¯
o
mi − γi
∫
Eidt , (21)
ou` P¯ omi est la valeur de P
o
mi au point de fonctionnement de re´fe´rence de´fini dans la Section 2.2,
et γi > 0 est le gain du controˆleur secondaire de la fre´quence pour la zone i. La valeur de γi doit
eˆtre choisie assez mode´re´e pour que la dynamique de P omi soit de´couple´e du re´glage primaire de
la fre´quence et que le re´glage secondaire n’ait pas d’effet contradictoire au re´glage primaire.
5.2 Re´sultats de simulations
Pour illustrer l’impact du re´glage secondaire de la fre´quence, nous effectuons des simulations
dans les meˆmes conditions que dans la Section 3.3. Les Figures 17 et 18 montrent l’e´volution des
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Fig. 17 – Fre´quences des cinq zones AC sous le sche´ma de commande base´ sur les tensions DC
et sche´ma de commande pour le re´glage secondaire.
fre´quences et les consignes de puissance P om des cinq zones AC lorsque le sche´ma de commande
pour le re´glage secondaire de la fre´quence est mis en oeuvre en combinaison avec le sche´ma de
commande base´ sur les tensions DC. Les Figures 19 et 20 montrent l’e´volution de ∆V dc et ∆P dc
, qui sont les variations de V dc and P dc par rapport a` leurs valeurs nominales ou programme´es.
Puisque le re´glage secondaire de la fre´quence a une e´chelle de temps de quelques minutes, nous
e´tendons la feneˆtre d’observation a` 10 minutes. Les gains des controˆleurs sont choisis tels que
α1 = α2 = . . . = α5 = 2× 103 et γ1 = γ2 = . . . = γ5 = 2.
Le comportement pendant les premie`res secondes dans la figure 17 est essentiellement la
meˆme chose que dans la Figure 11 dans le chapitre pre´ce´dent. Cela signifie que le re´glage primaire
de la fre´quence domine, non perturbe´ par le re´glage secondaire de la fre´quence. Ce dernier agit
comme pre´vu : seule la consigne de puissance pour la zone perturbe´e, P om2, est modifie´e de fac¸on
significative, et les fre´quences convergent vers leurs valeurs nominales a` long terme. L’e´volution
de P dci indique que les injections de puissance vers le re´seau DC sont e´galement restaure´es a`
leurs valeurs programme´es. En outre, les tensions continues des convertisseurs V dci reviennent a`
leurs valeurs initiales.
Les re´sultats ci-dessus montrent que notre sche´ma de commande pour le re´glage secondaire
de la fre´quence atteint ses deux objectifs : re´tablir les fre´quences et les e´changes de puissance
a` leurs valeurs nominales ou programme´es. En outre, le re´glage secondaire agit dans quelques
minutes, donc les variations de P om sont bien de´couple´es du sche´ma de commande base´ sur les
tensions DC pour le re´glage primaire de la fre´quence.
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Fig. 18 – P om des cinq zones AC sous le sche´ma de commande base´ sur les tensions DC et sche´ma
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Fig. 19 – ∆V dc des cinq zones AC sous le sche´ma de commande base´ sur les tensions DC et
sche´ma de commande pour le re´glage secondaire.
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Fig. 20 – ∆P dc des cinq zones AC sous le sche´ma de commande base´ sur les tensions DC et
sche´ma de commande pour le re´glage secondaire.
6 Conclusion
6.1 Re´sume´ des contributions
Dans cette the`se, nous avons propose´ trois sche´mas de commande pour le re´glage de la
fre´quence dans un syste`me e´lectrique compose´ de plusieurs zones AC non-synchrones relie´es par
un re´seau HVDC a` plusieurs terminaux.
Le premier sche´ma, appele´ le sche´ma de commande base´ sur les puissances injecte´es, est
distribue´ par nature. En fonction des mesures a` distance des fre´quences des autres zones, ce
sche´ma de commande modifie les injections de puissance des diffe´rentes zones AC vers le re´seau
DC de manie`re a` faire re´agir collectivement le syste`me aux de´se´quilibres de puissance. Cette
re´action collective permet a` chaque zone de re´duire leurs re´serves primaires. La loi de commande
est inspire´e par des algorithmes pour le proble`me du consensus. Puisque les mesures a` distance
sont utilise´es, les effets du retard sur l’efficacite´ du sche´ma de commande sont e´tudie´s. Une
analyse de la stabilite´ du syste`me en boucle ferme´e montre que sous certaines hypothe`ses, tant
que le retard ne de´passe pas une limite acceptable, le syste`me converge vers un point d’e´quilibre
pour lequel les de´viations de fre´quence des zones AC sont e´gales. Un crite`re de Nyquist permet
de de´terminer si le retard pourrait de´stabiliser le syste`me. Des simulations sur un syste`me
de re´fe´rence a` cinq zones AC non-identiques montrent que, en l’absence de temps de retard,
les de´viations de fre´quence de toutes les zones convergent rapidement suivant un changement
radical dans la demande de la charge. En revanche, nous avons constate´ que pour un retard
exce´dant une valeur critique, le sche´ma de commande peut entraˆıner des oscillations de fre´quence
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insuffisamment amorties, et que ces oscillations de fre´quence insuffisamment amorties sont plus
susceptibles d’apparaˆıtre lors de l’utilisation des valeurs e´leve´es des gains du controˆleur. Les
simulations mettent en e´vidence que ce sche´ma de commande base´ sur les puissances injecte´es
peut faire bon usage de la capacite´ de suivi rapide de puissance des convertisseurs HVDC afin
de coordonner les efforts du re´glage primaire de la fre´quence entre les zones AC non-synchrones.
Pour e´viter le proble`me du retard lie´ au sche´ma de commande base´ sur les puissances in-
jecte´es, un deuxie`me sche´ma de commande est introduit. Ce dernier a le meˆme objectif que le
premier, mais il agit sur les tensions continues des convertisseurs HVDC, d’ou` son nom le sche´ma
de commande base´ sur les tensions DC. En particulier, il modifie la tension continue de chaque
convertisseur en fonction de la de´viation de fre´quence de la zone AC a` laquelle il est connecte´.
Ce caracte`re de´centralise´ lui permet de se de´gager du proble`me lie´ a` la de´pendance vis-a`-vis des
informations a` distance. Une e´tude the´orique montre que le re´seau interconnecte´ est stable et
il converge vers un point d’e´quilibre sur laquelle, pour des perturbations de la charge limite´e,
la diffe´rence entre les de´viations de fre´quence induites dans toutes les zones peut eˆtre rendue
arbitrairement petite en choisissant un gain de controˆle suffisamment grand. Les re´sultats des
simulations sur le meˆme syste`me de re´fe´rence montrent que en utilisant l’information locale, le
sche´ma de commande permet de re´duire conside´rablement l’impact d’un de´se´quilibre de puis-
sance en distribuant la de´viation de fre´quence associe´e dans toutes les zones.
Le dernier sche´ma de commande a pour objectif de restaurer les fre´quences et les e´changes
de puissance a` leurs valeurs nominales ou programme´e suite a` un de´se´quilibre de puissance. Il
doit eˆtre combine´ avec les deux autres sche´mas de commande. Les re´sultats de simulations sur
le syste`me de re´fe´rence confirme sa bonne performance.
6.2 Perspectives
Les deux sche´ma de commande pour le re´glage primaire de la fre´quence peut eˆtre ame´liore´s
a` plusieurs niveaux.
Tout d’abord, il serait inte´ressant d’e´tudier les effets du gain de chaque sous-controˆleur, de
manie`re a` trouver un moyen syste´matique de les choisir. En effet, ces gains influencent le degre´
de participation de chaque zone au re´glage primaire, et, par une meilleure compre´hension de
leur influence, on devrait eˆtre capable de les choisir de manie`re a` prendre en compte les ca-
racte´ristiques techniques et e´conomiques de chaque zone. Par exemple, la taille relative d’une
zone par rapport aux autres peut eˆtre conside´re´e, de sorte que, en re´ponse a` un de´se´quilibre de
puissance majeur dans une zone grande, une petite zone avec moins de re´serves primaires puisse
choisir d’arreˆter de partager sa propre re´serve si elle juge qu’une continuation de partage de sa
re´serve mettrait en pe´ril sa propre stabilite´. De cette fac¸on, le syste`me HVDC jouerait encore le
roˆle de « pare-feu » qui empeˆche des pannes en cascade a` travers les zones AC. Ces gains pour-
raient probablement eˆtre re´gle´s dynamiquement dans le cadre du temps du sche´ma de commande
de la fre´quence secondaire, de manie`re a` refle´ter le changement du point de fonctionnement et
de re´duire la probabilite´ de congestions dans les lignes DC suite a` une perturbation.
Deuxie`mement, alors que les sche´mas de commande font appel simultane´ment aux re´serves
primaires de toutes les zones du syste`me suite a` un de´se´quilibre de puissance dans une zone, il
serait e´galement inte´ressant de ve´rifier si elle pouvait eˆtre adapte´e au cas ou` les re´serves primaires
des diffe´rentes zones AC sont sollicite´es de manie`re se´quentielle, de sorte que les re´serves des
zones e´loigne´es soient de´ploye´es uniquement lorsque les re´serves locales ont e´te´ e´puise´es.
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Troisie`mement, l’e´tude the´orique pourrait eˆtre e´tendue en assouplissant certaines des hy-
pothe`ses faites pour e´tablir les preuves.
Quatrie`mement, il serait inte´ressant de tester ces sche´mas de commande sur des syste`mes de
re´fe´rence plus sophistique´s qui ne´gligent pas par exemple la re´gulation de tension dans les zones
AC.
Enfin, l’utilisation d’un re´seau HVDC a` plusieurs terminaux pour le partage des re´serves
primaires de fre´quence entre les zones AC peut avoir un effet ne´gatif. En effet, les zones pour-
raient devenir plus vulne´rables par rapport aux risques re´sultant d’une de´connexion du lien
HVDC, parce que de telles e´ventualite´s peuvent cre´er un de´se´quilibre de puissance dans une
zone vulne´rable tout en re´duisant simultane´ment la quantite´ de re´serves primaires de fre´quence
sur laquelle la zone peut compter. C’est certainement une question a` prendre en conside´ration
lorsqu’on a recours a` un syste`me HVDC pour offrir un tel type de service syste`me.
Les sche´mas de commande propose´s dans la the`se donnent un exemple de syste`mes HVDC
fournissant des services syste`me au re´seau e´lectrique. Alors que l’effort de recherche sur les
syste`mes MT-HVDC est soutenu tant au niveau national, qu´international, nous espe´rons que
ces travaux mettront en e´vidence les be´ne´fices potentiels des syste`mes HVDC en tant qu´outil
d’exploitation des syste`mes e´lectriques de grande dimension.
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Chapter 1
Introduction
1.1 Background
To present the background of the dissertation on the use of HVDC systems for frequency control,
the current chapter is divided into three parts. First, we briefly describe the issues of power
system stability, of which frequency stability is a concern. Second, we present the HVDC
technology, which offers new possibilities of enhancing power system stability. Third, we discuss
the use of HVDC systems for frequency control in particular.
1.1.1 Power system stability and frequency control
Power system stability is defined as the ability of an electric power system to retain a state
of equilibrium point after being subjected a physical disturbance [1]. It is classified into three
categories: Rotor angle stability, frequency stability and voltage stability.
• Rotor angle stability deals with the ability of synchronous machines to remain in synchro-
nism. Transient stability, as is commonly referred to, concerns rotor angle stability when
the disturbance is so large that linearization of system equations is no longer permissible
for analysis.
• Frequency stability refers to the ability of a power system to maintain steady frequency
following a significant imbalance between generation and load.
• Voltage stability is concerned with the ability of a system to maintain steady voltages at
all buses in the system after being subjected to a disturbance.
Measures are taken to enhance power system stability. Measures for enhancing transient
stability aim at reducing the disturbing influence, increasing the synchronizing forces, and re-
ducing the accelerating torque [2]. For frequency stability, control schemes to adjust generators’
production are developed to keep the power balance and regulate the frequency [3]. The most
common ways to improve voltage stability is to generate/consume reactive power at different
buses of a system and to adjust the transformer tap-changers [4]. In practice, frequency stability
and voltage stability are addressed by ancillary services, which include several types of service
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aimed to support the basic functioning of generating capacity, energy supply, and power delivery
[5].
The control schemes that the system operators have developed to regulate frequency are
usually classified according to the time scale of their actions [6]. The actions corresponding to
the shortest time scale are usually referred to as “primary frequency control”. It consists of
automatic adjustment, within a few seconds after a power imbalance, of the generators’ power
output based on locally measured frequency variations. To make it possible, the generators must
have the so-called “primary reserves”, i.e., power margins.
The frequency averaged over a few seconds can be considered identical in any part of a
synchronous area. With a common frequency, every generator participating in primary frequency
control adjusts its generation output in response to frequency excursions in the synchronous area,
regardless of the location of the power imbalances. As the efforts of these generators sum up
within the synchronous area, larger systems usually experience smaller frequency deviations. In
addition, the provision of primary reserves accounts for non-negligible costs. For example, as
of 2007, the average price for primary reserve is about 1.4 ce/kW/h in Germany [7]. Thus,
one of the advantages of interconnecting several power systems to form a large synchronous
area is to share their primary reserves, so that each system will deploy less primary reserves in
response to a given power imbalance, and that the entire interconnected system will undergo a
smaller frequency deviation. As the reserves are shared throughout the synchronous area, the
requirement on the primary reserves of each power system is reduced [8, 9], which results in
economic benefits [10].
1.1.2 HVDC technology and its stability benefits
High-Voltage Direct Current (HVDC) is a technology for bulk power transmission [11]. By using
power electronic devices, AC power is converted into DC power for transmission, which yields less
costs and lower electrical losses for long-distance power transfer. In addition, HVDC technology
is also advantageous for asynchronous interconnections and long submarine cable crossings [12].
While conventional line-commutated current source converters (CSCs) need local reactive power
generation, the state-of-the-art self-commutated voltage source converters (VSCs) are capable
of controlling active power and reactive power independently [13].
The most common HVDC systems have two converters, one functioning as a rectifier while
the other as an inverter. When more than two geographic zones need to be connected, a multi-
terminal HVDC (MT-HVDC) system [14] can be used. Such a system with several converters
gives rise to more challenges, as well as more flexibility in terms of control and stability improve-
ment.
As a highly controllable device, HVDC technology opens new opportunities for improving
power system reliability. A number of studies have shown the benefits of HVDC system to
improve stability, in terms of transient stability [15, 16, 17, 18, 19, 20, 21], voltage stability
[16, 17, 22, 18, 20], frequency stability [23, 21], and inter-area low frequency oscillations [16, 17,
23, 20].
In particular, the power transferred over the HVDC link is often made used of in order to
improve stability. For example, to improve transient stability, three HVDC power modulation
strategies are tested in [38], which add to the power flow order, a term depending on rotor
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speeds, voltage phasors, and tie-line power, respectively. In addition to the above heuristically
designed control schemes, Reference [39] proposes various control strategies, with a theoretical
back on control Lyapunov function (CLF) [40] and modal analysis, to improve transient stability
and low-frequency power oscillation damping. Also based on CLF, Reference [41] proposes a
nonlinear control scheme to improve transient stability and oscillation damping, but this time
for a parallel AC/DC power system. One difference between [39] and [41] is that, while the
control scheme in [39] only uses CLF as a tool to justify its seemingly still heuristic control
scheme, the nonlinear law in [41] is very sophisticatedly designed so that a CLF can be found
to prove its stability. In addition, in a longer time scale, Reference [42] presents the solution to
the security-constrained unit commitment problem, which is decomposed into a master problem
for solving unit commitment problem and hourly transmission security check subproblems that
evaluate branch flows and bus voltages of integrated AC/DC transmission systems.
1.1.3 Use of HVDC technology for frequency control
The development of the HVDC technology opens new perspectives for interconnecting non-
synchronous areas. In this context, it is generally expected that the power flows through an
HVDC system are set at scheduled values, while the frequencies of the AC areas remain inde-
pendent. This type of HVDC control scheme may prevent the system from cascading outages
by limiting the effects of a severe contingency within one area [12]. It also makes sense when
the interconnected transmission utilities cannot agree on a common practice in terms of fre-
quency control. However, this control scheme prevents the primary reserves from being shared
among the non-synchronous AC areas, as the generators in one area are insensitive to frequency
excursions in other areas. Since the supply of primary reserves represents a significant part of
the operational transmission costs [24], it would be economically advantageous to share primary
reserves among the non-synchronous areas by making use of the fast power-tracking capability
of HVDC converters.
1.2 Literature review on use of the HVDC technology for fre-
quency control
The use of HVDC systems for frequency control has been studied by a number of articles. Most
papers focused on primary frequency control. For a two-terminal HVDC system, the basic idea
is to modify the power transferred by the HVDC link using a PI/PID controller so that the
frequencies of both AC areas connected by the HVDC link approach each other. This principle
can be found in most of the papers, e.g. [43, 44, 45, 46, 47, 48, 49], where the control law is
elaborated and simulation results are reported.
The above principle serves as the basis for other articles which treat more specific cases. For
example, References [50, 51] study the case of an AC-DC parallel link, for which a frequency
controller is synthesized using overlapping decomposition technique and eigenvalue assignment
method, so that the transient frequency swing caused by large load disturbances is also elimi-
nated. In [49], the idea is generalized to a multi-terminal HVDC system connecting more than
two AC areas. In [48], the focus is placed on the modeling of an HVDC Link in Eastern Japan,
for which the parameters of the frequency controller are estimated based on the measured fre-
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quency deviations of the two areas connected by the HVDC link. The economic benefits of using
HVDC for primary frequency control are studied in [43, 52].
A slightly different control law is found in [53], which treats the issue of primary frequency
control as an optimization problem where the difference between the frequencies of two areas is
to be minimized. Moreover, in addition to the frequencies, the mechanical power of both areas
is also taken into consideration in the power modulation of the HVDC link. Two other control
schemes are recently proposed in [54, 55], where droop controllers for the DC voltage control
are made use of so that offshore wind turbines can provide frequency support to the main grid.
Concerning the secondary frequency control, in [56], a decentralized robust controller is
designed for each AC area via a Riccati equation approach [57]. The parameter uncertainties
are also taken into consideration in the controller design.
In addition to the above articles that are entirely dedicated to the use of HVDC systems for
frequency control, there are also some articles where this usage is only conceptually mentioned
in the larger context of frequency control and the HVDC technology, e.g. [58, 23].
1.3 Objective
The potentials of HVDC technology for frequency stability have not been investigated as ex-
tensively as for transient stability and voltage stability. This is partially due to the apparently
simple control law as described in the previous section, which consists in adding to the scheduled
power flow setting a term that is proportional to the frequency difference between two AC areas
connected by the HVDC link. However, we believe that still more results are to be discovered
in this aspect, especially for the case of multi-terminal HVDC systems.
Thus, the objective of this dissertation is to study the use of an MT-HVDC system for
coordinating frequency control among the non-synchronous AC areas connected by it. Its main
contributions are
• We propose three control schemes, two for primary frequency control and one for secondary
frequency control.
• We prove stability of the three control schemes, where we use theoretical results from the
control theory community on the consensus problem.
• We carry out simulations on a benchmark power system to test the control schemes.
1.4 Thesis outline
The rest of this thesis is organized as follows:
Chapter 2 elaborates the mechanisms of primary and secondary frequency control in a syn-
chronous area, which serve as a basis of the control schemes introduced later.
Chapter 3 describes the HVDC technology and details the control strategies on the pole
control level for two types of HVDC systems.
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Chapter 4 models a power system with a multi-terminal HVDC link that serves as a reference
for the following chapters where control schemes for frequency control will be introduced.
Chapter 5 introduces the first control scheme for primary frequency control of a multi-
terminal HVDC system. This control scheme modifies the power injections from the different
AC areas into the DC grid based on remote measurements of the other areas’ frequencies, so
as to make the system collectively react to power imbalances. A theoretical analysis proves its
stability for a special case where all the AC areas have identical parameters. Simulation results
on a benchmark power system with five AC areas show the effectiveness of the control scheme.
In addition, as time-delays are inevitable in the communication of remote measurements, the
effectiveness of the control scheme in the presence of the time-delays are investigated both
theoretically and empirically.
Chapter 6 proposes the second control scheme for primary frequency control. In contrast
to the first one, the second control scheme uses the DC voltages of the HVDC converters as
the control variables. In particular, it modifies the DC voltage of each converter based on
the frequency deviation of the AC area it is connected to. This decentralized nature frees it
from the problems related to the dependence on remote information. By using an innovative
frequency-domain approach, a theoretical analysis proves its stability for the general case of
heterogeneous AC-area parameters. Simulation results on the same benchmark power system
show its effectiveness.
Chapter 7 describes the last control scheme, which is designed for secondary frequency con-
trol. This control scheme is largely inspired by the practice of the UCTE for secondary fre-
quency control in a synchronous area, and it is to be used in combination of one of the two
control schemes introduced in the Sections 5 and 6. A theoretical analysis proves its stability.
Simulation results on the same benchmark power system show its effectiveness.
Chapter 8 concludes the thesis and proposes future research directions.
The notations used in the thesis are summarized in the appendices. Also contained in
the appendices are some mathematical and control-theory tools that we used in the chapters,
including the graph theory, the consensus problem, the frequency-domain stability criterion used
in Section 6.2, and the time-domain decomposition.
1.5 Publications
Most of the materials in this dissertation have been or will be published in the following articles:
• J. Dai, Y. Phulpin, A. Sarlette, and D. Ernst, “Coordinated primary frequency control
among non-synchronous systems connected by a multi-terminal HVDC grid,” submitted to
IET Generation, Transmission & Distribution.
• J. Dai, Y. Phulpin, A. Sarlette, and D. Ernst, “Voltage control in an HVDC system to
share primary frequency reserves between non-synchronous areas,” in Proceedings of the
17th Power Systems Computation Conference, 2011 PSCC, (Stockholm, Sweden), August
2011.
• J. Dai, Y. Phulpin, A. Sarlette, and D. Ernst, “Impact of delays on a consensus-based
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primary frequency control scheme for AC systems connected by a multi-terminal HVDC
grid,” in Proceedings of the IREP Symposium VIII, (Buzios, Brazil), August 2010.
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Chapter 2
Frequency control in a synchronous
area
This chapter presents general trends in actual practice of frequency control in a synchronous
area. Section 2.1 describes generic organization of frequency control in a synchronous area,
where three levels of actions are identified. Then, Sections 2.2 and 2.3 detail the first two levels
of frequency control, which will be used in subsequent chapters. Finally, Section 2.4 briefly
describes the coordinative and complementary relation between these different levels.
2.1 Introduction
The frequency of a synchronous area reflects the rotating speeds of the synchronized generators
within the area. For a single generator, its rotating speed increases if its mechanical input power
is greater than its electrical output power. The rotating speeds of all the generators collectively
determine the frequency of the synchronous area. When measured in the time scale of a few
seconds, the frequency can be considered identical in every part of the area, thus a synchronous
area has a unique frequency throughout the area. This frequency reflects the power balance
between demand and generation of the entire area. In particular, the frequency increases when
the total generation is larger than the total demand within the area, and vice versa.
Power systems are subjected to disturbances and load variations resulting in power imbal-
ances and thus frequency deviations. As a large number of electric devices are designed to
operating at the nominal frequency, a large frequency deviation is hazardous to the normal op-
erating of power systems. Thus, adequate measures must be taken to regulate the frequency at
its nominal value. Hence the objective of frequency control. The latter is usually composed of
three levels1, corresponding to different time scales:
• Short-term frequency control consists of local automatic adjustment, within a few sec-
onds, of generator power output based on rotor speed variations measured locally by each
participating generating unit.
1This dissertation focuses on generation-side frequency control, with no consideration to the demand-side
contribution such as described in [59] due to technical difficulties in its application. However, the dependency of
load on frequency is taken into account, which does have some beneficial effect for frequency control.
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• Mid-term frequency control, commonly called load-frequency control (LFC) in Europe [3]
or automatic generation control (AGC) in North America [60], aims to bring the frequency
back to its nominal value and restore the power exchanged between different control areas
to their scheduled values. This level of control acts within several minutes, and is realized
only by the control zone where the power imbalance originates.
• Long-term frequency control changes the commitment of generation units to restore pri-
mary and secondary reserves and manage congestions within the network. The response
time of this level of control is greater than the above two.
In order to avoid ambiguity arising from the variety of terminologies used in different parts
of the world [6, 61], we adopt the nomenclature convention of the Union for the Co-ordination
of Transmission of Electricity (UCTE) [3], and refer to short-, mid-, and long-term frequency
control as primary, secondary, and tertiary frequency control , respectively. In addition, we only
consider primary and secondary frequency control in this thesis, with both assumed to implement
the UCTE recommendations.
2.2 Primary frequency control
A generator that participates in primary frequency control is equipped with a speed governor,
which observes the shaft’s rotating speed, and uses a servomotor to control a throttle that
determines the amount of fluid sent to the turbine. When the speed governor detects a deviation
of the generator rotation speed ω, which is proportional to the stator electrical frequency f , its
servomotor adjusts the opening of the throttle valve within a few seconds, thereby modifying
the power input to the generator Pm.
2.2.1 Generator droop
When the frequency is equal to its nominal value fnom, Pm equals the power setting P om de-
termined by the secondary frequency controller. When the frequency deviates from fnom by
∆f , the speed governor targets a variation in the mechanical power ∆Pm = Pm − P om. The
magnitude of ∆Pm for a given ∆f is determined by the generator droop σ, defined as
σ = − ∆f/fnom
∆Pm/Pnom
, (2.1)
where Pnom is the nominal power of the generator. Typical droop values range from 3% to 10%
for a synchronous area of a national scale [6].
The limits on Pm, denoted by Pminm and P
max
m , are imposed by technical and economic
attributes of the generator. The difference between Pmaxm and P
o
m is referred to as primary
reserve2. By way of example, the primary reserves of the UCTE are recommended to be 3000
MW [3].
2This is sometimes called positive primary reserves, in contrast to the negative primary reserves defined as the
difference between P om and P
min
m [3]. However, we do not make this distinction in this thesis.
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Figure 2.1: Steady-state power-frequency characteristics of two generator with the same primary
reserves but different droop.
Figure 2.1 depicts the relation between Pm and f for two generators, which have identical
primary reserves but different droops. The droop of Generator a is smaller than that of Gener-
ator b because for a given frequency deviation, when neither of them reaches the reserve limit,
Generator a undergoes a larger variation in Pm than Generator b.
Primary frequency control dynamics
The dynamics of Pm under the influence of ∆f is considered to be determined only by the speed
governor, which is modeled by a first-order low-pass filter as shown in Figure 2.2 [2].
The differential equation representing this dynamics can be obtained from the Figure 2.2 as
Tsm
dPm
dt
= P om − Pm −
Pnom
σ
f − fnom
fnom
, (2.2)
where Tsm is the time constant of the servomotor, which is typically a few seconds [2].
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Figure 2.2: Dynamics model of the speed governor.
2.2.2 Generator aggregation
The generators in a power system usually have different droops and time constants. To facilitate
our study, we use an aggregated model to represent the combined effects of all the generators
within the system in terms of primary frequency control.
Suppose an AC area is composed of M generators. The corresponding symbols with no
subscript represent the parameters of the aggregated generator representing these M generators.
Since the mechanical power of the aggregated generator is the sum of the individual generators,
we have
Pm =
M∑
i=1
Pmi , (2.3)
P om =
M∑
i=1
P omi . (2.4)
Then the droop and the time constant of the servomotor of the aggregated generator are given
by [62] as
σ =
(
M∑
i=1
Pnom,i
)/(
M∑
i=1
Pnom,i
σi
)
, (2.5)
Tsm =
(
M∑
i=1
TsmiPnom,i
)/(
M∑
i=1
Pnom,i
)
. (2.6)
2.3 Secondary frequency control
With the primary frequency control actions in response to a power imbalance, the frequency of
a synchronous area will be different from its nominal value in the steady state. In addition, the
power exchanged between the constituent parts of the synchronous area will be different from
their scheduled values. To restore the frequency and the power exchanged to their nominal or
scheduled values, secondary frequency control is used.
To describe the mechanism of secondary frequency control, we first show the effects of primary
frequency control in a system composed of several control areas. Then we give the control law
to realize this level of frequency control.
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Figure 2.3: A synchronous area composed of three control areas connected by ties lines.
2.3.1 Interconnection of AC areas
A large synchronous system is usually composed of several control areas. By control area we
mean a coherent part of an interconnected system, operated by a single transmission system
operator (TSO) [3]. A control area usually coincides with the territory of a utility, a country
or a geographical area, and it is connected to the rest of the system by tie lines, where the
interchanged power between this control area and the others is measured. Figure 2.3 shows a
synchronous area composed of three control areas, interconnected between themselves by tie
lines.
The effects of primary frequency control on the power exchanged between the control areas
can be measured by the network power frequency characteristic. Recall from (2.1) that the
variation of a generator’s output power due to primary frequency control actions (∆Pm) is
proportional to the frequency deviation (∆f). Therefore, on the control area level, the variation
of the power exported from one control area due to primary control actions in response to a
power imbalance outside that area is also proportional to the frequency deviation. The above
observation leads to the following definition of the network power frequency characteristic for
area i
λNPFCi =
−∆P ex∗i
∆f
, (2.7)
where ∆P ex∗i is the change of the power exported from area i with respect to its scheduled value
following a power imbalance originating outside area i. For a given interconnected system, the
network power frequency characteristic of each control area is considered as a constant3.
3Strictly speaking, the network power frequency characteristic does not remain constant, because of its de-
pendency on the interconnected system, which itself continually varies over time. However, the variation of the
network power frequency characteristic is very small compared to its absolute value, and moreover, its use for sec-
ondary frequency control does not require a precise measurement. Thus, we consider the network power frequency
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The introduction of the network power frequency characteristic gives us a tool to locate a
power imbalance. In particular, we define the area control error for area i as:
Ei = ∆P exi + λ
NPFC
i ∆f , (2.8)
where ∆P exi is the actual change of the power exported from area i with respect to its scheduled
value, irrespective of the location of the power imbalance. It can be seen from the definition
of λNPFCi that Ei differs from 0 in steady-state only if there is a power imbalance directly
in area i itself, in which case ∆P exi differ from ∆P
ex∗
i . In particular, a positive Ei means
that ∆P exi > ∆P
ex∗
i , i.e. the actual value of ∆P
ex
i is greater that the theoretical value of
∆P ex∗i induced by a response to the same frequency deviation resulting from a power imbalance
originating outside area i, which is an indication of a positive power imbalance originating in
area i.
2.3.2 Secondary frequency controller
Secondary frequency control has two objectives: (i) to restore the frequency of the synchronous
area back to its nominal value; (ii) to restore the power exchanged between the control areas
back to their scheduled values. These objectives can be achieved if a power imbalance originating
in one area i is fully compensated by a change in P omi.
To realize secondary frequency control, each control area uses a PI controller that adjusts
the power settings for the generators within that control area. The output of the secondary
frequency controller for control area i is given as
∆P omi = −KIi
∫
Eidt−KPiEi , (2.9)
where ∆P omi is the variation of P
o
mi with respect to its value prior to the disturbance, and KIi
and KPi are the integral and proportional control gains, respectively. In practice, the controller
gains should be chosen small enough so that P omi can be considered constant in the time scale
of primary frequency control. In some cases, only an integral controller is used in place of a PI
controller, i.e. KPi = 0.
The reason behind (2.9) is that if control area i is not the area where the disturbance occurs,
Ei is always zero, thus P omi does not need to be adjusted. On the contrary, if control area i is
the one where the disturbance originates, Ei is different from zero, thus the secondary frequency
controller would modify P omi to cover the power balance gap resulted from the disturbance so
that the ∆P exi tends to zero in the long run. The negative sign in (2.9) means that the secondary
frequency controller should decrease P omi if Ei is positive, since the latter indicates a positive
power imbalance in area i.
The limits on P om are imposed by technical and economic attributes of the generator. The
difference between the upper limit and the current value of P om is referred to as secondary
reserve4.
characteristic as a constant.
4This is sometimes called positive secondary reserves, in contrast to the negative secondary reserves defined
as the difference between the current value of P om and the lower limit. However, as before, we do not make this
distinction in this thesis.
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Figure 2.4: Frequency control hierarchy.
2.4 Frequency control hierarchy
As mentioned in Section 2.1, the three levels of frequency control actions differ in their time
scales of deployment. This hierarchy can be schematically represented in Figure 2.4 [3].
This figure shows that, in response to a frequency deviation of the synchronous system,
the primary control responds the fastest, where each control area deploys its primary reserves
within a few seconds. For the particular control area where the power imbalance originates,
the secondary frequency control of this area takes actions by adjusting the power settings of
the generators within the area. This deployment of the secondary reserves by the responsible
control area frees the primary reserves previously deployed by the synchronous area, and thus the
interconnected system becomes ready again to cope with any new power imbalance by means of
primary frequency control. A similar relation also exists between the secondary and the tertiary
frequency control, where the latter frees the reserves of the former.
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Chapter 3
HVDC technology
This thesis explores the possibility of using a high-voltage direct current (HVDC) system for
frequency control. Given the importance of the HVDC technology itself, this chapter is entirely
devoted to it. Section 3.1 gives a brief introduction. Section 3.2 describes the control hierarchy
of an HVDC system. Sections 3.3 and 3.4 present the pole control strategies for two types
of HVDC converters. For detailed general information on HVDC technology, the readers are
referred to [11, 63, 64].
3.1 Introduction
An HVDC system is an electrical power transmission system that uses direct current for bulk
power transmission. This section briefly describes its history, advantages, applications and
configurations. Details of these aspects can be found in [12, 65].
3.1.1 History
The first long-distance power transmission in the world was achieved by using direct current in
the 1880’s at Miesbach-Munich Power Transmission. Despite the dominance of the three-phase
AC systems as the common practice for the power generation, transmission, distribution and
utilization ever since the late 19th century, attempts to use direct current for power transmission
have never ceased [66, 67]. Following the early research endeavors in the 1930’s and the 1940’s,
the 1950’s witnessed the major progress in HVDC technology, probably because this technology
seemed to be close to commercially feasible. In addition to the theoretical advancements, the
first commercial HVDC project was also realized in the 1950’s, which connects the Swedish
mainland and the island of Gotland. Following this success, many HVDC links appeared in the
1960’s, e.g. in New Zealand, Scandinavia and Japan, which accelerated the spreading of this
technology throughout the world. In the 1970’s, the progress in information technology gave
rise to computer-controlled HVDC systems.
As HVDC systems use power electronics devices as converters, the technological develop-
ment of the latter largely characterizes each generation of HVDC links. The earliest HVDC
links used mercury arc valves, which were at the time one of the most efficient converters. How-
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ever, since the 1970’s, mercury arc converters were largely replaced by high-voltage solid-state
semiconductor devices such as the thyristor, which offers better reliability and controllability.
Thyristor valves constitute the conventional line-commutated current source converters (CSC),
which remain today the solution for HVDC links of high power ratings. As the power elec-
tronics technology advances, the insulated-gate bipolar transistors (IGBT) have been used for
HVDC systems since the 1990’s. In contrast to the thyristor whose switching-off depends on
the voltage bias of the external circuit1, both the ignition and the extinction of the IGBT can
be controlled. This feature makes it possible to synthesize complex waveforms when combined
with the pulse width modulation (PWM) technology, thus allowing an independent control of
the real and the reactive power of the converter. The IGBT valves comprise the self-commutated
voltage source converters (VSC), which can be used for HVDC links of low power ratings. Both
the line-commuted CSC and the VSC are the two basic converter technologies that are used in
modern HVDC transmission systems.
After several decades of development, today, over 100 HVDC links have been built all over
the world. The power rating of an HVDC system has reached the order of 1000 MW, while the
distance of the DC line can be as long as 2000 km [69]. As there has been a renewed interest
in the application of HVDC transmission schemes in recent years [65], one can expect further
technological advancements and more projects in the coming years.
3.1.2 Advantages and applications
The principal advantage of HVDC is its ability to transmit large amounts of power over long
distances with lower capital costs and with lower losses than AC. This economic incentive justifies
its commercialization and its spreading. As a rule of thumb, an HVDC link of 5,000 MW at a
voltage of 800 kV has its DC-line losses at less than 3% for every 1,000 kilometers, which is a
saving of 30-40% with respect to an AC connection [70].
Thanks to the above advantage, the HVDC technology can be used in the following appli-
cations:
• Long-distance bulk power transmission: This is the main application of HVDC technology.
• Underground and submarine cable transmission [71, 72]: In addition to reduced losses, DC
lines are free from the physical limits of AC lines in terms of the distance and the power
level, an advantage that makes them a good alternative to AC links for underground and
submarine transmission over long distances.
• Asynchronous ties [47]: As DC power serves as the intermediary between AC systems, these
AC systems can possibly be asynchronous, e.g. between Nordic grid and UCTE, or even at
different frequencies, e.g. in South America. Such an asynchronous HVDC link acts as an
effective “firewall” against propagation of cascading outages from one network to another.
Usually, this application uses a back-up-back connection, with no DC transmission line,
e.g. in Japan.
1The gate turn-off thyristor (GTO), a special type of thyristor, can also be turned off at will, but it is not used
for HVDC applications due to its high costs [68].
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Figure 3.1: Monopolar HVDC link.
• Offshore transmission [71, 72, 73]: A VSC-based HVDC system can feed an isolated island
or an offshore platform, thereby eliminating the need for local generation. For a remote
wind generation array, an HVDC system also provides reactive power support.
• Multi-terminal (MT) systems [14, 74, 75]: In this application, an HVDC system connects
more than two AC systems. Through sophisticated coordination between the converters,
such an MT-HVDC system can achieve more flexibility in terms of power flows between
the AC systems. This application enjoys several advantages over a combination of individ-
ual two-terminal HVDC links, such as minimized transmission losses, increased network
availability, decreased number of converter units, and easy connection of a new offshore
load/generation terminal. However, faster fault detection and protection systems are also
needed to prevent contingencies from jeopardizing the entire system. Currently, multi-
terminal systems are used in the SACOI three-terminal cable system between Italy, Cor-
sica (France) and Sardinia (Italy), and the Quebec-New England three-terminal overland
system in Canada/USA.
• Power delivery to large urban areas [76]: VSC-based underground transmission circuit can
be used for power delivery to urban areas, where the requirement on voltage support and
the environmental regulations must be met.
It should be noted that the above applications are not mutually exclusive. For example, the
numerous links connecting offshore wind farms with continental Europe use submarine cables
to realize offshore transmission.
3.1.3 Configurations
HVDC links can be broadly classified into three categories: monopolar links, bipolar links, and
homopolar links.
• The basic configuration is the monopolar link, as shown in Figure 3.1 [2]. It uses a single
conductor, usually of negative polarity, to transfer DC power, while the return path is
provided by ground or water. This configuration is chosen mainly for its low costs. In
situations where earth resistivity is too high or possible interference with underground or
underwater metallic structures is objectionable, a metallic return may be used instead.
• The bipolar link, as shown in Figure 3.2 [2], uses two conductors, one positive and the other
negative. The currents in the two poles are usually the same, resulting in considerable less
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Figure 3.2: Bipolar HVDC link.
Figure 3.3: Homopolar HVDC link.
harmonic interference than the monopolar link. In addition, the two poles can operate
independently. Thus, if one pole is isolated due to a fault, the other can carry half of the
rated power or more using the overload capability.
• The homopolar link uses two or more conductors, all having the same polarity, and uses
the ground as the return path, as shown in Figure 3.3 [2]. Similar to the bipolar link, if
one pole is isolated due to a fault, the other poles can carry their shares of the rated power
or more using the overload capability.
Each of the above three configurations can have cascaded groups of several converters, which
are connected in parallel on the AC side and in series on the DC side, to reduce the voltage
rating on each individual converter.
Finally, a special type is the back-to-back station, designed for a asynchronous ties where
AC lines are used to connect both sides. No DC conductor is involved in this application.
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Figure 3.4: Control hierarchy of a bipolar HVDC link.
3.2 Control hierarchy of an HVDC system
Figure 3.4 [2] shows the control hierarchy of a typical bipolar HVDC link, where four levels of
control can be identified:
• Bridge control: This level determines the firing instants of the valves of a bridge, and it
has the fastest response time of the hierarchy.
• Pole control: This level coordinates the bridge control of a pole. It includes the conversion
of the current order into firing angle order, tap change control of the transformer, etc. For
this level, there exist mature control strategies for different types of converters, e.g. the
constant ignition angle control and the constant extinction angle control for conventional
CSC-based converters [2], and the vector control for the VSC-based converters [77, 78].
The remaining sections of the present chapter will detail this level of control for the two
types of converters.
• Master control: The level determines the current order for each pole of the HVDC link
in an coordinative manner. It interfaces between the overall system control and the pole
control.
• Overall system control: At this level, the control center gives the HVDC link the power
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Figure 3.5: Diagram of a monopolar HVDC link.
flow order, which assumes the scheduled power transfer while maintaining AC systems
stability. The control schemes proposed in this thesis focus on this level.
The following two sections describes in detail the pole control strategies for CSC-based and
VSC-based HVDC converters. From the next chapter, the pole control will be considered as
an underlying level of control for which the dynamics are neglected. In fact, with the modern
power electronics technology, HVDC converters are capable of tracking a current order (and thus
a power order) with a settling time of the order of a few milliseconds, as shown by simulation
results in studies on HVDC systems [79, 80, 77, 81, 35, 78, 82, 83].
3.3 Control of a CSC-based HVDC system
As mentioned in Section 3.1.1, the line-commutated CSC-based HVDC (or simply, the conven-
tional HVDC) composed of thyristors is still the technology used today for high power-rating
projects. The fact that the thyristor can not be switched off at will implies that the control of a
conventional HVDC link is different from that of a VSC-based HVDC system, where both the
switching-on and the switching-off of the IGBT can be controlled.
The current section describes the pole control (i.e. how a current order is followed by the
converter while the DC voltage is maintained at its nominal value) of a conventional HVDC
system. The material in this section is largely borrowed from [2].
3.3.1 Diagram and equivalent circuit
Figure 3.5 [2] shows the diagram of a monopolar link or one pole of a bipolar link. In this system,
two three-phase AC networks are connected by a DC line via transformers and converters. When
the current (hence the power) flows from the left AC network to the right one, as is the case in
the figure, the left converter works as a rectifier converting AC power to DC power, while the
right converter works as an inverter converting DC power to AC power.
Figure 3.6 shows the equivalent circuit of the system shown in Figure 3.5, where
Vd0r (Vd0i, resp.): Ideal no-load direct voltage of the rectifier (the inverter, resp.).
Vdr (Vdi, resp.): Actual direct voltage of the rectifier (the inverter, resp.).
α: Ignition delay angle of the rectifier.
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Figure 3.6: Equivalent circuit of Figure 3.5.
γ: Extinction angle of the inverter.
Id: Direct current.
Rcr (−Rci, resp.): Converter resistance of the rectifier (the inverter, resp.).
RL: DC line resistance.
The power at the rectifier terminal is
Pdr = VdrId . (3.1)
The power at the inverter terminal is
Pdi = VdiId = Pdr −RLI2d . (3.2)
3.3.2 Expressions of Id and Vd
The expressions of Id and Vd to be given are obtained with the following assumptions on the
system:
1. The AC system, including the converter transformer, may be represented by an ideal source
of constant voltage and frequency in series with a lossless inductance.
2. The direct current (Id) is constant and ripple-free.
3. The valves of the converters are ideal switches with zero resistance when conducting, and
infinite resistance when not conducting.
4. There is no commutation overlap between valves.
The direct current flow from the rectifier to the inverter is
Id =
Vd0r cosα− Vd0i cos γ
Rcr +RL −Rci . (3.3)
The ideal no-load direct voltage of both converters can be expressed as:
Vd0 =
3
√
2
pi
BTELL , (3.4)
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where
B: Number of bridges in series.
T : Transformer ratio.
ELL: RMS line-to-line primary voltage of the transformer.
The DC voltage, defined at the rectifier side, is:
Vd = Vdc = Vd0i cos γ + (RL −Rci)Id . (3.5)
3.3.3 Basic pole control
The control of Id and Vd must satisfy the following requirements:
• Large fluctuations in the direct current (Id) must be prevented due to variations in the
AC-side voltages (Vd0r and Vd0i).
• The direct voltage (Vd) must be maintained near its rated value.
• The power factors (cosα and cos γ) at both ends should be as high as possible.
As can be inferred from (3.3)-(3.5), there are two ways to control Id and Vd, either by the
internal voltages (Vd0r cosα and Vd0i cos γ) through grid/gate control of the valve ignition angle
(α and γ), or by the tap changing of the converter transformer (Tr and Ti). These two types
of control are used in a complementary manner, as the rapid grid/gate control has a response
time in the order of several milliseconds while the slow tap changing are activated within several
seconds. Thus, grid/gate control is used initially for rapid action, followed by tap changing to
restore α and γ to the normal range.
Under normal operation, the rectifier maintains constant current (CC), while the inverter
operates with constant extinction angle (CEA) so as to maintain an adequate commutation
margin. The ideal steady-state V − I characteristics are shown in Figure 3.7. In this figure,
the rectifier characteristic is a vertical line, while the inverter characteristic a horizontal line
with a slight slope due to the voltage drop by the resistances. The intersection of the two lines
determines the operating point.
The rectifier’s line can be shifted horizontally by adjusting the current order. If the measured
current is less than the order, the regulator advances the firing by decreasing α. Similarly, the
inverter characteristic line can be raised or lowered by its transformer tap changes. When the
tap changer is moved, the CEA regulator quickly restores the desired γ. As a result, Id changes,
which is then quickly restored by the current regulator of the rectifier. The rectifier tap changer
acts to bring α into the desired range to ensure a high power factor and adequate room for
control.
The actual steady-state characteristics, where other factors such as the limit on α and the
finiteness of the controller gains are taken into account, is not considered in this thesis.
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Figure 3.7: Rectifier and inverter ideal steady-state V − I characteristics. Vd is measured at the
rectifier. Thus the inverter characteristic includes RLId drop.
Figure 3.8: Three-phase diagram of a VSC-base HVDC link.
3.4 Control of a VSC-based HVDC system
This section describes the control of a VSC-based HVDC system. First, a state-space model is
established in the synchronous d-q frame, which allows for a decoupled control on the real and
the reactive power. Then, a double-loop control strategy is synthesized.
The material in this section is largely borrowed from [77, 82].
3.4.1 HVDC model
A VSC-based HVDC system is given in Figure 3.8.
We represent this system by an averaged model [84], where the high-frequency PWM char-
acteristics are neglected. We only consider the balanced condition2, i.e. the three phases have
identical parameters and their voltages and currents have the same amplitude while phase-shifted
120◦ between themselves.
2For the unbalanced condition, the reader is referred to [81].
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AC systems:
On the rectifier side, the Kirchhoff voltage law leads to
v1sa −R1i1a − L1di1a
dt
− v1a = 0 , (3.6a)
v1sb −R1i1b − L1di1b
dt
− v1b = 0 , (3.6b)
v1sc −R1i1c − L1di1c
dt
− v1c = 0 , (3.6c)
where
v1sa = V1
√
2
3
sin(ωt+ θ1) , (3.7a)
v1sb = V1
√
2
3
sin(ωt+ θ1 − 2pi3 ) , (3.7b)
v1sc = V1
√
2
3
sin(ωt+ θ1 +
2pi
3
) , (3.7c)
and
v1a =
M1
2
vdc1 sin(ωt+ θ1 + δ1) , (3.8a)
v1b =
M1
2
vdc1 sin(ωt+ θ1 + δ1 − 2pi3 ) , (3.8b)
v1c =
M1
2
vdc1 sin(ωt+ θ1 + δ1 +
2pi
3
) . (3.8c)
The electrical parameters in the above equations are shown in Figure 3.8. δ1 is the angle of v1sa
and θ1 the angle difference between v1sa and v1a. M1 is the duty cycle. Both θ1 and M1 can be
controlled by PWM technology.
Applying the Park’s transformation
P =
2
3
 cos(ωt) cos(ωt− 2pi3 ) cos(ωt+ 2pi3 )− sin(ωt) − sin(ωt− 2pi3 ) − sin(ωt+ 2pi3 )
1
2
1
2
1
2
 , (3.9)
we obtain the relation in d-q synchronous reference frame
v1sd −R1i1d − L1di1d
dt
+ ωL1i1q − v1d = 0 , (3.10a)
v1sq −R1i1q − L1di1q
dt
− ωL1i1d − v1q = 0 , (3.10b)
where
v1sd = V1
√
2
3
sin θ1 , (3.11a)
v1sq = −V1
√
2
3
cos θ1 , (3.11b)
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and
v1d =
M1
2
vdc1 sin(θ1 + δ1) , (3.12a)
v1q = −M12 vdc1 cos(θ1 + δ1) . (3.12b)
Let
M1d = M1 sin(θ1 + δ1) , (3.13a)
M1q = −M1 cos(θ1 + δ1) . (3.13b)
Then, (3.12) becomes
v1d =
M1d
2
vdc1 , (3.14a)
v1q =
M1q
2
vdc1 . (3.14b)
Similar reasoning for the inverter yields
v2sd −R2i2d − L2di2d
dt
+ ωL2i2q − v2d = 0 , (3.15a)
v2sq −R2i2q − L2di2q
dt
− ωL2i2d − v2q = 0 , (3.15b)
where
v2sd = V2
√
2
3
sin θ2 , (3.16a)
v2sq = −V2
√
2
3
cos θ2 , (3.16b)
and
v2d =
M2d
2
vdc2 , (3.17a)
v2q =
M2q
2
vdc2 , (3.17b)
with
M2d = M2 sin(θ2 + δ2) , (3.18a)
M2q = −M2 cos(θ2 + δ2) . (3.18b)
The real and the reactive powers of both AC networks can be expressed as
P1 =
3
2
(v1sdi1d + v1sqi1q) , (3.19a)
Q1 =
3
2
(v1sqi1d − v1sdi1q) , (3.19b)
P2 =
3
2
(v2sdi2d + v2sqi2q) , (3.19c)
Q2 =
3
2
(v2sqi2d − v2sdi2q) . (3.19d)
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DC line:
Applying the Kirchhoff voltage and current laws to the DC circuit yields
vdc1 − vdc2 −Rdcidc12 + Ldcdidc12
dt
= 0 , (3.20a)
idc1 − idc12 − C1dvc1
dt
= 0 , (3.20b)
idc2 + idc12 − C2dvc2
dt
= 0 . (3.20c)
AC-DC power coupling:
The real power balance on both sides of the converters yields
idc1vdc1 =
3
2
(v1di1d + v1qi1q) , (3.21a)
idc2vdc2 =
3
2
(v2di2d + v2qi2q) . (3.21b)
Global model:
The global state-space model of the HVDC system is summarized as follows
State variables: i1d, i1q, i2d, i2q, vdc1, vdc2, idc12.
Control variables: M1d, M1q, M2d, M2q.
Input variables: v1sd, v1sq, v2sd, v2sq.
Output variables: P1, Q1, P2, Q2.
The differential equations describing the evolution of the state variables are: (3.10), (3.15),
(3.20).
The algebraic equations relating the variables are: (3.14), (3.17), (3.19), (3.21).
3.4.2 Pole control strategy
Control objective:
The objective of controlling a converter is to track a power order (P ∗, Q∗) while the DC voltage
of the HVDC link is maintained. To do this, we choose for both converters the d-axis such that
it coincides with vs, so vsq = 0. Equation (3.19) thus becomes
P =
3
2
vsdid , (3.22a)
Q = −3
2
vsdiq , (3.22b)
where we omitted the converter index since the two equations in (3.22) apply to both the rectifier
and the inverter. Thus, P and Q can be controlled independently by id and iq, respectively.
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On the other hand, the voltage of the DC line must be regulated at its nominal value so that
the DC power balance is maintained. As the AC system fed by the inverter may potentially be
a passive network where no generation resource is available, it is usually the rectifier that plays
the role of regulating the DC voltage. As will be shown later, vdc1 can be controlled by i1d.
Therefore, we consider that the rectifier tracks a reactive power order and regulates the DC
voltage, while the inverter tracks a real power order and a reactive power order.
We design a double-loop control strategy to achieve the above control objectives. The inner
loop with the fast dynamics deals with the current tracking problem, while the outer loop
concerns the DC voltage regulating problem.
Inner loop:
As the inner loop applies to both the rectifier and the inverter, the converter index is omitted
in this part. We introduce the following two new variables
ud =
did
dt
, (3.23a)
uq =
diq
dt
, (3.23b)
which, when substituted into (3.15), yield
ud =
1
L
vsd − R
L
id + ωiq − 1
L
Md
2
vdc , (3.24a)
uq =
1
L
vsq − R
L
iq − ωid − 1
L
Mq
2
vdc . (3.24b)
We use PI controllers to control id and iq. Let i∗d and i
∗
q be the current orders. Then, ud and
uq are the output of the PI controllers as:
ud = KPi(i∗d − id) +KIi
∫
(i∗d − id)dt , (3.25a)
uq = KPi(i∗q − iq) +KIi
∫
(i∗q − iq)dt , (3.25b)
where KPi and KIi are respectively the proportional and the integral current controller gains.
These controller gains can be determined using any classic tuning methods [36]. The control
variables Md and Mq are calculated from (3.24).
Outer loop:
The outer loop is designed to regulate the DC voltage, thus it is only concerned with the rectifier.
In this time scale, the currents in d-q axes are considered in their steady state, i.e. i1d = i∗1d and
i1q = i∗1q.
To regulate udc1, we introduce a new variable ie as
ie =
dudc1
dt
, (3.26)
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Figure 3.9: Control strategy diagram for a voltage source converter.
which, together with (3.20a) and (3.21a), yields
C1ie + idc12 − 34(M1di1d +M1qi1q) = 0 . (3.27)
We use a PI controller to regulate udc1. Let u∗dc1 be the DC voltage orders. Then, ie is the
output of the PI controller as:
ie = KPu(u∗dc1 − udc1) +KIu
∫
(u∗dc1 − udc1)dt , (3.28)
where KPu and KIu are respectively the proportional and the integral DC voltage controller
gains. The current order i∗1d is then calculated from (3.27), where we assume that i1d = i
∗
1d, i.e.
the actual current is well controlled at its order by the inner-loop controller.
Control diagram
The global control strategy is summarized in Figure 3.9.
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Chapter 4
Multi-terminal HVDC system model
and benchmark system
This chapter models a power system with a multi-terminal HVDC link that serves as a reference
for the following chapters where control schemes for frequency control will be introduced.
Section 4.1 presents a multi-terminal HVDC system model, with respect to which the control
schemes in the following chapters will be given. Section 4.2 defines the equilibrium point at which
the system is assumed to be prior to any disturbance and which will be called the reference
operating point in later chapters. Section 4.3 presents a benchmark system that will be used to
test the control schemes.
4.1 Multi-terminal HVDC system model
We consider a system with three types of components: a DC grid, N non-synchronous AC areas,
and N converters that interface the AC areas with the DC grid, as depicted in Figure 4.1. These
components are detailed in this section.
DC grid
AC area 1
AC area 2
AC area N
Converter 1
Converter 2
Converter N
Figure 4.1: A multi-terminal HVDC system connecting N AC areas via N converters.
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4.1.1 DC grid
As the electrical time constant of a DC grid is of the order of a few tens of milliseconds [4],
transient dynamics of the DC grid are not considered.
We suppose that every node in the DC grid is connected to a converter. Each node inherits
the index number of the AC area to which it is connected. Then, the power injection from area
i into the DC grid, denoted as P dci , satisfies
P dci =
N∑
k=1
V dci (V
dc
i − V dck )
Rik
, (4.1)
where V dci and V
dc
k are the voltages at nodes i and k, respectively, and Rik is the resistance
between these two nodes. V dci is called the DC-side voltage of converter i in the following. Note
that Rik = Rki. If nodes i and j are not directly connected, Rik is considered equal to infinity.
We consider a DC grid in which there is either a direct or an indirect connection between any
two nodes, such that it is not made of several isolated parts.
Under normal operation conditions, a very small voltage difference between two nodes cor-
responds to a significant power flow. Therefore, V dc1 , V
dc
2 , . . . , V
dc
N are close to the rated voltage
of the HVDC system, denoted as V dcref .
4.1.2 Converters
We neglect the high-frequency characteristics of the converters, for the same reason as the DC
transients. We assume that a converter can track instantaneously a reference signal for either
the power injection into the DC grid via the converter P dci or the converter’s DC-side voltage
V dci .
4.1.3 AC areas
On the time scale of primary frequency control, the frequency can be considered identical in
any part of an AC area. We use therefore an aggregated model to represent the loads and the
generators within each area.
The sum of the loads within area i, denoted as Pli, is represented by a static load model [25]
Pli = P oli · (1 +Dli(fi − fnom,i)) , (4.2)
where fi is the frequency of area i, fnom,i is its nominal value, P oli is the power drawn by the
load when fi = fnom,i, and Dli is the frequency sensitivity factor.
The mechanical dynamics of the generator for area i are described by the equation of motion
2piJi
dfi
dt
=
Pmi − Pli − P dci
2pifi
− 2piDgi(fi − fnom,i) , (4.3)
where Pmi, Ji, and Dgi are respectively the mechanical power input, the moment of inertia, and
the damping factor of the aggregated generator for area i. These parameters can be obtained
by aggregation methods as in [26].
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We assume that every AC area has the same type of primary frequency control, and we use
the model given in Chapter 2 to represent its dynamics
Tsmi
dPmi
dt
= P omi − Pmi −
Pnom,i
σi
fi − fnom,i
fnom,i
, (4.4)
with Pmi bounded by
Pminmi ≤ Pmi ≤ Pmaxmi . (4.5)
4.2 Reference operating point
The reference operating point of the system is a steady state defined by specific values of the
input parameters (P oli, P
o
mi) and of the variables (fi, Pmi, Pli, P
dc
i , V
dc
i ). In the following, we
denote as P¯ oli and P¯
o
mi the values of P
o
li and P
o
mi at the reference operating point, respectively.
We also denote the values of the variables at this point by their corresponding symbols with a
bar overhead.
We take the frequencies at the reference operating point equal to their nominal values, i.e.
f¯i = fnom,i , ∀i ∈ {1, 2, . . . , N} . (4.6)
Then, (4.2) directly yields,
P¯li = P¯ oli , ∀i ∈ {1, 2, . . . , N} . (4.7)
Since this reference operating point is an equilibrium point of each area, we get from (4.3) and
(4.4)
P¯mi = P¯ omi , ∀i ∈ {1, 2, . . . , N} , (4.8)
P¯ dci = P¯
o
mi − P¯ oli , ∀i ∈ {1, 2, . . . , N} . (4.9)
The DC load flow equation (4.1) provides a final set of equations linking the voltage values to
the other variables
P¯ dci =
N∑
k=1
V¯ dci (V¯
dc
i − V¯ dck )
Rik
, ∀i ∈ {1, 2, . . . , N} . (4.10)
In practice, the values of power inputs P¯ omi are chosen such that, for reference loads and
nominal frequencies, Equations (4.9) and (4.10) have a unique solution with one of the voltages
V¯ dci equal to V
dc
ref .
4.3 Benchmark system
The benchmark system is made of five non-synchronous areas, connected by a five-terminal
HVDC system. The converter of area 5 is chosen to regulate the DC voltage, whose setting is
100kV. The topology of the DC network is represented in Figure 4.2, where a circle represents
a node to which a converter is connected, and an edge between two circles represents a DC line.
The communication graph coincides with the network topology, i.e. each edge in the figure also
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1
2
3 4
5
Figure 4.2: DC grid topology and communication graph of the benchmark system.
Table 4.1: Parameter values for the AC areas of the benchmark system.
Parameter
Area
Unit
1 2 3 4 5
fnom 50 50 50 50 50 Hz
P om 50 80 50 30 80 MW
Pnom 50 80 50 30 80 MW
J 2026 6485 6078 2432 4863 kg m2
Dg 48.4 146.3 140.0 54.9 95.1 W · s2
σ 0.02 0.04 0.06 0.04 0.03 (dimensionless)
Tsm 1.5 2.0 2.5 2 1.8 s
P ol 100 60 40 50 40 MW
Dl 0.01 0.01 0.01 0.01 0.01 Hz−1
represents a bi-directional communication channel between the two areas it connects. The DC
resistances between the AC areas are: R12 = 1.39Ω, R15 = 4.17Ω, R23 = 2.78Ω, R25 = 6.95Ω,
R34 = 2.78Ω, and R45 = 2.78Ω. The simulations consider AC areas with different parameters,
as summarized in Table 4.1. The AC areas are simulated with the full nonlinear model described
by (4.2), (4.3), (4.4). For the DC grid, we use (4.1) to calculate the DC load flow.
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Chapter 5
Power-injection-based control
scheme
This chapter presents a control scheme for sharing primary reserves among AC areas. We call
it power-injection-based control scheme because it uses the power injections from the AC areas
into the DC grid as the control variables.
Section 5.1 elaborates on the control scheme. Section 5.2 theoretically analyzes the stability
of the controlled system. Section 5.3 presents simulation results.
The results reported in this chapter have been published in [28].
5.1 Control law
Sharing primary reserves between AC areas means that any area subjected to a power imbalance
can rely on reserves provided not only by local generation but also by generators located in other
areas. As primary frequency control usually relies on frequency measurements, which reflect the
power balance of a synchronous area, a conventional way to achieve the above objective is to
emulate a large AC interconnection so that the frequency deviations of all areas remain equal
at all time.
To make every generator sensitive to a system-wide power imbalance, the frequency of every
AC area must reflect the overall generation/demand balance of the entire system. This can be
achieved by making the frequency deviations of all areas follow each other at any time.
In this section, we give the analytical expression of the control scheme and explain its working
principle. We also discuss the technical limits imposed by the converters, as well as the presence
of time-delays in the practical implementation of the control scheme.
5.1.1 Analytical expression
The power-injection-based control scheme modifies the power injections from the different AC
areas into the DC grid. The control scheme is distributed by nature and is composed of N − 1
subcontrollers, one for each HVDC converter except converter N which maintains the voltage
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of the DC grid. The subcontroller assigned to converter i ∈ {1, 2, . . . , N − 1} modifies the value
of P dci such that
P dci = P¯
dc
i + αi
N∑
k=1
bik
∫
(∆fi −∆fk)dt+ βi
N∑
k=1
bik(∆fi −∆fk) , (5.1)
where
• ∆fi = fi − fnom,i is the frequency deviation of area i.
• αi ≥ 0 and βi ≥ 0 are respectively the integral control gain and the proportional control
gain of subcontroller i.
• bik’s are the coefficients representing the communication graph between the AC areas.
The value of bik equals 1 if subcontroller i receives frequency information of area k, and 0
otherwise.
The values of subcontroller gains αi and βi have a significant impact on the dynamics of the
system. Roughly speaking, larger values of αi and βi will make the frequency deviation of area i
stay closer to those of other areas. Gain values are limited in practice by (i) the maximal rate of
change of power flows through the converter, and (ii) stability considerations of the controlled
system, e.g., taking time-delays into account (see Section 5.1.4).
5.1.2 Working principle
The intuition behind the control scheme defined in (5.1) is as follows. If the frequency deviation
of area i is higher (lower, resp.) than the average frequency deviation of the other areas, then
more (less, resp.) power should be withdrawn from this area to drive its frequency deviation back
towards the other areas’. The adjustment of this power (P dci ) is determined by subcontroller i,
which is a PI controller whose error signal is the sum of the differences between its own frequency
deviation and that of the AC areas from which it gets information. From a global point of view,
the control scheme composed of all the subcontrollers takes the form of an algorithm for the
consensus problem. This problem appears in the context of coordination of multi-agent systems:
the objective is, for agents performing a collective task in a distributed way (that is, without a
supervisor telling everyone what to do), to exchange and process information in order to reach
agreement on quantities of interest that are necessary to coordinate their actions [29, 30]. This
framework indeed corresponds to the HVDC interconnection setting. Theoretical results on
consensus will therefore provide useful tools for the stability study of our control scheme.
5.1.3 Constraints
To ensure normal operation of the HVDC system, the control variables should be modulated
subject to the following constraints
V dc,mini ≤ V dci ≤ V dc,maxi , ∀i ∈ {1, 2, . . . , N} , (5.2a)
P dc,mini ≤ P dci ≤ P dc,maxi , ∀i ∈ {1, 2, . . . , N} , (5.2b)
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where V dc,mini and V
dc,max
i (P
dc,min
i and P
dc,max
i , resp.) are the minimum and the maximum
acceptable values of V dci (P
dc
i , resp.).
In practice, these values should depend on both the technological features of converter i and
the voltages at the other DC buses. Indeed, with an appropriate choice of V dc,mini and V
dc,max
i ,
one can make sure that the transmission limits of the DC lines and the power rating of converter
i are not exceeded.
5.1.4 Time-delays
Equation (5.1) should in principle determine the evolution of P dci , which represents the power
injection from area i into the HVDC grid. However, a subcontroller based on (5.1) would lead
in a real power system to a variation of P dci that may differ significantly from the one defined
by this equation.
In fact, the frequency information of a remote AC area is usually provided by a wide area
measurement system (WAMS). In such a system, phasor measurement units (PMU) are placed
at the locations where the frequency information of interest is measured via the waveform of
the voltage, based on which the frequency is calculated using discrete Fourier transform (DFT).
Then, the frequency data is coded and transmitted over a certain medium, e.g. telephone lines
or optical fibers, before finally reaching the destination where it is collected and decoded [31].
Thus, in the study and the implementation of the power-injection-based control scheme, the sum
of the time necessary to measure the frequencies of the AC areas by the voltage transducers of
the PMU, perform the DFT, code and transmit the data to subcontroller i, decode the received
data at subcontroller i, compute a reference value for P dci , and apply it to the converter can not
be neglected. This may in turn lead to an effective variation of P dci that is delayed with respect
to the one predicted by (5.1).
To give numerical values for these time-delays, let us note that it takes at least one pe-
riod, which is around 20ms (17ms, resp.), to measure a frequency close to 50Hz (60Hz, resp.).
Concerning the time necessary to encode, transmit, and decode the frequency information, it is
of the order of several hundreds of milliseconds [32, 31]. By way of example, the UCTE does
not guarantee time-delays less than 2 seconds for transmitting information from a substation
to a remote SCADA system [3]. As to the time necessary for a converter to effectively inject
into the HVDC grid a power setting computed by its subcontroller, it can reach up to tens of
milliseconds.
5.2 Theoretical study
The present section reports a theoretical study on the stability properties of the system under the
power-injection-based control scheme around the reference operating point. First, some assump-
tions are made for the theoretical study. Second, the closed-system model is linearized around
the reference operating point. Third, we prove the existence of a unique equilibrium point.
Fourth, we use a frequency-domain approach to prove stability for the particular case where all
the AC areas have identical parameters. Finally, we highlight the effects of the controller gains
and the Laplacian matrix on the convergence speed using an algebraic approach.
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5.2.1 Assumptions
The stability analysis on the power-injection-based control scheme relies on the following as-
sumptions:
Assumption 5.1. The losses within the DC grid do not vary with time, i.e.
N∑
i=1
dP dci
dt
= 0 . (5.3)
Assumption 5.1 is justifiable for the reason that the losses in the DC grid are small compared
to the power exchanged in the grid, and that the variations of these losses are still smaller
compared to the total losses when P dc1 , P
dc
2 , . . . , P
dc
N−1 vary according to (5.1).
Assumption 5.2. The communication graph that represents the frequency information avail-
ability at different subcontrollers has the following properties:
• The communication graph is undirected, i.e. if the subcontroller of one area has access
to the information on another area’s frequency, then the subcontroller of this second area
also has access to the information on the first area’s frequency, i.e. if bik = 1, then
bki = 1, ∀i 6= k, i, k ∈ {1, 2, . . . , N − 1}.
• The communication graph is connected, i.e. it can not be made of several parts which are
not connected to each other, i.e. if bik = 0, then there must exist some intermediate indices
k1, k2, . . . , km such that bik1 = bk1k2 = . . . = bkmj = 1.
• It is constant in time.
Observe that when combined with Assumption 5.1, the first property of Assumption 5.2
implies that P dcN also satisfies (5.1), where bNi = biN ,∀i ∈ {1, 2, . . . , N}.
Assumption 5.3. To simplify the study, we assume that the overall time-delays are the same
regardless of the subcontroller considered and we denote it as τ .
5.2.2 Linearized closed-loop system
We focus on small variations of the load, and consider thus a system linearized around the
reference operating point. To highlight the effects of time-delays involved in the power-injection-
based control scheme, the time-dependency of the variables is made explicit in notation.
The nonlinear equation resulting from (4.2) and (4.3) representing the electromechanical
dynamics of area i is linearized around the reference operating point as
2piJi
dfi(t)
dt
=
Pmi(t)− P oli(t)− P dci (t)
2pifnom,i
− 2piDi(fi(t)− fnom,i) , (5.4a)
where Di = Dgi + P¯ oliDli/(4pi
2fnom,i). The dynamics of primary frequency control of with area
i are modeled by
Tsmi
dPmi(t)
dt
= P omi − Pmi(t)−
Pnom,i
σi
fi(t)− fnom,i
fnom,i
. (5.4b)
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Equations (5.4a) and (5.4b) describe the open-loop dynamics of area i. For this section to
be self-contained, we rewrite here the control law1 under Assumption 5.3
P dci (t) = P¯
dc
i + αi
N∑
k=1
bik
∫
(∆fi(t− τ)−∆fk(t− τ))dt
+ βi
N∑
k=1
bik(∆fi(t− τ)−∆fk(t− τ)) , (5.4c)
with i = 1, 2, . . . , N −1. In addition, under Assumptions 5.1 and 5.2, P dcN (t) also satisfies (5.4c).
In the present section, we focus on the close-loop system defined by (5.4) for all i ∈
{1, 2, . . . , N}.
5.2.3 Equilibrium point
Proposition 5.1. Consider that the system, initially operating at the reference operating point,
is suddenly subjected to a step change in the load demand of one of its AC areas. Then, under
Assumptions 5.1 and 5.2, the linearized system defined by (5.4) for all i ∈ {1, 2, . . . , N} has a
unique equilibrium point, at which the frequency deviations of all AC areas are equal.
Proof. We introduce the following variables: xi(t) = ∆fi(t), yi(t) = Pmi(t) − P¯mi, ui(t) =
P dci (t) − P¯ dci , and vi(t) = P oli(t) − P¯ oli. Denote the values of the variables at the equilibrium
point by their corresponding symbols with a superscript e. With these notations and taking
(4.6)-(4.10) into account, the equilibrium conditions associate to Equations (5.4) become
0 = −a1ixei + a2iyei − a2iuei − a2ivei , (5.5)
0 = −a3ixei − a4iyei , (5.6)
0 = αi
N∑
k=1
bik(xei − xek) , (5.7)
where a1i = Di/Ji, a2i = 1/(4pi2fnom,iJi), a3i = Pnom,i/(Tsmiσifnom,i), and a4i = 1/Tsmi.
Note that a1i, a2i, a3i, and a4i are all positive constants. Define the column-vector xe =
[xe1, x
e
1, . . . , x
e
N ]
T and the matrices Aα = diag(α1, α2, . . . , αN ) and L with
[L]ik =
{ −bik for i 6= k ,∑
k 6=i bik for i = k .
(5.8)
Then, (5.7) can be written in matrix form as
0 = AαLxe . (5.9)
In graph theory, L is well-known as the Laplacian matrix associated to a communication
graph. For a communication graph satisfying Assumption 5.2, L is symmetric positive semidef-
inite and its only zero eigenvalue corresponds to the eigenvector 1N . Therefore, equilibrium
1It should be noted that we also deliberately introduce time-delays for the local frequency information, so
that the remote frequency information at one instant is compared with the local information at the same instant.
This choice conforms to the practice in the study on the algorithms for the consensus problem by the control
engineering community [33].
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requires that the frequency deviations of all AC areas be equal. Let xe be the value of this
common frequency deviation at the equilibrium point. From (5.5) and (5.6), we obtain
yei = −
a3i
a4i
xe , (5.10)
uei = −
(
a1i
a2i
+
a3i
a4i
)
xe − vei . (5.11)
We see in the above expressions that if xe can be uniquely determined, then the equilibrium
point exists and is unique. In fact, Assumption 5.1 implies that
∑N
i=1 ui(t) remains constant,
and the initial conditions at the reference operating point yield that
∑N
i=1 ui(0) = 0. Thus,
N∑
i=1
uei = 0 . (5.12)
From (5.11), we see that xe is uniquely determined as
xe = −
(
N∑
i=1
vei
)
·
(
N∑
i=1
a1ia4i + a2ia3i
a2ia4i
)−1
. (5.13)
Remark 5.1. We consider in Proposition 5.1 that the step change in the load occurs in only
one AC area. However, the expressions of the equilibrium values are also valid for the general
case where vi(t) changes in more than one area and eventually settles at vei different from 0.
Remark 5.2. A physical interpretation for the different components of the equilibrium point
can be found. Indeed, from (5.10) and (5.11), we have
N∑
i=1
yei =
N∑
i=1
vei +
N∑
i=1
uei −
(
N∑
i=1
a1i
a2i
)
xe , (5.14)
where
• ∑Ni=1 yei is the total change in the mechanical power due to primary frequency control of
all areas;
• ∑Ni=1 vei is the total change in the load demand;
• ∑Ni=1 uei is the total change in the losses within the DC grid, and it equals 0 (see (5.12));
• (∑Ni=1 a1i/a2i)xe contains the damping effects of the generators and the loads resulted from
non-zero frequency deviations.
In practice, the order of magnitude of (
∑N
i=1 a1i/a2i)x
e is much smaller than that of
∑N
i=1 v
e
i ,
which means that the final variation in mechanical power induced by primary frequency control
of all the areas is approximately equal to the total variation in the load.
Remark 5.3. The equilibrium point, which is a static quantity, is of course independent of
time-delay τ . However, time-delays play a crucial role in the system’s convergence towards the
equilibrium or not, which we study next.
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5.2.4 Stability of the system with identical AC areas
Theoretically proving stability of the system for the general case is particularly difficult. We
present hereafter a result for the particular case where all AC areas are identical. More precisely,
we assume that all system parameters, as well as the nominal frequencies fnom,i and the loads
P¯ oli, are independent of area index i; however, P¯
o
mi and P¯
dc
i can be different from one AC
area to the other. Proposition 5.2 establishes stability of the linearized system. The original
nonlinear system inherits the stability properties of its linearized counterpart provided that the
load perturbations around reference are sufficiently small.
Proposition 5.2. Consider that all AC areas of the system have identical parameters, and
that Assumptions 5.1, 5.2, and 5.3 are satisfied. Denote as λN and λ2, respectively the largest
and smallest non-zero eigenvalues of the Laplacian associated to the communication graph (see
(5.8)). Then the system is stable, and following a step change in the load it asymptotically
converges to the unique equilibrium point of Proposition 5.1, if the net encirclement of any point
on the segment (−1/λ2,−1/λN ) by the Nyquist plot of h(s)(α+ βs)e−τs/s is zero.
Proof. We drop AC area index i when referring to the parameters of the areas that have the
same values. With the notations introduced in Section 5.2.3, applying the Laplace transform to
(5.4a) and (5.4b) yields
xi(s) =
a2
s+ a1
yi(s)− a2
s+ a1
(ui(s) + vi(s)) , (5.15)
yi(s) = − a3
s+ a4
xi(s) , (5.16)
where a1 = D/J , a2 = 1/(4pi2fnomJ), a3 = Pnom,i/(Tsmσfnom), and a4 = 1/Tsm. Replacing
yi(s) in (5.15) by (5.16) yields
xi(s) =
−a2(s+ a4)
(s+ a1)(s+ a4) + a2a3
(ui(s) + vi(s)) , (5.17)
Define the transfer function
h(s) =
a2(s+ a4)
(s+ a1)(s+ a4) + a2a3
. (5.18)
Then, Equation (5.17) can be written in matrix form as
x(s) = −h(s)IN (u(s) + v(s)) , (5.19)
where x = [x1, x2, . . . , xN ]T , u = [u1, u2, . . . , uN ]T , v = [v1, v2, . . . , vN ]T . By following the same
procedure, the dynamics of P dci defined by (5.4c) can be expressed in the frequency domain as
ui(s) =
(α
s
+ β
)
e−τs
N∑
k=1
bik(xi(s)− xk(s)) , (5.20)
which can be written in matrix form for i = 1, 2, . . . , N as
u(s) =
(α
s
+ β
)
e−τsLx(s) . (5.21)
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By replacing u(s) in (5.19) by (5.21), we have
x(s) = −s h(s) (sIN + h(s)(α+ βs)e−τsL)−1v(s) . (5.22)
Define
Gτ (s) = −s h(s) (sIN + h(s)(α+ βs)e−τsL)−1 . (5.23)
Then, Gτ (s) is the MIMO transfer function between v(s), the load change vector, and v(s), the
frequency deviation vector.
The system defined by (5.22) is asymptotically stable if all the poles of its transfer function
Gτ (s) are on the open left half-plane. Since h(s) is itself a stable transfer function because
of the positiveness of a1, a2, a3, and a4, we only have to investigate the zeros of Zτ (s) =
sIN + h(s)(α+ βs)e−τsL.
Under Assumption 5.2, the Laplacian L of the communication graph is positive semidefinite
and has a single zero eigenvalue. Thus, L = V DV T where V is an orthogonal matrix (containing
eigenvectors of L) and D is diagonal (containing eigenvalues 0 = λ1 < λ2 ≤ λ3 ≤ . . . ≤ λN ).
Now V TZτ (s)V = sIN +h(s)(α+βs)e−τsD has the same zeros as Zτ (s). A single zero at s = 0
is obtained with eigenvector of λ1 = 0. The latter however cancels with the zero at s = 0 in the
numerator2 of Gτ (s). To ensure input-output stability, Zτ (s) must be positive definite in the
subspace spanned by all other eigenvectors (which we denoted as ωk), for s in the closed right
half-plane. This means that
(sIN + h(s)(α+ βs)e−τsL)ωk = sωk + λkh(s)(α+ βs)e−τsωk
= (s+ λkh(s)(α+ βs)e−τs)ωk
= 0 , (5.24)
with k > 1 may not have solutions in the closed right half-plane. The Nyquist criterion says that
this holds if the net encirclement of the point (−1/λk, 0) by the Nyquist plot of h(s)(α+βs)e−τs/s
is zero. Hence the proposition’s requirement. Because the whole system’s state is observable
from the frequency deviation signals, output (i.e. frequency deviation) stability implies stability
of the whole state.
The output corresponding to zero initial conditions and a step input
v(t) =
{
0 for t < 0 ,
v¯e for t > 0 ,
(5.25)
is then given by
x(s) = Gτ (s)v(s) =
1
s
Gτ (s) v¯e . (5.26)
As before, we can diagonalize (5.26) in the basis of eigenvectors of L. From the previous anal-
ysis/conditions, components corresponding to λk, k > 1, have negative poles and therefore,
according to linear systems theory, exponentially decay to zero. The term 1/s in (5.26) intro-
duced by v(s) is the only term that does not decay away in the output, and in time-domain
it corresponds to a step change which represents the shift by xe of all frequency deviations at
equilibrium.
2This does not correspond to the pole cancellation control. As a matter of fact, the “s” factors in denominator
and numerator also cancel for the open-loop system, which is stable. The factors “s” come from rewriting our
dynamics, so the pole and zero at s = 0 always cancel exactly.
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Corollary 5.1. The above criterion yields that the system defined by (5.22) is always stable for
τ = 0.
Proof. To show this, we define
J(s) = λkh(s)(α+ βs)/s =
λka2(s+ a4)(βs+ α)
s[(s+ a1)(s+ a4) + a2a3]
. (5.27)
The argument of J(s) can be calculated as
arg(J(s)) = arg(s+ a4) + arg(βs+ α)− 90◦ − arg((s+ a1)(s+ a4) + a2a3) . (5.28)
With the definition of all the coefficients in J(s), we have
arg((s+ a1)(s+ a4) + a2a3) < arg((s+ a1)(s+ a4)) = arg(s+ a1) + arg(s+ a4) , (5.29)
from which
arg(J(s)) > arg(βs+ α)− 90◦ − arg(s+ a1) > −180◦ . (5.30)
On the other hand, it is straightforward to see that arg(J(s)) < 180◦. Thus, the Nyquist plot
of J(s) can not intersect with the negative real axis as s grows from j0 to j∞. Therefore, the
points on the segment (−1/λ2,−1/λN ) are never encircled, which, according to Proposition 5.2,
implies that the system is always stable for τ = 0.
5.2.5 Convergence speed of the frequency deviations
In the following, we investigate the factors determining the convergence speed of the frequency
deviations. To this end, we first use an algebraic approach to prove that such a system is stable
when τ = 0. Then, we comment on the role of the controller gains and the Laplacian matrix.
Proposition 5.3. Consider that all the AC areas of the HVDC system under Assumptions 5.1,
5.2 and 5.3 have identical parameters and that τ = 0. Then, the unique equilibrium with equal
frequency deviations given by Equations (5.10), (5.11), and (5.13) is stable for any α > 0 and
β ≥ 0.
Proof. With the notations introduced earlier in the current section, Equations (5.4a)-(5.4c) can
be written in matrix form as
d
dt
x(t)− xey(t)− ye
u(t)− ue
 =
 −A1 A2 −A2−A3 −A4 0
αL− βLA1 βLA2 −βLA2
x(t)− xey(t)− ye
u(t)− ue

.= M
x(t)− xey(t)− ye
u(t)− ue
 , (5.31)
where y = [y1, y2, . . . , yN ]T , and ue and ye are defined in a similar manner.
The stability of this system – and thus the convergence property of the system towards
equal frequency deviations when subjected to small load variations – can be inferred from the
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eigenvalues of M . It is not difficult to see that M will always have one zero eigenvalue, associated
to the eigenvector [xe,ye,ue + v]T defined above. This strict zero eigenvalue corresponds to an
equilibrium shift: there is a priori a continuum of equilibria for M . However, the addition of
Assumption 5.1 ensures that there is only one possible equilibrium for a given contingency – see
the preceding Proposition 5.1. As a conclusion, M has one 0 eigenvalue which is irrelevant given
Assumption 5.1, and stability is dictated by its 3N − 1 remaining eigenvalues.
Under Assumption 5.2, the Laplacian L of the communication graph is positive semidefinite
and has a single zero eigenvalue. Thus, L = V DV T where V is an orthogonal matrix (containing
eigenvectors of L) and D is diagonal (containing eigenvalues 0 = λ1 < λ2 ≤ λ3 ≤ . . . ≤ λN ).
Then we have
(I3 ⊗ V −1)M(I3 ⊗ V ) =
 −a1IN a2IN −a2IN−a3IN −a4IN 0
αD − βa1D βa2D −βa2D
 .= M˜ . (5.32)
M˜ has the same eigenvalues as M . By simple reordering of rows and columns, M˜ can further
be brought into block-diagonal form where each block takes the form
M˜i =
 −a1 a2 −a2−a3 −a4 0
αλi − βa1λi βa2λi −βa2λi
 , (5.33)
one for each eigenvalue of L.
For i = 1, we have λ1 = 0, which gives the zero eigenvalue associated to equilibrium shift,
and covered by Assumption 5.1. The two remaining eigenvalues of M˜1 are those of the matrix[−a1 a2
−a3 −a4
]
. Since the constants a1, a2, a3, a4 are all positive as defined earlier, the eigenvalues
associated to M˜1 must have negative real part.
Let ξk denote an eigenvalue of M˜i for i > 1. To find it, we write
det(ξkI3 − M˜i)
= ξ3k + (a1 + a4 + βa2λi)ξ
2
k + (a1a4 + a2a3 + αa2λi + βa2a4λi)ξk + αa2a4λi . (5.34)
By the Routh-Hurwitz stability criterion for negativity of polynomial roots, all ξk will have
negative real part if, for all i > 1,
(a1 + a4 + βa2λi) > 0 , (5.35a)
(a1 + a4 + βa2λi)(a1a4 + a2a3 + αa2λi + βa2a4λi)− αa2a4λi > 0 , (5.35b)
αa2a4λi > 0 . (5.35c)
Given the positiveness of the efficients a1, a2, a3, a4 defined in Section 5.2.3, the above in-
equalities are satisfied for all λi > 0 as long as α > 0 and β ≥ 0.
Remark 5.4. If we choose β = 0, then the system will converge at a slow pace dictated by
the system’s dissipation. Taking β > 0 introduces a dissipation-like term in the controller and
therefore allows much faster and less oscillatory convergence to equal frequency deviations.
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Remark 5.5. Note that the controller gains α and β are always multiplied by the graph connec-
tivity eigenvalue λi in Equation (5.34). The slowest convergence speed will therefore be dictated
by the smallest Laplacian eigenvalue, λ2. The latter is an extensively studied object of graph
theory, where it is called the algebraic graph connectivity. This should allow evaluating which
graphs are more or less favorable (i.e. requiring smaller or larger gains in our controller) for
synchronization of frequency deviations.
5.3 Simulations
The effectiveness of the proposed control scheme is illustrated hereafter in the context of the five-
area benchmark system described in the previous chapter. To observe the system’s response to
a power imbalance, we assume that all the areas initially operate in steady state at the nominal
frequency. Then at time t = 2s, a step increase by 5% of the value of P ol2 (see Equation (4.2))
is considered. The continuous-time differential equations are integrated using a Euler method
with a time-discretization step of 1ms.
To show the effectiveness of the control scheme as well as the role of the controller gains, we
consider no time-delay and discuss simulation results under this assumption. Then, we highlight
the effects of the time-delays on the stability of the controlled system.
5.3.1 Results when τ = 0s
Figure 5.1 gives the evolution of the frequencies when τ = 0s and α = β = 2 × 106. For
comparison, we also show in the same figure the frequency of area 2 when the control scheme
is not applied (i.e. α = β = 0). The simulations show that without the control scheme, the
frequency of area 2 undergoes a deviation with transient maximum of 0.196Hz and stabilizes
at 49.927Hz. When the control scheme is applied, the maximum transient deviation of area 2
drops to 0.136Hz, and the frequencies of the five areas converge to each other to finally settle at
49.983Hz. Figure 5.2 shows the evolution of P dc1 , P
dc
2 , . . . , P
dc
5 expressed in MW. P
dc
2 is the power
injection which varies the fastest. In particular, it decreases by 8% within 1 second following
the load step increase.
The above results show that our control scheme leads to a significant improvement in the
steady-state frequency deviation of area 2, from 0.073Hz to 0.017Hz. However, the transient
performance is quite poor, since the maximum transient deviation is just slightly reduced from
0.196Hz to 0.136Hz. To improve the transient performance, we increase the controller gains.
For the sake of simplicity, we impose that α = β. Figure 5.3 shows the frequencies when the
controller gains are increased to α = β = 1 × 107. Compared to Figure 5.1, the transient
behavior is significantly improved with the larger controller gains: the frequencies of all the
areas converge to each other more quickly; the maximal transient deviation of area 2 is reduced
to 0.075Hz, while the steady-state equilibrium does not change, as suggested by Proposition 5.1.
The improvement in the transient behavior comes at the price of faster variations of the power
injections, which are shown in Figure 5.4. In this case, P dc2 decreases by 14% within 1 second
after the load step increase. Nevertheless, even for these larger controller gains, the variations in
P dci remain moderately small. From an engineering point of view, the power injection variations
shown in the figures are within modern converters’ power-tracking speed limit, as shown in other
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Figure 5.1: Frequencies of the five AC areas under the power-injection-based control scheme
when τ = 0s and α = β = 2× 106. The evolution of f2 when α = β = 0 is also shown.
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Figure 5.2: Power injections from the five AC areas into the DC grid under the power-injection-
based control scheme when τ = 0s and α = β = 2× 106.
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Figure 5.3: Frequencies of the five AC areas under the power-injection-based control scheme
when τ = 0s and α = β = 1× 107. The evolution of f2 when α = β = 0 is also shown.
studies such as [34, 35].
In the simulations, we have considered that the primary reserve of each generator were equal
to its initial power output. For the case of smaller reserves, additional simulations not reported
here show that the frequencies still converge even if some areas have reached their primary
reserve limits. However, when the primary reserves of all areas are depleted, generators are
unable to restore the overall power balance and all the frequencies would keep decreasing, until
they reach a certain threshold that triggers emergency control actions such as load-shedding in
a real power system.
5.3.2 Effects of the time-delays
The simulations reported above show that for τ = 0s, the control scheme (5.1) drives the
frequency deviations of all the areas to the same value. Additionally, when the frequencies are
stabilized, the frequency in area 2 is equal to a value which is closer to fnom,2 than when the
DC converters are operated with constant power injection.
In contrast, in the presence of time-delays, simulations show that the frequency deviations
may fail to converge to each other. In particular, for given values of α and β, there generally exists
a maximum acceptable time-delay beyond which the AC areas’ frequencies exhibit oscillations of
increasingly large magnitude. For example, when the controller gains are chosen to be 2× 106,
f1 still converges despite oscillations when τ = 0.5s and fails to converge when τ = 0.8s, as
shown in Figure 5.5. For comparison, the evolution of f1 when τ = 0s is also shown in the same
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Figure 5.4: Power injections from the five AC areas into the DC grid under the power-injection-
based control scheme when τ = 0s and α = β = 1× 107.
figure.
To determine whether the frequency deviations of all the AC areas converge to each other, we
define the following criterion, similar to the error band used in the definition of settling time in
control theory [36]. Let us denote by ∆fe the common value to which the frequency deviations
of all AC areas converge when τ = 0s. We classify the system as practically stable as long as
after t > 22s, i.e. 20 seconds after the step change in the load, all the AC areas’ frequency
deviations remain within ± 50mHz around ∆fe, i.e.
|∆fi(t)−∆fe| ≤ 50mHz, ∀i and ∀t > 22s . (5.36)
We define τmax as the largest value of the time-delay for which (5.36) is satisfied and we
search for a relation that may exist between τmax and the controller gains. To ease the analysis,
we impose that α = β. We compute τmax for different α = β ∈ [1 × 106, 1 × 108] by a binary
search in τ ∈ [0, 2]s.
The points in Figure 5.6 represent values of τmax corresponding to different α = β. We can
see that by decreasing the values of the controller gains, the harmful oscillations introduced by
time-delays can be curbed. For example, if τ is around two seconds for our system, then we have
to decrease the controller gains to a value around 1× 106 to avoid stability problems. However,
as pointed out earlier in the current section, with lower values of the controller gains, more time
is needed for the frequency deviations to converge to similar values.
This phenomenon is illustrated here for τ = 2s by the two sets of curves in Figures 5.7 and 5.8
that represent the evolution of the frequencies in the five areas of the system for α = β = 1×106
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Figure 5.5: Frequency of AC area 1 for τ = 0s, τ = 0.5s, and τ = 0.8s under the power-injection-
based control scheme when α = β = 2 × 106. The two horizontal lines draw the band of the
practical stability criterion, which is ±50mHz around ∆fe.
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Figure 5.6: Values of τmax for several values of α = β.
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Figure 5.7: Frequencies of the five AC areas under the power-injection-based control scheme
when τ = 2s and α = β = 1× 106. The evolution of f2 when α = β = 0 is also shown.
and for α = β = 1× 105. Note that we also represent in these figures the evolution of f2 when
the control scheme is not implemented (i.e. α = β = 0).
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Figure 5.8: Frequencies of the five AC areas under the power-injection-based control scheme
when τ = 2s and α = β = 1× 105. The evolution of f2 when α = β = 0 is also shown.
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Chapter 6
DC-voltage-based control scheme
In the previous chapter, we propose a control scheme that modifies the power injections into
the DC grid based on frequency measurements of other areas so as to make their frequency
deviations evolve towards the same value. That control scheme makes the AC areas collectively
react to power imbalances. Since this approach requires transmission of frequency information
among the AC areas, considerable delays (of the order of a few seconds) can be involved. As
shown earlier, such delays reduce the efficiency of the control scheme and may even lead to
instability.
In the present chapter, we propose another control scheme that makes decisions based only
on local frequency measurement, thus eliminating the need of communication between remotely
located AC areas. We call it DC-voltage-based control scheme because it uses the DC-side
voltages of the HVDC converters as the control variables.
Section 6.1 elaborates on the new control scheme. Section 6.2 theoretically analyzes the
stability of the controlled system. Section 6.3 presents simulation results. Section 6.4 theoreti-
cally studies the case when the control scheme is applied to some but not all of the converters.
Section 6.5 discusses the practical implementation of the control scheme.
The results reported in the first three sections of the current chapter have been published in
[37].
6.1 Control law
We continue to use the multi-terminal HVDC model given in Section 4.1. Also, we assume that
prior to any disturbance, the system is at the reference operating point described in Section 4.2.
6.1.1 Analytical expression
The DC-voltage-based control scheme is decentralized by nature and is composed of N subcon-
trollers, one for each HVDC converter. The subcontroller assigned to converter i ∈ {1, 2, . . . , N}
modifies the value of V dci such that
V dci = V¯
dc
i + αi∆fi , (6.1)
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where
• ∆fi = fi − fnom,i is the frequency deviation of area i;
• αi is the gain of subcontroller i.
The value of subcontroller gain αi has a significant impact on the dynamics of the system.
Roughly speaking, an area with a larger value of αi will stay closer to its nominal frequency
than an area with a smaller αi.
6.1.2 Working principle
The intuition behind the control law defined in (6.1) is as follows. If for instance area i has more
generation than the sum of the load and the injection into the DC grid, then its frequency fi will
increase. To restore the balance of area i, more power should be injected from area i into the DC
grid. To achieve this, the DC voltage V dci is increased so that the voltage difference V
dc
i − V dck
becomes higher, under unchanged V dck , for all k 6= i. By virtue of the DC flow equation (4.1),
this yields increased power injected from area i to the other areas. The other areas, injecting less
power into (or equivalently, withdrawing more power from) the DC grid, see their frequencies
increase and as a consequence also raise their voltages. In conclusion, the network as a whole
reacts to the imbalance in area i, distributing the voltage and the frequency deviation over the
whole network.
6.1.3 Constraints
The constraints are the same as in the previous chapter. For the DC-voltage-based control
scheme, the constraints on P dci can be dynamically assimilated by the constraints on V
dc
i . In
particular, if P dci = P
dc,max
i , we can require that V
dc
i should not further increase, or alternatively,
take the current value of V dci as the new V
dc,max
i . In addition, when V
dc
k , k 6= i decrease, V dc,maxi
(and thus V dci ) should also decrease, to guarantee that P
dc
i does not exceed its limit.
6.2 Theoretical study
The present section reports a theoretical study on the stability properties of the system under
the DC-voltage-based control scheme around the reference operating point. First, the linearized
closed-system model used in the theoretical study is presented. Second, we prove the existence of
a unique equilibrium point. Third, we prove stability using a new frequency-domain approach.
Finally, the unique equilibrium point for this case is characterized to highlight the effectiveness
of the controller and illustrate the influence of the controller gain.
6.2.1 Linearized closed-loop system
We focus on small variations of the load, and consider thus a system linearized around the
reference operating point. Since no delay is involved with the DC-voltage-based control scheme,
we omit in notation the time-dependency of the variables.
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The differential equations describing the open-loop dynamics of area i are the same as in the
previous chapter, i.e.
2piJi
dfi
dt
=
Pmi − P oli − P dci
2pifnom,i
− 2piDi(fi − fnom,i) , (6.2a)
Tsmi
dPmi
dt
= P omi − Pmi −
Pnom,i
σi
fi − fnom,i
fnom,i
. (6.2b)
As V dc1 , V
dc
2 , . . . , V
dc
N are all close to V
dc
ref under normal opeartion, we approximate DC power
flow (4.1) by
P dci =
N∑
k=1
V dcref (V
dc
i − V dck )
Rik
. (6.2c)
For this section to be self-contained, we rewrite here the control law
V dci = V¯
dc
i + αi∆fi . (6.2d)
In the present section, we focus on the closed-loop system defined by (6.2) for all i ∈
{1, 2, . . . , N}.
6.2.2 Equilibrium point
Proposition 6.1. Consider that the system, initially operating at the reference operating point,
is suddenly subjected to a step change in the load demand of one of its AC areas. The (linearized)
system defined by (6.2) for all i ∈ {1, 2, . . . , N} has a unique equilibrium point.
Proof. We introduce the following variables: xi = ∆fi, yi = Pmi − P¯mi, zi = V dci − V¯ dci ,
ui = P dci − P¯ dci and vi = P oli− P¯ oli. Denote the values of the variables at the equilibrium point by
their corresponding symbols with a superscript e. With these notations and taking into account
the equations describing the reference operating point (4.6)-(4.10), the equilibrium conditions
associated to (6.2) become
0 = −a1ixi + a2iyi − a2iui − a2ivi , (6.3a)
0 = −a3ixi − a4iyi , (6.3b)
zi = αixi , (6.3c)
ui =
N∑
k=1
bik(zi − zk) + bi , (6.3d)
where a1i = Di/Ji, a2i = 1/(4pi2fnom,iJi), a3i = Pnom,i/(Tsmiσifnom,i), a4i = 1/Tsmi, bi =∑
k(V
dc
ref − V¯ dci )(V¯ dci − V¯ dck )/Rik, and bik = V dcref/Rik. Note that a1i, a2i, a3i, a4i, and bik are all
positive constants. Replacing zi in (6.3d) by (6.3c) yields
ui = αi
N∑
k=1
bik(xi − xk) + bi . (6.4)
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Define the vectors x = [x1, x2, . . . , xN ]T , y = [y1, y2, . . . , yN ]T , u = [u1, u2, . . . , uN ]T , v =
[v1, v2, . . . , vN ]T , b = [b1, b2, . . . , bN ]T and the matrices Ai = diag(ai1, ai2, . . . , aiN ), i = 1, 2, 3, 4,
Aα = diag(α1, α2, . . . , αN ), and L
[L]ik =
{ −bik for i 6= k ,∑
k 6=i bik for i = k .
(6.5)
Then, (6.3a), (6.3b), (6.4) can be written in matrix form as
0 = −A1x +A2y −A2u−A2v , (6.6a)
0 = −A3x−A4y , (6.6b)
u = LAαx + b . (6.6c)
Introducing (6.6b), (6.6c) in (6.6a) yields
(LAα +A1A−12 +A3A
−1
4 )x = −(v + b) . (6.7)
In graph theory, L is well-known as the Laplacian matrix associated to an undirected weighted
graph. It is symmetric positive semidefinite, with the number of zero eigenvalues equal to the
number of connected components, which here is just one as the whole DC grid is assumed to
be connected. Since a1i, a2i, a3i, and a4i are all strictly positive, and L and Aα are positive
semidefinite, (LAα + A1A−12 + A3A
−1
4 ) is invertible. So a fixed value v = v
e defines a single
equilibrium value of x
xe = −(LAα +A1A−12 +A3A−14 )−1(ve + b) . (6.8a)
From (6.3c), (6.6b), and (6.6c), we then readily obtain the equilibrium values of the other vectors
ye = −A3A−14 xe , (6.8b)
ze = Aαxe , (6.8c)
ue = LAαxe + b . (6.8d)
Remark 6.1. The equilibrium point defined by (6.8) for ve = 0 differs from the reference
operating point by a term of order b, due to approximation (6.2c). If the latter is valid to first
order, then b is a second-order perturbation that can be neglected.
6.2.3 Stability of the system
By following the same procedure as in the proof in the previous chapter, we can prove the stability
of the interconnected system under the DC-voltage-based control scheme for the particular case
where all AC areas are identical.
In the present subsection, we use a new frequency-domain approach, which is introduced in
[85] and is summarized in Appendix D to prove for the general case of heterogeneous AC areas.
Proposition 6.2. The closed-loop system defined by (6.2) for all i ∈ {1, 2, . . . , N} is stable.
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Proof. We first reformulate the model to reach a representation that satisfies the prerequisite
conditions for the application of the Proposition D.2 in Appendix D. Then we apply that
proposition.
We continue to use the notations introduced in Section 6.2.2. Let wi = vi+bi and u′i = ui−bi.
Then, Equation (6.2) becomes
dxi
dt
= −a1ixi + a2iyi − a2iu′i − a2iwi , (6.9a)
dyi
dt
= −a3ixi − a4iyi , (6.9b)
zi = αixi , (6.9c)
u′i =
N∑
k=1
bik(zi − zk) . (6.9d)
Applying the Laplace transform to (6.9) and eliminating xi(s) and yi(s) yields
zi(s) = −hi(s)(u′i(s) + wi(s)) , (6.10a)
u′i(s) =
N∑
k=1
bik(zi(s)− zk(s)) , (6.10b)
where
hi(s) =
αia2i(s+ a4i)
(s+ a1i)(s+ a4i) + a2ia3i
. (6.11)
For the interconnected system described by (6.10) with i = 1, 2, . . . , N , wi(s), i = 1, 2, . . . , N are
external inputs. To study the stability of the interconnected system, we assume that wi(s) =
0, i = 1, 2, . . . , N .
In order to satisfy all the prerequisites for the application of the Proposition D.2 in Ap-
pendix D, we reformulate the model (6.10) with wi(s) = 0 as follows. Let
u′′i (s) =
1
di
N∑
k=1
bikzk(s) , (6.12)
where di =
∑N
k=1 bik. Then (6.10a) when wi(s) = 0 yields
zi(s) = gi(s)u′′i (s) , (6.13)
where
gi(s) = dihi(s)(1 + dihi(s))−1
=
diαia2i(s+ a4i)
(s+ a1i + diαia2i)(s+ a4i) + a2ia3i
. (6.14)
Note that gi(s), i = 1, 2, . . . , N are all stable transfer function in theH∞ space (see Definition D.1
in Appendix D). Define the vectors z = [z1, z2, . . . , zN ]T and u′′ = [u′′1, u′′2, . . . , u′′N ]
T . Then,
Equations (6.12) and (6.13) can be written in matrix form as
z(s) = G(s)u′′(s) , (6.15a)
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u′′(s) = Ab z(s) . (6.15b)
where G(s) = diag(g1(s), g2(s), . . . , gN (s)) and [Ab]ik = bik/di.
For the interconnected system defined by (6.15), Equation (6.15a) gives the transfer function
of each subsystem, while (6.15b) describes the interconnection between the subsystems. The
matrix Ab representing this interconnection is element-wise nonnegative, and is defined such
that ρ(Ab) ≤ 1. Compared to the system (D.2) in Appendix D, the model (6.15) satisfies all
the prerequisite conditions for the application of Proposition D.2. Thus, in the following, we
proceed to prove that Co({gi(jω) : ω ∈ R+, i = 1, 2, . . . , n}) does not intersect with the positive
real axis.
To show this, we bound the magnitude of gi(jω) as follows. With the definition of all the
coefficients in gi(jω), we have
|gi(jω)| =
∣∣∣∣ diαia2i(a4i + jω)(a1i + diαia2i + jω)(a4i + jω) + a2ia3i
∣∣∣∣
<
∣∣∣∣ diαia2i(a4i + jω)(a1i + diαia2i + jω)(a4i + jω)
∣∣∣∣
=
∣∣∣∣ diαia2ia1i + diαia2i + jω
∣∣∣∣
< 1 . (6.16)
Therefore, the convex hull of the Nyquist plots of gi(s), i = 1, 2, . . . , N can not intersect with
the positive real axis as s grows from j0 to j∞. By virtue of Proposition D.2, the interconnected
system is stable.
6.2.4 Characterization of the equilibrium point
The above analysis proves the stability of the system. The present subsection focuses on the
objective of the control scheme, i.e. to make the frequency deviations of the different AC areas
stay close to each other. For simplicity, the theoretical analysis focuses on the particular case
where all AC areas have identical parameters.
Proposition 6.3. Suppose that all AC areas have identical parameters. For any given values of
V¯ dc1 , V¯
dc
2 , . . . , V¯
dc
N and of load demand variation, the difference between the frequency deviations
of the AC areas at the equilibrium point of the (linearized) system can be made arbitrarily small
by taking the controller gain sufficiently large.
Proof. We use hereafter the notations introduced in Section 6.2.2, and drop AC area index i
when referring to the parameters of the areas that have the same values.
To measure the differences between xe1, x
e
2, . . . , x
e
N , we define ∆x
e
i = x
e
i − x¯e, where x¯e =
1
N
∑N
i=1 x
e
i . Let ∆x
e = [∆xe1,∆x
e
2, . . . ,∆x
e
N ]
T . Let qe = ve+b and define q¯e and ∆qe similarly.
We want to bound the Euclidean norm ‖∆xe‖ of ∆xe.
Let a = a1/a2 + a3/a4. Then, (6.7) becomes
−qe = (αL+ aIN )xe . (6.17)
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Premultiplying the above equation by 1TN yields
−1TNqe = 1TN (αL+ aIN )xe = α1TNLxe + a1TNxe . (6.18)
Since 1TNL = 0, 1
T
Nx
e = Nx¯e, and 1TNq
e = Nq¯e, the above equation becomes
−q¯e = ax¯e . (6.19)
On the other hand, (6.17) can be written as
−(∆qe + q¯e1N ) = (αL+ aIN )(∆xe + x¯e1N )
= αL∆xe + αx¯eL1N + a∆xe + ax¯e1N
= αL∆xe + a∆xe + ax¯e1N , (6.20)
where we used the fact that L1N = 0. Given (6.19), the above equation yields
−∆qe = (αL+ aIN )∆xe . (6.21)
Denote by {ω1, ω2, . . . , ωN} an orthonormal set of eigenvectors of L associated to corre-
sponding eigenvalues {λ1 ≤ λ2 ≤ . . . ≤ λN}. Because L is a Laplacian matrix, we have λ1 = 0
associated to ω1 = 1√N 1N , and because the grid is connected we have λ2 > 0.
Denote by ∆x˜ei the components of vector ∆x
e expressed in orthonormal basisB = (ω1, ω2, . . . , ωN ),
and by ∆q˜ei the components of ∆q
e expressed in this same basis. Because of the orthonormal
basis B, we have ‖∆xe‖2 = ∑i |∆x˜ei |2 and ‖∆qe‖2 = ∑i |∆q˜ei |2. Then we have from (6.21), for
all i ∈ {1, 2, . . . , N},
|∆q˜ei | = (αλi + a)|∆x˜ei | ≥ (αλ2 + a)|∆x˜ei | . (6.22)
The property is obvious for i ≥ 2; for i = 1 it holds because by definition ∆x˜e1 = ωT1 ∆xe =
1√
N
1TN ∆x
e = 0, such that we get 0 ≥ 0. Therefore, (6.21) yields
‖∆qe‖ = ‖(αL+ aIN )∆xe‖ ≥ (αλ2 + a)‖∆xe‖ , (6.23)
such that we have1
‖∆xe‖ ≤ 1
αλ2 + a
‖∆qe‖ ≤ 1
αλ2 + a
‖qe‖ . (6.24)
For a given value of qe = ve+b, which is fixed by V¯ dc1 , V¯
dc
2 , . . . , V¯
dc
N and load demand variations,
the right hand side of this inequality can be made arbitrarily small by taking α sufficiently
large.
Remark 6.2. Proposition 6.3 gives an upper bound on the differences between x1, x2, . . . , xn.
However, such differences cannot be eliminated as long as α1 = α2 = . . . = αN = α, even
for the case of identical subsystems. In fact, the differences between x1, x2, . . . , xn (and thus
∆f1,∆f2, . . . ,∆fN ) in steady state is necessary for the DC-voltage-based control scheme to work,
i.e. to share primary reserves between the AC areas. To see this, refer to Equation (6.2c), it
can be noted that Pij results from the difference between Vi and Vj. Thus, if ∆fi = ∆fj, then
∆Vi = α∆fi = α∆fj = ∆Vj, which means that Pij will remain the same as its value at the
1The last inequality directly follows by writing ∆qe = (IN − ω1ωT1 )qe: when expressed in orthonormal basis
B, ∆qe and qe differ only in the first component, which equals 0 for ∆qe.
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reference operating point, and thus area i and j will not share their primary reserves 2. To
conclude, the presence of the differences between x1, x2, . . . , xn in steady state is an inherent and
well-predicted consequence of the control scheme.
6.3 Simulations
The effectiveness of the proposed control scheme is illustrated hereafter in the context of the
five-area benchmark system described in Chapter 4. The simulation conditions are also the same
as in Section 5.3.
Figure 6.1 depicts the evolution of the frequencies when α = 2×103. For comparison, it also
shows the evolution of f2 when α = 0 (i.e. V dc1 , V
dc
2 , . . . , V
dc
5 are kept constant). These simula-
tions show that without the controller (α = 0), the frequency of area 2 undergoes a deviation
with transient maximum of 0.196Hz and stabilizes at 49.927Hz. With the controller defined by
(6.1), the maximum transient deviation of f2 drops to 0.055Hz, and the frequencies of the five
areas exhibit the same variation pattern and finally settle within a band between 49.976Hz and
49.988Hz. The curves representing the evolution of the control variables, V dc1 , V
dc
2 , . . . , V
dc
5 , are
shown in Figure 6.2. We observe that the variations in V dci are proportional to the frequency
deviation of the corresponding area, and that these variations remain smaller than the range of
initial values V¯ dci , which indicates that such variations do not result in excessively high or low
voltages within the DC grid. Figure 6.3 shows the evolution of the power injections from the
AC areas into the DC grid, P dc1 , P
dc
2 , . . . , P
dc
5 , expressed in MW. Their variations remain within
10% of the original values, which is moderately small.
The above results show that our control scheme leads to a significant improvement in both
the steady-state frequency deviations (from 0.073Hz to 0.024Hz) and the maximum transient
deviations (from 0.196Hz to 0.055Hz) of area 2. However, the frequency deviations of the
different AC areas do not converge to each other and remain within a band, whose width is
0.012Hz.
Figures 6.4-6.6 show the results when α is doubled to 4× 103. We observe that the width of
the band of the frequencies in steady state is reduced to 0.007Hz. This indicates that a property
similar to Proposition 6.3 seems to still hold when AC areas have different parameter values.
6.4 Partial application of the DC-voltage-based control scheme
In the previous sections of the current chapter, we assumed that all the HVDC converters are
implementing the DC-voltage-based control scheme. However, this assumption can be relaxed
without jeopardizing the stability of the system. In fact, an AC area can possibly choose not
to share its primary reserves with other areas, but simply track its scheduled power injection.
Such a choice may result from failure to reach an agreement between the areas on the primary
frequency control practice.
In the current section, we investigate the stability properties of the interconnected system in
this case. We first give the expression of the unique equilibrium point. Then we prove stability.
2An exception is the case where α differs from one AC area to another, ∆fi and ∆fj can accidentally be equal
to each other.
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Figure 6.1: Frequencies of the five AC areas under the DC-voltage-based control scheme with
α = 2× 103. f2 when α = 0 is also shown.
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Figure 6.2: DC-side voltages of the converters under the DC-voltage-based control scheme with
α = 2× 103.
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Figure 6.3: Power injections from the five AC areas into the DC grid under the DC-voltage-based
control scheme with α = 2× 103.
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Figure 6.4: Frequencies of the five AC areas under the DC-voltage-based control scheme with
α = 4× 103. f2 when α = 0 is also shown.
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Figure 6.5: Power injections from the five AC areas into the DC grid under the DC-voltage-based
control scheme with α = 4× 103.
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Figure 6.6: DC-side voltages of the converters under the DC-voltage-based control scheme with
α = 4× 103.
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Finally, we discuss the effectiveness of the control scheme for the areas applying it.
6.4.1 Equilibrium point
Denote the index set of the converters applying the DC-voltage-based control scheme (tracking
the scheduled power injection, resp.) by V (P, resp.). From this definition, we have for all i ∈ V
V dci (t) = αifi(t) , (6.25)
and for all i ∈ P
P dci (t) = P¯
dc
i . (6.26)
Proposition 6.4. Consider that the system, initially operating at the reference operating point,
is suddenly subjected to a step change in the load demand of one of its AC areas. The (linearized)
HVDC system defined by (6.2a)-(6.2c) for all i ∈ {1, 2, . . . , N}, (6.25) for all i ∈ V, and (6.26)
for all i ∈ P has a unique equilibrium point.
Proof. We use the same notations introduced in the proof of Proposition 6.1. Let xV (resp. xP)
be the vector containing xi for all i ∈ V (resp. i ∈ P). Other symbols with subscript P or V are
defined in a similar manner. Denote the value of ui(t) as uoi for all i ∈ P. Then, Equations (6.25)
and (6.26) yield
zeV =Aα,Vx
e
V , (6.27)
ueP =u
o
P = 0 . (6.28)
For all i ∈ {1, 2, . . . , N}, (6.3a) and (6.3b) still hold, which yields
xeV =− (A1,VA−12,V +A3,VA−14,V)−1(veV + ueV) , (6.29)
xeP =− (A1,PA−12,P +A3,PA−14,P)−1(veP + uoP) , (6.30)
yeV =−A3,VA−14,VxeV , (6.31)
yeP =−A3,PA−14,PxeP . (6.32)
In the sequel, we proceed to find xeV expressed in external inputs (v
e
V and u
o
P) and system
parameters. Equation (6.3d) can be written in matrix form as
ue = Lze + be , (6.33)
Reordering the elements in ue and ze yields[
ueV
uoP
]
= L′
[
zeV
zeP
]
=
[
L1 L2
LT2 L3
] [
Aα,VxeV
zeP
]
+
[
bV
bP
]
, (6.34)
where L1, L2, and L3 are submatrices of L′ of adequate dimensions. We thus find a relation
between zP and xV as
uoP = L
T
2Aα,Vx
e
V + L3z
e
P + bP . (6.35)
In fact, L3 is invertible. To see this, recall the definition of L and note that the DC grid can
not split into several isolated parts. Thus, L is the Laplacian matrix associated to a connected
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communication graph, and so is L′. Consequently, the trace of L3 is necessarily larger than
the sum of all its off-diagonal entries, which means that we can view L3, a principal minor of
L′, as the sum of a Laplacian matrix and a positive semidefinite diagonal matrix. Thus, L3 is
invertible. We then have
zeP = −L−13 LT2Aα,VxeV + L−13 uoP − L−13 bP . (6.36)
Replacing zeP in (6.34) by the above equation yields
ueV = (L1 − L2L−13 LT2 )Aα,VxeV + L2L−13 uoP − L2L−13 bP + bV . (6.37)
Given (6.29), we obtain
(L1Aα,V − L2L−13 LT2Aα,V +A1,VA−12,V +A3,VA−14,V)xeV
=− (veV + L2L−13 uoP − L2L−13 bP + bV) . (6.38)
We now show that (L1Aα,V − L2L−13 LT2Aα,V + A1,VA−12,V + A3,VA−14,V) is also invertible. By
virtue of Proposition B.3 in Appendix B, we see that (L1−L2L−13 LT2 ) is also a Laplacian and is
thus positive semidefinite. On the other hand, Aα,V is a positive definite diagonal matrix. Thus,
(L1Aα,V − L2L−13 LT2Aα,V) has no negative eigenvalue. In addition, (A1,VA−12,V + A3,VA−14,V) is a
positive definite diagonal matrix. Therefore, (L1Aα,V − L2L−13 LT2Aα,V + A1,VA−12,V + A3,VA−14,V)
is invertible.
We thus have
xeV =− (L1Aα,V − L2L−13 LT2Aα,V +A1,VA−12,V +A3,VA−14,V)−1
(veV + L2L
−1
3 u
o
P − L2L−13 bP + bV) . (6.39)
Thus, the system has a unique equilibrium point described by (6.28), (6.30), (6.32), (6.36) for
the subsystems in P and (6.27), (6.31), (6.37), (6.39) for the subsystems in V.
Remark 6.3. The case when some of the HVDC converters reach their limits on P dci can
be studied in the same way. The equilibrium point given above remains the same. The only
difference is that ui(t) 6= 0 if converter i reaches its limits on P dci .
6.4.2 Stability
Proposition 6.5. The closed-loop system defined by (6.2a)-(6.2c) for all i ∈ {1, 2, . . . , N},
(6.25) for all i ∈ V, and (6.26) for all i ∈ P is stable.
Proof. We describe the system with the notations introduced in the proof of Proposition 6.2.
For all i ∈ {1, 2, . . . , N},
dxi
dt
= −a1ixi + a2iyi − a2iui − a2ivi , (6.40)
dyi
dt
= −a3ixi − a4iyi , (6.41)
117
CHAPTER 6. DC-VOLTAGE-BASED CONTROL SCHEME
ui =
N∑
k=1
bik(zi − zk) + bi . (6.42)
For all i ∈ V,
zi = αixi , (6.43)
and for all i ∈ P,
ui = 0 . (6.44)
By appropriate arrangement, we obtain for the areas in P,
dxi
dt
= −a1ixi + a2iyi − a2ivi , (6.45)
dyi
dt
= −a3ixi − a4iyi . (6.46)
Each subsystem in P is isolated from all the other subsystems. Thus, the stability is determined
by individual subsystems, which are all stable themselves.
As for the subsystems in V, we obtain by following the similar procedure as in the proof for
Proposition 6.4
uV = (L1 − L2L−13 LT2 )Aα,VxV − L2L−13 bP + bV . (6.47)
By virtue of Proposition B.3 in Appendix B, we see that (L1 − L2L−13 LT2 ) is also a Laplacian
associated with a connected undirected graph. Thus, by following the same procedure as in the
proof of Proposition 6.2, we can prove stability for the interconnected system composed of AC
areas in V.
Remark 6.4. For the special case where #V = 1, only one AC converter (indexed by k) applies
the DC-voltage-based control scheme, while all the other converters keep tracking their scheduled
power injections. In this case, the matrix L1−L2L−13 LT2 is a scalar, and it is equal to zero (See
Remark B.1 in Appendix B). Thus, by virtue of (6.47), uk is decoupled from xk, and uk is always
equal to 0 if we neglect the second-order perturbation terms bP and bV. Practically, this means
that when converter k changes V dck by ∆V
dc
k in response to a frequency deviation in area k, all
other converters will try to keep their P dci , i 6= k unchanged by modifying their V dci , i 6= k by the
same amplitude (i.e. equal to ∆V dck ), which results in an unchanged P
dc
k (i.e. the objective of
the control scheme is not achieved) as well as an identical variation in V dc1 , V
dc
1 , . . . , V
dc
N . This
common variation in V dc1 , V
dc
1 , . . . , V
dc
N is not desirable for the sake of the good operation of the
HVDC system as the DC voltages of the converters may reach their limits (See Section 6.1.3).
Indeed, as stated in Section 4.1.2, when N − 1 areas track their scheduled power injections, the
last area must play the role of a slack bus to keep the power balance within the DC grid.
6.4.3 Effectiveness of the control scheme
As found in the proof of Proposition 6.5, when #V ≥ 2, the AC areas in V constitute an
interconnected system that is qualitatively the same as the system composed of all the AC areas
when #V = 0. Thus, we have the following proposition on the effectiveness of the control based
when partially applied.
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Proposition 6.6. Consider the closed-loop system defined by (6.2a)-(6.2c) for all i ∈ {1, 2, . . . , N},
(6.25) for all i ∈ V, and (6.26) for all i ∈ P, and suppose that all AC areas in V have iden-
tical parameters. For any given values of V¯ dc1 , V¯
dc
2 , . . . , V¯
dc
N and of load demand variation, the
difference between the frequency deviations of the AC areas in V at the equilibrium point of the
(linearized) system can be made arbitrarily small by taking the controller gain sufficiently large.
Proof. We drop AC area index i when referring to the parameters of the areas in V that have
the same values. Let a = a1/a2 + a3/a4 and qeV = v
e
V − L2L−13 bP + bV. Then, Equation (6.39)
on the relation between xeV and q
e
V can be rewritten as
−qeV = (α(L1 + L2L−13 LT2 ) + aI#V)xeV . (6.48)
As proved in Proposition 6.4, (L1 + L2L−13 L
T
2 ) is also a Laplacian. Thus, the above equation is
qualitatively the same as (6.17). By following the same procedure as in the proof of Proposi-
tion 6.3, we can prove that the difference between the components of xV at the equilibrium point
of the (linearized) system can be made arbitrarily small by taking the controller gain sufficiently
large.
6.5 Practical implementation
The reference operating point is obtained when all the converters except one track their scheduled
power injections, while the last converter keeps the power balance within the DC grid. How to
shift from this working mode to the DC-voltage-based control scheme must be addressed.
In this section, we first revisit of the role of the DC-voltage-regulating converter in the
context of the DC-voltage-based control scheme. Then we discuss the practical implementation
of the control scheme.
6.5.1 Revisiting of the role of the DC-voltage-regulating converter in the
context of the DC-voltage-based control scheme
In this subsection, we study the stability properties of the HVDC system when the DC-voltage-
based control scheme is partially applied to some converters while there exists a converter that
keeps the power balance within the DC grid by regulating the DC-side voltage at V dcref .
Stability analysis of Section 6.4 shows that the DC-voltage-based control scheme can be
partially applied to some but not all of the converters, without jeopardizing the stability of the
interconnected system. Those converters applying the control scheme constitute an intercon-
nected system that is qualitatively the same as the case when all the converters are applying
the control scheme, with the exception that in this case, the Laplacian is of reduced dimension
and is equal to L1 − L2L−13 LT2 .
Without loss of generality, we suppose in this subsection that converters 1, 2, . . . ,#V apply
the control scheme, and that converter N regulates V dcN at V
dc
ref . In the following, we study the
interconnected system composed of areas 1, 2, . . . ,#V and N . The Laplacian of this system is
denoted as L˜.
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Equilibrium point
Similar to (6.34), we obtain[
ueV
ueN
]
= L˜
[
zeV
zeN
]
=
[
L˜1 L˜2
L˜T2 L˜3
] [
Aα,VxeV
0
]
+
[
bV
bN
]
, (6.49)
where L˜1, L˜2, and L˜3 are submatrices of L˜ of adequate dimensions. Given (6.29), we obtain
−(L˜1Aα,V +A1,VA−12,V +A3,VA−14,V)xeV = veV + bV . (6.50)
Since (L˜1Aα,V +A1,VA−12,V +A3,VA
−1
4,V) is invertible, we obtain
xeV = −(L˜1Aα,V +A1,VA−12,V +A3,VA−14,V)−1(veV + bV) . (6.51)
As for subsystem N , we have
ueN = L˜
T
2Aα,Vx
e
V + bN . (6.52)
At the equilibrium point, xeN must satisfy
xeN = −(a1Na−12N + a3Na−14N )−1(veN + ueN ) . (6.53)
Thus,
xeN = −(a1Na−12N + a3Na−14N )−1(veN + bN + LT2Aα,VxeV) . (6.54)
Stability
In fact, this case can be assimilated into the general case studied in Section 6.2 with αN = 0.
Referring to Proposition 6.2, we see that in this case, the transfer function gN (s) is degenerated
to 0. According to Proposition 6.2, the interconnected system is still stable.
Closeness between the components of xeV
To study the relationship between the components of xeV, we assume that subsystems in V have
identical parameters. In order to use the results of Proposition 6.3, we make an additional
assumption that
b1N = b2N = . . . = b#V,N = b∗N . (6.55)
Similar to (6.17), we obtain
−qeV = (αL˜1 + aI#V)xeV . (6.56)
Here, L˜1 is not a Laplacian. However, given the definition of L (See Equation (6.5)), we can
decompose L˜1 as
L˜1 = L˜∗1 + diag(b1N , b2N , . . . , b#V,N ) , (6.57)
where L˜∗1 is a Laplacian. Under the assumption (6.55), Equation (6.56) becomes
−qeV = (αL˜∗1 + α · diag(b1N , b2N , . . . , b#V,N ) + aI#V)xeV
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= (αL˜∗1 + αb∗NI#V + aI#V)x
e
V
= (αL˜∗1 + (αb∗N + a)I#V)x
e
V . (6.58)
By following the same procedure as in the proof of Proposition 6.3, we can prove that
‖∆xeV‖ ≤
1
αλ2(L˜∗1) + αb∗N + a
‖qeV‖ , (6.59)
where λ2(L˜∗1) denotes the smallest nonzero eigenvalue of L˜∗1. This means that the DC-voltage-
based control scheme is still effective among the AC areas in V.
Interpretation of xeN
Equation (6.54) shows that xeN is composed of two parts. Let
xeaN = −(a1Na−12N + a3Na−14N )−1(veN + bN ) , (6.60)
xebN = −(a1Na−12N + a3Na−14N )−1L˜T2Aα,VxeV . (6.61)
It can be seen that the first part, xeaN , is due to the presence of a power imbalance originating
from its own area, while the second part, xebN , reflects the influence of frequency deviations of
other areas. We observe that area N will react to an power imbalance from an area in V, while
a power imbalance from N will not be addressed by other areas. In this sense, the sharing of
primary reserves is nonreciprocal.
In the following, we study to what extent the primary reserves of area N are shared. In
particular, we investigate the relative size between xebN and x
e
V.
Given the definition of L (See Equation (6.5)), Equation (6.61) can be rewritten as
xebN = −(a1Na−12N + a3Na−14N )−1L˜T2Aα,VxeV
= (a1Na−12N + a3Na
−1
4N )
−1 [b1N b2N · · · b#V,N]Aα,VxeV
=
1
a1Na
−1
2N + a3Na
−1
4N
#V∑
i=1
biNαix
e
i . (6.62)
Consider a power imbalance originates from area 1. When #V > 1, areas 2, 3, . . . ,#V offer their
primary reserves, which implies that xebN is necessarily larger than the case when #V = 1. Thus,
|xebN | ≤
b1Nα1
a1Na
−1
2N + a3Na
−1
4N
|xe1| . (6.63)
The above equation shows that the relative size of xebN to x
e
1 is determined by a factor that
depends on the parameters of area N , the DC network parameter, and the control gain of area
1.
6.5.2 Progress implementation of the DC-voltage-based control scheme
The different working modes of HVDC converters are summarized in Table 6.5.2.
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Table 6.1: Working mode combination of HVDC converters
No. #P #V ∃m : V dcm = V dcref Feasibility See also
1 N − 1 0 Yes Feasible Section 4.1.2
2 N − 1 1 No Infeasible Remark 6.4
3 ≤ N − 2 ≥ 1 Yes Feasible Section 6.4
4 ≤ N − 2 ≥ 2 No Feasible Section 6.5.1
Table 6.5.2 shows that between the mode where the reference operating point is obtained
(mode 1) and the full implementation of the control scheme by all converters (mode 4), only
mode 2 is to be avoided. Therefore, from an initial condition at mode 1, any converter except
the DC-voltage-regulating one can first apply the control scheme. Then all the other converters
(including the DC-voltage-regulating one) may choose to apply it at will.
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Coordination on the level of
secondary frequency control
The two control schemes proposed in the previous chapters make the AC areas collectively react
to power imbalances within the system, but as stated in Propositions 5.1 and 6.1, the control
schemes make neither the frequencies of the AC areas nor the power exchanges between the AC
areas return to their nominal or scheduled values. To restore the frequencies and the power
exchanges, every AC area must resort to secondary frequency control, which acts on the setting
for the mechanical power of the aggregated generator.
To discuss the long-term dynamics of the AC areas connected by an MT-HVDC system under
the two proposed control schemes, we present in the present chapter one solution for the AC
areas to implement secondary frequency control in line with the recommendations of the UCTE.
Section 7.1 describes the secondary frequency controller, which is inspired by the practice of the
UCTE for secondary frequency control in a synchronous area. Section 7.2 analyzes the stability
of the closed-loop system under this control scheme for secondary frequency control combined
with the DC-voltage-based control scheme for primary frequency control. Section 7.3 presents
simulation results.
7.1 Secondary frequency control scheme
As stated in Chapter 2, secondary frequency control has two objectives: (i) to restore the
frequencies of all the AC areas back to their nominal values; (ii) to restore the power exchanged
between control blocks (the AC areas in the context of our study) back to their scheduled
values. These objectives can be achieved if a power imbalance originating in one area is fully
compensated by a change in the setting for the mechanical power of the aggregated generator.
Compared to a synchronous area composed of several control areas, a multi-terminal HVDC
system under the control schemes proposed in Chapters 5 and 6 behaves in a similar manner in
that each AC area reacts to power imbalances originating in AC areas by sharing its primary
reserves. Thus, the principle of secondary frequency control of a synchronous area elaborated
in Section 2.3.2 can be used to the multi-terminal HVDC system.
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In particular, we define the network power frequency characteristic for AC area i as
λNPFCi =
−∆P dc∗i
∆fi
, (7.1)
where ∆P dc∗i is the change of the power injection from AC area i into the DC grid with respect to
its scheduled value following a power imbalance originating outside area i, and ∆fi the frequency
deviation of area i from its nominal value. As the frequency differs one AC area from another,
the frequency of the AC area in question is used in the above definition. This is in contrast to
the definition in (2.7) in Section 2.3.2, where there is only one unique frequency for the entire
synchronous area. The network power frequency characteristic can be used to assess the area
control error, which is defined as
Ei = ∆P dci + λ
NPFC
i ∆fi , (7.2)
where ∆P dci is the actual change of the power injection from AC area i into the DC grid with
respect to its scheduled value, irrespective of the location of the power imbalance.
To realize secondary frequency control, each AC area uses an integral controller that adjusts
the power settings for the generators within that area. The output of the secondary frequency
controller for area i is given as
P omi = P¯
o
mi − γi
∫
Eidt , (7.3)
where P¯ omi is the value of P
o
mi at the reference operating point defined in Section 4.2, and γi > 0
the secondary frequency controller gain of area i. The value of γi should be chosen small enough
so that P omi can be considered constant on the time scale of primary frequency control.
7.2 Theoretical study
In the present section, we study the effects of secondary frequency control scheme on stability.
For simplicity, we consider the DC-voltage-based control scheme. Similar results can be obtained
for the power-injection-based control scheme. First, the linearized closed-system model is given,
which is largely borrowed from Section 6.2. Second, a time-scale decomposition is carried out to
obtain two reduced-order subsystems describing the slow and the fast dynamics, corresponding
respectively to the secondary frequency control scheme proposed in the current chapter and the
DC-voltage-based control scheme for primary frequency control. Finally, stability properties of
the two subsystems are studied separately.
7.2.1 Linearized closed-loop system
The linearized closed-loop system is the same as the one studied in Section 6.2, except that the
secondary frequency control scheme (7.3) is also included. For this section to be self-included,
we rewrite all the equations as follows where we continue to use the notations introduced in
Chapter 6
2piJi
dfi
dt
=
Pmi − P oli − P dci
2pifnom,i
− 2piDi(fi − fnom,i) , (7.4a)
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Tsmi
dPmi
dt
= P omi − Pmi −
PNi
σi
fi − fnom,i
fnom,i
, (7.4b)
P dci =
N∑
j=1
V dcref (V
dc
i − V dcj )
Rij
, (7.4c)
V dci = V¯
dc
i + αi∆fi , (7.4d)
dP omi
dt
= −γi(∆P dci + λNPFCi ∆fi) . (7.4e)
We introduce the following variables: xi = ∆fi, yi = Pmi − P¯mi, zi = V dci − V¯ dci , ui =
P dci − P¯ dci , vi = P oli − P¯ oli, and wi = P omi − P¯ omi. With these notations and taking into account
the equations describing the reference operating point (4.6)-(4.10), Equation (7.4) becomes
dxi
dt
= −a1ixi + a2iyi − a2iui − a2ivi , (7.5a)
dyi
dt
= −a3ixi − a4iyi + a4iwi , (7.5b)
zi = αixi , (7.5c)
ui =
N∑
j=1
bij(zi − zj) + bi , (7.5d)
dwi
dt
= −γia5ixi − γiui , (7.5e)
where a1i = Di/Ji, a2i = 1/(4pi2fnom,iJi), a3i = Pnom,i/(Tsmiσifnom,i), a4i = 1/Tsmi, a5i =
λNPFCi , bi =
∑
j(V
dc
ref − V¯ dci )(V¯ dci − V¯ dcj )/Rij , and bij = V dcref/Rij . Note that a1i, a2i, a3i, a4i,
and bij are all positive constants.
Define the vectors x = [x1, x2, . . . , xN ]T , y = [y1, y2, . . . , yN ]T , u = [u1, u2, . . . , uN ]T ,
v = [v1, v2, . . . , vN ]T , w = [w1, w2, . . . , wN ]T , b = [b1, b2, . . . , bN ]T and the matrices Ai =
diag(ai1, ai2, . . . , aiN ), i = 1, 2, 3, 4, 5, Aα = diag(α1, α2, . . . , αN ), Aγ = diag(γ1, γ2, . . . , γN ), and
L
[L]ij =
{ −bij for i 6= j ,∑
j 6=i bij for i = j .
(7.6)
Then, (7.5) gives rise to the following model in matrix form
dx
dt
= −A1x +A2y −A2LAαx−A2b−A2v , (7.7a)
dy
dt
= −A3x−A4y +A4w , (7.7b)
dw
dt
= −Aγ(A5 + LAα)x−AγA2b . (7.7c)
7.2.2 Time-scale decomposition
The model described by (7.7) is a 3N -order system. We can of course analyze its stability by
investigating all its 3N eigenvalues. However, since the values of γi are chosen small enough
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so that w can be considered constant on the time scale of primary frequency control, we can
consider the fast and the slow dynamics separately in order to facilitate study and to gain a
further insight on the entire system. In the following, we carry out a time-scale decomposition
(See Appendix E) on the system (7.7) to obtain two reduced-order subsystems, with the slow
one describing the dynamics of w and the fast one that of x and y.
We denote by ws, xs, ys the slow components and by wf , xf , yf the fast components of the
state variable such that
w = ws + wf , (7.8a)
x = xs + xf , (7.8b)
y = ys + yf . (7.8c)
Slow dynamics
For the linear system (7.7), its slow manifold is such that the fast dynamics are not excited, so
that w = ws,x = xs,y = ys.
A quasi-steady-state approximation of the slow subsystem can be obtained by when the fast
subsystem is at its equilibrium, i.e.
0 = −A1xs +A2ys −A2LAαxs −A2b−A2v , (7.9a)
0 = −A3xs −A4ys +A4ws , (7.9b)
dws
dt
= −Aγ(A5 + LAα)xs −AγA2b . (7.9c)
For a given ws, (7.9a) and (7.9b) are the equilibrium condition for x and y, from which we
obtain for a fixed value v = ve
xs = (LAα +A1A−12 +A3A
−1
4 )
−1(ws − ve − b) , (7.10a)
ys = −A3A−14 h10 + ws , (7.10b)
where we used the fact that (LAα + A1A−12 + A3A
−1
4 ) is invertible. It is noted that when the
secondary control scheme is not implemented, i.e. w = 0, Equation (7.10) is exactly the same
as (6.8a) and (6.8b) in Section 6.2.2.
We now study the stability properties of the slow subsystem. Replacing xs in (7.9c) by
(7.10a) yields
dws
dt
= −Aγ(A5 + LAα)xs −AγA2b
= Aslow(ws − ve − b)−AγA2b
= Aslowws −Aslowve − (Aslow +AγA2)b , (7.11)
where Aslow = −Aγ(A5 + LAα)(LAα +A1A−12 +A3A−14 )−1.
It is difficult, if not impossible, to prove Hurwitz stability of the matrix Aslow for the gen-
eral case. For a given system, stability of the slow subsystem can be checked by numerically
calculating the eigenvalues of Aslow.
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Fast dynamics
In order to approximate the fast dynamics, we assume that w is predominantly slow, i.e. w ≈ ws.
Thus, the state variables of the fast subsystem are the fast components xf , yf introduced in
(7.8b), (7.8c). The equilibrium point of the fast manifold is at the slow manifold, i.e. xf = yf =
0.
Linearizing (7.9a) around a point (ws,xs,ys) on the slow manifold yields
d
dt
[
∆xf
∆yf
]
=
[−A1 −A2LAα A2
−A3 −A4
] [
∆xf
∆yf
]
, (7.12)
which is the same as the system studied in Proposition 6.1 in Section 6.2, where exponential
stability is proved using a frequency-domain approach. Thus, the fast subsystem is stable.
7.3 Simulation results
To illustrate the impact of secondary frequency control, we run simulations under the same
conditions as in Section 5.3. Figures 7.1 and 7.2 depict the evolution of the frequencies and
the power setting P om of the five AC areas when the secondary frequency control scheme is
implemented in combination with the DC-voltage-based control scheme, and Figures 7.3 and 7.4
show the evolution of ∆V dc and ∆P dc, which are the deviations of V dc and P dc with respect
to their nominal or scheduled values. As secondary frequency control has a time scale of a few
minutes, we extend the observation window to ten minutes. The controller gains are chosen as
α1 = α2 = . . . = α5 = 2× 103 and γ1 = γ2 = . . . = γ5 = 2.
The behavior during the first few seconds in Figure 7.1 is essentially equal to Figure 6.1 in
the previous chapter. This means that the primary frequency control dominates, unperturbed
by secondary frequency control. The latter also performs as expected: only the power setting
for the disturbed area 2, P om2, is changed significantly, and the frequencies converge back to
their nominal values in the long term. The evolution of P dci indicates that the power injections
into the DC grid are also restored to their scheduled values. Also, the DC-side voltages of the
converters V dci return to their initial values.
The above results show that our secondary frequency control scheme achieves its two objec-
tives: to restore the frequencies and the power exchanges to their nominal or scheduled values.
In addition, the secondary control scheme acts within minutes, so the variations of P om are well
decoupled from the DC-voltage-based control scheme for primary frequency control.
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Figure 7.1: Frequencies of the five AC areas under the DC-voltage-based control scheme and
the secondary frequency control scheme.
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Figure 7.2: P om of the five AC areas under the DC-voltage-based control scheme and the sec-
ondary frequency control scheme.
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Figure 7.3: ∆V dc of the five AC areas under the DC-voltage-based control scheme and the
secondary frequency control scheme.
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Figure 7.4: ∆P dc of the five AC areas under the DC-voltage-based control scheme and the
secondary frequency control scheme.
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Chapter 8
Conclusions
8.1 Summary of contributions
In the present dissertation, we proposed three control schemes for frequency control in a power
system composed of several non-synchronous AC areas connected by a multi-terminal HVDC
grid.
The first control scheme, called power-injection-based control scheme, is distributed by na-
ture. Based on remote measurements of the other areas’ frequencies, this control scheme modifies
the power injections from the different AC areas into the DC grid so as to make the system col-
lectively react to load imbalances. This collective reaction allows each individual AC area to
downscale its primary reserves. The scheme is inspired by algorithms for the consensus problem
extensively studied by the control theory community. As remote measurements are used, the
effects of time-delays on the control scheme’s effectiveness are investigated. A stability analysis
of the closed-loop system shows that with some assumptions, as long as the time-delays are
within an acceptable limit, the system converges to an equilibrium point at which the AC ar-
eas’ frequency deviations are equal to each other. A Nyquist criterion is obtained to determine
whether the time-delays would destabilize the system. Simulations on a benchmark system with
five non-identical AC areas show that in the absence of time-delays, the frequency deviations of
all the areas rapidly converge to each other following a step change in the load demand. In the
presence of time-delays, we found that for delays above a threshold value, the control scheme
may cause undamped frequency oscillations, and that these undamped frequency oscillations are
more likely to appear when using high values of the controller gains. The simulations highlight
that power-injection-based control scheme can make good use of the fast power-tracking capabil-
ity of HVDC converters to coordinate primary frequency control efforts among non-synchronous
AC areas.
To avoid the problem of time-delays associated with the power-injection-based control scheme,
a second control scheme is introduced. It has the same objective with the first one, but acts
on the DC voltages of the HVDC converters, hence its name DC-voltage-based control scheme.
In particular, it modifies the DC voltage of each converter based on the frequency deviation of
the AC area it is connected to. This decentralized nature frees it from the problems related
to the dependence on remote information. A theoretical study shows that the interconnected
system is stable and converges to an equilibrium at which, for bounded load perturbations, the
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difference between the frequency deviations induced in all the areas can be made arbitrarily
small by choosing a sufficiently large control gain. Simulation results on the same benchmark
system showed that by using local information only, the control scheme allows to significantly
reduce the impact of a power imbalance by distributing the associated frequency deviation over
all areas.
The last control scheme aims at restoring the frequencies and the power exchanges to their
nominal or scheduled values in the aftermath of a power imbalance. It can be combined with
the other two control schemes. To study its stability properties, a timescale decomposition is
carried out on the closed-loop system under this control scheme combined with the DC-voltage-
based control scheme. The two reduced-order subsystems thus obtained describing the slow and
the fast dynamics respectively are both shown to be stable, which implies the stability of the
entire system. Simulation results on the benchmark system confirm the good performance of
the control scheme.
8.2 Perspectives for further works
The two control schemes for primary frequency control can be improved along several lines.
First, it would be interesting to study the effects of the gain of each subcontroller, so as to
find a systematic way to choose them. Indeed, these gains influence the degree of participation
of every area in the primary frequency control scheme, and, by better understanding their
influence, one should be able to choose them so as to take into account the technical and
economic characteristics of each area. For example, the relative size of one area with respect
to others can be considered, so that in response to a major power imbalance in a larger area, a
smaller area with less primary reserves can choose to stop sharing its own reserve if it judges that
a further sharing of its reserve would jeopardize its own stability. In this way, the HVDC system
would still play the role of “firewall” that prevents cascading outages across AC areas. These
gains could probably also be tuned dynamically in the time frame of the secondary frequency
control scheme, so as to reflect the change of the operating point and reduce the likelihood of
congestions in the DC lines following a disturbance.
Second, while the control schemes for primary frequency control call for primary reserves
simultaneously from all areas of the system in the aftermath of a power imbalance in an area,
it would also be worth investigating whether it could be adapted to the case where the primary
reserves of different AC areas are solicited in a sequential way, so that the reserves from remote
areas are deployed only when local reserves have been depleted.
Third, the theoretical study could be extended by relaxing some of the assumptions done for
establishing the proofs.
Fourth, it would be interesting to test these control schemes on more sophisticated power
system benchmarks such as those that would not neglect for example voltage regulation in the
AC areas.
Finally, using a multi-terminal HVDC grid for sharing primary reserves between the AC
areas may have an adverse effect. Indeed, the areas may become more vulnerable with respect
to contingencies resulting in a disconnection from the HVDC link, because such contingencies
may create a dangerous power imbalance in an area while at the same time reducing the primary
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reserves that the area has access to. This is certainly an issue to be considered when relying on
an HVDC system for offering such a type of ancillary service.
The control schemes proposed in the dissertation give an example of using HVDC systems
to provide ancillary services to power system. We expect that as an active research area, the
potentials of HVDC systems to improve power system stability will be further investigated and
better exploited.
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Appendix A
Basic notations and definitions
The sequence of integers from 1 to N > 1 is summarized as 1, 2, . . . , N . Similarly, the sequence
of elements from a1 to aN is summarized as a1, a2, . . . , aN . a ∈ A (a /∈ A, resp.) means that
element a belongs to (does not belong to, resp.) set A. #A denotes the cardinality of set A.
A ⊆ B (A ⊂ B, resp.) means that set A is a subset (proper subset, resp.) of set B. Given two
sets A and B, A × B denotes their Cartesian product, and A ∪ B (A ∩ B, resp.) their union
(intersection, resp.).
The set of all real numbers (positive real numbers, resp.) is denoted as R (R+, resp.). The
set of all complex numbers is denoted as C. The imaginary unit is denoted as j =
√−1. The
magnitude and the argument of a number a ∈ C are denoted as |a| and arg(a), respectively.
The set of all vectors containing n real numbers (complex numbers, resp.) is denoted as Rn
(Cn, resp.). The set of all real matrices (complex matrices, resp.) of n rows and m columns
is denoted as Rn×m (Cn×m, resp.). Let 1N denote the column vector of length N with all
components equal to 1. Let IN denoted the N ×N identity matrix. For matrix A ∈ Rn×m, AT
denotes the transpose of A. diag(a1, a2, . . . , aN ) denotes the diagonal matrix whose diagonal
elements are a1, a2, . . . , aN . The element in the ith row and kth column of matrix A is denoted
as [A]ik. The norm of a vector x = [x1, x2, . . . , xN ]T ∈ RN is denoted as ‖x‖ with
‖x‖ =
√
x21 + x
2
2 + . . .+ x
2
N . (A.1)
The norm of a vector z = [z1, z2, . . . , zN ]T ∈ CN is denoted as ‖z‖ with
‖z‖ =
√
|z1|2 + |z2|2 + . . .+ |zN |2 . (A.2)
For matrix A ∈ Rn×n, det(A) denotes the determinant of A. Denote the eigenvalues of matrix
A ∈ Cn×n by λ1, λ2, . . . , λn, then the spectral radius of A is denoted as ρ(A), i.e.
ρ(A) = max
i=1,2,...,n
|λi| . (A.3)
The maximum singular value of a matrix Q ∈ Cn×m is denoted as σ¯(Q), which can be calculated
as
σ¯(Q) = max
‖u‖=1
‖Qu‖ , (A.4)
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with u ∈ Cm. Given A ∈ Cn×m and B ∈ Cp×q, A⊗B is their Kronecker product, i.e.
A⊗B =
[A]1,1B · · · [A]1,mB... . . . ...
[A]n,1B · · · [A]n,mB
 ∈ Cnp×mq . (A.5)
A set in Euclidean space Rn is convex set if it contains all the line segments connecting any
pair of its points. The convex hull of a set of points A in n dimensions is denoted as Co(A),
which is the intersection of all convex sets containing A.
For a differentiable function f(x) : R→ R, df/dx denotes the derivative of f w.r.p to x. For
a differentiable function f(x1, x2, . . . , xN ) : RN → R, ∂f/∂xi denotes the partial derivative of f
w.r.p to xi.
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Graph theory
In Chapters 5 and 6, some notions in graph theory, e.g. the Laplacian, are invoked. This
appendix gives the fundamentals of graph theory, where those notions are formally defined and
interesting results can be used in studying the properties of the control schemes for primary
frequency control. The materials in this appendix can be found in any textbook on graph
theory, e.g. [86].
Definition B.1. A directed graph (or digraph) G(V,E) is composed of a finite set V of nodes
and a set E ⊆ V× V of edges.
The nodes are indexed by positive integers so that V = {1, 2, . . . , N}. An edge is denoted by
eik, with i, k ∈ V. We assume that G contains no self-loops, i.e. eii /∈ E,∀i ∈ V.
Definition B.2. A undirected graph (or graph) G(V,E) is a digraph for which eik ∈ E whenever
eki ∈ E.
Definition B.3. A weighted digraph G(V,E,A) is a digraph associated with a set A, which
assigns a positive weight aik to each edge eik ∈ E. By convention, aik = 0 if eik /∈ E.
Definition B.4. A weighted graph G(V,E,A) is a weighted digraph for which aik = aki, ∀eki ∈ E.
A way of representing a graph by a matrix is to define the adjacency matrix A ∈ RN×N ,
which contains aik in row i and column k.
Definition B.5. The in-degree of node i is d(i)i =
∑N
k=1 aki. The out-degree of node i is
d
(o)
i =
∑N
k=1 aik. A digraph is balanced if d
(i)
i = d
(o)
i , ∀i ∈ V.
In particular, undirected graphs are balanced. The in- and out-degrees of nodes 1, 2, . . . , N
can be assembled in diagonal matrices D(i) and D(o). For a balanced graph, it is simply denoted
by D.
Definition B.6. The in-Laplacian of a digraph G is L(i) = D(i) − A. The out-Laplacian of a
digraph G is L(o) = D(o) −A. For a balanced graph, the Laplacian L = L(i) = L(o).
For a general graph, 1TNL
(i) = 0 and L(o)1N = 0. For an undirected graph, L is symmetric.
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Definition B.7. A directed path of length l between node i and k is a sequence of nodes
v0, v1, . . . , vl such that v0 = i, vl = k, and em,m+1 ∈ E, for m = 1, 2, . . . , l − 1.
Definition B.8. An undirected path of length l between node i and k is a sequence of nodes
v0, v1, . . . , vl such that v0 = i, vl = k, and em,m+1 ∈ E or em+1,m ∈ E for m = 1, 2, . . . , l − 1.
Definition B.9. A digraph G is strongly connected if there exists a directed path from every
node to every other node. A digraph G is weakly connected if there is an undirected path between
any two of its nodes.
For an undirected graph, the notions of strongly-connected and weakly-connected are equiv-
alent and are simply termed connected . Thus, an undirected graph is connected if there exists
an undirected path between any two of its nodes.
Proposition B.1. The out-Laplacian L(o) has the following properties: All the eigenvalues of
L(o) have nonnegative real parts; If G is strongly connected, then 0 is a simple eigenvalue of
L(o). L(o) is positive-semidefinite if and only if G is balanced. These properties also apply to the
transposed in-Laplacian (L(i))T .
Proposition B.2. The Laplacian L of a balanced connected graph G is such that all the eigen-
values are real numbers. Denote the eigenvalues such that λ1 ≤ λ2 ≤ . . . ,≤ λN . Then, λ1 = 0
and λ2 > 0. In addition, the second smallest eigenvalue is called the algebraic connectivity of
the graph.
Proposition B.3. Consider that an n × n Laplacian L associated with a balanced connected
graph is partitioned as
L =
[
L1 L2
LT2 L3
]
(B.1)
where L1, L2, and L3 are submatrices of L of dimension p × p, p × q, and q × q, respectively.
Then, the matrix Lr = L1 − L2L−13 LT2 is also a Laplacian associated with a balanced connected
graph, i.e.
• Lr is positive-semidefinite;
• Lr1p = 0.
Proof. The proof is divided into three parts: We prove respectively that (i) Lr is symmetric, (ii)
xTLrx ≥ 0 for any nonzero column vector x of length p, and (iii) Lr1p = 0.
(i) From the partition of L, we see that both L1 and L3 are symmetric. Thus,
LTr = (L1 − L2L−13 LT2 )T
= LT1 − L2(L−13 )TLT2
= L1 − L2(LT3 )−1LT2
= L1 − L2L−13 LT2
= Lr . (B.2)
(ii) Since L is positive semidefinite, we have
xTLx ≥ 0 (B.3)
138
where x is an arbitrary nonzero vector of length n. Thus, the above equation also holds for any
x = [x1,x2]T such that
x2 = −L−13 LT2 x1 , (B.4)
for which (B.3) becomes[
x1
x2
]T [
L1 L2
LT2 L3
] [
x1
x2
]
= xT1 L1x1 + x
T
1 L2x2 + x
T
2 L
T
2 x1 + x
T
2 L3x2
= xT1 L1x1 + x
T
1 L2(−L−13 LT2 x1) + xT2 (LT2 x1 + L3x2)
= xT1 (L1 − L2L−13 LT2 )x1 + 0
≥ 0 .
(iii) From Proposition B.2, we have
L1n =
[
L1 L2
LT2 L3
] [
1p
1q
]
=
[
0
0
]
(B.5)
which yields
L11p + L21q = 0 , (B.6a)
LT2 1p + L31q = 0 . (B.6b)
Thus, we have
(L1 − L2L−13 LT2 )1p
= L11p − L2L−13 LT2 1p
= − L21q − L2L−13 (−L31q)
= − L2(1q + L−13 L31q)
= 0 . (B.7)
This concludes the proof.
Remark B.1. For the trivial case where p = 1, Lr is a scalar. Since Lr1p = 0, we must have
Lr = 0.
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Appendix C
Consensus problem
The consensus problem deals with coordination within a multi-agent system. It is an active
research domain with many applications, among which the unmanned aerial vehicles (UAVs).
Given the resemblance between (i) a multi-terminal HVDC power system under the control
schemes givens in Chapters 5 and 6 and (ii) a multi-agent system seeking for consensus among
agents, we give in the current appendix a brief description of the simplest form of the consensus
problem. The following materials can be found in most of the literature in this area, e.g. [33].
C.1 Problem definition and consensus protocol
An multi-agent system is defined as a system composed of multiple intelligent agents. By
intelligent agent (or simply agent) we mean an autonomous entity that is capable of observing
the environment (thus including other agents) and taking actions in order to achieve a certain
objective. The notion of multi-agent systems is an abstraction of real-world systems. In the
case of a set of UAVs, each vehicle can be considered as an agent, which adjusts its own position
based on the observation on other vehicle, in order to attain a goal, for example a common
altitude.
Consider a multi-agent system composed of N agents, each has the following dynamics
dxi(t)
dt
= ui(t) , (C.1)
where xi ∈ R is the state of agent i and ui ∈ R its action. Assume that agent i has access
to the states of some of the others agents. The objective of all agents is to achieve consensus1
asymptotically, i.e.
x1 = x2 = . . . = xN . (C.2)
The above problem can be solved by the following controller for agent i,∀i ∈ {1, 2, . . . , N},
usually referred to as a consensus protocol :
ui(t) = α
N∑
k=1
aki(xk(t)− xi(t)) , (C.3)
1With respect to a vector space, the term synchronization can also be used.
141
APPENDIX C. CONSENSUS PROBLEM
where α > 0 is a gain and aki is a weight determined by the communication link between agent i
and k. In particular, if agent i has access to information on agent k, aki > 0; otherwise, aki = 0.
C.2 Stability properties
To study the stability properties of the multi-agent system (C.1) under the consensus protocol
(C.3), we write the closed-loop system in matrix form. Let x = [x1, x2, . . . , xN ]T and u =
[u1, u2, . . . , uN ]T . Then, (C.1) and (C.3) yield
dx(t)
dt
= −αLx(t) , (C.4)
where
[L]ik =
{ −aik for i 6= k ,∑
k 6=i aik for i = k .
(C.5)
The introduction of matrix L allows us to represent the interaction between the agents
by means of a weighted digraph, called communication graph. In this graph, each agent is
represented by a node, and the interaction between two agents is represented by an edge between
the two nodes. The edge from node k to node i is associated with the weight aki. Referring to
Appendix B, it can be seen that L is the transposed in-Laplacian of this communication graph.
Since 1N is a left eigenvector associated with a zero eigenvalue of an in-Laplacian, the con-
sensus condition described by (C.2) is an equilibrium point for system (C.4). In addition, in
order that all the agents achieve consensus, it is necessary that all the eigenvectors of L lie in the
eigenspace spanned by 1N . This is true when the communication graph is strongly connected.
The convergence properties of the closed-system towards consensus is determined by the eigen-
values of L. Thus, the stability of the interconnected system can be determined by investigating
the semi-positiveness of L using the results in graph theory. As to the convergence speed, much
information can be obtained from the second smallest eigenvalue of L which determines the
worst case speed of convergence.
For a practical system, the dynamics of each agent may be much more complicated and
potentially nonlinear, and they may differ from one agent to another. In addition, the commu-
nication graph may also be time-varying. All these general cases are the subject of the intensive
research, and the results can be found in [33, 30, 87, 29].
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A frequency-domain stability
criterion for interconnected systems
In the present appendix, we presents a frequency-domain approach introduced in [85]. The
result in this appendix is used in Section 6.2 to prove stability of the DC-voltage-based control
scheme for primary frequency control. We first give a proposition on stable system, which is
borrowed from in [88]. Then, we give the stability criterion.
D.1 H∞ space and stable transfer functions
Definition D.1. The H∞ space is the class of systems if its transfer function G(s) satisfies
• G(s) is analytic in the open-right-half plane,
• The supremum of G(s) is finite, i.e.
‖G(s)‖∞ = sup
α>0
{
sup
ω
σ¯(G(α+ jω))
}
<∞ , (D.1)
With the above definition, we denote C0 is the class of functions continuous in jR ∪ {∞},
and A0 = H∞ ∩ C0.
Proposition D.1. A transfer function matrix G defines a stable system if and only if G ∈ H∞.
D.2 Stability criterion
Consider an interconnected system defined by
y(s) = G(s)u(s) , (D.2a)
u(s) = Ay(s) , (D.2b)
where G(s) = diag(g1(s), g2(s), . . . , gn(s)) and A = AT ∈ Rn×n. It can be seen that in this in-
terconnected system, gi(s) represents the dynamics of the subsystem i, while matrix A describes
the interconnections between the subsystems. The system is shown in Figure D.1.
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G(s)u(s) y(s)
A
Figure D.1: An interconnected system
Proposition D.2. The system defined by Equation (D.2), where ρ(A) ≤ 1 and gi(s) ∈ A0, for
i = 1, 2, . . . , n, is stable if
1 /∈ Co({gi(jω) : ω ∈ R+, i = 1, 2, . . . , n}) . (D.3)
The proof of the above proposition can be found in [85].
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Time-scale decomposition
In this appendix, we give the procedure of time-scale decomposition based on the singular
perturbation analysis [89, 90], which is used in Section 7.2. The material in this appendix is
largely borrowed from [4].
Consider a system
dx
dt
= f(x,y) , (E.1a)

dy
dt
= g(x,y) , (E.1b)
where x and y are state variables. In (E.1b), the derivative of y is multiplied by a small
parameter , which justifies a time-scale decomposition.
The time-scale decomposition consists in deriving two reduced-order subsystems such that
one describes the slow dynamics and the other the fast dynamics of the system (E.1). We denote
by xs, ys the slow components and by xf , yf the fast components of the state variable such
that
x = xs + xf , (E.2a)
y = ys + yf . (E.2b)
A quasi-steady-state approximation of the slow subsystem can be obtained by setting  = 0 in
(E.1) as
dxs
dt
= f(xs,ys) , (E.3a)
0 = g(xs,ys) . (E.3b)
For a given xs, (E.3b) is the equilibrium condition for y. However, since this is achieved by
 = 0, we can still have dys/dt 6= 0. Besides, ys are allowed to change so that (E.3b) is satisfied
as xs varies during slow transients.
145
E.1 Slow dynamics
For the linear system (E.1), its slow manifold is such that the fast dynamics are not excited, so
that x = xs and y = ys. The slow manifold can be defined by
ys = h(xs) . (E.4)
For ys to be solutions of the original system (E.1), h must satisfy the follow condition, which
is obtained by substituting (E.4) in (E.1)

∂h
∂x
f(xs,h) = g(xs,h) . (E.5)
The above partial differential equations are difficult, if not impossible, to be solved analyt-
ically. Thus, the slow manifold is approximated using a series expansion in . For  = 0, we
obtain the first terms h0 of this expression, which amounts to
0 = g(xs,h0) . (E.6)
E.2 Fast dynamics
In order to approximate the fast dynamics, we assume that w is predominantly slow, i.e. w ≈ ws.
Thus, the state variables of the fast subsystem are the fast components xf , yf introduced in
(E.2a), (E.2b)
yf = y − ys = y − h(xs) . (E.7)
Substituting (E.7) in (E.1b) yields

dyf
dt
= 
dy
dt
− dys
dt
≈ g(xs,yf + h) . (E.8)
Note that (E.8) defines a off-manifold whose equilibrium point is at the slow manifold, i.e.
yf = 0. In addition, the slow variables xs are parameters for the fast subsystem.
Linearizing (E.8) around a point (xs,h(ys)) on the slow manifold yields

d∆yf
dt
=
∂g
∂y
∆yf . (E.9)
Thus, the stability of the fast subsystem is determined by the Jacobian matrix ∂g/∂y.
Bibliography
[1] P. Kundur, J. Paserba, V. Ajjarapu, G. Andersson, A. Bose, C. Canizares, N. Hatziar-
gyriou, D. Hill, A. Stankovic, C. Taylor, T. Van Cutsem, and V. Vittal, “Definition and
classification of power system stability,” IEEE Transactions on Power Systems, vol. 19,
pp. 1387–1401, August 2004.
[2] P. Kundur, Power System Stability and Control. McGraw-Hill, 1994.
[3] UCTE, “UCTE operation handbook.” Available : http://www.entsoe.eu/resources/publications/ce/oh/,
July 2004.
[4] T. Van Cutsem and C. Vournas, Voltage Stability of Electric Power Systems. Kluwer
Academic Publishers, 1998.
[5] E. Hirst and B. Kirby, “Ancillary services,” in American Power Conference, vol. 1, (Chicago,
Illinois), February 1996.
[6] Y. G. Rebours, D. S. Kirschen, M. Trotignon, and S. Rossignol, “A survey of frequency and
voltage control ancillary services part I: Technical features,” IEEE Transactions on Power
Systems, vol. 22, pp. 350–357, February 2007.
[7] A. Oudalov, D. Chartouni, and C. Ohler, “Optimizing a battery energy storage system for
primary frequency control,” IEEE Transactions on Power Systems, vol. 22, pp. 1259–1266,
August 2007.
[8] R. Billinton and A. V. Jain, “Interconnected system spinning reserve requirements,” IEEE
Transactions on Power Apparatus and Systems, vol. PAS-91, pp. 517–525, March 1972.
[9] R. Billinton and N. A. Chowdhury, “Operating reserve assessment in interconnected gen-
erating systems,” IEEE Transactions on Power Systems, vol. 3, pp. 1479–1487, November
1988.
[10] N. S. Rau, C. Necsulescu, K. F. Schenk, and R. B. Misra, “A method to evaluate economic
benefits in interconnected systems,” IEEE Transactions on Power Apparatus and Systems,
vol. PAS-102, pp. 472–482, February 1983.
[11] N. G. Hingorani and L. Gyugyi, Understanding FACTS: Concepts and Technology of Flex-
ible AC Transmission Systems. IEEE press, 1999.
[12] M. P. Bahrman and B. K. Johnson, “The ABCs of HVDC transmission technologies,” IEEE
Power and Energy Magazine, vol. 5, pp. 32–44, March-April 2007.
147
[13] G. Asplund, K. Eriksson, and K. Svensson, “DC transmission based on voltage source
converters,” in CIGRE´, (South Africa), 1997.
[14] V. Lescale, A. Kumar, L.-E. Juhlin, H. Bjorklund, and K. Nyberg, “Challenges with multi-
terminal UHVDC transmissions,” in Joint International Conference on Power System Tech-
nology and IEEE Power India Conference, 2008. POWERCON 2008, pp. 1–7, August 2008.
[15] C. E. Grund, M. P. Bahrman, N. Balu, L. Bergstrom, W. F. Long, R. J. Newell, D. Osborne,
and R. V. Pohl, “Dynamic performance characteristics of north american HVDC systems
for transient and dynamic stability evaluations,” IEEE Transactions on Power Apparatus
and Systems, vol. PAS-100, pp. 3356–3364, July 1981.
[16] C. W. Taylor and S. Lefebvre, “HVDC controls for system dynamic performance,” IEEE
Transactions on Power Systems, vol. 6, pp. 743–752, May 1991.
[17] A. E. Hammad, “Stability and control of HVDC and AC transmissions in parallel,” IEEE
Transactions on Power Delivery, vol. 14, pp. 1545–1554, October 1999.
[18] S. G. Johansson, G. Asplund, E. Jansson, and R. Rudervall, “Power system stability benefits
with VSC DC-Transmission systems,” in CIGRE´, (Paris, France), 2004.
[19] Z. Hu, C. Mao, and J. Lu, “Improvement of transient stability in AC system by HVDC
light,” in 2005 IEEE/PES Transmission and Distribution Conference and Exhibition: Asia
and Pacific, pp. 1–5, 2005.
[20] L. Zhang, L. Harnefors, and P. Rey, “Power system reliability and transfer capability im-
provement by VSC-HVDC (HVDC light c©),” in CIGRE´ Regional Meeting, (Tallinn, Esto-
nia), June 2007.
[21] P. de Toledo, J. Pan, K. Srivastava, WeiGuo Wang, and Chao Hong, “Case study of a multi-
infeed HVDC system,” in Joint International Conference on Power System Technology and
IEEE Power India Conference, 2008. POWERCON 2008., pp. 1–7, October 2008.
[22] Z. Huang, B. Ooi, L.-A. Dessaint, and F. Galiana, “Exploiting voltage support of voltage-
source HVDC,” in IEE Proceedings Generation, Transmission and Distribution, vol. 15,
pp. 252–256, March 2003.
[23] M. Baker, K. Abbott, and B. Gemmell, “Frequency and system damping assistance from
HVDC and FACTS controllers,” in Proceedings of IEEE Power Engineering Society Summer
Meeting, vol. 2, (Chicago, IL, USA), pp. 770–773, July 2002.
[24] K. Papadogiannis and N. Hatziargyriou, “Optimal allocation of primary reserve services
in energy markets,” IEEE Transactions on Power Systems, vol. 19, pp. 652–659, February
2004.
[25] L. L. Grigsby, Power System Stability And Control. The Electrical Engineering Handbook
Series, CRC Press Inc., 2007.
[26] M. L. Ourari, L.-A. Dessaint, and V. Q. Do, “Generating units aggregation for dynamic
equivalent of large power systems,” in IEEE Power Engineering Society General Meeting,
vol. 2, pp. 1535–1541, June 2004.
[27] J. Dai, Y. Phulpin, A. Sarlette, and D. Ernst, “Coordinated primary frequency control
among non-synchronous systems connected by a multi-terminal HVDC grid,” Submitted.
[28] J. Dai, Y. Phulpin, A. Sarlette, and D. Ernst, “Impact of delays on a consensus-based
primary frequency control scheme for AC systems connected by a multi-terminal HVDC
grid,” in Proceedings of the IREP Symposium VIII, (Buzios, Brazil), August 2010.
[29] R. Olfati-Saber, J. Fax, and R. Murray, “Consensus and cooperation in networked multi-
agent systems,” Proceedings of the IEEE, vol. 95, no. 1, pp. 215–233, 2007.
[30] J. A. Fax and R. M. Murray, “Information flow and cooperative control of vehicle for-
mations,” IEEE Transactions on Automatic Control, vol. 49, pp. 1465–1476, September
2004.
[31] B. Naduvathuparambil, M. Valenti, and A. Feliachi, “Communication delays in wide area
measurement systems,” in Proceedings of the Thirty-Fourth Southeastern Symposium on
System Theory, (Huntsville, Alabama, USA), pp. 118–122, March 2002.
[32] A. Snyder, D. Ivanescu, N. HadjSaid, D. Georges, and T. Margotin, “Delayed-input wide-
area stability control with synchronized phasor measurements and linear matrix inequali-
ties,” in Proceedings of IEEE Power Engineering Society Summer Meeting, (Seattle, WA,
USA), pp. 1009–1014, July 2000.
[33] R. Olfati-Saber and R. M. Murray, “Consensus problems in networks of agents with switch-
ing topology and time-delays,” IEEE Transactions on Automatic Control, vol. 49, no. 9,
pp. 1520–1533, 2004.
[34] K. Meah and A. H. M. S. Ula, “A new simplified adaptive control scheme for multi-terminal
HVDC transmission systems,” International Journal of Electrical Power & Energy Systems,
vol. 32, pp. 243–253, May 2010.
[35] K. R. Padiyar and N. Prabhu, “Modelling, control design and analysis of VSC based HVDC
transmission systems,” in 2004 International Conference on Power System Technology –
PowerCon 2004, vol. 1, (Singapore), pp. 774–779, November 2004.
[36] K. Ogata, Modern Control Engineering. Prentice Hall, 5 ed., September 2009.
[37] J. Dai, Y. Phulpin, A. Sarlette, and D. Ernst, “Voltage control in an HVDC system to
share primary frequency reserves between non-synchronous areas,” in Proceedings of the
17th Power Systems Computation Conference (PSCC 2011), (Stockholm, Sweden), August
2011.
[38] J. Hazra, Y. Phulpin, and D. Ernst, “HVDC control strategies to improve transient stability
in interconnected power systems,” in Proceedings of the 2009 IEEE Bucharest Power Tech
Conference, (Bucharest, Romania), pp. 1–6, 2009.
[39] H. F. Latorre, M. Ghandhari, and L. So¨der, “Active and reactive power control of a VSC-
HVdc,” Electric Power Systems Research, vol. 78, pp. 1756–1763, October 2008.
[40] M. Ghandhari, G. Andersson, and I. A. Hiskens, “Control lyapunov functions for control-
lable series devices,” IEEE Transactions on Power Systems, vol. 16, pp. 689–694, November
2001.
[41] Hongzhi Cai, Zhihua Qu, and Deqiang Gan, “A nonlinear robust HVDC control for a
parallel AC/DC power system,” Computers and Electrical Engineering, vol. 29, pp. 135–
150, January 2003.
[42] A. Lotfjou, M. Shahidehpour, Yong Fu, and Zuyi Li, “Security-constrained unit commit-
ment with AC/DC transmission systems,” IEEE Transactions on Power Systems, vol. 25,
pp. 531–542, February 2010.
[43] B. H. . Bakken and H. H. Faanes, “Technical and economic aspects of using a long submarine
HVDC connection for frequency control,” IEEE Transactions on Power Systems, vol. 12,
pp. 1252–1258, August 1997.
[44] S. Bhamidipati and A. Kumar, “Load frequency control of an inter-connected system with
DC tie-lines and AC-DC parallel tie-lines,” in Proceedings of the Twenty-Second Annual
North American Power Symposium, 1990, vol. 1, (Auburn, AL, USA), p. 390, October
1990.
[45] G. Fujita, G. Shirai, and R. Yokoyama, “Automatic generation control for DC-link power
system,” in IEEE/PES Transmission and Distribution Conference and Exhibition 2002:
Asia Pacific., vol. 3, pp. 1584–1588, October 2002.
[46] Yu Tao, Shen Shande, Zhu Shouzhen, Zhao Yuzhu, and Zhu Weijiang, “A novel auxiliary
frequency controller for HVDC transmission links,” in Proceedings of International Con-
ference on Power System Technology, PowerCon, vol. 1, (Kunming, China), pp. 515–519,
October 2002.
[47] S. Sterpu and M. N. Tuan, “Sharing frequency response between asynchronous electrical
systems,” in IEEE Power & Energy Society General Meeting, PES, (Calgary, AB), pp. 1–6,
July 2009.
[48] Changsong Li, Y. Okada, M. Watanabe, and Y. Mitani, “Modeling Kita-Hon HVDC link
for load frequency control of eastern japan 50-hz power system based on application of the
CampusWAMS,” in Proceedings of 2010 IEEE International Symposium on Circuits and
Systems (ISCAS), (Paris, France), pp. 2307–2310, Mai-June 2010.
[49] T. M. Haileselassie and K. Uhlen, “Primary frequency control of remote grids connected by
multi-terminal HVDC,” in Proceedings of IEEE Power & Energy Society General Meeting,
PES, (Minneapolis, MN, USA), pp. 1–6, July 2010.
[50] I. Ngamroo, “A stabilization of frequency oscillations in a parallel AC-DC interconnected
power system via an HVDC link,” Science Asia Journal of the Science Society of Thailand,
vol. 28, no. 2, pp. 173–180, 2002.
[51] R. Thottungal, P. Anbalagan, T. Mohanaprakash, A. Sureshkumar, and G. V. Prabhu,
“Power system stabilization in multi area system by using HVDC link,” Academic Open
Internet Journal, ISSN 1311-4360, vol. 19, 2006.
[52] Y. Phulpin and D. Ernst, “Ancillary services and operation of multi-terminal HVDC grids,”
in Proceedings of International Workshop on Transmission Networks for Offshore Wind
Power Plants, (Aarhus, Denmark), pp. 1–6, October 2011.
[53] M. Sanpei, A. Kakehi, and H. Takeda, “Application of multi-variable control for automatic
frequency controller of HVDC transmission system,” IEEE Transactions on Power Delivery,
vol. 2, pp. 1063–1068, April 1994.
[54] T. M. Haileselassie, R. E. Torres-Olguin, T. K. Vrana, K. Uhlen, and T. Undeland, “Main
grid frequency support strategy for VSC-HVDC connected wind farms with variable speed
wind turbines,” in Proceedings of the 2011 PowerTech, (Trondheim, Norway), June 2011.
[55] Y. Phulpin, “Communication-free inertia and frequency control for wind generators con-
nected by an HVDC-link,” pp. 1–2, 2011. Submitted.
[56] Y. Kia Yong Lim and Rujing Zhou, “Decentralised robust load-frequency control in coordi-
nation with frequency-controllable HVDC links,” International Journal of Electrical Power
& Energy Systems, vol. 19, pp. 423–431, October 1997.
[57] Y. Wang, R. Zhou, and C. Wen, “Robust load-frequency controller design for power sys-
tems,” IEE Proceedings-C Generation, Transmission and Distribution, vol. 140, pp. 11–16,
January 1993.
[58] CIGRE Task Force 38-02-14, “Large frequency disturbances: analysis and modeling needs,”
in Proceedings of IEEE Power Engineering Society 1999 Winter Meeting, (New York, NY
, USA), pp. 554–558, January-February 1999.
[59] A. Molina-Garc´ıa, F. Bouffard, and D. S. Kirschen, “Decentralized demand-side contribu-
tion to primary frequency control,” IEEE Transactions on Power Systems, May 2010.
[60] N. Jaleeli, L. S. VanSlyck, D. N. Ewart, L. H. Fink, and A. G. Hoffmann, “Understanding
automatic generation control,” IEEE Transactions on Power Systems, vol. 7, pp. 1106–
1122, August 1992.
[61] D. L. E. E. Michael Milligan, Pearl Donohoo, B. Kirby, H. Holttinen, D. F. Eamonn Lan-
noye, M. O’Malley, N. Miller, P. B. Eriksen, A. Gøttig, B. Rawn, M. Gibescu, E. G. La´zaro,
A. Robitaille, and I. Kamwa, “Delayed-input wide-area stability control with synchronized
phasor measurements and linear matrix inequalities,” in Proceedings of 9th Annual Interna-
tional Workshop on Large-Scale Integration of Wind Power into Power Systems, (Que´bec,
Canada), pp. 1–16, October 2010.
[62] M. Ourari, L.-A. Dessaint, and V.-Q. Do, “Dynamic equivalent modeling of large power
systems using structure preservation technique,” IEEE Transactions on Power Systems,
vol. 21, pp. 1284–1295, August 2006.
[63] J. Arrillaga, High Voltage Direct Current Transmission. No. 29 in Power and Energy Series,
The Institution of Electrical Engineers, 1998.
[64] V. G. Agelidis, G. D. Demetriades, and N. Flourentzou, “Recent advances in high-voltage
direct-current power transmission systems,” in IEEE International Conference on Industrial
Technology, 2006. ICIT 2006., (Mumbai, India), pp. 206–213, December 2006.
[65] W. Long and S. Nilsson, “HVDC transmission: yesterday and today,” IEEE Power and
Energy Magazine, vol. 5, pp. 22–31, March-April 2007.
[66] W. D. Stevenson Jr, Elements of Power System Analysis Third Edition. Power Electronics
and Power Systems, New York: McGraw-Hill, 1975.
[67] D. G. Fink and H. W. Beaty, Standard Handbook for Electrical Engineers 11th Edition.
McGraw-Hill, 1978.
[68] N. G. Hingorani, “High-voltage DC transmission: a power electronics workhorse,” IEEE
Power and Energy Magazine, vol. 33, pp. 63–72, April 1996.
[69] ABB, “ABB HVDC website.” www.abb.com/hvdc.
[70] Siemens AG, “Siemens HVDC website.” www.energy.siemens.com/hq/en/power-
transmission/hvdc/.
[71] N. M. Kirby, Lie Xu, M. Luckett, and W. Siepmann, “HVDC transmission for large offshore
wind farms,” Power Engineering Journal, vol. 16, pp. 135–141, June 2002.
[72] Lie Xu, B. Williams, and Liangzhong Yao, “Multi-terminal DC transmission systems for
connecting large offshore wind farms,” in IEEE Power and Energy Society General Meeting
- Conversion and Delivery of Electrical Energy in the 21st Century, 2008, pp. 1–7, July
2008.
[73] S. Chaudhary, R. Teodorescu, and P. Rodriguez, “Wind farm grid integration using VSC
based HVDC transmission - an overview,” in IEEE Energy 2030 Conference, 2008. EN-
ERGY 2008., pp. 1–7, November 2008.
[74] J. Reeve, “Multiterminal HVDC power systems,” IEEE Transactions on Power Apparatus
and Systems, vol. PAS-99, pp. 729–737, March 1980.
[75] K. R. Padiyar, “Stability of converter control for multiterminal HVDC systems,” IEEE
Transactions on Power Apparatus and Systems, vol. PAS-104, pp. 690–696, March 1985.
[76] H. Jiang and A. Ekstro¨m, “Multiterminal HVDC system in urban areas of large cities,”
IEEE Transactions on Power Delivery, vol. 13, pp. 1278–1284, October 1998.
[77] J. L. Thomas, S. Poullain, and A. Benchaib, “Analysis of a robust DC-bus voltage control
system for a VSC transmission scheme,” in Proc. of Seventh International Conference on
AC-DC Power Transmission, 2001, pp. 119–124, November 2001.
[78] Hairong Chen, Chao Wang, Fan Zhang, and Wulue Pan, “Control strategy research of VSC
based multiterminal HVDC system,” in Power Systems Conference and Exposition, 2006.
PSCE ’06, pp. 1986–1990, 2006.
[79] C. Schauder and H. Mehta, “Vector analysis and control of advanced static VAR compen-
sators,” IEE Proceedings-C Generation, Transmission and Distribution, vol. 140, pp. 299–
306, July 1993.
[80] T. Nakajima and S. Irokawa, “A control system for HVDC transmission by voltage sourced
converters,” in Proceedings of IEEE Power Engineering Society Summer Meeting, 1999,
vol. 2, (Edmonton, Alberta, Canada), pp. 1113–1119, July 1999.
[81] Lie Xu, B. R. Andersen, and P. Cartwright, “Control of VSC transmission systems under
unbalanced network conditions,” in Transmission and Distribution Conference and Exposi-
tion, 2003 IEEE PES, pp. 626–632, September 2003.
[82] J. M. Mauricio and A. G. Exposito, “Modeling and control of an HVDC-VSC transmission
system,” in IEEE/PES Transmission & Distribution Conference and Exposition: Latin
America, 2006. TDC ’06., pp. 1–6, August 2006.
[83] R. E. Torres-Olguin and T. Undeland, “An adaptive direct power control for multi-terminal
hvdc transmission system under unbalanced conditions,” in Proceedings of International
Conference on Electric Power and Energy Conversion Systems, EPECS ’09, (American
University of Sharjah, UAE), pp. 1–6, November 2009.
[84] R. D. Middlebrook and S. C´uk, “A general unified approach to modelling switching-
converter power stages,” in Power Electronics Specialists Conference Record, (Cleveland,
Ohio), pp. 18–34, June 1976.
[85] I. Lestas and G. Vinnicombe, “Scalable decentralized robust stability certificates for net-
works of interconnected heterogeneous dynamical systems,” IEEE Transactions on Auto-
matic Control, vol. 51, no. 10, pp. 1613–1625, 2006.
[86] F. R. K. Chung, Spectral Graph Theory. No. 92 in Regional Conference Series in Mathe-
matics, AMS, 1997.
[87] L. Moreau, “Stability of multiagent systems with time-dependent communication links,”
IEEE Transactions on Automatic Control, vol. 50, pp. 169–182, February 2005.
[88] M. Green and D. J. N. Limebeer, Linear Robust Control. Information and System Sciences,
Prentice Hall, 1994.
[89] R. E. O’Malley, Introduction to singular perturbation. North-Holland Series in Applied
Mathematics & Mechanics, Academic Press, 1974.
[90] P. Kokotovic´, H. K. Khali, and J. O’Reilly, Singular Perturbation Methods in Control:
Analysis and Design (Classics in Applied Mathematics). Academic Press, 1986.
Index
H∞ space, 143
adjacency matrix, 137
aggregated generator, 64, 84
algebraic graph connectivity, 97
ancillary services, 55
area control error, 66, 124
automatic generation control, 62
communication graph, 88, 90, 142
consensus problem, 141
consensus protocol, 141
control area, 65
control scheme
DC-voltage-based, 105
power-injection-based, 87
convergence speed, 95
convex hull, 136
duty cycle, 78
eigenspace, 142
equation of motion, 84
Euler method, 97
extinction angle , 75
frequency control
primary, 62
secondary, 62, 123
tertiary, 62
frequency sensitivity factor, 84
frequency stability, 55
generator droop, 62
graph, 137
connected, 90, 138
strongly, 138, 142
weakly, 138
directed, 137
balanced, 137
weighted, 137
undirected, 90, 137
weighted, 108, 137
graph theory, 137
HVDC link
bipolar, 71
homopolar, 72
monopolar, 71
HVDC system, 56, 69
CSC-based, 56, 70, 74
multi-terminal, 56, 71
VSC-based, 56, 77
ignition delay angle, 74
input-output stability, 94
intelligent agent, 141
Jacobian matrix, 146
Kronecker product, 136
Laplace transform, 93, 109
Laplacian, 91, 108, 137
in-, 137
out-, 137
load-frequency control, 62
manifold
fast, 127
off-, 146
slow, 126, 146
maximum singular value, 135
multi-agent system, 141
network power frequency characteristic, 65, 124
Nyquist plot, 93
orthogonal matrix, 94, 96
orthonormal set, 111
Park’s transformation, 78
path
154
directed, 138
undirected, 138
power system stability, 55
principal minor, 117
PWM technology, 78
quasi-steady-state approximation, 126, 145
reference operating point, 83, 85, 124
reserve
primary, 62
negative, 62
positive, 62
secondary, 66
negative, 66
positive, 66
rotor angle stability, 55
Routh-Hurwitz stability criterion, 96
SCADA system, 89
spectral radius, 135
speed governor, 62
synchronous area, 61
time-delays, 89, 99
time-scale decomposition, 126, 145
transfer function, 93
MIMO, 94
transient stability, 55
transmission system operator, 65
voltage stability, 55
