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In this paper, a new characterization with mutually independent requirements for the
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addition, some illustrative examples are given to show the validity of this method which
builds interval-valued fuzzy (S,N )-implications.
Crown Copyright © 2012 Published by Elsevier Inc. All rights reserved.
1. Introduction
It is well known that fuzzy logic as formal deductive systems plays an essential role in approximate reasoning and
decision making to deal with imprecision and uncertainty of information. It is applied not only in approximate reasoning
and fuzzy control, but also in many other fields such as image processing, expert systems, data mining and so on. These
practical applications have lead to a systematical study of fuzzy logic from the mathematical point of view. Hence, it is one
of the most important and interesting mathematical problems to characterize and represent interval-valued fuzzy logical
connectives (including fuzzy conjunction, fuzzy disjunction, fuzzy complement and fuzzy implication) in the fuzzy logic.
A concept which plays an essential role in fuzzy logic is fuzzy reasoning. Generally speaking, fuzzy reasoning seeks to
infer new fuzzy logical propositions from if-then rules, as generalizations of classical logical inference. Some primary tools
for this purpose are the generalmodus ponens, generalmodus tollens and fuzzy syllogism. As for fuzzy reasoning, the results
of inference completely depend on the choice of fuzzy sets of fuzzy antecedent and fuzzy consequences as well as fuzzy
connectives linking fuzzy antecedents and fuzzy consequences. As one of the most important logical connectives linking
fuzzy antecedents and fuzzy consequences, fuzzy implications play an important role in fuzzy logic because they are utilized
to formalize “if…then” rule in fuzzy systems. There exist many families of fuzzy implications, such as R-implications, S-
implications, QL-implications and D-implications [1,2]. As a result, in recent years, the properties of fuzzy implications have
been investigated [3–10].
Although fuzzy implications became the “language” of vague propositions, its [0,1]-valued truth values are still precise. In
order to strengthen the capability ofmodeling andmanipulating inexact information in a logicalmanner, the concept of type-
2 fuzzy implicationswere introducedbyZadeh [11]. In recent years, type-2 fuzzy implications became increasingly important
since they seem to provide a better framework for the “computing with words” paradigm than classical fuzzy implication
[12]. As being special type-2 fuzzy implications with intervals as truth values, the interval-valued fuzzy implications (of
which traditional [0,1]-valuedmembership degrees are replaced by intervals in [0,1]) address intuitively not only vagueness
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(lack of sharp class boundaries) but also a feature of uncertainty (lack of information). Moreover, interval-valued fuzzy
implications are considerably easier to handle in practice than the similarly inspired type-2 fuzzy implications.
Interval-valued fuzzy reasoning has become very popular recently in various fields such as network, control systems
and so on [13–17]. Therefore, it comes to be a favorite topic to analyze interval-valued fuzzy reasoning. As a result, in
recent years, researchers have been investigating the properties as well as the numerous applications of interval-valued
fuzzy implications. There are many methods to generate interval-valued fuzzy implications. Alcalde et al. gave a method
to construct interval-valued fuzzy R- and S-implications based on t-representable t-norms [18]. Cornelis et al. studied the
characterization of interval-valued R- and S-implication based on t-representable t-norms [19]. They found that the algebra
structure (SI,∧,∨, T , IT , 0, 1) is neither a BL-algebra nor MV-algebra [20]. Bedregal et al. presented a way to obtain an
interval-valued S-implications from two S-implications on [0, 1] [21]. In our opinion, this result cannot be regarded as a
generalization of the ‘material’ implication(that is, p → q ≡ ¬p ∨ q) because their result is based on s-representable
s-norms. However, it has been proven that not all t-norms(s-norms) are t-representable (s-representable) in Ref. [22]. More-
over, interval-valued implications generated by t-representable (s-representable) can not inherit as much of the desirable
properties of their fuzzy counterparts as described by D-P conditions. So one would rather discuss interval-valued fuzzy
S-implications based on arbitrary t-norms (or s-norms) and fuzzy negations in practice. In this paper, we first deal with
the interval-valued fuzzy (S,N )-implications associated to arbitrary interval-valued s-norms and continuous fuzzy nega-
tions, and then investigate the characterization of the interval-valued fuzzy implications. Having this in mind, this paper is
organized as follows. In Section 3, we study the algebra structure of interval-valued fuzzy S-implications. In Section 4, the
characterization of interval-valued fuzzy (S,N )-implications is studied.
2. Preliminary
In order to define the interval-valued fuzzy (S,N )-implications associated to continuous fuzzy negations, let us first
recall some basic concepts in the following:
Definition 2.1 [23]. A fuzzy implication is a function I : [0, 1] × [0, 1] → [0, 1] which satisfies the boundary conditions:
I(0, 0) = I(0, 1) = I(1, 1) = 1, I(1, 0) = 0.
Generalizing the properties of the classical implication, we obtain a set of axioms which stand as a milestone to test the
suitability of fuzzy implications on [0, 1] [23].
a1. Non-increasing in the first variable, ∀ x1, x2, y ∈ [0, 1], I(x1, y) ≤ I(x2, y) if x1 ≥ x2,
a2. Non-decreasing in the second variable, ∀ x, y1, y2 ∈ [0, 1], I(x, y1) ≥ I(x, y2) if y1 ≥ y2,
a3. Left and right boundary conditions, I(0, y) = 1, I(x, 1) = 1,∀ x, y ∈ [0, 1],
a4. Left neutrality property, I(1, y) = y,∀ y ∈ [0, 1],
a5. Indentity principle, I(x, x) = 1,∀ x ∈ [0, 1],
a6. Exchange principle, I(x, I(y, z)) = I(y, I(x, z)),∀ x, y, z ∈ [0, 1],
a7. Law of contraposition with a negation N, I(x, y) = I(N(y),N(x)),∀ x, y ∈ [0, 1],
a8. Ordering property, I(x, y) = 1 ⇔ x ≤ y,∀ x, y ∈ [0, 1],
a9. Continuity, I is a continuous function in the interval [0, 1].
Different classes of implications can be found in Ref. [23]. Among themwe only emphasize the S-implications defined as
the following:
Definition 2.2 [23–25]. A function I : [0, 1] × [0, 1] → [0, 1] is called an (S,N)-implication if there exist an s-norm S and
a fuzzy negation N such that I(x, y) = S(N(x), y)∀x, y ∈ [0, 1].
Especially, if N is an involutive negation, then I is referred as a strong implication (S-implication).
A first characterization of S-implication was shown by Trillas and Valverde in Ref. [24] can be rewritten as follows:
Theorem 2.3. A fuzzy implication I is an S-implication generated from some s-norms and some strong negation N if and only if
I satisfies a1, a2, a4, a6 and a7.
Next we give a definition of interval-valued fuzzy implication as an extension of the fuzzy implication to the set of
intervals. Let SI = {[x, y]| x ≤ y , x, y ∈ [0, 1]}. We define an ordering on SI as [x1, y1] ≤ [x2, y2] if x1 ≤ x2 and
y1 ≤ y2, which is called component-wise order or Kulisch–Miranker order [26]. It is easy to verify that the ordering just
defined is a partially ordering on SI, i.e., it is reflexive, antisymmetric and transitive. Furthermore, take [x1, y1] ∧ [x2, y2] =[x1, y1] iff [x1, y1] ≤ [x2, y2] and [x1, y1] ∨ [x2, y2] = [x2, y2] iff [x1, y1] ≤ [x2, y2]. We can verify that the algebraic
structure (SI,∨,∧, [0, 0], [1, 1]) is a complete, bounded and distributive lattice. Moreover, it is dense, that is, if [x1, y1] >[x2, y2]([x1, y1] ≥ [x2, y2] and [x1, y1] = [x2, y2]), then there exists [x3, y3] such that [x1, y1] > [x3, y3] > [x2, y2].
Further, we can define a negation on SI as follows:
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Definition 2.4 [18]. An antitonic function N : SI → SI is called an interval-valued fuzzy negation if N ([0, 0]) =
[1, 1], N ([1, 1]) = [0, 0]. Furthermore, a fuzzy negation N is called involutive if N (N ([x, y])) = [x, y],∀ [x, y] ∈ SI.
Example 2.5 [18]. Let N be a fuzzy negation defined on [0, 1]. It is obvious that the operation N ([x, y]) = [N(y),N(x)]
satisfies the properties of the interval-valued negations defined on SI. In general, it is called an interval-valued fuzzy negation
on SI associated with N.
Remark 1. By Example 2.5, we can obtainN ([x, y]) = [N(x),N(x)] is interval-valued fuzzy negation on SI associated with
N. Given each interval’s image is degenerate intervals, we call such interval-valued negations are trivial, and then they are
not considered in this paper.
Notice that (SI,∨,∧,N , [0, 0], [1, 1]) is a soft algebra whenN is involutive, that is, (SI,∨,∧) is a bounded and distrib-
utive lattice and keeps De Morgan identities [27].
Definition 2.6 [22]. An associative, commutative and non-decreasing operation T : SI×SI → SI is called an interval-valued
t-norm on SI if it satisfies T ([x, y], [1, 1]) = [x, y] for any [x, y] ∈ SI.
Example 2.7 [22]. Let T1 and T2 be two t-norms defined on [0, 1] such that T1 ≤ T2(That is, T1(x, y) ≤ T2(x, y) for all
x, y ∈ [0, 1]). It is obvious that the operation T ([x1, y1], [x2, y2]) = [T1(x1, x2), T2(y1, y2)] satisfies the properties of
interval-valued t-norm defined on SI. Such interval-valued t-norm associated with T1 and T2 is referred as t-representable.
For instance, T ([x1, y1], [x2, y2]) = [x1 ∧ x2, y1 ∧ y2] is an ∧-representable.
Definition 2.8 [22]. An associative, commutative and non-decreasing operation S : SI×SI → SI is called an interval-valued
s-norm on SI if it satisfies S([x, y], [0, 0]) = [x, y] for any [x, y] ∈ SI.
Example 2.9 [22]. Similarly to the case of interval-valued t-norms, we call S([x1, y1], [x2, y2]) = [S1(x1, x2), S2(y1, y2)]
as s-representable s-norm associated with S1 and S2, where S1 and S2 are two s-norms on [0, 1] and S1 ≤ S2. For instance,
S([x1, y1], [x2, y2]) = [x1 ∨ x2, y1 ∨ y2] is ∨-representable.
Remark 2. In Ref. [22], it is proven that not all interval-valued t-norms(s-norms) are t-representable (s-representable).
Definition 2.10 [18]. An interval-valued fuzzy implication I is amapping from SI×SI to SI satisfies I([0, 0], [0, 0]) = [1, 1],
I([0, 0], [1, 1]) = [1, 1], I([1, 1], [1, 1]) = [1, 1], I([1, 1], [0, 0]) = [0, 0].
As required in Ref. [18], an interval-valued fuzzy implication must be an extension of the fuzzy implication, that is, If
[x, x] → [y, y] = [a, b], then a = b.
Definition 2.11 [19]. An interval-valued fuzzy (S,N )-implication is defined by IS,N ([x1, y1], [x2, y2]) = S(N ([x1, y1]),[x2, y2]),∀ [x1, y1], [x2, y2] ∈ SI, where S is an interval-valued s-norm and N an interval-valued fuzzy negation on SI.
Especially, it is called an interval-valued fuzzy S-implication if N is involutive.
3. Algebraic structure of interval-valued fuzzy S-implications
Our first goal is to represent a new characterization of interval-valued S-implication. In order to achieve this goal, we
first recall the extension of the axioms mentioned above to the interval-valued case [27]:
A1. Non-increasing in the first variable, ∀ [x1, y1], [x2, y2], [x3, y3] ∈ SI, I([x1, y1], [x3, y3]) ≤ I([x2, y2], [x3, y3]) if[x1, y1] ≥ [x2, y2],
A2. Non-decreasing in the second variable, ∀ [x1, y1], [x2, y2], [x3, y3] ∈ SI, I([x1, y1], [x2, y2]) ≤ I([x1, y1], [x3, y3]) if[x2, y2] ≤ [x3, y3],
A3. Left and right boundary conditions, I([0, 0], [x, y]) = [1, 1], I([x, y], [1, 1]) = [1, 1], ∀ [x, y] ∈ SI,
A4. Left neutrality property, I([1, 1], [x, y]) = [x, y],∀ [x, y] ∈ SI,
A5. Indentity principle, I([x, y], [x, y]) = [1, 1],∀ [x, y] ∈ SI,
A6. Exchange principle, I([x1, y1], I([x2, y2], [x3, y3])) = I([x2, y2], I([x1, y1], [x3, y3])),∀ [x1, y1], [x2, y2], [x3, y3] ∈ SI,
A7. Law of contrapositionwith a negationN , I([x1, y1], [x2, y2]) = I(N ([x2, y2]),N ([x1, y1])), ∀ [x1, y1], [x2, y2] ∈ SI,
A8. Ordering property, I([x1, y1], [x2, y2]) = [1, 1] ⇔ [x1, y1] ≤ [x2, y2],∀ [x1, y1], [x2, y2] ∈ SI,
A9. Continuity, I is a continuous function on SI.
Remark 3. In Section 4, the continuity of a function on SI will be defined, and then discussed in detail.
Lemma 3.1. If an interval-valued fuzzy implication I fulfills A1, then the mappingNI defined byNI([x, y]) = I([x, y], [0, 0]),∀ [x, y] ∈ SI is an interval-valued fuzzy negation on SI.
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Proof. Since I is non-increasing for the first variable, NI is decreasing. By boundary conditions, we obtain NI([1, 1]) =
I([1, 1], [0, 0]) = [0, 0], NI([0, 0]) = I([0, 0], [0, 0]) = [1, 1] .
Theorem 3.2. IS is an interval-valued S-implication if and only if it satisfies A1, A2, A4, A6 and A7, where N is involutive.
Proof. This proof is very similar to Theorem 2.3’s.
(⇒) It is easy to verify that arbitrary interval-valued S-implication satisfies A1, A2, A4, A6 and A7.
(⇐)In order to construct an interval-valued s-norm S and negationN such that IS([x1, y1], [x2, y2]) = S(N ([x1, y1]),[x2, y2]), we define an operator on SI as S([x1, y1], [x2, y2]) = IS(N ([x1, y1]), [x2, y2]). We can assert that S is an
interval-valued s-norm on SI. Indeed, i. S is non-decreasing. It is obvious because IS satisfies A1 and A2 and N an interval-
valued fuzzy negation on SI. ii. S is commutative. ∀ [x1, y1], [x2, y2] ∈ SI, S([x1, y1], [x2, y2]) = IS(N ([x1, y1]), [x2, y2])= IS(N ([x2, y2]),N (N ([x1, y1]))) = IS(N ([x2, y2]), [x1, y1]) = S([x2, y2], [x1, y1]). (iii) S is associative. ∀ [x1, y1],[x2, y2], [x3, y3] ∈ SI, S([x1, y1], S([x2, y2], [x3, y3])) = IS(N ([x1, y1]), S([x2, y2], [x3, y3])) = IS(N ([x1, y1]), IS
(N ([x2, y2]), [x3, y3])) = IS(N ([x1, y1]), IS(N ([x3, y3]), [x2, y2])) = IS(N ([x3, y3]), I(N ([x1, y1]), [x2, y2])) = IS
(N ([x3, y3]), S([x1, y1], [x2, y2])) = S([x3, y3], S( [x1, y1], [x2, y2])) = S(S([x1, y1], [x2, y2]), [x3, y3]). iv. ∀ [x, y] ∈
SI, S([x, y], [0, 0]) = [x, y]. In fact, S([x, y], [0, 0]) = S([0, 0], [x, y]) = IS(N ([0, 0]), [x, y])=IS([1, 1], [x, y]) =[x, y]. 
In order to obtain a new algebra structure of interval-valued S-implication, it is not trivial to discuss the relationship
among the axioms A1–A9.
Lemma 3.3. Let I : SI × SI → SI be any interval-valued implication and N an interval-valued fuzzy negation on SI. We have
the following statements:
(i) A1 ∧ A7⇒ A2.
(ii) A2 ∧ A7⇒ A1.
(iii) A4 ∧ A7⇒ N = NI is involutive.
Proof
(i) ∀ [x1, y1], [x2, y2], [x3, y3] ∈ SI, if [x2, y2] ≤ [x3, y3], thenN ([x2, y2]) ≥ N ([x3, y3]).We obtain I([x1, y1], [x2, y2])= I(N ([x2, y2]),N ([x1, y1])) ≤ I(N ([x3, y3]),N ([x1, y1])) = I([x1, y1], [x3, y3]). This means that I satisfies A2.
(ii) Similar to (i).
(iii) Since I satisfies A4 and A7 for all [x, y] ∈ SI, we have NI([x, y]) = I([x, y], [0, 0]) = I(N ([0, 0]),N ([x, y])) =
I([1, 1],N ([x, y])) = N ([x, y]).
Furthermore,NI(NI([x, y]))= I(NI([x, y]), [0, 0])= I(NI([x, y]),NI([1, 1])) = I(N ([x, y]),N ([1, 1])) = I([1, 1],[x, y]) = [x, y]. Hence NI is involutive. 
Remark 4
(i) According to (iii) we can deduce that I satisfies A7 only with respect to NI .
(ii) Suppose I satisfies A4, we can conclude that A7 does not hold with any interval-valued fuzzy negationN ifNI is not
involutive.
Lemma 3.4. Let I : SI × SI → SI be any interval-valued implication, if I satisfies A6 and NI is involutive, then it satisfies A4
and A7 only with respect to NI .
Proof. For any [x, y] ∈ SI, since NI is involutive, I([1, 1], [x, y]) = I([1, 1],NI(NI([x, y]))) = I( [1, 1], I(NI([x, y]),[0, 0])) = I(NI([x, y]), I([1, 1], [0, 0])) = I(NI([x, y]), [0, 0]) = NI(NI([x, y])) = [x, y].
For any [x1, y1], [x2, y2] ∈ SI, I([x1, y1], [x2, y2]) = I([x1, y1],NI(NI([x2, y2]))) = I([x1, y1], I(NI([x2, y2]),[0, 0])) = I(NI([x2, y2]), I([x1, y1], [0, 0])) = I(NI([x2, y2]),NI([x1, y1])). Further, we can find that NI is unique
interval-valued negation such that I satisfies A7 by Lemma 3.3(iii). 
Lemma 3.5. Let I : SI × SI → SI be any interval-valued implication and N an interval-valued fuzzy negation. Then
(i) A4 ∧ A6 A7.
(ii) A4 ∧ A7 A6.
(iii) A6 ∧ A7 A4.
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Proof
(i) Let I([x1, y1], [x2, y2]) =
⎧⎨
⎩
[1, 1] x1 = x2 = 0 or y1 = y2 = 0
[x2x1 , y2y1] Otherwise
. Obviously, I is an interval-valued fuzzy
implication on SI. We can verify that I satisfies A4 and A6. However, NI([x, y]) =
⎧⎨
⎩
[1, 1] x = y = 0
[0, 0] Otherwise is not
involutive. So I does not satisfy A7.
(ii) Let I([x1, y1], [x2, y2]) =
⎧⎨
⎩
[1 − (y1 ∧ (1 − x2)), 1 − (x1 ∧ (1 − y2))] [x1, y1] ≥ [x2, y2]
[1, 1] Otherwise . Obviously, I is an
interval-valued fuzzy implication on SI. LetN ([x, y]) = [1−y, 1−x]. It is easy to verify that I satisfies A4 andA7with
N . However, I does not satisfy A6 because I([0.7, 0.8], I([0.1, 0.4], [0.1, 0.4])) = [0.6, 0.6]= I([0.1, 0.4], I([0.7,
0.8], [0.1, 0.4])) = [1, 1].
(iii) Let I([x1, y1], [x2, y2]) =
⎧⎨
⎩
[0, 0] x1 = y1 = 1 and x2 = y2 = 0
[1, 1] Otherwise . Obviously, I is an interval-valued fuzzy implica-
tion on SI. LetN ([x, y]) = [1− y, 1− x]. We can verify that I satisfies A6 and A7withN . However, I does not satisfy
A4. 
Remark 5. This means that A4, A6 and A7 are mutual independent.
Lemma 3.6. Let I : SI × SI → SI be any interval-valued fuzzy implication. If I satisfies A8, then it satisfies A3 and A5.
Proof. Obvious. 
Not all interval-valued fuzzy S-implications satisfy A5 or A8. The following result represents an equivalent statement
which S-implications satisfy A5.
Lemma3.7. An interval-valued fuzzy S-implication satisfiesA5 if andonly ifS(N ([x, y]), [x, y]) = [1, 1]holds for all [x, y] ∈ SI.
Proof. Obvious. 
Theorem 3.8. For an interval-valued fuzzy implication IS defined on SI, IS is an interval-valued fuzzy S-implication if and
only if it satisfies A1(A2), A6 and NI is involutive. In this case, the interval-valued fuzzy S-implication is generated from unique
interval-valued fuzzy s-norm and involutive negation.
Proof. By Theorem 3.2, Lemma 3.3 and 3.4, it can be easily obtained that IS is an interval-valued fuzzy S-implication if and
only if it satisfiesA1(A2), A6andNI is involutive. So it is sufficient toprove that any interval-valued fuzzy S-implication is gen-
erated from a unique interval-valued fuzzy s-norm and involutive negation. Suppose there exist two interval-valued s-norms
S , S ′ and two fuzzy negations N , N ′ such that IS([x1, y1], [x2, y2])= S(N ([x1, y1]), [x2, y2]) = S ′(N ′([x1, y1]), [x2, y2])
for any [x1, y1], [x2, y2] ∈ SI. We obtain N = NI = N ′ according to Lemma 3.3. Further, in terms of Theorem 3.2,
S([x1, y1], [x2, y2]) = IS(N ([x1, y1]), [x2, y2]) = IS(N ′([x1, y1]), [x2, y2]) = S ′([x1, y1], [x2, y2]). Therefore S and N
are uniquely determined. 
4. Algebraic structure of interval-valued fuzzy (S,N )-implications
In this sectionwedescribe the characterizations of interval-valued fuzzy (S,N )-implications generatedby some interval-
valued s-norms and continuous fuzzy negations.
Definition 4.1. Let I : SI × SI → SI be any interval-valued fuzzy implication and N a fuzzy negation on SI. We refer to the
follows as the law of left(right) contraposition with N :
A7′. ∀ [x1, y1], [x2, y2] ∈ SI, I(N ([x1, y1]), [x2, y2]) = I(N ([x2, y2]), [x1, y1]).
A7′′. ∀ [x1, y1], [x2, y2] ∈ SI, I([x1, y1],N ([x2, y2])) = I([x2, y2],N ([x1, y1])).
Remark 6. It is obvious that A7, A7′ and A7′′ are equivalent iff N is involutive.
Definition 4.2 (Mooremetric [26]). For any [x1, y1], [x2, y2] ∈ SI, d([x1, y1], [x2, y2]) = max{|x1−x2|, |y1−y2|} is referred
as Moore metric.
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Indeed, d fulfills the following conditions:
(i) Positive definiteness. d([x1, y1], [x2, y2]) ≥ 0, d([x1, y1], [x2, y2]) = 0 if and only if [x1, y1] = [x2, y2].
(ii) Symmetry. d([x1, y1], [x2, y2]) = d([x2, y2], [x1, y1]).
(iii) Triangle inequality. d([x1, y1], [x3, y3]) ≤ d([x1, y1], [x2, y2]) + d([x2, y2], [x3, y3]).
Definition 4.3 [26]. In a metric space (SI, d), a neighborhood of [x0, y0] ∈ SI denoted by V can be defined if there exists an
open ball B([x0, y0], ) = {[x, y]| d([x, y], [x0, y0]) < } such that B([x0, y0], ) ⊆ V .
Definition 4.4 (Moore continuity [26]). We say that a mapping f : SI → SI is Moore continuous if for any neighborhood V
of f ([x, y]) there exists a neighborhood U of [x, y] such that f (U) ⊆ V with respect to the metric d.
Remark 7. Since the notion of convergence in Moore metric does not match with that of inclusion monotonicity, one
can define another quasi-metric on SI. For instance, Scott quasi-metric ds([x1, y1], [x2, y2]) = max{y2 − y1, x2 − x1, 0} is
introduced in Ref. [27]. And thenwe can define that amapping is Scott continuous. Obviously, a function is Scott-continuous
iff it is order-continuous. However, Moore-continuity does not imply Scott-continuity while Scott-continuity does not imply
Moore-continuity [28]. In order to discuss the connectedness, separation and compactness of SI, both Moore continuity and
Scott-continuity are adapted to in this paper.
Lemma 4.5 [26]. The metric space (SI, d) is connected and compact.
Remark 8. In fact, the mapping f : [x, y] → (x, y)(x ≤ y) from the metric space (SI, d) to ({(x, y)|0 ≤ x ≤ y ≤ 1}, d′) is
a homeomorphism, where d′((x, y), (x′, y′)) = max{|x − x′|, |y − y′|}.
Lemma4.6. LetN bean interval-valued fuzzynegationonSI. IfN is continuous (that is,Moore-continuous andScott-continuous),
then N is surjective.
Proof. Suppose f : [x, y] → (x, y)(x ≤ y) from metric space (SI, d) to ({(x, y)|0 ≤ x ≤ y ≤ 1}, d′) is a homeomorphism.
Obviously, f ◦ N is a continuous mapping from (SI, d) to ({(x, y)|0 ≤ x ≤ y ≤ 1}, d′). Therefore, f ◦ N (SI) is a dense,
connected, bounded closed subset of {(x, y)|0 ≤ x ≤ y ≤ 1}. This means that f ◦ N (SI) = {(x, y)|0 ≤ x ≤ y ≤ 1}. Given
that (N (SI), ds) is a T0 space, we can obtain N (SI) = SI. 
Lemma 4.7. Let I be an interval-valued fuzzy implication on SI andN a continuous fuzzy negation. If I satisfies A1(A2) and A7′′,
then it satisfies A2(A1).
Proof. WeonlyproveA1∧A7′′⇒A2.Therest canbededucedsimilarly.∀[x1, y1], [x2, y2], [x3, y3] ∈ SI, assume [x2, y2] ≤[x3, y3]. Since N is continuous on SI , there exist [x02, y02] ≥ [x03, y03] such that [x2, y2] = N ([x02, y02]) and [x3, y3] =
N ([x03, y03]) in the light of Lemma 4.6. So I([x1, y1], [x2, y2]) = I([x1, y1],N ([x02, y02])) = I([x02, y02],N ([x1, y1])) ≤
I([x03, y03],N ([x1, y1])) = I([x1, y1],N ([x03, y03])) = I([x1, y1], [x3, y3]). 
Lemma 4.8. Let I be an interval-valued fuzzy implication and N a fuzzy negation on SI. If I satisfies A4 and A7′ with respect to
N , then NI ◦ N = i, where i is an identity mapping on SI. Moreover, N is one-to-one.
Proof. For any [x1, y1], [x2, y2] ∈ SI, NI(N ([x1, y1])) = I(N ([x1, y1]), [0, 0]) = I([1, 1], [x1, y1]) = [x1, y1]. Hence,
NI ◦ N = i. If N ([x1, y1]) = N ([x2, y2]), we have [x1, y1] = NI(N ([x1, y1])) =NI(N ([x2, y2])) = [x2, y2]. So N is
one-to-one. 
Lemma 4.9. Let I be an interval-valued fuzzy implication and NI a continuous and one-to-one negation on SI. If I satisfies A6
then it satisfies A4 and A7′ with N−1I . Moreover, N−1I is the unique negation on SI such that I satisfies A7′.
Proof. We first can assert that A6 ⇒ A7′ with N−1I . For any [x1, y1], [x2, y2] ∈ SI, Since NI is one-to-one, there exists
N−1I such that NI ◦ N−1I = i. By Lemma 4.6, N−1I is surjective, and then N−1I is an interval-valued fuzzy negation
on SI. So I(N−1I ([x1, y1]), [x2, y2]) =I(N−1I ([x1, y1]), NI(N−1I ([x2, y2]))) = I(N−1I ([x1, y1]), I(N−1I ([x2, y2]), [0, 0]))
= I(N−1I ([x2, y2]), I(N−1I ([x1, y1]), [0, 0])) = I(N−1I ([x2, y2]),NI(N−1I ([x1, y1])))=I(N−1I ([x2, y2]), [x1, y1]).
Secondly, A6⇒A7′′ withNI . I([x1, y1],NI([x2, y2])) =I([x1, y1], I([x2, y2], [0, 0]))= I([x2, y2], I([x1, y1], [0, 0]))= I([x2, y2],NI([x1, y1])).
Thirdly, A6 ⇒ A4. Since NI is continuous on SI, there exists [x0, y0] such that NI[x0, y0]=[x, y] for any [x, y] ∈ SI by
Lemma4.6. So I([1, 1], [x, y])=I([1, 1],NI([x0, y0]))=I([x0, y0],NI([1, 1]))=I([x0, y0], [0, 0])=NI([x0, y0]) = [x, y].
Finally, A4 ∧ A7′′ ⇒ N = NI . ∀ [x, y] ∈ SI we have NI([x, y]) = I([x, y], [0, 0]) = I(N ([0, 0]),N ([x, y)) =
I([1, 1],N ([x, y])) = N ([x, y]). 
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Definition 4.10. Suppose NI is a continuous negation on SI. The pseudo-inverse of NI can be defined as N (−1)I ([x, y]) =∨{[x′, y′]|NI([x′, y′]) > [x, y], [x′, y′] ∈ SI}.
Lemma 4.11. Suppose NI is a continuous interval-valued fuzzy negation on SI. The mapping˜N (−1)I : SI → SI defined by
˜N (−1)I ([x, y]) =
⎧⎨
⎩
[1, 1] x = y = 0
N (−1)I ([x, y]) Otherwise
fulfills NI ◦ N˜−1I = i.
Proof. It is sufficient to prove NI ◦˜N (−1)I = i. (i) x = y = 0. In this case NI ◦ N˜−1I = i hold obviously.
(ii) x = 0, or y = 0. Firstly, we can assert that NI(∨{[x′, y′]|NI([x′, y′]) ≥ [x, y]}) = ∧{NI([x′, y′])| NI([x′, y′]) ≥[x, y]}. Let A = {[x′, y′]|NI([x′, y′]) ≥ [x, y]}. Since SI is compact and dense, there exists a non-decreasing sequence{[xn, yn]} such that limn→∞[xn, yn] = ∨ A. givenNI is continuous and antitonic,∧NI([xn, yn]) = NI(∨ A) and∧NI([xn,
yn]) ≥ ∧NI(A) holds. In other hands, ∧NI(A) ≥ NI(∨ A). That means ∧NI(A) = NI(∨ A). Hence, NI(∨{[x′, y′]|NI
([x′, y′]) ≥ [x, y]}) = ∧{NI([x′, y′])| NI([x′, y′]) ≥ [x, y]}. In order to prove NI ◦ N˜−1I = i, it is sufficient to verify that
NI(N˜−1I ([x, y])) = [x, y] holds for every [x, y] ∈ SI, that is, NI(∨{[x′, y′]|NI([x′, y′]) > [x, y], [x′, y′] ∈ SI}) = [x, y].
Notice thatNI(
∨{[x′, y′]|NI([x′, y′]) > [x, y], [x′, y′] ∈ SI}) = ∧{NI([x′, y′])|NI([x′, y′]) > [x, y], [x′, y′] ∈ SI}). Since
SI is dense,
∧{NI([x′, y′])|NI([x′, y′]) > [x, y], [x′, y′] ∈ SI}) = [x, y]. 
Remark 9. It is worth to mention that the pseudo-inverse of NI need not be an interval-valued fuzzy negation, even if
NI is a continuous interval-valued fuzzy negation. To see this let us consider an interval-valued fuzzy negation as follows:
NI([x, y]) = [N(y),N(x)], where N is a negation on [0,1] defined as N(x) =
⎧⎨
⎩
1 − 2x, x ∈ [0, 0.5]
0, Otherwise
. It is no difficult to
verify that it is Moore continuous and Scott continuous on SI. But we can obtainN (−1)I ([0, 0]) = [0.5, 0.5], and thenN (−1)I
is not an interval-valued fuzzy negation.
Lemma 4.12. Suppose I is an interval-valued fuzzy implication and N a negation on SI. Let S([x1, y1],[x2, y2]) = I(N ([x1, y1]), [x2, y2]), ∀ [x1, y1], [x2, y2] ∈ SI. Then
(i) S is commutative if and only if I satisfies A7′.
(ii) S is non-decreasing if and only if I satisfies A1 and A2.
Moreover, if I satisfies A7′, then
(iii) S([0, 0], [x, y]) = [x, y],∀ [x, y] ∈ SI if and only if I satisfies A4.
In addition, if I satisfies A7′ and N is continuous, then
(iv) S is associative if and only if I satisfies A6.
Proof. (i) (⇒)Obviously.
(⇐) ∀ [x1, y1], [x2, y2] ∈ SI, S([x1, y1], [x2, y2]) = I(N ([x1, y1]), [x2, y2]) = I(N ([x2, y2]), [x1, y1])= S([x2, y2],[x1, y1]).
(ii) That S is non-decreasing directly derives from the monotonicity of I and the monotonicity of N .
(iii) (⇐) ∀ [x, y] ∈ SI, S([0, 0], [x, y]) = I(N ([0, 0]), [x, y]) = I([1, 1], [x, y]) = [x, y].
(⇒) ∀ [x, y] ∈ SI, I([1, 1], [x, y]) = I(N ([0, 0]), [x, y]) = S([0, 0], [x, y]) = [x, y].
(iv) (⇒) SinceN is continuous on SI, there exist [x′1, y′1] and [x′2, y′2] such thatN ([x′1, y′1]) = [x1, y1] andN ([x′2, y′2]) =[x2, y2] for any [x1, y1], [x2, y2] ∈ SI according to Lemma4.6. SoI([x1, y1], I([x2, y2], [x3, y3]))= I(N ([x′1, y′1]), I(N ([x′2,
y′2]), [x3, y3])) = S([x′1, y′1], S([x′2, y′2], [x3,y3])) = S(S([x′1, y′1], [x′2, y′2]), [x3, y3]) = S(S([x′2, y′2], [x′1, y′1]), [x3, y3]) =
S([x′2, y′2], S([x′1, y′1], [x3, y3])) = I(N ([x′2, y′2]), I(N ( [x′1, y′1]), [x3, y3])) = I([x2, y2], I([x1, y1], [x3, y3])).
(⇐) ∀ [x1, y1], [x2, y2], [x3, y3] ∈ SI, S([x1, y1], S([x2, y2], [x3, y3])) = S([x1, y1], S([x3, y3], [x2, y2])) = I(N
([x1, y1]), I(N ([x3, y3]), [x2, y2])) = I(N ([x3, y3]), I(N ([x1, y1]), [x2, y2])) = S([x3, y3], S([x1, y1], [x2, y2])) =
S(S([x1, y1], [x2, y2]), [x3, y3]). 
Theorem 4.13. Suppose IS,N : SI × SI → SI is a interval-valued fuzzy implication and N a continuous negation on SI. Then
IS,N is an interval-valued fuzzy (S,N )-implication if and only if it satisfies A1(A2), A6 and NI is continuous. In this case, the
(S,N )-implication is generated from unique interval-valued s-norm and continuous negation on SI.
Proof. (⇒).Wecaneasily verify that any interval-valued fuzzy (S,N )-implicationgeneratedbyan interval-valued s-norm
and a continuous negation satisfies A1, A4 and A6, and then IS,N satisfies A7′′. Therefore NI = N is continuous.
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(⇐) Since IS,N satisfies A6 andNI is continuous, IS,N satisfies A7′ with N˜−1I . Indeed, for any [x1, y1], [x2, y2] ∈ SI, we
have IS,N (N˜−1I ([x1, y1]), [x2, y2]) = IS,N (N˜−1I ([x1, y1]),NI(N˜−1I ( [x2, y2]))) = IS,N (N˜−1I ([x1, y1]), IS,N (N˜−1I ([x2,
y2]), [0, 0])) = IS,N (N˜−1I ([x2, y2]), IS,N (N˜−1I ( [x1, y1]), [0, 0])) = IS,N (N˜−1I ([x2, y2]),NI(N˜−1I ([x1, y1]))) = IS,N
(N˜−1I ([x2, y2]), [x1, y1]). So we define an operator as S([x1, y1], [x2, y2]) = IS,N (N˜−1I ([x1, y1]), [x2, y2]). According to
Lemma4.12,S is an interval-valued s-normonSI.Nowwewill showthatIS,N ([x1, y1]), [x2, y2]) = S(NI([x1, y1]), [x2, y2]).
If [x1, y1] ∈ Ran(N˜−1I ), thenwehaveIS,N ([x1, y1], [x2, y2])=IS,N (N˜−1I (NI([x1, y1])), [x2, y2])=S(NI([x1, y1]), [x2, y2]).
By the proof of Lemma 4.10, it can be obtainedNI : Ran(N˜−1I ) → Ran(NI) is bijective. Indeed,NI ◦ N˜−1I = i|
Ran(N˜−1I )
and
N˜−1I ◦ NI = i|Ran(NI ) hold. If [x1, y1] /∈ Ran(N˜−1I ), then NI is not one-by-one. Since NI([x1, y1]) ∈ Ran(NI), there exists
[x′1, y′1] ∈ Ran(N˜−1I )by the continuityofNI . Thismeans that N˜−1I (NI([x1, y1])) = [x′1, y′1]. Hence,NI(N˜−1I (NI([x1, y1])))= NI([x′1, y′1]). In the other hand,NI([x′1, y′1])= NI([x1, y1]). So IS,N ([x1, y1], [x2, y2]) = IS,N ([x1, y1],NI([x′2, y′2])) =
IS,N ([x′2, y′2],NI([x1, y1])) = IS,N ([x′2, y′2], NI([x′1, y′1])) = IS,N ([x′1, y′1],NI([x′2, y′2])) = IS,N ( [x′1, y′1], [x2, y2]) =
S(NI([x′1, y′1]), [x2, y2]) = S(NI([x1, y1]), [x2, y2]).
Suppose there exist another interval-valued s-norms S ′ and negations N ′ on SI such that IS,N ([x1, y1], [x2, y2])=
S(N ([x1, y1]), [x2, y2]) = S ′(N ′([x1, y1]), [x2, y2]) for any [x1, y1], [x2, y2] ∈ SI. We obtain N = NI = N ′ according
to Lemma 3.8. Further, in terms of the proof of Theorem 3.12, S([x1, y1], [x2, y2]) = IS,N (N˜−1I ([x1, y1]), [x2, y2]) =
IS,N (N˜−1I
′
([x1, y1]), [x2, y2]) = S ′([x1, y1], [x2, y2]). Therefore S and N are unique. 
Corollary 4.14. IS,N is a continuous interval-valued fuzzy (S,N )-implication if and only if it is generated from a continuous
interval-valued s-norm and a continuous negation on SI.
Proof. This is a direct consequence of the continuity of compositional function and Theorem 4.13. 
Example 4.15. If the used interval-valued s-norm is the maximum S([x1, y1], [x2, y2]) = [x1 ∨ x2, y1 ∨ y2] and negation
N ([x, y]) = [1 − y, 1 − x], then we obtain the interval-valued fuzzy implication IK , which is the extension of the Kleene–
Dienes implication: IK([x1, y1], [x2, y2]) = [(1 − y1) ∨ x2, (1 − x1) ∨ y2].
If we choose I([x1, y1], [x2, y2]) = [(1 − y21) ∨ x2, (1 − x21) ∨ y2], then NI([x, y]) = [1 − y2, 1 − x2] is con-
tinuous. We can verify that I meets A1 and A6. So we can construct an interval-valued s-norm S([x1, y1], [x2, y2]) =
I(N˜−1I ([x1, y1]), [x2, y2]) = [x1 ∨ x2, y1 ∨ y2]. Indeed, I is generated from such interval-valued s-norm and negation on
SI.
5. Conclusion
We established a representation theorem for interval-valued fuzzy (S,N )-implications based on interval-valued s-
norms and continuous negations defined on SI. This result can be regarded as an extension of the interval-valued framework
of well known results on [0,1]. Of course, it can be used for defining the interval-valued fuzzy S-implications, too. As future
works, one can investigate characterizations of interval-valued fuzzy (S,N )-implications generated from non-continuous
negations.
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