Abstract The purpose of this study is to evaluate the applicability of monthly weather forecasting information to the improvement of monthly dam inflow forecasts. The ANFIS (Adaptive Neuro-Fuzzy Inference System) is used to predict the optimal dam inflow, since it has the advantage of tuning the fuzzy inference system with a learning algorithm. A subtractive clustering algorithm is adopted to enhance the performance of the ANFIS model, which has a disadvantage in that the number of control rules increases rapidly as the number of fuzzy variables increases. To incorporate weather forecasting information into the ANFIS model, this study proposes a method for converting qualitative information into quantitative data. The ANFIS model for monthly dam inflow forecasts was tested in cases with and without weather forecasting information. It can be seen that the model performances obtained with the use of both past observed data and future weather forecasting information are much better than those using past observed data only.
INTRODUCTION
Despite many advances in water resource planning and management techniques, operational hydrology tasks have become more complex because of over-population, urbanization, industrialization and amplification of the spatial and temporal variability of precipitation associated with climate change. The long-term change in rainfall patterns in South Korea may be summarized as follows: as the total number of rainy days decreases, the total amount of rainfall increases, and the total number of days whose daily rainfall amount is greater than 80 mm also increases. Therefore, water resource planning and management, based on the more accurate rainfall-runoff prediction system, remains as one of the most elusive challenges in operational hydrology.
A dam plays a key role in providing a safe water supply for domestic, industrial and agricultural use and in preventing floods. Also, optimum dam operation is essential in South Korea, since the seasonal variability of precipitation is very high (about 70% of annual precipitation occurs in the summer season between June and September). Therefore, more accurate dam inflow forecast information is vital to enhance the overall management of water resources.
A fuzzy-logic approach and neural networks have been applied to a variety of hydrological problems, such as: rainfall forecasting (Bodri & Cermak, 2000; Luk et al., 2001) ; streamflow forecasting (Chang & Chen, 2001; Kim & Barros, 2001; Campolo et al., 2003; Hu et al., 2005) ; groundwater level prediction (Giustolisi & Simeone, 2006) ; modelling the infiltration process (Sy, 2006) ; reservoir operations (Ouenes, 2000; Hasebe & Nagayama, 2002; Chang et al., 2005) ; rainfall-runoff modelling (Wilby et al., 2003; Giustolisi & Laucelli, 2005) ; parameter estimation of hydrological models (Rowinski et al., 2005) ; uncertainty analysis of hydrological model parameters (Ozelkan & Duckstein, 2004) ; and modelling of time series (Sisman-Yilmanz, et al., 2004; Nayak et al., 2004) . Jang (1993) developed the adaptive neuro-fuzzy inference system (ANFIS). It tunes the fuzzy inference system with a learning algorithm using the feed-forward neural network structure. The ANFIS has also been applied successfully to various hydrological problems Keskin et al., 2006) . The subtractive clustering approach has been used to optimize the fuzzy rule (Rantala & Koivisto, 2002) . Also, subtractive clustering allows one to overcome the shortcomings of the ANFIS model, in that the number of control rules increases rapidly as the number of fuzzy variables increases.
The driving hypothesis of this study is that a dam inflow forecast can be improved if more accurate weather forecast information and an appropriate technique, which can deal with quantitative as well as qualitative hydrological variables, are available. Therefore, our goal is to focus on developing an operational dam inflow forecasting model using weather forecast information and the ANFIS technique. Also, we focus on evaluating the applicability of monthly weather forecasting information to the improvement of monthly dam inflow forecasts. The ANFIS has the advantage of tuning the fuzzy inference system with a learning algorithm. The subtractive clustering algorithm is adopted to enhance the performance of the ANFIS model. The monthly and seasonal rainfall forecasts of the Korea Meteorological Association (KMA) represent the qualitative output as monthly and the seasonal rainfall amount will be greater (or smaller) than that of the last 30 years average. Sample monthly precipitation and temperature forecasts from the KMA are presented in the following section. Qualitative rainfall forecasts alone are not sufficient for long-term dam inflow predicttion. A method is proposed that incorporates the qualitative monthly rainfall forecasts of the KMA into long-term dam inflow forecasts by using a neuro-fuzzy system. The developed model was applied to the Soyanggang Dam basin for the long-term forecast of dam inflow. The performance and applicability of the advanced forecast model are demonstrated.
METHODOLOGY
The neuro-fuzzy system is a fuzzy logic system that combines a learning algorithm, that is, the system incorporates expertness and flexibility by using a fuzzy logic system and a learning algorithm, respectively (Jang et al., 1996) . The neuro-fuzzy system, the so-called ANFIS approach, was proposed by Jang (1993) . It has been applied successfully to various hydrological problems, such as streamflow predictions (Gautam & Holz, 2001 ) and reservoir operations . Figure 1 illustrates the structure of the basic fuzzy inference system, which consists of four functional blocks, such as the fuzzy rule base, a fuzzifier, a fuzzy inference engine and a defuzzifier. The neuro-fuzzy inference system uses training strategies in order to learn the behaviour of a system from a sufficiently large data set, which is an advantage of the ANFIS approach.
The ANFIS architecture
The ANFIS is a multilayer, feed-forward network with a supervised learning algorithm. Figure 2 presents a schematic diagram of the general fuzzy IF-THEN rules and fuzzy reasoning mechanisms (Jang, 1993) and Sugeno fuzzy reasoning (Takagi & Sugeno, 1985) . The sample first-order Sugeno-type model is considered as a fuzzy inference system (FIS). It has two inputs x and y, one output z, and a rule base containing four fuzzy IF-THEN rules:
The corresponding equivalent ANFIS architecture of Sugeno fuzzy reasoning is shown in Fig. 3 . The functioning of the ANFIS model is as follows:
Layer 1 Every node i in this layer denotes the membership grades of the input data. The node value NV i 1 is defined by:
where x is the input to node i, and A i is the fuzzy set associated with this node. Here, (Jang, 1993) and the first-order Sugeno fuzzy reasoning. 
NV i
1 is the membership function of A i and it specifies the degree to which the given x satisfies the quantifier A i . Usually, the bell-shaped function is chosen as a membership function: 
where {a i , b i , c i } is the parameter set of the membership function. Figure 4 shows a sample membership function of equation (2). Parameters in this layer are referred to as premise parameters.
Layer 2 Every node labelled Π multiplies the incoming signals and sends the product out as:
Each node output demonstrates the firing strength of a rule.
Layer 3 Every node labelled N computes the ratio of the ith rule's firing strength to the sum of all rules' firing strengths as:
Layer 4 Each i node in this layer calculates the contribution of the ith rule toward the model output as:
where i w is the output of Layer 3, and {α i , β i , γ i } is the parameter set. These form the procedure involved in the construction of an adaptive network, which is functionally equivalent to the Sugeno fuzzy inference system (Takagi & Sugeno, 1985) .
Subtractive clustering
The subtractive clustering algorithm is adopted to overcome the drawback of the ANFIS model that the number of control rules increases rapidly as the number of fuzzy variables increases. The subtractive clustering algorithm uses data points as candidates for cluster centres (Paiva et al., 1999; Arafat et al., 2004) . First, one has to assume that the data set with n data points {x 1 , ..., x n } included in the K-dimensional space is normalized within the hypercube. The density measurement for all data points is computed and the density measurement of data point x i is defined as:
where r a denotes the neighbourhood radius. The further away the data point lies, the less its contribution to the density measurement. The data point with the highest value of input data is selected as the first cluster centre. Let x c1 be the first cluster centre and D c1 its density measurement; then r b is used as the radius of the neighbourhood where significant density reduction will occur:
After computing the density measurement for each data point, the data point of the highest density measurement is selected as the next cluster centre, x c2 . This process is repeated until a sufficient number of cluster centres is produced. The cluster centres generated would be used as the centres for the fuzzy rules' premise in the ANFIS model. Finally, the parameters of the ANFIS model can be adjusted much more efficiently. Figure 5 shows an illustration of the subtractive clustering for the input data. In this study, we used the subtractive clustering algorithm with the following sample parameters: the range of influence of the cluster centre, which denotes the neighbourhood radius r a , is 0.5, the acceptance ratio is 0.5 and the rejection ratio is 0.15, where the acceptance and rejection ratios demonstrate the condition to accept or reject a data point to be a cluster centre. The parameters of each model were decided using a trial-and-error method.
Learning algorithm
The basic learning rule of the multilayer feed-forward networks is based on the gradient descent method and the chain rule. However, the gradient descent method is generally slow and is likely to become trapped in local minima. Therefore, we used a hybrid learning rule, which combines the gradient descent and the least-squares method, in order to obtain a feasible set of parameters, as follows: during the forward pass of the hybrid learning algorithm, signals go forward until Layer 4 (Fig. 3) ; the resulting parameters are estimated by the least-squares method. During the backward pass, the error rates propagate backward and the premise parameters are revised by the gradient descent method (Jang, 1993) . For a given adaptive network which has L layers and the kth layer has #(k) nodes, if the given training data set has R entries, one can define the error measurement for the rth (1 ≤ r ≤ R) entry of the training data as the sum of the squared errors: 
is a node value depending on its incoming signals and the parameter set pertaining to this node. For the proposed first-order Sugeno-type model, the overall output can be expressed as linear combinations of the resulting parameters. The output f in Fig. 3 can be rewritten as: The resulting parameters (α 1 , β 1 , γ 1 , α 2 , β 2 , γ 2 , α 3 , β 3 , γ 3 , α 4 , β 4 , γ 4 ) are computed by the least-squares method. Consequently, the optimal parameters of the ANFIS model can be estimated using the hybrid learning algorithm. For more detail, refer to Jang & Sun (1995) .
MODEL APPLICATION
To evaluate the applicability of monthly weather forecasting information and the ANFIS model for improving monthly dam inflow forecasts, the model was applied to the Soyanggang Dam basin for the long-term forecasting of the dam inflow.
Study area
The Soyanggang Dam is located in the North Han River basin in central South Korea and has a total catchment area of 2703 km 2 (Fig. 6) . The annual average precipitation of the basin is 1153 mm. The installed hydropower capacity is 200 MW and the reservoir storage capacity is 2.9 × 10 9 m 3 . Annually, the reservoir supplies 1213 × 10 6 m 3 of water for irrigation, municipal and industrial purposes in the metropolitan area. Its flood control storage capacity of 500 × 10 6 m 3 has greatly contributed to the reduction in flood damage along the lower reaches of the Han River (Korean National Committee on Large Dams, KNCOLD, 2006) . Dam construction was completed in 1973 and the dam inflow has been recorded since 1974. Therefore, it has a relatively long dam inflow record.
Input data
Eighteen raingauges were available, which are installed within or near the study area. Rainfall data were obtained from two different sources: Korea Water Resources Corporation (KOWACO) and the Korean Ministry of Construction and Transportation. Spatial rainfall data were estimated by the Thiessen polygon method using the GIS technique (Fig. 7) . Dam inflow data were obtained from the Water Resources Management Information System of KOWACO. Hourly or daily rainfall and dam inflow data were aggregated to calculate monthly data. Temperature and relative humidity data for the Inje site were used in this study since it is located in the Soyanggang basin.
We used monthly weather prediction statements from the KMA, which forecast air temperature and rainfall for the following month. For example, the KMA gives the range of monthly normals of temperature and precipitation data and provides information on whether the forecasts deviate significantly from the monthly normal. This simple information will contribute to the improvement of the dam inflow forecast. Also, monthly forecasts give special information regarding the spatial and temporal behaviour of those variables. Table 1 illustrates sample monthly precipitation and temperature forecasts from the KMA website: http://www.kma.go.kr/gw.jsp?to=/weather_main.jsp. Table 2 illustrates the sample classification rule for the 10-day and monthly forecasts of precipitation and temperature. The KMA monthly forecasts offer seven different levels of classification, such as "lower", "slightly lower", "similar or slightly lower", "similar", "similar or slightly higher", "slightly higher" and "higher". To ensure accurate model performance, each level should have a large amount of data. If Table 1 Example of monthly precipitation and temperature forecasts from the KMA.
Monthly weather forecasts Nov. 21, 2003 -Dec. 20, 2003 Lower than monthly normal (-3 to 10°C) Precipitation Similar to the monthly normal (20-71 mm) Sample quantification of rainfall for ecasts on July for the Inje area (mm) using Table 3 information.
we had made use of all seven different forecast classification levels, there would have been some levels with insufficient data for training. Therefore, to avoid the lack of data for some levels, we reduced the levels of classification from seven to five: the prediction levels used were: "lower", "slightly lower", "similar", "slightly higher", and "higher". Table 3 presents the quantification rule of the qualitative forecast information and the sample quantification of rainfall forecasts for the Inje area. In this study, input data for monthly forecasts were organized according to the rule in Table 4 . Table 5 shows the two different groups (I, II) and four different sets (A-D) of model configurations used to issue the five different types of forecast for each respective set. The model configurations consisted of combinations of six different variables, such as rainfall (P); relative humidity (H); air temperature (T); dam inflow (Q); artificial monthly "forecasts" (F); and actual monthly forecasts (F′). These configurations were designed to reflect the limitations associated with data availability of different watersheds and to analyse the applicability of each variable to the improvement of dam inflow forecasts. In Group I, to validate the model applicability when accurate monthly weather forecast data are available, long-term artificial, but accurate, monthly weather forecast data were generated using observed data, to overcome the lack of actual monthly weather forecast information. The artificial weather "forecasts" were made by classifying observed weather states in one of five classes, such as: "lower", "slightly lower", "similar", "slightly higher" and "higher", according to observed data and the quantification rule of qualitative forecasts. In Group II, to validate the model applicability when actual monthly weather forecast data are available, relatively short-term data which have monthly weather forecasts from KMA were used. Set B is assigned only when accurate monthly weather forecast information is available. Set A has the same conditions as Set B, except that monthly weather forecasts are not available. The forecasts of Set A and Set B were compared (see next section) to evaluate whether forecasting improved when accurate monthly weather forecasts were available. Data for 1981-2000 were used for set A and B simulations, Table 5 Summary of the different configurations used in the ANFIS model (Set A, C: no weather forecast information; Set B: accurate monthly weather "forecast" information, based on observations; Set D: actual monthly weather forecast information available). 
Model configuration
Group Set Model Input Output Model_A1 Q(t) Q(t+1) Model_A2 P(t), Q(t) Q(t+1) Model_A3 P(t), H(t), Q(t) Q(t+1) Model_A4 P(t), T(t), Q(t) Q(t+1) Set A Model_A5 P(t), H(t), T(t), Q(t) Q(t+1) Model_B1 Q(t), F(t+1) Q(t+1) Model_B2 P(t), F(t+1), Q(t) Q(t+1) Model_B3 P(t), H(t), F(t+1), Q(t) Q(t+1) Model_B4 P(t), T(t), F(t+1), Q(t) Q(t+1) I Set B Model_B5
P(t), H(t), T(t), F(t+1), Q(t) Q(t+1)
Model_C1 Q(t) Q(t+1) Model_C2 P(t), Q(t) Q(t+1) Model_C3 P(t), H(t), Q(t) Q(t+1) Model_C4 P(t), T(t), Q(t) Q(t+1) Set C Model_C5
P(t), H(t), T(t), Q(t) Q(t+1)
Model_D1 Q(t), F ′(t+1) Q(t+1) Model_D2 P(t), F ′(t+1), Q(t) Q(t+1) Model_D3 P(t), H(t), F ′(t+1), Q(t) Q(t+1) Model_D4 P(t), T(t), F ′(t+1), Q(t) Q(t+1) II Set D Model_D5
P(t), H(t), T(t), F ′(t+1), Q(t) Q(t+1)
P
RESULTS AND DISCUSSION
Model performances were evaluated using cross-validation among the forecasts. In order to examine the results in more detail, one needs to analyse the test statistics of the forecasts. Two quantitative measurements of forecasting skill were calculated to evaluate the model performance: (a) the correlation coefficient (CC), which describes the strength of the linear relationship between forecasts and observations, and (b) the root mean squared error (RMSE), which is defined as the sum of the square of the differences of the forecasts and observations. and for configuration B, it ranges between 0.84 and 0.91. The range of RMSE is 95.1-77.4 and 58.9-44.3 for configurations A and B, respectively. The results indicate that forecasting skill gradually improved with the addition of input variables associated with field observations. Also, the skill dramatically improved with the addition of accurate monthly weather forecast information. Comparison of the results of Model_A,B,C,D3 and Model_A,B,C,D4 illustrates that the availability of relative humidity data produces even better forecasts than when temperature data are available. The statistical performance measure of actual monthly weather forecast information is also summarized in Table 6 . For model configurations C and D, the range of CC is 0.68-0.92 and 0.85-0.95, and the range of RMSE is 113.6-64.1 and 78.7-54.5, respectively. The results also indicate that forecasting skill gradually improved as more input variables associated with field observations were used. The forecasting skill improved with the addition of actual monthly weather forecast information. Indeed, key elements of the performance of the ANFIS model developed here are the availability of monthly weather forecasts and appropriate quantification using fuzzy rules. The underlying message implied by these results is that value-added forecasting skill, with the use of accurate monthly weather forecasts, must not be ignored in operational dam inflow forecasting.
CONCLUSIONS
In this study, an operational forecasting model was developed for monthly dam inflow forecasts by means of a neuro-fuzzy system that uses rainfall, inflow, temperature, relative humidity observation data and monthly weather forecasts from the KMA. The neuro-fuzzy algorithm adopted in this study is the ANFIS, whereby neural network theory is combined with fuzzy theory. We proposed a rule for converting qualitative weather forecasting information to quantitative data. The subtractive clustering algorithm was adopted to optimize the number of fuzzy control rules. The hybrid learning algorithm was adopted to enhance model performance.
The ANFIS model was tested for different model configurations according to availability of monthly weather forecasting information from the KMA and other field data. The results demonstrate that a neuro-fuzzy system is appropriate for dam inflow forecasts. The model gave better performances where the various field data were available. In addition, if one can use monthly weather forecast information, dam inflow forecasts can be improved. Therefore, accurate monthly weather forecast information is vital to enhance dam inflow forecasts. We believe that this research demonstrates that monthly weather forecast information, placed into an expert information system such as the ANFIS model, and built upon scientific understanding and proper usage of weather forecast information, can lead to significant gains in the forecasting skill of dam inflow prediction.
