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Recent technological developments have focused the interest of the quantum computing com-
munity on investigating how near-term devices could outperform classical computers for practical
applications. A central question that remains open is whether their noise can be overcome or it
fundamentally restricts any potential quantum advantage. We present a transparent way of compar-
ing classical algorithms to quantum ones running on near-term quantum devices for a large family
of problems that include optimization problems and approximations to the ground state energy of
Hamiltonians. Our approach is based on the combination of entropic inequalities that determine
how fast the quantum computation state converges to the fixed point of the noise model, together
with established classical methods of Gibbs state sampling. The approach is extremely versatile
and allows for its application to a large variety of problems, noise models and quantum computing
architectures. We use our result to provide estimates for a variety of problems and architectures
that have been the focus of recent experiments, such as quantum annealers, variational quantum
eigensolvers, and quantum approximate optimization. The bounds we obtain indicate that substan-
tial quantum advantages are unlikely for classical optimization unless the current noise rates are
decreased by orders of magnitude or the topology of the problem matches that of the device. This
is the case even if the number of qubits increases substantially. We reach similar but less stringent
conclusions for quantum Hamiltonian problems.
Quantum computation experiments have reached the
classical complexity frontier, where the devices are hard
or impossible to simulate with classical resources [1]. A
question that has focused the attention of the quantum
computation community in the last years is whether these
near-term quantum computing devices, despite their in-
herent noise and lack of quantum error-correction, have
any potential to demonstrate superiority over classical
computing devices for practically relevant problems [2].
A growing body of work has suggested using near-term
devices to solve both optimization problems relevant in
a large portfolio of industrial applications and approx-
imating the ground state energy of physically relevant
Hamiltonian [3–8]. As opposed to quantum advantage
tests based on sampling of random circuits [1], optimiza-
tion has a clear practical application and at least one
straightforward certification protocol of its superiority
over a classical computer: whichever device outputs the
state with the lowest value of the cost function or Hamil-
tonian energy wins. This makes them ideal candidates
for a convincing practical quantum advantage demonstra-
tion. The central question that remains open is whether a
quantum advantage for practical problems is at all possi-
ble, especially taking into consideration the unavoidable
presence of noise.
In this article, we develop a new technique to pro-
vide sufficient conditions for when a noisy quantum de-
vice cannot significantly outperform a classical computer
when it comes to optimizing a cost function given a
noise model. Additionally, we develop a technique to cer-
∗ dsfranca@math.ku.dk
† rgarcia3@exseed.ed.ac.uk
tify that a classical algorithm outperforms a given noisy
quantum device running for a certain depth or number of
cycles. This is shown using a nontrivial lower bound on
the achievable value of the cost function or energy by the
noisy quantum device. Both techniques can be adapted
to a plethora of problems, noise models and computing
architectures, opening the room for analytical proofs and
concrete analysis of the limitations of near-term quantum
computing devices. As a demonstration of its potential,
we apply them to discuss the effect of local depolarizing
noise on quantum circuits used to solve classical Ising
models, which are equivalent to well-know NP-complete
optimization problems, and variational quantum eigen-
solvers for local Hamiltonians problems [9–12]. We also
generalize the technique to include noise models beyond
depolarizing noise and develop a continuous time version,
which allows us to study the effect of noise on quantum
annealers [13, 14].
Our analysis suggests that, for classical optimization
problems, speedups may be impossible with current noise
rates and are unlikely even at the boundary of fault-
tolerant errors rates, especially when the architecture
does not match the topology of the problem. The prob-
lems where near-term devices could have an opportunity
window are most probably quantum many-body physics
motivated, where the architecture topology has been
tailored-made to match the Hamiltonian of the prob-
lem and the correlation length in the system is bounded.
Whether examples of this kind exist and cannot be simu-
lated efficiently classically is, up to our knowledge, an im-
portant and non-trivial open problem. Furthermore, our
bounds show that it is unlikely that increasing the num-
ber of qubits of current quantum devices without reduc-
ing the noise of the gates will lead to quantum speedups.
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2I. AN INTRODUCTION TO THE TECHNIQUE
In this work we are interested in solving optimization
problems that can be recast as the minimization of a cost
function tr (ρH), where ρ is a quantum state of n qubits,
which therefore includes sub-problems defined over prob-
ability distributions on bit strings, and H is a Hermitian
operator characterizing the cost function of the problem.
Many well-studied optimization problems, such as MAX-
CUT, can be recast as optimizing classical Ising Hamilto-
nians [15], a connection exploited in most of the proposal
of quantum algorithms for those problems and behind the
architecture design of quantum annealers. In the case of
a many-body ground-state problem, H would correspond
to the Hamiltonian of the system [9].
Every Hamiltonian H has an associated family of
Gibbs states, σβ = e
−βH/Zβ , where Zβ = tr
(
e−H
)
is
the partition function and β is the inverse temperature
parameter, i.e, σβ corresponds to the thermal equilib-
rium state with temperature 1/β. The infinite tempera-
ture case β = 0 corresponds to a fully mixed state of n
qubits, the case β = ∞ provides the ground-state of H,
which for optimization problems has its support over the
set of solutions.
In what follows we present an approach to construct
a sufficient condition that guarantees that a noisy quan-
tum computation solving a given optimization problem
does not perform better than its classical counterpart.
As sketched in Figure 1, the techniques combines rela-
tive entropy convergence methods (subsection I A), mir-
ror descent (subsection I B) and results on efficient al-
gorithms for Gibbs state sampling. The Gibbs sampling
result being dependent on the specific problem the quan-
tum algorithm is solving, we delay its presentation to the
sections where specific examples are presented (sections
II and III). In addition, we construct in subsection I C a
technique that allows to certify that a classical algorithm
does better than a given noisy device.
A. The effect of noise
We will assume that we wish to implement a quantum
circuit on n qubits consisting of D layers of unitaries
U1, . . . ,UD acting on n qubits. However, due to imper-
fections in the implementation, they are interspersed by
a quantum channel T that describes the noise, which for
simplicity we will assume to be local and uniform over
the circuit and time-invariant. The output of the noisy
quantum circuit is then described by the quantum chan-
nel Φ =©Dt=1T ◦Ut. We consider noise models that drive
the system to a fixed point σ s.t. T (σ) = σ, which is the
generic case. For our framework, it will be important to
quantify how fast this happens when measured in the rel-
ative entropy D(ρ‖σ). The following lemma exemplifies
this for local depolarizing noise.
Lemma 1. For T being a layer of 1−qubit depolarizing
C
FIG. 1. The noisy quantum computer initialized at |0〉⊗n a -
tempts to follow a path (orange arrow) over the hyper-surface
of the hyper-Bloch-sphere of n qubits until reaching the tar-
geted solution of th problem with Hamiltonian H, σβ=∞,
which corresponds to the Gibbs state at zero temperature.
The noise imposes an alternative path (black arrow) that di-
rects the computation toward the fixed point of the noise,
the maximally mixed state (Gibbs state with β = 0). Mirror
descent allows us to associate to every intermediate state of
the computation Φ(ρ) an equivalent Gibbs state e−βH/Z that
provides the same cost function estimate as Φ(ρ) up to rela-
tive error . Therefore, there is a one-to-one correspondence
between the noisy computation path and an equivalent Gibbs
state path (green arrow). More precisely, there is a mani-
fold of states with approximately the same energy as e−βH/Z
(blue line). For many classes of problems, for any β ≤ βc there
will exist an efficient classical algorithm that samples from the
Gibbs state, demarcating a region of efficient classical simula-
tion (red circle). Relative entropy convergence methods can
then be used to certify that the noisy quantum computer has
entered the classically efficient region.
channels on n qubits with depolarizing probability p, the
channel Φ =©Dt=1T ◦ Ut satisfi s
D(Φ(ρ)||σ) ≤ (1− p)2DD(ρ||σ) ≤ (1− p)2Dn (1)
for all states ρ [16].
B. An alternative path
The key tool to achieving our goal is to decouple our re-
sult from the simulation of the noisy quantum circuit. We
achieve this with mirror descent [17, 18], which was re-
cently used in several results in quantum computing [19–
23], and the variational formulation of the relative en-
tropy [24].
3Lemma 2. Let Φ(ρ) be the output of a noisy
quantum device, σ = I/2n, and the relative en-
tropy D(Φ(ρ)||σ) = n − S(Φ(ρ)), where S(Φ(ρ)) =
−tr((Φ(ρ) (log(Φ(ρ))). Then for any Hamiltonian H
there is a λ ∈ [0, D(Φ(ρ)||σ)] such that the state
σ˜ = exp
(
− λ‖H‖H
)
/Z (2)
satisfies:
tr (H (σ˜ − Φ(ρ))) ≤ ‖H‖. (3)
This means that for every (noisy) quantum circuit out-
put Φ(ρ), solving the optimization problem with cost
function H, one can assign a Gibbs state of temperature
β =
λ
‖H‖ (4)
which provides a solution that approximates with ‖H‖
accuracy that of the quantum circuit. Note that typically
an absolute error of ‖H‖ reflects a relative error of  of
the energy. Results like Lemma 1 allow us to bound λ
given the depth.
In subsection VI C 1 we argue why we should take  to
be approximately 10−1 − 10−2 for the results we present
here, and in Sec. VIII we generalize to noisy channels
with fixed points other than maximally mixed qubits. It
is important to stress that our analysis is fundamentally
different from analysing how close the output state is to
the maximally mixed in trace distance, as discussed in
more detail in Sec. VI A 1 of the supplemental material.
C. Certifying classical superiority
Exploiting the variational formulation of the relative
entropy it possible to lower-bound the energy of the out-
put of the noisy quantum device:
Proposition 1. Let Φ(ρ) be the output of a noisy quan-
tum device and σ = I/2n the fixed point of the noise.
Then Φ(ρ) satisfies:
tr (Φ(ρ)H)
≥ sup
β>0
β−1
(
n− log(tr (e−βH))−D(Φ(ρ)||σ)) . (5)
Thus, if we can approximate the partition function for
some values of β and bound the relative entropy with
a relative entropy convergence method, we immediately
obtain a lower bound on the achievable energy of the
circuit through (5), which can be used to certify that
the output of a given classical method outperforms the
noisy quantum device solving the same problem over a
given number of computation cycles D. In Sec. VI B of
the supplemental material we present a detailed proof of
this proposition and its generalization beyond the maxi-
mally mixed state, while also discussing the scaling of the
bound in more detail. But the best way of obtaining an
intuitive grasp of its consequences is to perform a Taylor
expansion of f(β) = log(tr
(
e−βH
)
) around β = 0. As-
suming that f is analytical for a neighbourhood around
0, we see that the bound in Eq. (5) reads that for any β
tr (Φ(ρ)H) ≥ tr (σH)−O(βf (2)(0))− β−1D(Φ(ρ)||σ),
where f (2)(0) = 2−ntr
(
H2
)−2−2ntr (H)2. One can read-
ily check that for κ-local Hamiltonians we have f (2)(0) =
O(κn). We conclude that if D(Φ(ρ)||σ) ≤ 2n, then pick-
ing β =  yields tr (Φ(ρ)H) ≥ tr (σH) − O(κn). That
is, the output energy density will be close to the one of
the fixed point.
II. CLASSICAL ISING HAMILTONIAN
PROBLEMS
By mapping NP-complete optimization problems such
as MAXCUT to Ising Hamiltonian problems [15], we aim
at finding the ground state and energy of the Ising Hamil-
tonian
HI = −
∑
i∼j
ai,jZiZj −
∑
i
biZi. (6)
defined on a graph G = (V,E) with maximum degree
∆ with n vertices, where i ∼ j stands for the edge of
graph G between vertices i and j and ai,j , bi real. Monte
Carlo algorithms to sample from σβ for ∆-regular graphs
have been extensively studied, see e.g. [25, Chapter 15.1].
There is a vast literature dedicated to determining for
which range of β it is possible to sample efficiently de-
pending on the structure of the coupling coefficients and
graph. To the best of our knowledge, the state of the
art general condition that asserts rapid mixing for Ising
models is the recent [26, Theorem 11], which reads that
as long as
β‖A‖ < 1, (7)
where (A)i,j = ai,j is the n × n coupling matrix, it is
possible to approximately sample from the Gibbs state
σβ in polynomial time. For instance, if we have a ∆-
regular graph and |ai,j | ≤ 1, note that ‖A‖ ≤ ∆ and the
bound above yields β < ∆−1. On the other hand, for the
SK model, where we have a complete interaction graph
and ai,j ∼ N (0, n−1), [26] shows that rapid mixing still
holds at β < 1/4.
A. Bounding the number of cycles
Let us now bound the maximum depth for MAXCUT
on a noisy computer and ∆-regular graph. Let’s consider
a circuit of depth D, where f1 is the fraction of layers of
single qubits gates with error p1, f2 the fraction of layer
of two-qubit gate of error p2, and pm the probability of
4error of the measurements. Replacing every ideal compo-
nent by its noisy counterpart followed by local depolariz-
ing noise with rate pi, combining Lemma 2, eq. (4), the
bound eq. (7), and the approximation − log(1−p) ' p−1
for small p we obtain:
Proposition 2. Let HI be an Ising Hamiltonian as in
Eq. (6). Moreover, let Φ(ρ) be the output of a noisy
quantum circuit on n qubits consisting of D layers of
unitaries. Suppose further that the circuit consists of a
fraction of f1 layers of one-qubit gates and f2 layers of 2-
qubit gates, affected by local depolarizing noise with prob-
ability p1, p2 respectively and the measurement is affected
with depolarizing probability pm. Then for D ≥ Dmax
with
Dmax =
log −1 + log
(‖HI‖−1‖A‖n)− pm
2(f1p1 + f2p2)
, (8)
there is a Gibbs state σ˜ satisfying
tr (HI (σ˜ − Φ(ρ))) ≤ ‖H‖.
that can be sampled from in polynomial time.
For instance, for ∆ regular graphs with ai,j ∈ {0, 1} the
energy of the ground state is of order ∆n. As ‖A‖ ≤ ∆,
up to a relative error of  we can sample from a compa-
rable state after at most log(−1)/2(f1p1 + f2p2) depth.
We have now everything at hand to make some es-
timates on the capability for realistic architectures to
solve practical problems. We will assume the values p1 =
1.6 × 10−3, p2 = 6.2 × 10−3 and pm = 3.8 × 10−2 taken
from the recent experiment [1]. A simple calculation us-
ing eq. (8) with  = 10−1 shows that those numbers limit
the depth of any quantum circuit to Dc ≈ 300 for cir-
cuits dominated by 2−qubit gate layers and Dc ≈ 700
for 1−qubit gate dominated circuits.
Most current quantum computing architectures have
a planar design. However, usually interesting optimiza-
tion problems are defined over non-planar graphs, which
imposes the need for SWAP circuits that consume a lot
of cycles of computation. For example, the SK model
studied in [1] requires 7n layers cycles of computation
per application of the QAOA unitary and implements 3
layers of QAOA. The bound in Eq. (8), for which we
have βc ≥ 1/4, predicts a limit of roughly 20 qubits be-
fore their systems lose any potential advantage at three
rounds. Indeed, experimental observations show that for
systems of size 17 their device is not better than random
guessing.
Furthermore, it is also possible to approximately com-
pute the partition function for the aforementioned β
range. We evaluated the bound in Eq. (5) for several
instances of the SK model on up to 30 qubits and con-
sistently observed that already depths Dc ≈ 150 are
outperformed by Gibbs states in the polynomial-time
range. Translating this bound to number of qubits, it
predicts that our classical method should outperform the
noisy quantum computer with more than 10 qubits. In
Sec. VI D of the supplementary material we explain how
we perform such computations in more detail and that
the variational bound allows for comparison to any other
algorithm to approximately solve optimization problems
beyond Gibbs sampling. Also note that quantum com-
puters of this size or smaller can be easily simulated on
a laptop.
We remark that equation (8) has the advantage of pro-
viding a rigorous guarantee for arbitrary system sizes and
instances, where (5) provides sharper estimates for spe-
cific instances of a problem. Thus, both methods seem to
complement each other in providing a good bound on the
range of cycles of computation a noisy quantum comput-
ers can sustain before it is outperformed by polynomial
time classical methods.
Even for optimization problems on sparser graphs,
such as the MAXCUT problems also studied in [1], the
depth of every QAOA layer is proportional to n. From
our previous discussion, we readily infer that, as long
as the depth of each QAOA layer scales with n, also
for sparser problems the noise rate would have to de-
crease roughly two orders of magnitude, well below the
fault-tolerant threshold, for quantum computers to have
a chance of being competitive with classical methods.
This is because current heuristic methods yield good re-
sults for graphs with numbers of nodes in the 103 − 104
range [27, 28] and state of the art SDP solvers can solve
104-node instances in seconds on a laptop [29].
III. VARIATIONAL QUANTUM
EIGENSOLVERS
Variational quantum eigensolvers (VQE) are one of the
most studied families of quantum algorithms for near-
term quantum devices [9–11]. This family of hybrid
classical-quantum algorithms supplements a traditional
variational technique on a classical computer with a call
to a quantum circuit that encodes the quantum state and
measures its energy. The technique allows to circumvent
the cost of encoding and evolving quantum states in a
traditional classical computer, but suffers from similar
limitation as any traditional variational approach, among
them the fact that we restrict the set of solution to a
manifold of the Hilbert space. Here we exemplify how to
derive limitations on VQE for finding the ground state of
local Hamiltonians, although it is possible to extend the
results here to other classes of problems.
There are several results and techniques for the classi-
cal approximation of quantum Gibbs states [30–38]. For
instance, in the recent [31, Corollary 21] the authors show
that on a Hamiltonian on a d dimensional lattice and κ
local interactions of strength at most J , for all inverse
temperatures β ≤ βc with
βc ≥ (5eκdκJ)−1 , (9)
we can approximately compute the partition function of
Zβ = e−βH up to a multiplicative error δ in O(nlog(nδ−1))
5time. Let us normalize ‖H‖ in such a way that κJn ≤
‖H‖ ≤ 2κJn. By our choice of normalization of ‖H‖ we
obtain the following proposition:
Proposition 3. Let H be a local Hamiltonian on a d
dimensional lattice with κ local interactions of strength
at most J . Moreover, let Φ(ρ) be the output of a noisy
quantum circuit on n qubits consisting of D layers of uni-
taries interspersed with local depolarizing channels with
depolarizing rate p. Then for D ≥ Dmax with
Dmax =
log
(
20e (dκ)
−1
)
2p
(10)
there is a Gibbs state σ˜ satisfying
tr (H (σ˜ − Φ(ρ))) ≤ 2κJn.
whose energy w.r.t. H can be computed in quasi-
polynomial time.
This upper-bound on the maximum depth of a VQE
algorithm implies also a limitation on the maximum cor-
relation length ξ of ground states we can prepare with
a near-term device. As detailed in Section VII of the
supplementary material, a light cone argument can be
used to argue that whenever D < ξ the quantum circuit
will provide a solution that is far in trace distance from
the actual ground state. Thus, the noise imposes limits
on the correlation length present in the quantum ansatz
generated by near-term devices.
Comparing the bound in Eq. (8) and Eq. (10), we see
that they exhibit the same scaling. Thus, we believe that
this warrants similar conclusions: as long as the depth of
a VQE layer scales with the system size, substantially
decreasing the noise is more important than increasing
system size. However, as quantum Hamiltonians are in-
herently more complex than Ising problems, and also less
studied, smaller system sizes and higher noise rates might
be tolerable for a quantum advantage demonstration.
IV. NOISY QUANTUM ANNEALERS
Quantum annealers have been proposed as an alter-
native architecture to the circuit model of computa-
tion to solve classical Ising problems [39]. They fol-
low a quantum computation approach to optimization
of Ising Hamiltonians aiming at preparing the ground
state |ψI〉 of the classical Hamiltonian HI of eq. (6)
adiabatically. We start by first preparing the ground
state of H0 = −
∑
ΓiXi, which is easily seen to be the
state |ψ0〉 = |+〉⊗n. Then by adiabatically shifting from
the Hamiltonian H0 toward HI , through the family of
transverse-field Ising Hamiltonians
Hs = gI(s)HI + g0(s)H0
where g0, gI are smooth functions of s s.t. g0(0) =
A, gI(0) = 0 and g0(T ) = 0, gI(T ) = B, we converge
to |ψI〉 by evolving under the Hamiltonian Hsover time
T .
The spectral gap of Hs along the curve determines how
slow the evolution has to be to guarantee a good solution.
Furthermore, to the best of our knowledge, most rigorous
theorems yield a runtime that scales at least linearly in
the number of qubits and inverse quadratically on the
gap [40]. There are, however, heuristic bounds that only
scale quadratically inverse with the gap [41]. We refer
to [14] for a discussion of adiabatic quantum computation
and these issues.
A. A continuous time contraction bound
Quantum adiabatic computation being a continuous
time computational model, we need to generalize Lemma
1 to this framework. Therefore, we assume that the evo-
lution of the system at time s is described by the time-
dependent Lindbladian
Ss(ρ) = −i[ρ,Hs] + L(ρ).
Here L is a purely dissipative term, which we assume to
be time-independent and that is supposed to model the
thermalization of the system. The time evolution of the
system at time t is described by the quantum channel Tt
given by
Tt = lim
n→∞©
n
l=1e
t
nStl .
We will consider a model of local noise combining am-
plitude damping, dephasing and control error for which
the fixed point of the Lindbladian Ss is the product state
σ = σ⊗nγ , where σγ = (e
γ + e−γ)−1e−γZ .
The continuous time version of the relative entropy
decay of Eq. (1) is that L satisfies a modified logarithmic
Sobolev inequality (MLSI) with constant α > 0 [42, 43].
This implies that L satisfies
D
(
etL(ρ)||σ) ≤ e−αtD (ρ||σ) . (11)
for all n−qubit states ρ and times t ≥ 0 and a state
σ > 0.
Exploiting the generalization to an arbitrary fixed
point of Lemma 2 in Section VIII and its adaptation to
the continuous evolution setting in Section IX, both in
the supplemental material, we obtain:
Theorem 1. Let Ss(ρ) = −i[ρ,Hs] + L(ρ) be a time-
dependent Linbladian s.t. L satisfies MLSI with constant
α > 0. Then the evolution from time 0 to t satisfies
D(Tt(ρ)||σ) ≤ e−αtD (ρ||σ) +X(t,Hs, σ), where
X(t,Hs, σ) =
t∫
0
dτe−α(t−τ)‖σ− 12 [Ht, σ]σ− 12 ‖. (12)
6B. Noise model
For current implementations of annealers, amplitude
damping, control errors and dephasing are the main
sources of noise [39]. As shown in the supplementary
material in Sec. IX B, assuming an amplitude damping
rate of r1, a dephasing r2 and r3 as the standard devia-
tion on the control error on the parameter bi and Γi, one
can show that the fixed point reads σ = σ⊗nγ , where
σγ =
( r1+r3
r1+2r3
0
0 r3r1+2r3
)
. (13)
Thus, we see that when amplitude damping dominates
the control error, i.e, the regime r1  r3, the fixed point
is essentially the |0〉 state, where for r3  r1 we have a
state close to maximally mixed state. One can also obtain
a MLSI for L with α(r1, r3) = r1 + 2r3 [44, Theorem 19].
C. Example: linear adiabatic path
Let us exemplify how inequality (12) behaves for the
path Hs =
s
TH0+
(
1− tT
)
H1 if we evolve from the initial
state ρ = |+〉〈+|⊗n under Ss from 0 to T .
Using the noise models given in Eq. (13), we conclude
that the relative entropy after evolving the system for
time T is bounded by
D(TT (|+〉〈+|⊗n)||σ) ≤ nf(γ, r, T,Γ) (14)
where
f(γ, r, T,Γ) = e−rT log(2 cosh(γ))
+
2 sinh(γ)
(
1− e−rT rT − e−rT )
r2T
Γ, (15)
and γ = 12 log
(
1 + r1r3
)
and Γ = n−1
∑
i Γi. We refer to
Sec. IX C of the supplementary material for a detailed
derivation.
Using those results we conclude that we need to simu-
late the classical Gibbs state
σ˜ ∝ exp
(
−γ
n∑
i=1
Zi − 4λ‖HI‖HI
)
for λ ≤ f(γ, r, T,Γ)n to approximate the energy of the
output Tt(|+〉〈+|⊗n) of the noisy quantum computer up
to HI . Note that σ˜ is just the Gibbs state of a classical
Ising model.
Thus, the same mixing time of Ising used in section
II can be used here again. Note that the mixing time
bounds in Eq. (7) is independent of the external field and
that adding the term
n∑
i=1
b′iZi corresponding to the fixed
point amounts to changing the external field strength.
Translating this bound to our setting, we see we can sam-
ple from σ˜ in polynomial time for
f(γ, r, T,Γ) ≤ 4‖A‖n‖HI‖ . (16)
This puts stringent constraints on the potential of noisy
adiabatic quantum computers to outperform classical
computers optimizing classical Ising Hamiltonians. We
exemplify the behaviour of the bound in Fig. 2.
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FIG. 2. Relative entropy density D(TT (|+〉〈+|⊗n)||σ)/n as
bounded by Eq. (14) for a control error noise rate of r3×J =
2 × 10−2 . The polynomial threshold line depicts when the
device provably does not significantly outperform polynomial
methods and is based on Eq. (16). The variational bound is
an extrapolation based on various instances of up to 30 qubits
and is based on Eq. (18) of the supplemental material. The
graph that models the interactions available in the device has
maximum degree ∆ = 6. The interaction strengths ai,j , bi,Γi
of the device are unit-less and ≈ 1, where the modulation
functions satisfy gi(s) ∈ [10−2, 10], measured in GHz. Spec-
ifications of the device [45, Fig. 3.1, Fig. 3.2] suggest that
the standard deviation of the control noise for ai,j , bi,Γi is
not constant in time, but one can see that their product with
gi(s) remains in a reasonable interval of values always larger
than 10MHz. Therefore, we choose to re-scale the problem to
g0(0) = g1(T ) = 1 and r3 × J ' 2 × 10−2, J the maximum
interaction strength. Unfortunately, the value of r1 is not
provided but [46] suggests that r1/r3 ∈ [10−4, 10−2] should
cover a realistic parameter range.
Let us now discuss our bound given relevant param-
eters in current implementations. We will consider a
commercially available quantum annealer with the pa-
rameters released in 2019 [45]. The results and technical
details of the choice of parameters is shown in Fig. 2.
We conclude that the maximal annealing time for which
the device is useful is of order 200µs and the window
for a potential advantage lies on problems that only re-
quire a very small annealing time. This is consistent
with the recent findings of a potential advantage of com-
mercial annealers versus the best classical solvers [47].
For instance, in the recent demonstration of a constant
speedup of quantum annealers in [48], the authors used
7the minimal annealing time available for their findings,
5µs. The same is true for the results of [49], which used
20µs annealing times. However, it is not clear to what
extent this advantage does not result from purely engi-
neering reasons disconnected to the presence of quantum
effects, such as the high sampling rate on such devices.
An argument that would further substantiate the claims
of [50] that a new generation of special-purpose classical
annealing chips have the potential to outperform cur-
rent quantum annealing devices. Furthermore, we again
conclude that increasing the number of qubits without
substantially decreasing the control errors of annealers is
unlikely to increase their potential to achieve an unques-
tionable quantum advantage.
V. CONCLUSION AND OUTLOOK
In this work we have developed a framework to quan-
tify the effect of noise on near-term quantum computers
when performing optimization. It is based on the com-
bination of three main ingredients: firstly, contractivity
results that quantify how the noise makes the quantum
system deviate from the ideal solution and gets closer to
the fixed point of the noise process; secondly, the use of
mirror descent that allows us to assign to every step of the
quantum computation a Gibbs state achieving the same
approximation of the cost function; thirdly, exploiting
existing efficient algorithms to approximate the specific
cost function of the problem at high noise levels. The
techniques proved to be extremely versatile and appli-
cable to a large variety of problems, noise models and
quantum computing architectures. Our work confirms
that a bound on the depth that scales inversely propor-
tional to the quantum gate error is indeed a universal
bound and provides means of estimating the maximum
depth rigorously.
Additionally, we have developed a technique to cer-
tify that a classical algorithms outperforms a given noisy
quantum device running for a certain depth or number
of cycles. This is shown using a nontrivial lower bound
on the achievable energies by the noisy quantum device.
Interestingly, it can also be used to provides sharper esti-
mates for specific instances of a problem. Thus, a combi-
nation of both methods provides a good estimate of the
limitations of a noisy near-term quantum computer.
Our result suggests that there is little chance near-term
quantum devices can provide an advantage over classical
ones for classical optimization problems, especially if they
do not match the architecture’s topology. This is because
this would result in depths scaling with system size for
current algorithmic proposals, which in turn imply that
noise rates would have to decrease two orders of magni-
tude before being potentially competitive against state
of the art classical methods.
The problems where near-term devices could have an
opportunity window are most probably quantum many-
body physics motivated, where the architecture topology
has been tailored to the Hamiltonian of the problem and
the correlation length in the system is bounded. Whether
examples exist that cannot be simulated efficiently clas-
sically is, up to our knowledge, an important open prob-
lem.
It is important to stress that our bounds guarantee
the efficient classical simulation, but at the price of be-
ing extremely conservative. Practical implementations
of Gibbs samplers are expected to reach higher β than
predicted by our bounds [51], especially using clusters
or supercomputers. Furthermore, it is possible that the
relative entropy contracts significantly more for states of
interest than predicted by our state-independent bound.
Moreover, relative entropy contraction techniques strug-
gle when the fixed point of the system is close to a pure
state, i.e. when amplitude damping is the main source
of noise. This can be seen in our bounds for quantum
annealers in the r1 ' r3 regime for our quantum an-
nealing bound. Noise that does not uniformly contract
the relative entropy, like dephasing, also requires a more
detailed analysis, but technical tools are already avail-
able [52]. Therefore, improvements to our technique for
both additional types of noises can only improve over the
estimates obtained in this work.
Noise mitigation techniques based on post-processing
of the quantum computation measurement outcomes, de-
spite being useful to filter the data from noise, would
not change the predictions of our work. One can eas-
ily reach this conclusion through a simple argument us-
ing the data-processing inequality of relative entropy. It
would be interesting to see if primitive error correction
tools can be used to reduce the effect of noise, in the
spirit of [53], or how embedding a problem into the an-
nealer topology or quantum annealing correction may be
both limited by the technique presented here [54].
Finally, we believe that the technique developed here
can be adapted to analog quantum simulators, where our
continuous time result can be seen as a first step. This
would allow to make predictions about the resilience of
complex phases of matter to experimental imperfections.
Similarly, extending our result to Fermionic problems is
something we plan to address in future work.
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SUPPLEMENTARY INFORMATION
VI. QUANTUM CIRCUITS WITH
DEPOLARIZING NOISE
In this section we will prove and discuss our bounds in
the special case of local depolarizing noise. Furthermore,
we will review some fundamental properties of the rela-
tive entropy more generally and discuss some qualitative
aspects of our results, like how they differ from analysing
convergence in trace distance to the fixed point. When-
ever the proof is essentially the same in the case of the
maximally mixed state and more generally, like it is the
case for Prop. 4, we will prove it in full generality.
A. Relative entropy fundamentals
Most of our results rely on the relative entropy D(ρ‖σ)
between two states. In this part of the supplemental
material we collect some basic facts about it and then
move on to a more detailed proof of Lemma 2. First,
recall that for a full-rank state σ and an arbitrary state
ρ, the relative entropy D(ρ‖σ) is defined as
D(ρ‖σ) = tr (ρ(log(ρ)− log(σ)) .
One of the most important properties of the relative
entropy is that it satisfies a data-processing inequality.
That is, for any quantum channel T and states ρ, σ we
have:
D(T (ρ)‖T (σ)) ≤ D(ρ‖σ).
In this work we also exploited extensively the case in
which the channel contracts the relative entropy strictly,
which we call a strong data-processing inequality.
In the main text we exploited upper bounds on the
relative entropy with a fixed second argument. The most
straightforward way to derive them is through the max-
relative entropy. Indeed, one can show that the relative
entropy is upper-bounded by the so-called max-relative
entropy D∞ [55, 56], which is defined as:
D∞(ρ‖σ) = log(‖σ− 12 ρσ− 12 ‖),
where ‖ · ‖ denotes the operator norm. From this, we see
that for all states ρ:
D(ρ‖σ) ≤ log(‖σ−1‖).
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Indeed, we have
D(ρ‖σ) ≤ D∞(ρ‖σ)
≤ log(‖ρ‖‖σ− 12 ‖2) ≤ log(‖σ−1‖),
where we used the submultiplicativity of the operator
norm and the fact that ‖ρ‖ ≤ 1 for all states.
We also have the following bound on the max relative
entropy:
D∞(U(σ)‖σ) ≤ log(‖σ−1‖‖σ‖)
for all unitary channels U . This also easily follows from
the submultiplicativity of the operator norm, as we have:
D∞(U(σ)‖σ) = log(‖σ− 12U(σ)σ− 12 ‖)
≤ log(‖σ−1‖‖U(σ)‖) = log(‖σ−1‖‖σ‖).
If σ is a Gibbs state σ = e−βH/Z, then the inequality
above reads:
D∞(U(σ)‖σ) ≤ log(‖e−βH‖‖eβH‖)
≤ 2β‖H‖.
The last inequality follows from the fact that spectrum
of e−βH and eβH are both contained in the interval
[e−β‖H‖, eβ‖H‖].
1. From relative entropy convergence to trace distance
Let us now discuss the connection between bounds on
the relative entropy and closeness in trace distance. This
is established by Pinsker’s inequality, which asserts that:
D(ρ||σ) ≥ 1
2
‖ρ− σ‖2tr.
Thus, in particular, it follows from a strong data pro-
cessing inequality for a channel T with constant α that
applying a channel n times to any initial state is enough
to ensure that the trace distance to σ is at most:
1
2
‖Tn(ρ)− σ‖2tr ≤ D(Tn(ρ)‖σ) ≤ (1− α)n log(‖σ−1‖).
Thus, if we apply the channel more than
Nmax ≥ log(2
2 log(‖σ−1‖))
log((1− α)−1) , (17)
times then the trace distance between any input and out-
put is at most . This is to be compared with e.g. Eq. (10)
of the main text, which discussed the maximum distance
after which we can approximate the energy of the output
of a noisy circuit. If we take e.g. σ = I/2n and we take
α and  to be constant, then we are -close to σ after
log(n) depth. On the other hand, Eq. (10) asserts that
we can already approximate the energies of the output
with a classically simulatable state after constant depth.
This difference in the scaling clarifies that our analysis
differs from estimating when the output of the circuit is
essentially maximally mixed.
Although one might at first think that this is just a
consequence of the method we used to bound the trace
distance, it is possible to show that logarithmic time is
really necessary before the output of the circuit becomes
close to maximally mixed [57, 58]. The same holds when
analysing how long it takes for the output to become
separable [59, 60], again highlighting how our analysis is
qualitatively different.
B. Variational formulation of the relative entropy
Another fundamental ingredient to concretely assess
the potential of noisy quantum computers is the varia-
tional formulation of the relative entropy. As proved by
Petz [24], we have that:
D(ρ‖σ) =
sup
ω>0,tr(ω)=1
tr (ρ log(ω))− log (tr(exp (log(ω) + log(σ))) .
(18)
From this we can immediately derive:
Proposition 4 (Lower bound of output energy of noisy
device). Let Φ(ρ) be the output of a noisy quantum circuit
and H a Hamiltonian. For any σ > 0 and β > 0 define
Zβ,σ = tr
(
e−βH+log(σ)
)
. Then:
tr (Φ(ρ)H) ≥ sup
β>0
β−1 (log(Zβ,σ)−D(Φ(ρ)‖σ)) . (19)
Proof. Picking ω = e−βH/tr
(
e−βH
)
in Eq. (18) we ob-
tain:
D(Φ(ρ)‖σ) ≥ −βtr (ρH)− log(Zβ)− log(Zβ,σ/Zβ).
The claim then follows from a straightforward manipu-
lation of the terms above and noting that it holds for all
β > 0.
As usual, it is instructive to take the case σ = I/2n
into consideration to gain some intuition on the scaling
of the bound above. It can then be rewritten as
tr (Φ(ρ)H) ≥ β−1 (n− log(Zβ)−D(Φ(ρ)‖I/2n)) .
Note that in the limit β → ∞ we obtain the inequal-
ity tr (ρH) ≥ E0, where E0 is the ground state energy.
Moreover, note that
lim
β→0
β−1 (n− log(Zβ)) = tr
(
H
I
2n
)
.
That is, for β small, the first term is given by the energy
of the maximally mixed state. Let us now once again
resort to relative entropy convergence techniques. We
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know that if Φ is a depth D quantum circuit affected by
depolarizing noise with probability p we have:
tr (ρH) ≥ β−1 (n− log(Zβ)− (1− p)2Dn) .
Now assume that (1− p)2D  β for some small β. Then
the second term will be under control for that β and
we have the promise that the first term is close to the
energy of the maximally mixed state, ensuring that we
do not deviate much from it. However, this inequality
also provides nontrivial bounds even for moderate values
of (1 − p)2D. Note that evaluating this bound requires
us to estimate the partition function in some range of
parameters β. However, as remarked in the main text,
there are many efficient algorithms that achieve this for
β below a critical temperature.
It is also worth noting that for local Hamiltonians one
has
β−1 (n− log(Zβ)) = tr
(
H
I
2n
)
−O(βn). (20)
This implies that usually taking Dmax =
− log(−1)/ log(1 − p) should be enough to ensure
that the energy of the output of the circuit is O(n)
away from the energy of the maximally mixed state.
Indeed, we have:
tr (ρH) ≥ −1 (n− log(Z)− (1− p)2Dmaxn)
= tr
(
H
I
2n
)
−O(βn)− −12n = tr
(
H
I
2n
)
−O(n).
Although using Prop. 4 does not immediately give us
classical simulability thresholds, as it still requires us to
evaluate the partition function of the model, it is very
useful to assess the potential of a quantum computer for
a given problem. Indeed, suppose that a classical algo-
rithm, not necessarily simulated annealing, provides us
an energy Ec. By evaluating the partition function for
some range of β and estimating the relative entropy with
a strong data processing inequality it then immediately
gives us access to concrete lower bounds on the outputs of
noisy quantum devices at a certain depth. In particular,
we can estimate the maximal depth before the output of
the device is larger than Ec and the quantum computer
becomes useless. We exemplify this in Section VI D.
C. Proof of Lemma 2 for maximally mixed states
However, in the case of σ = I/2n, it is straightforward
to obtain approximate classical simulability bounds from
the variational formulation of the relative entropy:
Corollary 1. Let ρ be a n-qubit state such that
D(ρ‖I/2n) ≤ β‖H‖ for some , β > 0 and Hamiltonian
H. Then we have:
tr (Hρ) ≥ tr (σβH)− ‖H‖.
Proof. Note that the log-partition function f(β) =
log(Zβ) is always differentiable for finite dimensional sys-
tems. Thus, by the mean value theorem we have that:
f(0)− f(β)
β
= −f ′(β˜)
for some β˜ ∈ (0, β). It is well-known that −f ′(β˜) =
tr
(
σβ˜H
)
. As the energy is monotone decreasing in β,
we have tr
(
σβ˜H
)
≥ tr (σβH). Thus, it follows from
Prop. 4 that
tr (Hρ) ≥ tr
(
σβ˜H
)
− β−1D(ρ‖I/2n) ≥ tr
(
σβ˜H
)
− ‖H‖,
where in the last line we used our assumed bound on
D(ρ‖I/2n).
We will later generalize the statement above to arbi-
trary stationary states in Lemma 5. However, the corol-
lary above improves the estimate of Lemma 5 by a factor
of 4.
1. Choice of error parameter 
Let us now discuss the scaling and the choice of the pa-
rameter  in Lemma 2 and similar statements throughout
the text. It controls the precision with which we approx-
imate the energy, as in Eq. (32). Throughout this article
the reader should think of  in the range 10−1 − 10−2.
This is justified for several reasons. In the setting of the
variational quantum eigensolver [9–11], note that most
algorithms have an inverse polynomial scaling in  in the
sample complexity for each iteration [61]. In most of the
cases, the dependency is quadratic, while other proposals
get a better dependence by proposing circuits of larger
depth or more complex measurements [11, 61]. Thus, for
most of these proposals, a precision beyond  ∼ 10−2
would require a significant number of measurements for
each iteration or larger circuit depths. In the adiabatic
setting, the more general theorems [40] have a scaling of
the runtime that has an −1 dependency on the error 
as defined in Eq. (32). Thus, obtaining high precision
solutions may take very long evolution times, although
some adiabatic theorems have a logarithmic dependency
on the error under stronger assumptions [14, 62]. More
importantly, through the variational bound of Eq. 18 we
numerically observe that picking  of order 10−2−10−1 is
actually sufficient to ensure that the energy of σ˜ is strictly
smaller than that of Φ(ρ). This behaviour is justified by
eq. (20).
D. Worked through example of the variational
bound
Let us now exemplify how to apply the lower bound
given in Lemma 4. We do this with MAXCUT instances
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on 3-regular graphs. We will compare the performance
of the device with the SDP relaxation and Gibbs sam-
pling with inverse temperatures in the polynomial time
range. See Fig. 3 for an example. As soon as one of the
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FIG. 3. Performance of Lemma 4 in one instance of MAXCUT
of a 3-regular graph with 20 nodes. The lower bound on curve
gives the maximum energy density predicted by Eq. (19) when
evaluated on β ∈ (0, βc) and different values of the relative
entropy density. The SA value line gives the energy achieved
by simulated annealing in the polynomial time range, while
the SDP line gives the expected value of the SDP relaxation
randomized rounding. Furthermore, the heuristic solver line
gives the bound assuming that heuristic solvers achieve a 0.95
approximation ratio. From this graph we see that as long
as the depth is such that the relative entropy density of the
output states is at most ' 0.4, then SDP methods will yield
better approximations than the noisy circuit. On the other
hand, SA will outperform the noisy quantum computer at
densities ' 0.1.
horizontal lines corresponding to a method crosses the
lower bound line and the lower bound is then above it,
it means that for relative entropy densities smaller than
that threshold the noisy quantum computer is guaran-
teed to be outperformed by said method. From Fig. 3,
we infer that the SDP threshold is around 0.4n. Thus,
we get the condition D(Φ(ρ)‖σ) ≤ 0.4n for σ = I/2n for
SDPs to outperform the noisy quantum computer. Mak-
ing the approximation log(0.4) ' −0.92 and resorting to
the usual bound D(Φ(ρ)‖σ) ≤ (1− p1)2Df1(1− p2)2Df2 ,
where f1 is the fraction of 1−qubit layers with depolariz-
ing noise p1 and f2, p2 defined analogously for 2 qubits,
we conclude that the maximum depth satisfies
D ≤ 0.46(f1p1 + f2p2)−1.
Note that this estimate is superior to the naive 1/p esti-
mate of the maximal depth one can achieve. Assuming
the fractions of layers to be the same and the noise pa-
rameters as in Sec. II A, we get a total depth of roughly
D ' 70 of when the noisy quantum computer is guar-
anteed to be outperformed by the SDP relaxation. We
note that we observe a threshold relative entropy density
for varying graph sizes and random instances of up to 20
qubits of around 0.35 − 0.4. Thus, we will extrapolate
the findings to larger system sizes. Assuming the slightly
more conservative relative entropy density bound thresh-
old of 0.3 scales to larger system sizes and that each round
of QAOA requires a depth scaling like n, we see that we
expect the SDP to outperform three rounds of QAOA
already at systems of size 30, orders of magnitude below
what current solvers can handle.
VII. CORRELATION LENGTH AND
REQUIRED CIRCUIT DEPTH
In Eq. (10) we gave a bound on the maximal circuit
depth before a noisy quantum device is outperformed by
classical methods that only depended on the geometry
of the lattice and noise rate. We will now show that
this also implies that noisy quantum devices performing
VQE are unlikely to find the ground states with long
correlation length. First, recall that given a graph G =
(V,E), a state is said to have correlation length ξ if for
all observables Ox and Oy supported on sites x, y ∈ V
we have that
|tr (|ψ〉〈ψ|Ox ⊗Oy)− tr (|ψ〉〈ψ|Ox) tr (|ψ〉〈ψ|Oy) | (21)
≤ 2‖Ox‖‖Oy‖e−
d(x,y)
ξ . (22)
Let us assume a negation of Eq (27), i.e. the existence of
observables on Ox, Oy at x, y at distance ξ s.t.
|tr (|ψ〉〈ψ|Ox ⊗Oy)− tr (|ψ〉〈ψ|Ox) tr (|ψ〉〈ψ|Oy) | (23)
≥ ‖Ox‖‖Oy‖C, (24)
where C  0 is some constant. That is, there are signif-
icant correlations in the state at distance d(x, y). Sup-
pose further for simplicity that the graph G also reflects
the connectivity of the noisy quantum device and let
U = U1U2 · · ·UD be a circuit of depth D. Let us re-
call the well-known result that, starting from a product
state, a depth proportional to the correlation length is
required to prepare a state:
Lemma 3. Let |ψ〉 be the ground state of κ-local Hamil-
tonian H on a d-dimensional lattice such that there exist
observables Ox, Oy with ‖Ox‖, Oy‖ = 1 supported at sites
x, y at distance ξ fulfilling
tr (|ψ〉〈ψ|Ox ⊗Oy)− tr (|ψ〉〈ψ|Ox) tr (|ψ〉〈ψ|Oy)
≥ C. (25)
Then the output Φ (|0〉〈0|⊗n) of any depth ξ2 circuit Φ
with the same locality as the lattice satisfies:
‖Φ(|0〉〈0|⊗n)− |ψ〉〈ψ|‖tr ≥ C
4
Proof. We will prove the claim by contradiction. Assume
that
‖Φ(|0〉〈0|⊗n)− |ψ〉〈ψ|‖tr < C
4
(26)
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By the variational formulation of the trace distance, it
suffices to find an observable O with ‖O‖ ≤ 1 and such
that
tr
(
O
(
Φ(|0〉〈0|⊗n)− |ψ〉〈ψ|)) ≥ C
4
for a contradiction. Consider
O = Ox ⊗Oy
Note that as the circuit has the same locality as the lat-
tice and sites x and y are a distance ξ apart, we have
that Φ∗(Ox) and Φ∗(Oy) have disjoint support. Here
Φ∗ corresponds to the circuit in the Heisenberg picture.
This is because the circuit has depth at most ξ2 . Let
ax = tr (OxΦ(|0〉〈0|⊗n)) and ay = tr (OyΦ(|0〉〈0|⊗n)).
Thus,
tr(OΦ(|0〉〈0|⊗n)) = axay
Let bx,y = tr (Ox ⊗Oy|ψ〉〈ψ|), bx = tr (Ox|ψ〉〈ψ|) and
by = tr (Oy|ψ〉〈ψ|). By Eq. (25), we have that:
bx,y ≥ C + bxby.
Moreover, as we assumed Eq. (26), we have that
|bx − ax| < C
4
, |by − ay| < C
4
.
Thus:
tr
(
O
(
Φ(|0〉〈0|⊗n)− |ψ〉〈ψ|)) ≥ C + bxby − axay
≥ C − (|bx|+ |by|)C
4
≥ C
2
.
This yields the claim.
Thus, we see that for depths D ≤ ξ/2, the quantum
circuit is guaranteed to be a constant distance away from
the ground state and conclude that a depth which scales
at least linearly with the correlation length of the state is
necessary to faithfully reproduce the ground state. This,
however, does not exclude the possibility that a quan-
tum device can outperform classical optimization meth-
ods at smaller depths if there are excited states with sig-
nificantly smaller correlation lengths and small energies.
But then, if we are interested in properties of the ground
state, it is arguable that the quantum computer is out-
performing classical methods for the wrong reason. This
is because the output of the circuit will necessarily be
far away from the ground state. And, at larger depths,
unless the noise rate is sufficiently small, the device is
outperformed by classical methods in optimizing the en-
ergy. This is captured in the next proposition:
Proposition 5. Let |ψ〉 be the ground state of a κ local
Hamiltonian H on a d-dimensional lattice such that there
exist observables Ox, Oy at distance ξ fulfilling
|tr (|ψ〉〈ψ|Ox ⊗Oy)− tr (|ψ〉〈ψ|Ox) tr (|ψ〉〈ψ|Oy) |
≥ ‖Ox‖‖Oy‖C. (27)
Suppose that Φ(|0〉〈0|⊗n) is the output of a noisy quan-
tum circuit with depth D respecting the locality of the
lattice. Furthermore, suppose that the circuit undergoes
local depolarizing noise with rate p that satisfies:
p ≥ 2 log(20ed
κ−1)
ξ
.
Then Φ(|0〉〈0|⊗n) either satisfies:
‖Φ(|0〉〈0|⊗n)− |ψ〉〈ψ|‖tr ≥ C
4
(28)
or there is a quasi-polynomial time classical algorithm
that outputs a state σ˜ that satisfies:
tr (H (σ˜ − Φ(ρ))) ≤ ‖H‖. (29)
Proof. If the depth of the circuit Φ is less than ξ2 , then
Eq. (28) holds. On the other hand, for depths D ≥ ξ2 , we
have a quasi-polynomial algorithm by Proposition 3 and
the bound on the noise rate.
Unfortunately, it is a hard task to show that for a given
Hamiltonian there are no low-energy states that have a
small correlation length and, thus, we cannot exclude the
possibility of there being minima of the energy at low
depths. However, for some models, one can show that
a quantum circuit of at least logarithmic depth is re-
quired to beat polynomial time classical algorithms. For
instance, it has been shown that the quantum approxi-
mate optimization algorithm requires at least logarithmic
depth to outperform classical polynomial time approxi-
mation algorithms to optimize the energy of certain clas-
sical Ising Hamiltonians [63, 64]. This implies that even
noise rates that decay with the number of qubits are not
enough to ensure that QAOA outperforms classical meth-
ods:
Proposition 6 (Inverse logarithmic noise QAOA for
classical Ising models never outperforms polynomial time
classical for certain instances). Suppose a quantum device
with n qubits suffers from 1-local depolarizing noise after
each layer of QAOA is applied with probability
p ≥ log
(
−1
)
log(∆− 1)
2 log(n)
for some ∆ ≥ 3 and  > 0. Then there exist ∆-regular
graphs G = (V,E) on n vertices such that for the Hamil-
tonian
H = −
∑
i∼j
ZiZj
performing QAOA on the noisy device never outperforms
polynomial time randomized classical algorithms by more
than ∆n.
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Proof. In [63, 64] the authors identify instances such that
at least
Dmin = log(n)/ log(∆− 1) (30)
applications of the QAOA unitary operator are required
to achieve an approximation ratio that is better than
1/2. Thus, for depths smaller than Dmin, QAOA is out-
performed by the Goemanson-Williamson algorithm [65],
as it achieves an approximation ratio greater than 0.87.
As we assumed local depolarizing noise, if Φ is a noisy
depth D quantum channel we have:
D
(
Φ(ρ)‖ I
2n
)
≤ (1− p)2Dn.
Thus, to obtain an approximation up to n∆, we need to
sample from the inverse temperature
β =
(1− p)2D
∆
.
The results of [26] assert that we may sample efficiently
from this inverse temperature as long as
β ≤ 1
∆
.
Thus, if p is such that for Dmin we have(
(1− p)2Dmin

)
≤ 1,
then also for depths larger than Dmin the noisy quantum
device will not substantially outperform classical meth-
ods. Solving for p we then obtain the constraint:
log(1− p) ≤ log(∆− 1)
2 log(n)
log
(
−1
)
Using log(1− p) ≥ −p yields the claim.
Thus, we see that without error correction, for some
instances QAOA is outperformed by classical methods
even with noise rates decaying logarithmically with sys-
tem size. To the best of our knowledge, this is the first
result that asserts that a noisy quantum algorithm will
be outperformed by polynomial time-classical algorithms
even with local noise rates converging to 0. However, as
pointed out in [63], the logarithmic dependency in sys-
tem size on the depth of the circuit is not too restrictive
in practice and this bound would admittedly only be rel-
evant for very large system sizes. However, as remarked
in the main text, if the depth of each QAOA layer scales
with system size due to the limited connectivity of the
device, then the bound above can actually be used to
obtain rigorous results on how noisy QAOA will never
substantially outperform polynomial time algorithms for
some instances. Indeed, evaluating Eq. (30) for n = 103
qubits and ∆ = 3 gives that we need roughly 10 rounds
of QAOA to outperform SDPs. Note that for the es-
timates in Sec. II A we only assumed three rounds of
QAOA. Thus, performing 10 rounds of QAOA with each
QAOA unitary requiring circuit depth scaling mildly with
n would require extremely low noise rates in order for re-
sults like Prop. 2 not to guarantee classical superiority.
Although we cannot prove the lack of advantage at any
depth for noisy quantum algorithms beyond the exam-
ple above, a striking phenomenon was observed in [66].
There, the authors show numerical evidence that for crit-
ical systems, which have long correlation lengths, noise-
less VQE and QAOA algorithms do not make significant
progress in lowering the energy before depths propor-
tional to the system size. This suggests that an even
stronger variation of Prop. (5) may be true for such sys-
tems. That is, the noisy quantum computer will not out-
put lower energy states for any depth unless the noise
rate scales at least inverse linearly with system size.
On the other hand, for gapped systems, which have ex-
ponentially decaying correlations [67], the authors of [66]
show that noiseless VQE algorithms already start expo-
nentially converging to the ground state for small depths.
Thus, if the behaviour observed in [66] for the prepara-
tion of states with long correlation length is indeed uni-
versal for VQE algorithms, it may be difficult to demon-
strate any advantage in optimizing the energy for states
with long correlation lengths. And, if there indeed is one,
then it may also happen because the VQE algorithm is
stuck in a local minimum, as discussed in Prop. 5.
We conclude that our results indicate that it is more
realistic to expect noisy quantum computers to prepare
states with a small correlation length. However, these
are exactly the class of states classical simulation tech-
niques such as tensor networks [68] excel at. Moreover,
as argued in [69–71], for such states it is more noise ro-
bust to prepare them in a sequential fashion instead of
through a quantum circuit. Thus, when it comes to op-
timizing the ground state of local Hamiltonians on noisy
devices, it seems advisable to focus on Hamiltonians that
are expected to be gapped, but still out of reach for cur-
rent classical methods. Furthermore, it may be advisable
to focus on sequential preparation instead of a circuit
ansatz.
VIII. GENERAL CIRCUITS
In this section we show how to generalize Lemma 2
beyond the maximally mixed case. Furthermore, we de-
velop some tools that lead to the qubit circuit equivalent
of Lemma 1 in the main manuscript and that is a prelimi-
nary step to derive a variation of entropic convergence for
the quantum annealers beyond the case of a maximally
mixed fixed point. This is the content of Lemma 6.
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A. Mirror descent
Now that we discussed some basic properties of the rel-
ative entropy, let us discuss Lemma 2 in more detail and
prove an analogue beyond the maximally mixed state.
As mentioned in the main text, the goal of our frame-
work is to find a state that approximates the energy of
the noisy quantum device. To that end, given a quantum
state ρ ∈ D2n , an n-qubit Hamiltonian H and an error
parameter  > 0, define the sets:
C(ρ,H, ) = {σ ∈ D2n : tr (H (σ − ρ)) ≤ ‖H‖}.
That is, σ ∈ C(ρ,H, ) if its energy is at most ‖H‖ larger
than that of ρ. We will then say that σ performs approxi-
mately as well as Φ(ρ) to optimize H, where Φ is as usual
a noisy quantum device with input ρ, if σ ∈ C(Φ(ρ), H, ).
The goal of our framework will be to find a Gibbs state σ˜
that is in C(Φ(ρ), H, ) for a given device and noise levels.
We will now prove the convergence of the update rule of
mirror descent for completeness:
Lemma 4. Let ρ be a quantum state. Fix a Hamiltonian
H0 and let σ0 = e
−H0/Z0. Suppose that for some other
Hamiltonian H we have:
tr (H (σ0 − ρ)) ≥ ‖H‖.
Set H1 = H0 +

2‖H‖H. Then, the Gibbs states σ1 =
e−H1/Z1 obeys
D(ρ‖σ1)−D(ρ‖σ0) ≤ −
2
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Proof. We have:
D(ρ‖σ1)−D(ρ‖σ0) =
tr (ρ(H1 −H0) + log
(
tr(exp(−H1))
tr(exp(−H0))
)
By construction, H1 − H0 = 2‖H‖H and the first
term equals 2‖H‖ tr(Hρ). The logarithmic ratio
can be bounded by 2‖H‖ tr(Hσ1) and we refer to
[22][Proof of Lemma 3.1] for a derivation based on the
Peierls-Bogoliubov inequality. Adding and subtracting

2‖H‖ tr(Hσ0), we conclude
D(ρ‖σ1)−D(ρ‖σ0)
≤ 
2
(
tr
(
H
‖H‖ (σ1 − σ0)
)
+ tr
(
H
‖H‖ (ρ− σ0)
))
≤ 
2
(
1
2‖σ1 − σ0‖tr + tr
(
H
‖H‖ (ρ− σ0
))
,
Here we used Hellstrom’s bound to get
1
2‖σ1 − σ0‖tr ≥ tr
(
H
‖H‖ (σ1 − σ0)
)
.
In terms of The claim now follows from noticing that σ0
and σ1 must be close in trace distance. [72, Lem. 16]
implies 12‖σ1 − σ0‖tr ≤ exp( 4 )− 1 ≤ 2 .
That is, as long as we have not converged to a state
in σ˜ ∈ C(ρ,H, ), updating the Hamiltonian of the Gibbs
state gives rise to a state that is closer to the target state
in relative entropy. Let us now see how this can be used
to prove Lemma 2, which we now restate here for the
reader’s convenience. Before stating the Lemma, let us
remark that the statement below is worse by a factor of
1/4 for the required relative entropy compared to that of
Lemma 2. That is, here we required the Gibbs state with
Hamiltonian 4λ‖H‖H instead of
λ
‖H‖H. This is because in
the case of σ being maximally mixed state it is straight-
forward to obtain this slightly improved statement from
the formulation of the relative entropy, as we show later
in Cor. 1.
Lemma 5. Let Φ(ρ) be the output of a noisy quantum de-
vice and for some quantum state σ > 0 let H∞ = log(σ)
and D(Φ(ρ)||σ) = tr (Φ(ρ) (log(Φ(ρ))− log(σ))) be their
relative entropy. Then for any Hamiltonian H there is a
λ ∈ [0, D(Φ(ρ)||σ)] such that the state σ˜ defined as
σ˜ = exp
(
−H∞ − 4λ‖H‖H
)
/Z (31)
satisfies:
tr (H (σ˜ − Φ(ρ))) ≤ ‖H‖. (32)
That is, σ˜ ∈ C(ρ,H, ).
Proof. We will prove this by contradiction. Suppose
that for no λ ∈ [0, D(Φ(ρ)||σ)] we have that σ˜ satisfies
Eq. (32). Define the sequence of states
σt = exp
(
−H∞ − t
4‖H‖H
)
/Zt
for t ≥ 0. Note that by our assumption, we have for all
t ∈ [0, 4−2D(Φ(ρ)||σ)] that:
tr (H (σt − Φ(ρ))) > ‖H‖.
Thus, it follows from 4 that:
D(Φ(ρ)‖σt+1)−D(Φ(ρ)‖σt) ≤ −
2
4
.
We conclude that
D(Φ(ρ)||σt) ≤ −t 
2
4
+D(Φ(ρ)||σ0). (33)
If we pick t = d4−2D(Φ(ρ)||σ)e, we get that
D(Φ(ρ)||σt) < 0,
which contradicts the positivity of the relative entropy.
Note that the Lemma above only ensures that the state
σ˜ reproduces approximately the same energy as the out-
put of the noisy circuit. It does not promise us that
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the state σ˜ approximates the output Φ(ρ) for other ob-
servables. This is because as soon as σ˜ ∈ C(Φ(ρ), H, ),
we do not have any information on how to update the
Hamiltonian of σ˜ solely based on the energy and further
expectation values are required to ensure convergence.
However, a close inspection of the proof above shows
that if the value of t we need to observe comparable ener-
gies to Φ(ρ) is high, then we are ensured that σ˜ is a good
approximation to Φ(ρ). Indeed, we see from Eq. (33)
that:
1
2
‖Φ(ρ)− σt‖2tr ≤ D(Φ(ρ)||σt)
≤ −t 
2
4
+D(Φ(ρ)||σ0).
Thus, if the λ required to observe similar energies to Φ(ρ)
is of order D(Φ(ρ)||σ0), then we are also guaranteed a
good global approximation.
B. Entropic convergence in quantum circuits
The goal of this subsection is to obtain the entropic
convergence required for our framework. Let us start
by bounding the convergence of the entropy in discrete
time, i.e. in quantum circuits. The main technical result
we need for this is the data-processed inequality of [73,
Theorem III.1]. It asserts that for a quantum channel P
and states ρ, σ and σ′ we have:
D(P (ρ)‖σ) ≤ D(ρ‖σ′) +D∞(P (σ′)‖σ).
We then have:
Lemma 6. Let T :M2n →M2n be a quantum channel
with fixed point σ that satisfies a strong data-processing
inequality with constant α > 0. That is,
D(T (ρ)||σ) ≤ (1− α)D(ρ||σ)
for all states ρ. Then for any other quantum channels
Φ1, . . . ,Φm :M2n →M2n we have:
D(©mt=1( Φt ◦ T )(ρ)||σ) ≤ (1− α)mD(ρ||σ)+
m−1∑
t=0
(1− α)m−tD∞(Φt(σ)||σ), (34)
where
D∞(ρ||σ) = log(‖σ− 12 ρσ− 12 ‖).
Proof. We will prove this by mathematical induction. For
m = 1, this follows from the data-processed triangle in-
equality of [73, Theorem III.1]. Following their notation
with P = Φ and σ′ = σ we have:
D( Φ1 ◦ T )(ρ)||σ) ≤ D(T (ρ)||σ) +D∞(Φ1(σ)||σ). (35)
Let us now assume the claim to be true for m = k and
let us show it for m = k + 1. We have:
D((©k+1t=1 ( Φt ◦ T )(ρ)||σ) ≤ (1− α)kD( Φk+1 ◦ T )(ρ)||σ)+
k−1∑
t=0
(1− α)m−tD∞(Φt(σ)||σ) (36)
by our induction hypothesis. Applying Eq. (35) to the
first term in Eq. (36) and applying the strong data-
processing inequality we obtain the claim.
The lemma above yields a good estimate on the decay
of the relative entropy in two (not mutually exclusive)
scenarios. First, when the state σ = e−γH1/tr(e−γH1) is
a high temperature Gibbs state. Indeed, in this case we
have, as mentioned before, that D∞(Φ(σ)||σ) ≤ 2γ‖H1‖.
Thus, the second term in (34) will be small irrespective
of the unitaries being implemented if γ  ‖H1‖−1. In
particular, in the doubly stochastic case, i.e. σ = I2n , we
have D∞(Φ(σ)||σ) = 0. The second scenario is the one in
which the quantum circuit approximately preserves the
fixed point at late times of the evolution, i.e. Φt(σ) ' σ
for all t ≥ m0. In this case, the (1 − α)m−t prefac-
tor makes sure that the contribution of D∞(Φt(σ)||σ) is
small for t ≤ m0 and D∞(Φt(σ)||σ) is small by our as-
sumption that Φt(σ) ' σ for t > m0. For instance, this
could be the case for a circuit consisting overwhelmingly
of diagonal gates at the end of the computation under
decoherence, that is, σ a diagonal state. A concrete ex-
ample of such a circuit would be the quantum Fourier
transform.
IX. QUANTUM ANNEALERS
A. Entropic convergence in quantum annealers
The statement of Lemma 6 allows us to analyse the en-
tropic convergence of circuits in discrete time. Let us now
generalize these results to quantum annealers under uni-
form noise. The first step will be to generalize Lemma 6
for a fixed Lindbladian and a fixed Hamiltonian:
Lemma 7. Let L :M2n →M2n be a Lindbladian with
fixed point σ satisfying a MLSI with constant α > 0.
Moreover, let H : M2n → M2n be given by H(X) =
i[H,X] for some Hamiltonian H. Then for all states ρ
and times t > 0:
D(et(L+H)(ρ)||σ) ≤ e−αtD(ρ||σ)
+ α−1(1− e−αt)‖σ− 12 [H,σ]σ− 12 ‖.
Proof. Denote by Tm = e
t
mL and Φm = e
t
mH for some
m ∈ N. By the Lie- Trotter formula we have:
lim
m→∞(ΦmTm)
m = et(L+H).
17
By Lemma 6 we have for all m:
D((Φm ◦ Tm)m(ρ)||σ) ≤ e−tαD(ρ||σ)+
m∑
t=1
e−
αt
mD∞(Φm(σ)||σ),
as each Tm contracts the relative entropy by e
−αtm . First,
we can sum the geometric series and see that
m∑
t=1
e−
αt
m =
(1− (e−tα))
1− e−αt/m
Let us now bound the limit:
lim
m→∞
(1− (e−tα))
1− e−αt/m D∞(Φm(σ)||σ).
By a Taylor expansion:
(1− (e−tα/2))
1− e−αt/m =
1− (e−tα))
αt+O(m−1)m.
Thus, let us bound the limit
lim
m→∞mD∞(Φm(σ)||σ).
As log(1 + x) ≤ x, we have:
mD∞(Φm(σ)||σ) ≤ m
(
‖σ− 12 e tmH(σ)σ− 12 ‖ − 1
)
.
Performing a Taylor expansion of e
t
mH followed by a tri-
angle inequality we see that
‖σ− 12 e tmH(σ)σ− 12 ‖ ≤ 1 + t
m
‖σ− 12 [H,σ]σ− 12 ‖+O
(
t2
m2
)
.
We conclude that
m
(
‖σ− 12 e tmH(σ)σ− 12 ‖ − 1
)
≤ t‖σ− 12 [H,σ]σ− 12 ‖+O
(
t2
m
)
,
which gives:
lim
m→∞
(1− (e−tα))
1− e−αt/m D∞(Φm(σ)||σ) ≤
(1− e−tα)
α
‖σ− 12 [H,σ]σ− 12 ‖
This allows us to control the scaling of the relative
entropy with a fixed Hamiltonian term and gives the fol-
lowing simple corollary:
Corollary 2. Let S1,S2, . . . ,Sm be Lindbladians of the
form Sl = L + Hl. Here L is a fixed Lindbladian with
fixed point σ > 0 satisfying a MLSI with constant α > 0.
Then for all states ρ and times t1, . . . , tm:
D(©ml=1etlStl (ρ)||σ) ≤ e−αTD(ρ||σ)
+ α−1
m∑
l=1
e−αTl(1− e−αtl)‖σ− 12 [Hl, σ]σ− 12 ‖ (37)
with Tl =
l∑
j=1
tl.
Proof. We will prove the claim by mathematical induc-
tion. For m = 1, the claim is just Lemma 7. Assume the
claim is true for all n ≤ k. It follows from our induction
hypothesis that:
D(©k+1l=1 etlStl (ρ)||σ) ≤ e−TkD(etk+1Sk+1(ρ)||σ)
+ α−1
k∑
l=1
e−αTl(1− e−αtl)‖σ− 12 [Hl, σ]σ− 12 ‖
It again follows from Lemma 7 that:
e−TkD(etk+1Sk+1(ρ)||σ) ≤ e−Tk+1D(ρ||σ)
+ α−1
k+1∑
l=1
e−αTl(1− e−αtl)‖σ− 12 [Hl, σ]σ− 12 ‖,
which yields the claim.
The next step is to consider the evolution of a Lind-
bladian with a time-dependent Hamiltonian but uniform
dissipative part and bound its relative entropy. That
is, let L : M2n → M2n be a Lindbladian with fixed
point σ. Moreover, let Ht : M2n → M2n be given by
Ht(X) = i[Ht, X] for some time-dependent Hamiltonian
Ht. Letting ρ(t) be the solution to
d
dt
ρ(t) = St(ρ(t)), ρ(0) = ρ,
for some initial state ρ one can show that ρ(t) = Tt(ρ)
with
Tt(ρ) = lim
n→∞©
n
l=1e
t
nStl (ρ).
Our strategy to estimate the convergence of the relative
entropy Tt will be to apply the previous bounds for each
e
t
nStl individually and then take the n → ∞ limit. We
then obtain
Theorem 2. Let L : M2n → M2n be a Lindbla-
dian with fixed point σ satisfying a MLSI with constant
α > 0. Moreover, let Ht : M2n → M2n be given by
Ht(X) = i[Ht, X] for some time-dependent Hamiltonian
Ht. Moreover, let Tt be the evolution of the system under
the Lindbladian St = L+Ht from time 0 to t. Then for
all states ρ and times t > 0:
D(Tt(ρ)||σ) ≤ e−αtD(ρ||σ)
+
t∫
0
dτe−α(t−τ)‖σ− 12 [Ht, σ]σ− 12 ‖. (38)
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Proof. We have
Tt(ρ) = lim
n→∞©
n
l=1e
t
nStl (ρ)
with tl =
tl
n . It follows from Cor. 2 for any fixed n,time
t ≥ 0 and initial state ρ we have:
D(©nl=1e
l
nLtl (ρ)||σ) ≤ e−αtD(ρ||σ)
+ α−1
n∑
l=1
e−α
nt−tl
n (1− e−αn )‖σ− 12 [Htl , σ]σ−
1
2 ‖. (39)
We will now take the limit n → ∞ for a fixed t. First
note that:
α−1
n∑
l=1
e−α
nt−tl
n (1− e−αn )‖σ− 12 [Htl , σ]σ−
1
2 ‖ =
n∑
l=1
1
n
e−α
nt−tl
n ‖σ− 12 [Htl , σ]σ−
1
2 ‖+O
(
1
n2
)
by performing a Taylor expansion of the (1− e−αn ) term.
We conclude that
lim
n→∞α
−1
n∑
l=1
e−α
nt−tl
n (1− e−αn )‖σ− 12 [Htl , σ]σ−
1
2 ‖ =
lim
n→∞
n∑
l=1
1
n
e−α
nt−tl
n ‖σ− 12 [Htl , σ]σ−
1
2 ‖ =
t∫
0
dτe−α(t−τ)‖σ− 12 [Hτ , σ]σ− 12 ‖.
This yields the claim.
As Lemma 6 was the main building block to prove
this bound, it should come as no surprise that Theo-
rem 2 performs well in the regimes in which Lemma 6
does too. That is, either for σ a high temperature Gibbs
state or [Ht, σ] = 0. In the first case, the commutator
‖σ− 12 [Htl , σ]σ−
1
2 ‖ is small for all times. In the second
case we, have that the evolution will leave σ approxi-
mately invariant at the end of the computation, result-
ing in small values ‖σ− 12 [Htl , σ]σ−
1
2 ‖ irrespective of the
temperature. On the other hand, the contribution of
‖σ− 12 [Htl , σ]σ−
1
2 ‖ at the beginning of the computation
is exponentially suppressed in the integral in Eq. (38),
even for σ a Gibbs state at very high inverse tempera-
ture. This phenomenon is illustrated in the main text
with annealers supposed to prepare the ground state of
a classical Hamiltonian and σ a diagonal quantum state.
B. Noise model for adiabatic quantum computation
To the best of our knowledge, spontaneous emissions,
decoherence and control errors are the main sources of
noise in superconducting qubits [45], the leading plat-
form for state of the art implementations of quantum
annealers. We will now demonstrate our technique on a
Lindbladian reflecting these sources of noise. In order not
to overcomplicate the presentation, we will assume that
there is no cross-talk between the qubits and that each
term of the Lindbladian only acts on one qubit. More-
over, we will model the control error as follows. At each
time s, instead of implementing the Hamiltonian Hs we
implement the random Hamiltonian
H˜s =
∑
i∼j
(ai,j + ξ
z,z
i,j (s))ZiZj
+
∑
i
(bi + ξ
z
i (s))Zi −
∑
(Γi(s) + ξ
x
i (s))Xi,
where ξzi , ξ
x
i is white noise with the same standard devi-
ation r3 and mean 0. But it is straightforward to adapt
our techniques to other noise models. Moreover, as we
will see later, the ξz,zi,j control errors will only lead to extra
dephasing that does not influence our analysis. Thus, we
will set the ZiZj control errors to 0. All these assump-
tions lead to a Lindbladian with L given by L = ∑i Li,
where Li acts on qubit i and has the terms:
Li = r1Lamp + r2Ldeph + r3Lcont, (40)
where Lamp is the amplitude damping term, Ldeph the
dephasing and Lcont the control error. One can show
that under our white noise assumption, the control error
is given by:
Lcont(ρ) = XρX + ZρZ − 2ρ.
We refer to e.g. [74] for a derivation of this term. Each
local term Li then acts as:(
a b
c d
)
7→(
r1d+ r3(d− a) −(3r3 + r2 + r12 )b+ r3c−(3r3 + r2 + r12 )c+ r3b −r1d+ r3(a− d)
)
on 2 × 2 matrices. Moreover, we assume for simplicity
that the noise rates r1, r2 and r3 are the same on each
qubit. One can then easily solve Li(σ) = 0 for a state
σ and conclude that the fixed point of this evolution is
given by
σ =
( r1+r3
r1+2r3
0
0 r3r1+2r3
)
. (41)
Thus, we see that in the regime r1  r3, the fixed point is
essentially the |0〉 state, for r3  r1 we have a state close
to maximally mixed state and for r1 ' r3 we have the
state 23 |0〉〈0|+ 13 |1〉〈1|. Note that we can write Li as Li =
(r1 + 2r3)Lσ +L′, where Lσ(ρ) = tr (ρ)σ− ρ and L′ is a
Lindbladian s.t. L′(σ) = 0. This implies that Li satisfies
a MLSI with the same constant as (r1+2r3)Lσ. This gives
a MLSI for L with α(r1, r3) = r1 + 2r3 [44, Theorem 19].
Note that the constant r2 does not influence the fixed
point or the relative entropy convergence. This is why
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we have not added the extra dephasing generated by the
control errors of the ZiZj terms. This also indicates that
our convergence analysis is suboptimal for small times.
Indeed, as we pick our initial state as |ψ0〉 = |+〉⊗n, it is
not difficult to see that the initial convergence rate scales
like r1 + 2r3 + r2. However, at the end of the evolution
we expect the state to mostly be diagonal and, thus, the
action of the dephasing noise is negligible. We conclude
that for large times the convergence rate is indeed of the
order r1 + 2r3. It should also be noted that some works
suggest that the dephasing noise actually occurs in the
eigenbasis of Hs [46]. As argued in this work, if the state
at time s is close to the ground state of Hs, the effect of
dephasing in the eigenbasis of Hs is negligible. On the
other hand, note that the dephasing obtained because of
the ZiZj terms is necessarily in the computational basis.
C. Computations required for linear path
Here we gather the computations required to exem-
plify how inequality (12) behaves for the path Hs =
s
TH0 +
(
1− tT
)
HI if we evolve from the initial state
ρ = |+〉〈+|⊗n under Ss from 0 to T . We will assume that
the noise models is given as in Eq. (40) with fixed point σ
given by the tensor product of the state in Eq. (13). Note
that as HI commutes with σ, we obtain from Eq. (12)
that:
D(TT (ρ)||σ) ≤
e−αTD(ρ||σ) +
T∫
0
dτe−α(T−τ)
(
1− τ
T
)
‖σ− 12 [H0, σ]σ− 12 ‖.
(42)
Integrating Eq. (42), we obtain:
D(TT (ρ)||σ) ≤ e−αTD(ρ||σ)
+
1
α2T
(
1− e−αTαT − e−αT ) ‖σ− 12 [H0, σ]σ− 12 ‖. (43)
By a triangle inequality and noting that the state σ com-
mutes with the Zi terms, we can further bound the com-
mutant by:
‖σ− 12 [H0, σ]σ− 12 ‖ ≤
∑
i
|Γi|‖σ− 12 [Xi, σ]σ− 12 ‖.
It will be convenient to reparametrize the state as σ =
(eγ + e−γ)−n ⊗ni=1 eγZi for γ = 12 log
(
r1+r3
r3
)
and let
r = r1+2r3. One can then show that ‖σ− 12 [Xi, σ]σ− 12 ‖ =
2 sinh(γ). Putting all these elements together, we con-
clude that with this noise model the relative entropy after
evolving the system for time T is bounded by
D(TT (|+〉〈+|⊗n)||σ) ≤ e−rTn log(2 cosh(γ))
+
2 sinh(γ)
(
1− e−rT rT − e−rT )
r2T
nΓ. (44)
For the sake of conciseness, denote the r.h.s. of Eq. (44)
by nf(γ, r, T,Γ) with
f(γ, r, T,Γ) = e−rT log(2 cosh(γ))
+
2 sinh(γ)
(
1− e−rT rT − e−rT )
r2T
Γ. (45)
In terms of the noise rates and simplifying the expressions
a bit we have:
f(r1, r3, T,Γ) ≤ e−(r1+2r3)T log
(
r1 + 2r3√
r3(r1 + r3)
)
+ r1
1− e−(r1+2r3)T (r1 + 2r3)T − e−(r1+2r3)T√
r1 + r3(r1 + 2r3)2T
Γ.
