In this paper, we seek to produce forecasts of commodity price movements that can systematically improve on naïve statistical benchmarks. We revisit how well changes in commodity currencies perform as potential efficient predictors of commodity prices, a view emphasized in the recent literature. In addition, we consider different types of factor-augmented models that use information from a large data set containing a variety of indicators of supply and demand conditions across major developed and developing countries. These factor-augmented models use either standard principal components or the more novel partial least squares (PLS) regression to extract dynamic factors from the data set. Our forecasting analysis considers ten alternative indices and sub-indices of spot prices for three d ifferent commodity classes across different periods. We find that, of all the approaches, the exchange-rate-based model and the PLS factor-augmented model are more likely to outperform the naïve statistical benchmarks, although PLS factor-augmented models usually have a slight edge over the exchange-rate-based approach. However, across our range of commodity price indices we are not able to generate out-of-sample forecasts that, on average, are systematically more accurate than predictions based on a random walk or autoregressive specifications.
Introduction
In a June 2008 speech, significantly titled "Outstanding Issues in the Analysis of Inflation", Federal Reserve Chairman Bernanke [3] singled out the role of commodity prices among the main drivers of price dynamics, "underscoring the importance for policy of both forecasting commodity price changes and understanding the factors that drive those changes". While inflationary pressures were very much in the minds of monetary policymakers across the globe at that time, the macroeconomic outlook changed rapidly and dramatically in the months following the speech. During the second half of 2008 the global economy experienced the near-collapse of trade volumes, and the associated rapid plunge in commodity prices was the harbinger of pervasive disinflation risks. At the time of this writing (summer 2009) a few signs of an approaching recovery have re-emerged worldwide. Once again, a tentative rally in commodity prices is resurrecting inflationary threats.
Are they justified? Are they premature? The answers to these questions depend on a long list of variables, and are subject to many caveats. First, pass-through of commodity price swings to final retail prices takes time; [25] reports estimates of an average propagation lag of about 9-12 months for the transmission of oil price shocks, and up to 30 months for the transmission of food price shocks. Second, intensity of use affects a country's CPI vulnerability to commodity price swings. For instance, energy intensity is typically lower in advanced economies than in emerging and developing countries, and food expenditure represents over one-third of consumption in emerging economies, but only one tenth of consumption in advanced economies. Third, monetary policy credibility matters. Under regimes of high credibility, changes in the prices of oil, industrial metals and agricultural commodities can have a significant impact on headline inflation without unmooring medium-term inflation expectations. But expectations under weak policy credibility depend on current and past inflation, enhancing the impact of commodity price shifts on core inflation. Fourth, exchange rates can amplify or mitigate the transmission mechanism, as commodities are typically priced in dollars, while retail prices are denominated in local currencies (according to [25] , a 1 percent effective dollar depreciation raises oil prices in dollars by more than 1 percent). only on the information embedded in observed past movements of commodity currencies, as in CRR, and two variants of a factor-augmented regression model that makes use of information from a relatively large dataset, as described below. The purpose of our exercise is ultimately to provide an agnostic but reasonably systematic look at the global roots of commodity price dynamics. Rather than attempting to answer questions such as "why are commodity prices so high or so low "and "how long are they going to stay where they are", our contribution has the more modest purpose of providing an empirical assessment of the extent to which information embedded in indicators of global economic developments may help in predicting movements of commodity prices by improving upon the naive statistical benchmarks or the CRR approach.
The main conclusions of the paper can be summarized as follows. We are able to provide some mild corroboration for the CRR results. For one specific commodity index, at the shortest forecasting horizons (up to one-quarter ahead), the predictions of an exchange rate-based model are significantly better than those based on a random walk, although they do not outperform an autoregressive specification; at the one-year ahead horizon, the performance is reverted, as the CRR model significantly outperforms the autoregressive benchmark but not the random walk. When other indices are considered, the results are nuanced but generally satisfactory. We also find that a model encompassing principal components extracted from a panel of global economic explanatory variables generally performs poorly. We obtain more promising results when we replace the principal components approach with a different methodology (a partial least squares factor-augmented model), suggesting that information from a larger set of macrovariables can have some predictive power. However, across commodity indices we cannot generate forecasts that are, on average, structurally more accurate and robust than those based on a random walk or autoregressive specifications.
The paper is organized as follows. Section 2 provides a synthetic survey of the different arguments used to rationalize and predict shifts in commodity prices. Section 3 describes the methodology used in constructing our exchange rate-based and factor-augmented regression models and assessing their forecasting properties against the naive statistical benchmarks. Section 4 reports and discusses our results. Section 5 concludes.
Toward an interpretive framework for commodity price cycles
In retrospect, and with the advantage of hindsight, one can always attempt to rationalize movements of commodity prices in terms of supply and demand fundamentals. 4 For instance, take the case of oil prices during the recent episode. Hamilton [20] emphasizes that, while historical oil price shocks were primarily caused by physical disruptions of supply, the price run-up of 2007-08 was caused by strong demand confronting stagnating world production and little spare capacity. 5 A mismatch between strong demand growth and increasing intensity of GDP in countries such as China on the one hand, 6 and slow-growing supply capacity due to sluggish investment until the early 2000s on the other hand, similarly explains the path of industrial metals (see [34] ). As far as food prices were concerned, weather shocks and supply bottlenecks certainly played a role in the recent cycle. But the decline in global inventory in the mid-2000s was mainly the result of strong growth of consumption in emerging and developing economies. Also, attempts to avoid the consequences of rising fuel prices by exploring alternative sources of energy led governments to revise their biofuel mandates and subsidize production. The outcome was soaring demand from biofuel producers for corn and some vegetable oils. Because of corn-based ethanol production in the U.S., about 30 percent of the entire corn crop was diverted toward production of biofuels (see [25] ).
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Understanding long-run trend movements in fundamentals, however, does little to enhance our ability to predict the extent, persistence, or volatility of changes in short-term supply and demand, nor their effects on commodity prices. Take once again the case of oil. The argument can be made that increasing extraction costs in marginal fields imply that future capacity will be built at higher costs. At the same time, short-term demand price elasticity is likely to remain rather low (below 0.1 according to most estimates), even though income elasticities are somewhat higher. 8 As a result, small revisions in the expected path of future supply expansion can have large and highly volatile effects on expected future prices. Heuristically, one can understand the difficulties related to predicting oil price changes by visualizing the market for oil as the overimposition of a virtually vertical line (inelastic demand) with another vertical line (inelastic supply). While the quantity traded is not in doubt, the equilibrium price in such market is very much in the eye of the beholder. Minor movements of either curves, related to small adjustments in inventories or marginal changes in extraction decisions, can have sizable (and unpredictable) effects on prices.
9 Similar considerations may apply, ceteris paribus, to other commodity classes.
The extent and volatility of recent swings have prompted some observers to dismiss attempts to rationalize and predict commodity price movements in terms of fundamentals, and focus instead on the role of other factors such as speculative behaviors in the futures markets. The basic idea is that speculative strategies that drive futures prices up must be reflected in higher spot prices today regardless of long-term fundamentals, otherwise agents would have an incentive to accumulate inventories which could be sold later at higher prices. More generally, commodity prices are forward-looking variables that reflect and process expectations about future price changes. The effects of speculative and forwardlooking behaviors are likely to be stronger in an environment of rapid declines in short-term interest rates, lowering the opportunity cost of physical commodity holding as emphasized by Frankel [15] , and prompting investors in money-market instruments to seek higher yields in alternative asset classes such as commodity futures. In this light, very rapid declines of short-term rates in early 2008 may have "fanned the flames of commodity speculation" as
Hamilton [20] puts it.
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The jury is still out on whether speculation can effectively drive spot prices. A 2008 report of the Interagency Task Force on Commodity Markets [24] did not find speculation behind higher oil prices: if anything, speculators tended to react after, rather than in anticipation of, price changes. 11 Skeptic rebuffs of the speculation theory point out that of U.S. consumers to oil price increases was relatively muted due, among other factors, to the low share of gasoline in consumption spending. By 2007-8 energy had returned to an importance for a typical budget not seen since the 1970s, ehnancing the sensitivity of consumers' behaviors to bad news about energy prices (see [20] ). 9 The observed large volatility in the rate of change of non-renewable minerals and fossil fuels, as well as the absence of long-term positive trends makes it difficult to reconcile the empirical evidence with the prescriptions of the Hotelling's rule [23] . According to this rule, the price of non-renewable resources should be growing continuously at a rate that tends towards the rate of interest as the share of cost in price gets smaller and smaller over time. For a recent assessment see Gauded [16] .
10 See also Akram [1] .
11 However, at the time of this writing, it has been reported that the U.S. Commodity Futures Trading Commission plans to issue a new report suggesting speculators actually played a significant role in driving wild swings in oil prices, thus reverting its earlier position. speculation in the futures market can raise spot prices to the extent that it is accompanied by increasing physical hoarding. But there is no systematic inventory hoarding evidence in recent episodes of high volatility in spot commodity prices. If anything, oil inventories were moving downward, not upward at the time of sharpest price movements, suggesting that inventory changes served to mitigate rather than aggravate the magnitude of oil price shocks (see [24] ). A related mechanism linking futures and spot prices requires current production to be foregone (including the deliberate choice to keep oil in the ground) in response to anticipated higher future prices. The fact is that, to rationalize a speculationbased interpretation of the oil shocks of 2007-08, one needs a combination of two elements: low price elasticity of demand and failure of physical production to increase. But these are precisely the two key ingredients of a fundamentals-only explanation as pointed out by Hamilton [20] , so that, ultimately, the two approaches are observationally equivalent.
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One could argue that, regardless of speculation, futures prices should help to predict the direction of future price movements, as they efficiently incorporate information available to market participants. But futures prices provide, at best, highly noisy signals about future spot prices. 13 The difference between the futures price and the current spot price (or futures basis) is not in itself an indicator of the expected direction of change of spot commodity prices, as it reflects both the expected decline in the spot price and a risk premium. Gorton and Rouwenhorst [19] suggest that the basis "seems to carry important information about the risk premium of individual commodities", somewhat downplaying the role of market expectations about the expected spot return. Also, it is unclear whether prices in relatively illiquid segments of the futures market such as longer-dated contracts can be considered unbiased and effective aggregators of information.
A different -and more promising -approach exploits the forward-looking nature of a different category of asset prices, namely exchange rates. As shown forcefully by Engel and
West [14] , bilateral exchange rates between any pair countries reflect expectations about future changes in the underlying relative economic fundamentals. Therefore, exchange rates of predominantly commodity-exporting economies vis-à-vis, say, the U.S. should reflect expectations about demand and supply conditions in world commodity markets. This is the rationale for the finding by CRR [8] that commodity exchange rates can be remarkably effective predictors of future commodity prices. CRR observe that primary commodity products represent a key component of output in the five commodity-exporting countries under consideration, affecting a large fraction (between 25 and more than 50 percent) of their 12 See also Slade and Thille [30] . 13 For a survey of the evidence see Bowman and Husain [6] .
export earnings. At the same time these countries are too small to have monopoly power on international relative prices through the manipulation of the supply of their exports, so that global commodity price changes end up representing sizable term of trade shocks for these countries. Market expectations of these changes are priced into current exchange rates, through standard forward-looking mechanisms. Ultimately, observable movements in a small number of exchange rates embed valuable information on the direction of change of future commodity prices, making commodity currencies significantly better predictors than standard approaches based on traditional statistical models (such as a random walk or a mean-reverting autoregressive process).
In light of the above considerations, a pragmatic approach to commodity prices forecasting is to use information from a large variety of indicators of supply and demand conditions across major developed and developing countries, complementing the forecasting power of commodity currencies with the one embedded in global economic developments. The set of macro-economic time series we consider includes industrial production, business and consumer confidence data, retail sales volumes, unemployment rates, core consumer prices (excluding food and energy), money aggregates and interest rates, as well as data on inventories and production of industrial metals, oil, natural gas and coal, and more unusual variables such as the Baltic Dry Index (BDI) -an index which captures the average price of ocean shipping, aggregating price of many different routes and types of shipping vessels.
The complete list of variables we consider can be found in the Data Appendix.
3 Methodological issues
Three specifications of the forecasting equation
In what follows we focus on the performance of direct forecasts from fundamentals-based regressions for a number of commodity price indices.
14 Following standard practice in the forecasting literature, we use an autoregressive (AR) model as the forecasting benchmark for such regressions and the unconditional mean. The AR benchmark model in the context of direct forecasting can be written as
with p t = ln(P t ) and P t is a commodity price index, ∆p t+h,t = p t+h − p t for the forecasting horizon h > 0 and ∆p
The number of lagged 14 While the time-series reduced-form approach of the paper provides a simple and flexible framework for our forecasting exercise, it sacrifices the information embedded in a medium-or large-scale econometric model. As an example of a stochastic dynamic general-equilibrium model dealing with the transmission of commodity prices in the global economy see [13] .
first differences k in (1) is determined by sequentially applying the standard [29] Schwarz's Bayesian information criterion (BIC) starting with a maximum lag order of k = k max down to p = 1. The unconditional mean benchmark is simply:
which implies a random walk (RW) forecast for the level of the forecast variable p t .
The benchmark models in (1) and (2) use solely the information embedded in the commodity price time series itself. However, when forecasting commodity price changes, it might useful to incorporate information from additional, theoretically relevant, variables.
For instance, [8] explore the usefulness of commodity exchange rates to predict commodity prices. Consistently, we follow [8] and modify (1) by adopting the following specification for the exchange rate-based model :
In ( However, from a forecasting vantage point it might be useful to exploit information from a set of economically relevant variable larger than just commodity exchange rates. For this purpose, factor-augmented regressions provide a convenient approach. One seminal application of the use of factor-augmented regressions is Stock and Watson [32] , where a limited number of principal components extracted from a large data set are added to a standard linear regression model, that is then used to forecast key macroeconomic variables. [31] and Bai [2] formalized the underlying asymptotic theory, which allows the use of principal components to identify the common factors in very large data sets. Our factor-augmented regressions adhere to the following specification:
Stock and Watson
Following [32] we take our T × N matrix of N indicator variables X = (x 1 · · · x T ) and normalize this such that the variables are in zero-mean and unity variance space, which results in the T × N matrixX. We then compute the r eigenvectors of the N × N matrix X X that correspond to the firstr largest eigenvalues of that matrix. By post-multiplying X with these eigenvectors we obtain the estimated factors f P C i,t used in (4). The drawback of the aforementioned factor-augmented regression approach is that the use of principal components does not always guarantee that the information extracted from a large number of predictors is particularly useful in the context of the forecasting exercise.
Boivin and Ng [4] make it clear that if the forecasting power comes from a certain factor, this factor can be dominated by other factors in a large data set, as the principal components solely provide the best fit for the large data set and not for the target variable of interest. We therefore consider an alternative to principal components in which only factors relevant for modeling the target variable, commodity price changes in our case, are extracted from the predictor variable set. One possible approach is partial least squares (PLS) regression. As Groen and Kapetanios [17] show, PLS regression outperforms the usual principal components-based approach both in simulations and empirically, and especially when the underlying factor structure is weak. 15 We implement PLS regression by constructing the factors as linear, orthogonal combinations of the (normalized) predictor variables assembled in the T ×N matrixX = (x 1 · · ·x T ) , such that the linear combinations maximize the covariance between the h-period ahead commodity price changes and each of the common components constructed from the predictor variables. In practice, we specify the corresponding factor-augmented regression model as:
where the PLS factors are extracted according to a similar scheme as in [17] , namely: 
. , T − h. Construct the i-th
PLS factor by taking the linear combination given by w i v t and denote this factor by
15 One condition under which principal components provide consistent estimates of the unobserved factor structure in a large data set is when these factors strongly dominate the dynamics of the series in such a data set relative to the non-factor components of the data (see, e.g., [2] ). However, in practice factors might not dominate the non-structural dynamics as strongly as assumed in the underlying asymptotic theory, which will affect the accuracy of the factors estimated through principal components. PLS regression, on the other hand, will also result in consistent factor estimates in the latter case -see [17] .
Regress u t and v
Denote the residuals of these regressions byũ t andṽ l,t respectively.
4. If i = r stop, else set u t =ũ t , v l,t =ṽ l,t l = 1, .., N and i = i + 1 and go to step 2.
Selecting the optimal number of factors in the aforementioned factor-augmented regression approaches is a crucial issue, as is the optimal lag order. Moreover, this selection process is complicated by the fact the factors in (4) and (5) are generated regressors. In finite samples, the estimation error from a generated regressor will add to the overall estimation error variance in a regression. So in determining whether to include a regressor one should balance in the standard case the increase in goodness of fit with adding the noise of an extra free parameter, whereas in the case of a generated regressor this trade-off is between improvement of fit and adding noise of both an extra parameter as well as an extra, estimated, variable. The latter model selection problem rules out the usage of standard measures such as BIC. Instead, in the cases of (4) and (5) we adopt a factor-and lag-order selection criterion that is proposed in [18] . The following information criterion is valid for both regressions (4) and (5) under the framework spelled out in Theorem 2 of [18] :
whereσˆ is the standard OLS variance estimator. The third right hand side term in this BICM measure is a penalty term for adding the estimated factors to regressions (4) and (5), which is motivated by the result that when in the underlying panel of predictor variables T, N → ∞ the factors will become observed. Therefore, the dimensions of this underlying panel determine the penalization for the number of factors in finite samples. Hence, searching for the optimal values of the modified IC in (6) will provide the econometrician with a consistent, simultaneous, estimate of the optimal values of r and k in regression (4) and (5).
Assessing the forecasting properties
The dynamics of commodity prices clearly has not been stable over time. The forecasting models therefore will be updated based on a fixed rolling window of historical data encompassing ω periods. The steps are as follows:
1. For any given forecast horizon h the first forecast is generated on t 0 = ω. 6. Generate the forecast ∆p t+h,t using the estimated dimensions from step 3 and the parameter estimates from step 4 as well as, in case of (4) and (5), the factors from step 5.
7. Repeat for t 0 + 1, . . . , T − h and for any forecast horizon h.
To assess the forecasting performance of the respective models we consider the mean of the squared forecast errors [MSE]:
where ε s,t+h is the forecast error of the model-generated prediction of the commodity price change, based on the previously described recursive updating scheme, relative to the observed commodity price change over h periods. It is, however, questionable whether one should compare the 'raw' MSE (7) of the fundamentals-based predictions, i.e. those based on (3), (4) and (5) where the factors have to be estimated first before a forecast can be constructed. Thus, for sample sizes comparable to those used in practice, tests based on 'raw' MSE differentials relative to (1) or (2) are severely undersized (see [9, 10] ), which makes it harder to find any evidence against the benchmark forecast.
Instead, we compare the MSE (7) based on either (1) or (2) with corrected MSE measures for (3), (4) and (5), i.e., s,s+h are the h-period ahead commodity price change forecasts from, respectively, the benchmark models and the 'fundamentals' models (3), (4) and (5). [9, 10] suggest this specification to correct the MSE of the larger, alternative prediction model accounting for the aforementioned spurious fitting noise. We then report the relative MSE differentials as:
with B = AR or RW. So, a positive (negative) value of (9) equal to x (−x) suggests that the fundamentals-based h-quarter ahead forecast is on average 100 x percent more (less) accurate than the corresponding benchmark forecast.
Given (8) we can formulate a test statistic for H 0 : MSE B − MSE F = 0 
. , T − h.
We compute the variance of theũ adj t+h 's based on a heteroskedasticity and autocorrelation consistent (HAC) variance estimator, as time-varying variance is a feature of commodity price changes and the overlap in observations at forecast horizons h > 1 will induce serial correlation in the disturbances of our forecasting models. More specifically, we employ the parametric HAC variance estimator proposed by [11] 17 , which has been shown to have good finite sample properties. [9, 10] show that in case of rolling window -based parameter updating, as is the case in our specification, (10) will be asymptotically distributed according to a standard normal distribution, i.e., z adj MSE ∼ N (0, 1) in (10). In the forecast evaluation, we will use (10) to conduct a one-sided test for the null hypothesis that fundamentalsbased commodity price predictions do not significantly outperform those based on our naive, parsimonious benchmark specifications vis-à-vis the alternative hypothesis that (3), (4) respectively. We also evaluate the series used in [8] , the IMF Non-fuel Commodity Prices Index (IMF), which starts in 1980, along with the IMF industrial metals sub-index. Finally, the Dow Jones-AIG Commodity Index (DJAIG) is the shortest series we use, beginning in 1991, along with its sub-indices for energy and metals. All commodity price data come directly from the companies who publish them, except for the SPG sub-indices, which come from Bloomberg. As discussed in Section 3.1 we take log first differences of all commodity price indices; this transformation is chosen to guarantee covariance stationarity.
The exchange rate data for the CRR model come from Bloomberg. We use monthly averages of daily bilateral dollar exchange rates for the Canadian dollar, the Australian dollar, the New Zealand dollar, the South African rand, and the Chilean peso. Chilean exchange rate data are only used when evaluating our models for the DJ-AIG indices, since these data only extend back as far as 1991.
For the factor-augmented models (4) and (5) we combine the exchange rate data with additional fundamental predictor variables in a panel. These additional variables comprise a set of standard macro-economic time series across major developed and developing countries, such as industrial production, business and consumer confidence data, retail sales volumes, unemployment rates, core consumer prices (excluding food and energy), money aggregates and interest rates (source: OECD). They also include data on inventories and production of industrial metals, oil, natural gas and coal (source: Energy Information Administration), as well as the Baltic Dry Index (BDI). The BDI is an index which captures the price of ocean shipping, aggregating the price of many different routes and types of shipping vessels. It is maintained by the Baltic Exchange, a commodity exchange. Our BDI data come from Bloomberg as far back as 1985, and they are averaged over the month from daily data.
Before that, going back to 1973, we use monthly data on aggregated ocean shipping rates as used in [27] that we splice onto our BDI data for the pre-1985 period.
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The predictor variables are also transformed to guarantee covariance stationarity. In general, this means that the real variables are expressed in log first differences, and the rate variables, such as unemployment and interest rate, are simply expressed in first differences; see the Data Appendix for more details. With respect to prices and money monetary aggregates, we transform these series into first differences of annual growth rates in order to guarantee that the dynamic properties of the transformed series are comparable to those of the rest of the predictor variable panel. 19 Except for the BDI, exchange rate data and interest rates, the remaining series in our predictor variable panels for models (4) and (5) 
Results
As discussed in Section 3.1, for all ten commodity price indices listed above we assess the forecasting performance of our three fundamentals-based forecast methods (the CRR exchange rate-based model (3) and our two factor-augmented models (4) and (5)) relative to two simple benchmark forecasts: those based on an autoregressive (AR) specification and those based on the unconditional mean or random walk (RW) model (respectively (1) and (2)). 20 All forecasting models, including the benchmark models, are updated for each forecast based on a fixed rolling window of data (see Section 3.2), which we set equal to a 10-year period resulting in 120 monthly observations.
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The forecasts for our 10 commodity price indices apply to five time horizons (in months):
, h = 12 and h = 24, as commonly analyzed in the literature. In each re-estimation of our forecasting models, we determine a version of each of our two factoraugmented regressions (4) and (5) based on our modified information criterion in (6) . Using this criterion in (6) we simultaneously select the optimal lag order from j = 0, . . . , 12 (where p = 0 means no lagged commodity price changes included in the model) as well as the optimal number of factors across i = 1, . . . , 6 such that the value of the criterion is minimized. In case of the AR benchmark (1) as well as the CRR exchange rates-based model (3) we select that lag order from p = 0, . . . , 12 that minimizes the BIC criterion for these two models.
The forecasting results for the CRB commodity price indices are reported in Tables 1   and 2 . When we first focus on the performance of the CRR specification (3), it becomes clear that in an out-of-sample context it is not structurally outperforming random walk and autoregressive forecasts: at the shortest horizons its predictions are only significantly better than those based on a random walk, whereas one-and two-years ahead the CRR model can only significantly outperform the AR benchmark.
Factor-augmented models that utilize principal components extracted from the corresponding panel of global economic data perform quite poorly and never really significantly outperform the naive benchmark predictions. However, when PLS regression is used to generate factor-augmented commodity price forecasts, the results are more encouraging. For the overall CRB index (see Table 1 ) PLS regression-based specifications provide significantly better predictions than both benchmark models at the one-month and one-quarter horizons.
In Table 2 , we have a similar outcome for the industrial medals CRB sub-index, although PLS-based factor models are also outperforming both benchmarks one-year ahead.
In case of the DJ-AIG commodity price indices in Tables 3-5 we do see value added in using exchange rate-based models when predicting the overall index (Table 3) , but a lot less so for the energy and metals sub-indices (Tables 4 and 5 ). Compared to the CRB indices factor-augmented models appear to be less useful: only in case of the overall DJ-AIG index PLS-based models are able to significantly outperform both benchmarks at the 3-month and 6-month horizons. Tables 6-8 reports on the out-of-sample performance for our next group of commodity price indices: the S&P/Goldman-Sachs (SPG) indices. The CRR exchange rates-based model (3), is only able to significantly outperform naive benchmark projections in any meaningful way at the two-year horizon. Also, forecasts based on both (4) and (5) cannot be deemed to be structurally more accurate than those based on a random walk or autoregressive specifications, although PC-based regressions are successful at h = 24 in case of the SPG-Energy index.
Finally, we discuss the results for the IMF indices, as reported in Tables 9 and 10 . The CRR specification is doing well in outperforming both benchmark models at the one-month horizon in case of the aggregate index (Table 10 ), but not for the industrial metals sub-index.
Turning to the factor-augmented approaches we find a rather counter-intuitive result: PLSbased factor model forecasts significantly outperform the benchmark projections 1-month and 3-months ahead for aggregate IMF index, but this result disappears in case of the metals sub-index.
The results above suggest that neither the exchange rate approach (as in the CRR model) nor a broader approach that uses information from larger datasets including both exchange rates and other macrovariables (as in our factor-augmented models) are overwhelmingly useful in explaining commodity price dynamics. Nonetheless, the results in Tables 1-10 do indicate some limited success of comparable magnitude for the CRR and the PLS-based factor models in outperforming simple benchmark models in an out-of-sample context. In light of this outcome, one wonders whether the extra information of the PLS-based factor model vis-à-vis the CRR model is significant enough to warrant its use. To investigate this we compare the out-of-sample commodity price changes from the CRR framework with the following model:
where the r PLS factors are now extracted from a panel of predictor variables that excludes the M commodity dollar exchange rates, and we again use the BICM criterion (6) to determine r and k. An out-of-sample comparison between model (11) and model (3), therefore, provides insight in the added value of using extra information on top of the set of exchange rates. The out-of-sample analysis for (11) is carried out as outlined in Section 3.2, but now with the CRR model (3) as the benchmark.
In the last columns of Tables 1-10 , denoted FX, we report the results of the out-of-sample comparison between (11) and (3). Of these 50 out-of-sample exercises (5 horizons for 10 commodity price indices), the extra information embedded in the predictor variable panels turns out to improve significantly their forecasting performance against the exchange-rate approach in 24 cases, in particular for the CRB and DJ-AIG indices. And in the majority of those 24 cases, both the CRR model and the original PLS-based factor model significantly outperform at least one of the two simple, naive, benchmark models. Hence, the case can be made that the PLS-based factor model has a slight edge over the CRR model in modeling commodity price dynamics.
A potential reason why both the CRR and the factor-augmented models cannot structurally outperform naive benchmark forecast might well be due to the fact that marketspecific information is the dominant driver of commodity price dynamics. This marketspecific information, such as speculative strategies, should, however, be present in futures and forwards contracts that price in expectations for commodity prices in the near future.
We therefore collected a number of time series on 1-, 3-, 6-and 12-months ahead futures and forward rates for prices of food commodities, oil, precious metals and industrial metals; see the Data Appendix for more details. Next, we took appropriate transformations of these futures and forward rates (to make them covariance stationary), added them to our panels of predictor variables, and evaluated whether the addition of such market-specific information enables the factor-augmented models to structurally outperform the naive benchmark predictions. Regrettably, however, consistent time series on a broad set of commodity futures and forward rates are only available from the mid-1980s onwards. Thus, a proper comparison with the factor-augmented results in Tables 1-10 is not feasible for all 10 commodity price indices. We therefore limit the above mentioned experiment to the DJ-AIG price indices, and the corresponding results can be found in Tables 11-13 .
If one compares the results in Tables 11-13 with the results of the factor-augmented model in Tables 3-5 , which exclude information embedded in commodities futures/forwards rates, it becomes quite clear that there is no significant extra information in these commodities futures/forwards rates. Thus, qualitatively, the factor-augmented model results in Tables 11-13 relative to the naive benchmark models remain as weak as was originally the case in Tables 3-5 .
Conclusion
Can we obtain forecasts of commodity price movements that systematically improve upon naive statistical benchmarks? The basic message of the paper is one of inconclusiveness. (3) relative to the AR benchmark (column 'AR') and the random walk-based benchmark (column 'RW'), under the heading 'PC' we report these for the principal components-based model (4) with factor-and lag order selection based on the BICM criterion as in (6), and under the heading 'PLS' we report the results for the PLS regression-based model (5) with factor-and lag order selection also based on the BICM criterion as in (6) . Finally, in case of PLS regression the column dented by 'FX' reports forecast results of (11), using PLS factors extracted from a predictor variable panel without exchange rates, relative to (3) as a benchmark. 
