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1. INTRODUCTION 
Underwater sound has been studied extensively during the last thirty-five years and various 
solution techniques for the three-dimensional hyperbolic wave equations and the corresponding 
boundary conditions that describe underwater sound mathematically have been studied in depth. 
Due to the complexity that arises when solving the 3D wave equation for most underwater 
environments, some simplifying assumptions for the propagation conditions are made to obtain 
an equation that both approximates the wave equation and can be solved numerically in an 
easy and accurate way. One of these approximating equations i the standard wave equation as 
described for underwater acoustics by Tappert and Hardin [1]. Numerous computer models have 
been developed to solve numerically this wave equation. Among the most common methods are 
ones based on the "split-step" algorithm of Jensen and Krol [2] (introduction by Tappert and 
Hardin [1]) and the "Implicit Finite Difference" computer model developed by Lee and Botseas 
[3]. At this time, no single model exists that is adequate for all applications. It is not difficult o 
show that in some ocean environments one model may give more accurate results than another 
model. This is not surprising considering the diversity of the ocean environment and its boundary. 
For example, the Implicit Finite Difference (IFD) model gives results that are more accurate 
than the split-step model for ocean environments where the sound interacts trongly with the 
bottom, as in the case of shallow water. Furthermore, the IFD model has additional features for 
handling surface and bottom conditions that are not available in the split-step method. Although 
the IFD model has these advantages over the split-step model, it does require much longer 
computing time in many cases and may turn out to be impractical without modification. 
The object of this study is to investigate how much improvement in computer time can be 
achieved for the IFD model using the Alliant parallel computer, which has both vector and 
concurrent capabilities. 
Section 2 describes the background for the model problem, and it is divided into four sub- 
sections. Section 2.1 contains the wave equation, which is the differential equation that is solved 
numerically in the IFD model. Section 2.2 explains how the IFD technique is applied to the 
parabolic equation and how a tridiagonal system of equations results from this technique. Sec- 
tion 2.3 contains an overview of the "cyclic reduction" algorithm. A brief description of the 
Alliant parallel computer is presented in Section 2.4. In Section 3, the performance of the IFD 
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code on the Alliant computer is presented along with a profile of the code. In Section 4, the 
performance on the Alliant computer of the cyclic reduction method is compared to the original 
method used in the IFD model for solving a tridiagonal system of equations. Conclusions are 
presented in Section 5. 
2. BACKGROUND 
2.1. The Partial Differential Equation 
The mathematical description of sound propagation i the ocean is given by the three-dimensional 
time-dependent wave equation: 
1 02¢ 
V2¢- c2 0t  2 , (1) 
where c is the sound speed, t is time, ¢ is the velocity potential and V 2 is the Laplacian operator. 
It can be given in cylindrical coordinates by: 
1 (rO¢'~ 102¢ 02¢ 
V2¢ = Or \ O-~r ] + r 2 O0 ----~ + Oz ----~" 
Equation (1) is a hyperbolic partial differential equation. Due to the complexity of solving this 
problem, some simplifying assumptions are introduced for the propagation condition. These lead 
to equations for sound propagation that can be solved numerically in a fast and accurate way. 
Assuming a time-harmonic acoustic field, Equation (1) reduces to the "Helmholtz equation" 
V~p + k~n2p = 0. (2) 
Then assuming that the propagation of sound is cylindrically symmetric, we may write Equation 
(2) in cylindrical coordinates as 
1 
Prr + -Pr + Pzz + k~n2P = 0. (3) 
r 
Removing the cylindrical spreading via the transform p(r, z) = r-1/2@(r, z) and neglecting a
term, we obtain the "far-field Helmholtz equation" 
~r  + ~ + k02,2(r, z)~ = 0. (4) 
Introducing operator notation, Equation (5) reduces to a differential equation of parabolic type 
P~ = ikQ$. (5) 
To solve this equation numerically, it is necessary to specify the square root of the operator Q 
which can only be done approximately. One is to lead to the standard wave equation 
OUor a(ko, r, z), u + b(ko, r, z) cOz2. (6) 
The complete derivation of this equation can be found in Thomson and Chapman [4] and is 
reproduced in Santiago [5]. The Implicit Finite Difference computer model was developed to 
solve numerically the wave equation (6). (See Lee and Botseas [3].) 
2.2. The System of Equations 
To solve numerically the wave equation (2), the Implicit Finite Difference computer model em- 
ploys the Crank-Nicolson method. By using this scheme and by taking into account he interface 
conditions between two mediums (such as the continuity of pressure and continuity of the normal 
component of particle velocity at the horizontal interface), a tridiagonal system of equations is 
obtained. The unknowns for this tridiagonal system of equations are the acoustical pressure field 
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values for each depth mesh point at the next "range values." The discrete values in the horizontal 
axis of the domain (r-direction) are called "range values" and those in the vertical axis of the 
domain (z-direction) are referred to as "depth values" as in Figures 1 and 2. In this way, the 
pressure field values for advancement i  range values are determined from the pressure field from 
a starting range value, e.g., from r0 to rl in Figure 1. This means that given an initial pressure 
field we can march out the solution in range values by solving a tridiagonal system of equations 
at each step. 
u,.,-i , u,._ 1 medium 1 
u"., It rim+ 1
n n+l  
U,,n + 1 Urn+ 1 medium 2 
Zs 
n represents  the  pressure  field at  range n and  depth  m Urn 
Figure 1: Representative M sh Element 
Finite Difference methods involve the substitution for the derivatives in the differential equa- 
tions by an appropriate difference formula to approximate hese derivatives. To accomplish this, 
the domain of integration is divided into equally spaced mesh points as in Figure 1. The forward 
and backward ifference approximation are combined to form the "Crank-Nicolson approxima- 
tion." (See [6,7] or any standard numerical analysis textbook for details.) 
In order to obtain the tridiagonal system of equations that is solved in the IFD computer 
model of Lee and Botseas [3], the interface conditions between two mediums are considered and 
then the Crank-Nicolson scheme is applied to the resulting equation. (Additional details on the 
interface conditions can be found in [8].) The derivation of the tridiagonal system of equations 
can be found in [3,5]. The equation 
k_.p~'~ . + I + ~P~Qm h2 "~ urn+ P~ u,.+l, ( h ~ / Urn-1 
represents he tridiagonal system of equations that is solved by the IFD computer model. Details 
of the stability, consistency, and convergence of the IFD formula can be found in [9]. 
2.3. The Cyclic Reduction Algorithm 
Gaussian elimination has been used extensively to solve systems of linear equations including 
tridiagonal ones and it is suited for serial processors. However, for vector and parallel computers, 
Gaussian elimination may not take full advantage of the underlying architectural features of 
these machines. The cyclic reduction algorithm of Hockney and Jesshope [10] is an algorithm for 
solving tridiagonal systems of equations that can be vectorized and that can utilize the unique 
characteristics of a parallel processor. This algorithm was originally developed by Hockney [11] 
for the numerical solution of Poisson's equation. In this section, we outline for completeness the 
derivation of the cyclic reduction method. 
For illustrative purposes, let us assume that the system of equations that we want to solve is 
of order seven and is given by 
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Dots: Initial Pressure Field at Range ro 
Figure 2: Domain of Integration of the Parabolic Wave Equation 
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(7) 
where two fictitious variables xo and xs are included with zero values for al, c7, xo and xs. 
We form linear combinations of the equations to "zero-out" the circled coefficients. This is 
accomplished by considering roups of three consecutive equations. 
Considering the first three equations, multiply the first one by a2 = -a2/dt, the third one by 
72 = -c2/da, and add all three equations together. Repeating the same procedure for the middle 
three equations, multiply the first one by ~4 = -a4/d3, the third one by 74 = -c4/d5, and add 
these three equations together. Similarly, focusing on the last three equations, multiply the first 
one by a6 = -a6/ds, the third one by 7e = -c6/d7, and add these three equations. Fill-in occurs 
in System (7) and is indicated by an [~]. Every second equation involves just the even unknowns 
and can be uncoupled with the resulting system being also tridiagonal with roughly half as many 
equations. Thus, we can consider the tridiagonal system 
I a~ 1) c~ 1) ] 
a~ 1) 
x2 b(41) 
X 4 ---~ 
x6 b (t) 
X8 
(8) 
where 
a~l) _- (~2a 1
al 1) =-- a4a3 
a(61) = ~6a5 
d~ 1) -- a2cl + d2 + 72as 
d~ 1) - a4c3 + d4 + 74a5 
d~ 1) - a6c5 + d6 + 76a7 
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c 0) 74c5 
c 0) 7ec7 
{:i:l-°2bl+b2+'263 
= ~4b3 + b4 + 74b5 
b~ 1) - a6b5 + b6 + 76b'v 
.(1)m(1) 
Repeating this process focusing on the three equations in System (4) and using a4 = -..4 /~2 
~O)mO) 
and 74 = - - "4  / "6  , we have [.o] 
[o:=, #, ] ,o 
X8 
a~ ~) = ~a~'),  
b (2) -- a4b~ 1) 4- b(41) 4- ,4b (1). 
where 
The solution of this system is obviously 
x4 (b(2)  _ aO)xo _(2)_ ~,.s(2) --. __ v 4 ~8 J /u4  , 
(9) 
since z0 = 0 and zs - 0. Using a "fill-in" procedure, we can find the other unknowns ince z0, 
z4, and zs are known. System (4) can be immediately solved for x4 and z6 
• ~ = (b~'  - 4 ~)~0 - 4"~, ) /~ ' ,  
• ~ = (b~ ~) - 4 '~ ,  - 4"~) /4 ' .  
Finally, the odd unknowns are found using the original System (1) 
xl = (bl - alxo-  clx2)/dl, 
x 3 _-  (b  3 - a3x  2 - c3x4) /d3 ,  
X5 - -  (b5 - asz4  - csz6) /ds ,  
xT  = (b7 - aTx6  - c rxs ) /dT .  
As can be seen from this simple example, the cyclic reduction algorithm involves the recursive 
calculation of new coefficients and right-hand side entries for different levels resulting in smaller 
and smaller tridiagonal systems until only one equation remains. Then a "fill-in" procedure is 
used to obtain the solution of the original system. In general, the cyclic reduction algorithm can 
be written as follows. For simplicity, we assume that the number of equations i n = n ' -  1 where 
n' = 2q for q, an integer. The original tridiagonal system is contained in arrays (a~°)), (d~°)), 
(c~°)), and (b~°)). Fictitious variables z0 and z,~, with corresponding zero coefficients are used so 
that at each level there are three terms in every equation. 
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Input n',q, (a~°)), (dl°)),(c!°)), (b! °)) 
a (°) ~ 0 1 
c (°) ~ 0 
For g = 1 ,2 , . . . ,q -1  (levels) 
m ~---2 t -1 
For i = 2m step 2m until n ~ - 2m 
~(t-1)/A(£--I) 
Ot i *----t~ i / t t i _ rn 
(£-1) ,j(l--1) 
~[i --Ci /a i+m 
~t) ,--- (t-l) . . ( t -O (l-1) 
a~ OtiCi_ m "1'- a i + 7iai+rn a~t) (/-1) otiai_ m 
C(t)i (t -  1 ) 
b}l) - -  ")'/c/(t+_ml) .~,.A(,_I) 
+--- OtiOi_rn q- b~ t - l )  + i*~i+m 
xo~O 
Xn' ~ 0 
For g = q ,q -  1 , . . . ,2 ,  1 
m *--2 t-1 
For i = m step 2m until W-  m 
[zi (bl t-l) (t-D (t--l) , /d~t-x) ~-- -- a i X i - rn  -- C i Xi+ra ) 
Another variant of cyclic reduction, as explained by Itockney and Jesshope [10, p. 289], does 
not require a fill-in phase by keeping the level of parallelism at n throughout the reduction phase. 
By extending the definition of the tridiagonal equations on both the top and bottom of the system 
(use ones for the diagonal entries, zeros for the other coefficients, and zeros for the right-hand-side 
entries), the reduction phase can be applied repeatedly in parallel to all n equations until only a 
diagonal system appears within the bounds of the original system. Then the fill-in phase reduces 
to a simple division for each unknown. 
The following figures illustrate the zero-out and fill-in process at each level for the sample 
System (3). In the algorithm, set a~ t) = cl t) = b~ l) = 0 and ~t) = 1 for 0 > i > n+l .  At 
each level, the equations in the reduction phase are applied in parallel to all n equations. The 
three diagonals in the resulting tridiagonal systems "spread out" as we move down the levels 
until only a diagonal system is left (at level q). Hence, the fill-in phase becomes xl = b~q)/~ q) 
for 1 < i < n. As explained by Jesshope and Hockney [10], the reduction phase can be stopped 
before completion without loss of accuracy under certain conditions. In particular, this applies 
to the harmonic equations obtained in solving partial differential equations and other sufficiently 
diagonally dominant ridiagonal systems. 
ao do Co 
[]  
a8 ds CS 
Level 0 
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2.~. Brief Overview of Alliant System 
The Alliant FX series of parallel computers are composed of up to eight computational elements 
(CE) that perform the heavy computational task of the system. In addition, each CE performs 
floating point, concurrency, and vector instructions. The memory subsystem contains one re- 
quired 8-megabyte memory unit and up to seven optional memory units for a maximum of 64 
megabytes. 
The operating system for the Alliant is Concentrix, which is based on the Unix operating 
system. The Coneentrix operating system controls operations on all computational e ements 
(CE's), interactive processors (IP's) and memory units. FORTRAN, PASCAL, and C compilers 
are provided, but currently only the FORTRAN compiler does code optimization for concurrency 
and vectorization. Optimization for concurrency means that the compiler will look for arithmetic 
operations that are independent and therefore can be performed in parallel, i.e., concurrently 
or simultaneously. The FX/FORTRAN compiler optimizes the following operations for concur- 
rency and vectorization: array operations, iterative DO loops (input and output statements in
a DO loop inhibit optimization), DO WHILE loops and IF loops. The compiler generates code 
that takes advantage of the architecture's hardware self-scheduling as well as looking for data 
dependencies in the input program itself. 
The Alliant computer has four modes of execution: scalar, vector, concurrent, and vector- 
concurrent. In the scalar mode, the operations are performed serially, the FX/FORTRAN pro- 
eessor schedules instructions as much as possible to take advantage of pipelining. In the vector 
mode, operations are performed in groups of 32 elements (or fewer if 32 elements are not avail- 
able) by special vector instructions in the hardware. In the concurrent mode, the operations are 
performed concurrently over a number of computational elements. As for the vector-concurrent 
mode, the operations are performed in groups of up to 32 elements concurrently over a number 
of computational elements. 
Currently the Alliant computer at the Applied Research Laboratory at The University of 
Texas at Austin has four computational elements (CE's) with a 64K cache memory. 
f . . .~  21:5-G 
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3. PERFORMANCE OF THE IFD CODE ON THE ALLIANT COMPUTER 
The Implicit Finite Difference (IFD) code is the FORTRAN implementation f the Implicit Finite 
Difference model developed by Lee and Botseas [3] (a listing of this program appears in Appendix 
A of Lee and Botseas [3]). This program was implemented on the Cyber 171/12 at the Applied 
Research Laboratory of The University of Texas at Austin (ARL:UT) by Don Jackson. The first 
author has implemented it on the Alliant computer at ARL:UT. The IFD code consists of a main 
program and seven subroutines. 
This code uses finite differences as the numerical method to solve the wave equation reducing 
the problem to the solution of a tridiagonal system of equations. The unknowns in the tridiagonal 
system are the acoustical pressure field values for each depth mesh point at the advanced range 
level. So given the values for the pressure field at an initial range, we can calculate the field 
at the next range by solving the tridiagonal system of equations. That is, the IFD code is a 
marching method in the sense that the numerical solution at one range depends on the previous 
solution. This type of algorithm, where the latest erm depends on one or more of the previously 
computed terms, is called a "recurrence" algorithm. 
The performance of a computer program depends both on the suitability of the numerical 
procedure or algorithm that is used to solve the problem, and on the skill with which the algorithm 
is implemented on the computer by the programmer during the operation of coding and how well 
the computer does in optimizing the code. In the case of a parallel computer, if the parallelism 
in the algorithm matches the parallelism of the computer, it is almost certain that a high level 
of performance can be achieved. 
In this case, our main procedure (the process of marching to the solution) is a recurrence. It
is certain that the evaluation of a recurrence presents a special problem for a parallel computer 
because only one term can be evaluated at a time, giving no scope for parallel evaluation. This 
implies that the main scheme of the IFD code cannot be evaluated in parallel. However, some 
secondary processes can be vectorized and some others can be performed concurrently. Therefore, 
we can expect some improvement by using the Alliant parallel computer to execute this code. 
As pointed out before, the Alliant FORTRAN compiler provides concurrent and vector op- 
timizations when the options to do so are specified. Table 1 presents the performance of the 
IFD code with the specified number of computer processors used. The time shown in Table 1 
represents CPU time. For all the cases shown, the same input parameters were used (these input 
parameters can be found in Appendix A of Santiago [5]). 
Notice that when the IFD code was executed with the global optimization on with one cp, 
the user time was 60% less than the time that it took to execute without such optimization. This 
implies that the global optimization alone had the effect of improving the CPU time of the IFD 
code by a factor of 2.5. By specifying vector, concurrency and global optimizations with four 
cp's to the compiler versus global optimization with one cp, a CPU time 40% less than the CPU 
time for the global optimization alone was obtained, i.e., the CPU time improved by a factor of 
1.7. This result shows that using vector and parallel optimizations does not significantly decrease 
the CPU time used by this program. This is not surprising considering the fact that the main 
scheme of the IFD code is recursive. 
In an effort to dramatically improve the CPU time of this program, we first discovered which 
sections of the program were consuming most of the time. Then we sought to improve such 
sections, if possible. 
With the Concentrix profiling facility (gprof), which collects and reports timing information on 
a per-routine basis, we obtained the percentage of time and the actual time in seconds consumed 
by each subroutine of the IFD code. The profile also reports the time for subroutines created by 
the compiler. This profile provides a general picture of where the execution time in the program 
is being spent. (See FX/FORTRAN Language Manual [12] for details.) 
Table 2 contains the results of the IFD code profile. The profile indicates that the subroutine 
that consumes most of the time is subroutine trid, which takes 91.7% of the total time. Subroutine 
lrid is the one that solves a tridiagonal system of equations, o that each time that the solution 
is advanced in range, it gets the acoustical pressure field values at the advanced range. 
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Table I: IFD Code Performance 
IFD Code Performance 
on the Alliant Computer at 
ARL  UT  Austin, Texas 
Optimizations Comp. Processors User Time in Seconds 
vector on 
concurrency on 
global on 
4 cp 83.8 
vector on 
concurrency off lcp 98.9 
global on 
vector off 
concurrency on 4 cp 94.2 
global on 
vector off 
concurrency off 1 cp 139.8 
global on 
vector off 
concurrency off 1 cp 352.2 
global off 
4. THE CYCLIC REDUCTION METHOD AS AN IMPROVEMENT 
TO THE IFD CODE 
From the previous ection, the improvement in CPU time for the IFD code, by turning on the 
vector and parallel optimizations, was found not to be a significant one. As mentioned previously, 
this can be explained because the main process of the code (which is marching out the solution 
in range) is a recurrence algorithm that provides no opportunity for parallelism. This means that 
if we seek to improve the code by means of vector and parallel optimizations, it must be done by 
addressing a secondary process. 
The profile for the IFD code shown in Table 2 reveals that the section of the program that 
is absorbing most of the time is subroutine tr/d. It is not surprising that this is the subroutine 
that consumes most of the time since a new system of equations i being solved each time that 
the solution is advanced in the range step. For our test case, there were 800 range steps (the 
solution was marched from 0.0 meters to 2000.0 meters by steps of 2.5 meters). At each range 
step, a system of 3369 linear equations was solved. Hence, subroutine tr/d was called 800 times 
to solve a system of equations of order 3369. These results indicate that subroutine tr/d should 
be analyzed for possible optimizations. 
The numerical algorithm used in subroutine lrid of the IFD code, for solving a tridiagonal 
system of equations is based on Gaussian elimination and is recursive. Therefore, there is no 
opportunity for parallelism. This algorithm can be found in the book by Carnahan, Luther, and 
Wilkes [13, p. 442]. From now on, we refer to this algorithm as the "scalar" method. 
The problem now is to find an algorithm for solving a tridiagonal system of equations that can 
take advantage of the parallelism of the Alliant computer and, therefore, can be executed in less 
time than the scalar method used in subroutine tr/d. The problem of solving a large tridiagonal 
system arises in many numerical methods for solving problems involving physics and engineering 
applications. As a result, the use of vector and parallel computers to obtain significant increases 
in speed when solving a large tridiagonal system has been extensively studied. (See, for example, 
Abu-Shumays [14], Sameh and Brent [15], Stone [16], and Van der Vorst [17].) 
Among the existing methods for solving tridiagonal systems of equations that can be per- 
formed in parallel, we can mention the combined odd-even cyclic reduction, the modified Cholesky 
factorization algorithms for solving symmetric positive definite tridiagonal systems or the cyclic 
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Table 2: IFD Code Profile 
IFD Code Profile 
on the Alliant Computer at 
ARL UT Austin, Texas 
% of  t ime Seconds [ Calls [ Subrout ine  
91.70 79.80 
5.10 4.41 
1.90 1.65 
0.70 0.62 
0.10 0.07 
0.I0 0.05 
0.03 0.03 
0.47 0.35 
800 trid 
800 crnk 
1 main 
2 diag 
6738 gauss 
1 sfield 
800 scon 
- o thers  
• % time is the percentage of the total running time of the program used by this function or sub- 
program. 
• Seconds is the number of seconds accounted for by this function alone. 
• Calls is the number of times this function was invoked. 
• Subroutine is the name of the IFD code subroutine. 
reduction algorithm for solving general tridiagonal systems. (See Abu-Shumays [14] and Hockney 
and Jesshope [10], respectively.) 
The system of equations that is solved in the IFD code is usually a large system (order of 500 
or greater) and is also a nonsymmetric one. This fact limits the number of algorithms that could 
be used. For our purposes we selected the cyclic reduction algorithm described in Section 2.3. 
The parallelism of this algorithm is well known and is discussed in Hockney and Jesshope [10]. 
The results presented in Table 3 are from the implementation of both algorithms, the scalar 
method and the cyclic reduction method, on the Alliant computer with four processors. We 
utilized the etirae FORTRAN library routine to obtain the CPU time of each method. Both 
methods were used to solve the same system of equations and the global vector and parallel op- 
timizations were specified to the compiler. We tested and timed tridiagonal systems of equations 
of different orders. 
Notice from Table 3 that when the tridiagonal system of equations is of order 166, the scalar 
method and the cyclic reduction method both take almost the same amount of CPU time for 
execution. But when the order of the system is less than 166, the scalar method runs faster than 
the cyclic reduction method. However, when the order of the system is greater than 166, the 
cyclic reduction method is decidedly faster. Furthermore, the ratio of time of the scalar method 
over the time of cyclic reduction goes up as the order of the system increases. 
These results imply that the cyclic reduction scheme will perform better than the scalar 
method on the Alliant computer when the order of the system is greater than 166. This can be 
easily seen in Figure 3. Therefore, if we use the cyclic reduction method as the numerical tool 
for solving the tridiagonal system of equations that is solved by subroutine tr/d we can expect an 
improvement in CPU time when the order of the system of equations is greater than 166 (which 
is the case most of the time). 
For our test case, the order of the system is approximately 3000, and the subroutine was 
called 800 times. From Table 3, we can see that for a system of order 3000, the cyclic reduction 
algorithm was faster than the scalar method by a factor of 2.9. This gives an improvement of 34% 
of the total time for this test case. (The amount of improvement that one can get in CPU time 
for the IFD code depends on how far the solution is advanced and on the number of equispaced 
points that are used for the field.) 
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Table 3: Scalar Method vs. Cyclic Reduction 
Method: 1 (scalar method) 
2 (cyclic reduction) 
N: order of the system 
of equations 
Computer: Alliant with 4 cp's 
t~: user time of method i 
Comparison Between Two Methods That Solve 
a Tridiagonal System of Equations 
Method[ N I UserTimeinSeconds [ h/t2 
1 100 1.2705300 w-03 0.77 
2 100 1.6606897 E-03 
1 150 1.8945300 E-03 0.93 
2 150 2.0385303 E-03 
1 166 2.0851325 E-03 0.99 
2 166 2.0855769 E-03 
1 175 2.1982220 E-03 1.04 
2 175 2.1063003 E-03 
1 200 2.5019799 E-03 1.15 
2 200 2.1786394 E-03 
1 250 3.1219712 E-03 1.34 
2 250 2.3240738 E-03 
1 300 3.7420387 E-03 1.35 
2 300 2.7724495 E-03 
1 400 4.9672700 E-03 1.61 
2 400 3.0852165 E-03 
1 500 6.2136870 E-03 1.84 
2 500 3.3832055 E-03 
1 700 8.6771315 E-03 1.99 
2 700 4.3391264 E-03 
1 1000 1.2345230 E-02 2.33 
2 1000 5.3037796 E-03 
1 2000 2.4694640 E-02 2.72 
2 2000 9.0826340 E-03 
1 3000 3.8743205 E-02 2.91 
2 3000 1.3318161 E-02 
5. CONCLUSIONS 
In this work, the IFD computer program (a code that employs finite differences for solving the 
wave equation) was analyzed for possible reduction in CPU run-time consumption. The tool 
used to accomplish this objective was a four processor Alliant computer with vector and parallel 
processors. We found that the main procedure in the code could not be performed in parallel 
because it was recursive. Moreover, any improvement in execution time obtained by turning on 
the vector and parallel optimization were insignificant. A profile of the IFD code demonstrated 
that the part of the program that absorbed most of the run-time was subroutine trid for solving 
tridiagonal systems of equations that arise from the implicit finite difference procedure. Since 
the original numerical algorithm used in this subroutine could not be performed in parallel, the 
cyclic reduction algorithm, which does allow parallel optimization, was implemented. It was 
demonstrated that with the cyclic reduction method, the code was faster if the order of the 
system was greater than 166. A speed-up of 2.9 was obtained using four processors on the 
Alliant computer. We recommended that the cyclic reduction method be used if the number 
of equispaced points is greater than 166, and that the original scalar method be used for fewer 
points than this. 
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