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The linear predictor f varies with the specified value of Y, in this case the mean. Variation in 
the estimated elasticity can stem from the order of operations. Normally logs are taken first, then the 
model is estimated, then it is differentiated. This method estimates the model, takes the logs, then 
differentiates.  
6 FDI as a percentage of GDP 
7 The rule of thumb I followed was to set the constant to more than 3 times the minimum value of FDI.  
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 The following time lag tables denote the time lag by an L# for lag or F# for forward looking in 
the column head. The results have consistent signs and coefficients as lag time is increased from 
forward (+1) to lagged (­5) time values. Beyond this range, results are not significant. Note that conflict 
and conflict#gini are nearly significant at the test size of 0.1 for yearly FDI. 
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Initially, future conflict appears to reduce current FDI. This may be because investors are 
capable of predicting conflict, or because reductions in FDI cause conflict. Without an acceptable 
instrumental variable, commenting further on the causality is fruitless. The search for suitable 
instruments included 1,435 variables from the full world development index (WDI) database and a time 
lag of one year.  Most instrumental variable regressions were unsuitable due to failure to reject the null 8
hypothesis that conflict is exogenous to FDI.   
After rejecting variables with inadequate correlation or problematic missing values, most 
remaining instruments were rejected as being weak with partial R​2​ indicating low correlation between 
the possible instrument and conflict. The remaining 30 variables failed tests of overidentification.  This 9
process highlights the importance of correcting fixed effect models for endogeneity (correlation 
between variables of interest and the error term). 
The appropriate specification of conflict variables depends on the presence of a differential 
effect of subsequent conflicts on FDI. If this differential effect exists, a count variable is a more 
appropriate specification of conflict than a binary variable. The following table shows fixed effect 
regression results using a conflict count variable (connum). Connum represents the number of conflicts 
in the sample from 1960 to one year prior to the measure of FDI. Coefficients do not vary significantly 
for connum 1­30 considering their large standard errors. Only ten countries in the sample experience 
more than 30 conflicts, and the small sample yields no statistically significant results. This implies that 
a binary indicator for conflict is appropriate. 
The conflict indicator variable is further specified by the threshold level of violence for 
inclusion in the sample. Threats and displays of force have no statistically significant relationship with 
8 The testing for an instrumental variable only included two­stage OLS for initial variable elimination. GMM results 
produced several promising instrumental variables that were ultimately rejected because of low shea’s R​2​. 
9 Sargan and  Basmann chi​2​ p­values were below p<.05 indicating a failure to reject the H​0​: that the instrument set is valid 
and the model is correctly specified. Ideally these p­values would be p>.70. 
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FDI. This indicates that FDI decreases as a result of actual violence rather than threatened violence. As 
a result, threats and displays of force are omitted from my analysis.  
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Clustering Tests 
Hausman tests, fail to reject the null hypothesis that the covariance is not systematic (H​0​: 
cov(residual​i​,x​ir​)=0) (Wooldridge 2015). This test is between an efficient estimator and a consistent 
estimator, in this case between random effects and fixed effects respectively. The Hausman test 
assumes that there is no omitted variable bias in the fixed effects estimator. This precludes the use of 
the Hausman test, or similar covariance structure tests, to justify the use of clustering. The failure to 
reject the null that cov(residual​i​,x​ir​)=0, however, is an indicator for the suitability of clustering.  10
Control Variables 
The base model for all control variable results is the log of total FDI = conflict binary + Gini + 
conflict*Gini interaction + GDP per capita + controls. This model was selected for the ease of 
interpretation and is found in tables 1­5. Variables that are discrete or contain negative values are not 
represented in log form.  
The interpretation of the base model is that a conflict in a previous period is associated with 
77% reduction in FDI with a standard error of 28% (Tables 1­5). The coefficient of the Gini variable is 
not statistically significant. The interaction between conflict and Gini is significant and shows that 
conflict accompanied by an increase in inequality decreases FDI by 2% with a standard error of 0.6% 
less than conflict accompanied by a decrease in inequality. Throughout the application of all control 
variables the influence of conflict and the interaction with conflict and Gini remain statistically 
significant. This confirms the robustness of results of the base model. 
Trade control variables are shown in Table 1. Total trade as a percentage of GDP appears 
statistically significant and is one of the only control variables that appears to magnify the negative 
10 Wooldridge (2015) specifically examines the application of clustering to country panel data similar in nature to this data 
and finds it to be useful in revealing robust standard errors. 
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influence of conflict on FDI. Fixed capital formation growth and merchandise trade as a percentage of 
GDP are nearly statistically significant at the test size of 0.10. They are included in my control 
variables because the bilateral FDI literature indicates that they should be determinants of FDI. Unlike 
the literature, I do not find these variables to be statistically significant, likely because I use unilateral 
FDI data. 
 
Infrastructure control variables are kWh Per Capita Consumption, total km. of rail, and 
percentage of the population with access to safe water. When multiple controls are included in the 
19 
model, none of these variables are significant, and the reduction in FDI associated with conflict 
remains consistent. This is a small subset of infrastructure control variables I considered. These three 
were chosen because they are significant if they are the sole infrastructure control variable in the 
model.  
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Political control variables include several policy indexes. These indexes are continuous in this 
case, although they are commonly reported as discrete values. Control of Corruption significantly 
reduces the influence of conflict. These two variables are highly correlated, but the clustering of the 
regression lends credence the relationship by which increased corruption reduces FDI. Interactions 
between corruption and conflict were insignificant. Improvements in government effectiveness, 
political stability and political violence, regulatory quality, rule of law, and public voice (free speech) 
all attract FDI but do not substantially reduce the negative influence conflict has on FDI. 
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Agricultural production is considered a potential determinant of both conflict and FDI. Nearly 
all of the measures of agricultural production included in the full WDI database were statistically 
insignificant. I included crop production index and agricultural land in km​2​ because they were the 
closest to significant as control variables.  
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Health control variables considered are: number of child deaths before five, health cost per 
capita, and health cost as a percent of government expense. Increases in the rate of deaths before five 
years of age (DB5) tend to decrease FDI. I calculated elasticity at both the mean and at the middle of 
the highest quintile range. For countries at the top 10% of DB5 an additional death under age five per 
capita reduces FDI by ~0.002% with a standard error of ~0.0014%. Increased health cost per capita 
attracts FDI but this effect was already captured by the log of GDP per capita. 
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Discussion 
The use of unilateral FDI data prevents this research from fully engaging with literature on the 
determinants of FDI. Bilateral data allows for comparisons of countries’ comparative advantages that 
my analysis is unable to address. Further, unilateral data understates the importance of control 
variables. This may be especially true of educational variables, aid, and approximations of well­being 
other than health, which are omitted from my results due to a lack of significance. My analysis 
provided no indication that aid was significant to any specification of FDI or conflict. 
Annually aggregated data prevents the use of fine­grained conflict dates. Matching the onset of 
conflict more precisely to high frequency FDI data, such as stock based FDI indicators, would provide 
a framework to carefully examine causal relations inferred from temporal ordering. 
Data limitations resulting from incomplete coverage undercut the efficacy of global analysis. 
Data is likely to be missing in countries experiencing conflict, because priorities shift away from 
research and conditions prevent the execution of surveys. This prevented the use of HDI data in my 
analysis. Advances in data collection will improve attempts to model determinants of conflict and FDI. 
The primary result, that conflict reduces FDI, is an unsurprising but important contribution to 
the body of FDI research. The interaction between conflict and inequality is surprising. This analysis 
does not provide any evidence for examining the mechanism by which post conflict inequality 
increases FDI. A possible mechanism is that if the pre­conflict political structure endures the conflict, 
the victorious party may be able to resume previous trade and investment relationships at greater rates 
than new political units. For example, dictatorships that endure through military coups may have 
advantages over coup leaders in attracting investment including FDI. Case studies may be the most 
appropriate method to further examine this relationship. 
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 Conclusion 
This analysis demonstrates the importance of including conflict variables in models of FDI. 
Because conflict is highly correlated with many proximate determinants of FDI this may cause 
overidentification issues. It is likely conflict influences FDI through a variety of channels. 
In keeping with the literature, economic inequality is not significantly related to FDI. However, 
the interaction term between conflict and FDI indicates that increased inequality mitigates the negative 
influence of conflict on FDI. This type of interaction suggests that inequality should be examined as an 
interaction term with other conflict related determinants of FDI. 
International policy designed to attract FDI in post conflict reconstruction periods should 
consider the negative influence of the conflict on FDI. This impact could inhibit the effectiveness of 
these policies.    
25 
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