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Abstract. We study utility indifference prices and optimal purchasing quantities for a non-traded
contingent claim in an incomplete semi-martingale market with vanishing hedging errors. We make
connections with the theory of large deviations. We concentrate on sequences of semi-complete
markets where in the nth market, the claim Bn admits the decomposition Bn = Dn + Yn. Here,
Dn is replicable by trading in the underlying assets Sn, but Yn is independent of Sn. Under broad
conditions, we may assume that Yn vanishes in accordance with a large deviations principle as n
grows. In this setting, for an exponential investor, we identify the limit of the average indifference
price pn(qn), for qn units of Bn, as n→∞. We show that if |qn| → ∞, the limiting price typically
differs from the price obtained by assuming bounded positions supn |qn| <∞, and the difference is
explicitly identifiable using large deviations theory. Furthermore, we show that optimal purchase
quantities occur at the large deviations scaling, and hence large positions arise endogenously in this
setting.
1. Introduction
The goal of this paper is to study utility based indifference prices and optimal position sizes in
incomplete semi-martingale markets with vanishing hedging errors. In particular, we make direct
and novel connections between large deviations theory and both optimal positions and indifference
prices. Furthermore, as heuristics indicate that large positions arise endogenously with vanishing
hedging errors, this paper has the alternate goal of understanding the effects of such positions upon
indifference prices. To this end, our main results show that in the presence of vanishing hedging
errors, not only do large positions arise endogenously through optimal purchasing, but they also
lead to non-trivial, explicitly identifiable, corrections to the limiting indifference price that one
would obtain for bounded positions.
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The financial motivation for studying large investors in incomplete markets comes from the
observed notational amounts outstanding in complex financial instruments such as derivatives,
mortgage backed securities, and both life insurance and mortality contracts. For example, the
over-the-counter derivatives market now has more than 700 trillion notional outstanding (see [4]).
These products are neither easily traded, nor replicable by investing in an underlying market, so it
is natural to study them within the framework of utility based analysis in incomplete markets.
The idea for using utility functions to price random outcomes has a long history, dating back to
the 18th century in early works by Bernoulli and Cramer (see [17] for a brief historical overview).
In the modern economics literature, utility based pricing for contingent claims in the absence of an
underlying market dates at least back to [34], and has been used extensively. In the presence of an
underlying market where partial hedging of the claim is possible, the use of utility based pricing is
generally first credited to [23], and in recent years, it has attracted the attention of many authors.
For a comprehensive review of utility based pricing in the mathematical finance literature see [8].
In the current paper, for a given utility function U , the (average bid) indifference price p(x, q)
for initial capital x and q units of a contingent claim B is defined through the balance equation
(1.1) u(x− qp(x, q), q) = u(x, 0).
Above, for any x′, q′ ∈ R, u(x′, q′) is the optimal utility an investor with utility function U can
achieve, starting with initial capital x′ and q′ units of B, by trading in the underlying market. As
is well known, p(x, q) typically does not admit an explicit formula and hence some approximation
is necessary. Here, we consider the approximation when q is large and when the hedging error
associated with B is small.
That position size is intimately connected to hedging error comes from the simple observation
that in a complete market, where there is only one fair price d for a given claim, if one is able to
purchase claims for a price p˜ 6= d then it is optimal to take an infinite position. Clearly, complete
markets are an idealization of reality, and for practical purposes one cannot take an infinite position.
However, this idea indicates that for small hedging errors, large positions should arise endogenously.
Indeed, this is the underlying motivation for the indifference price approximations in the basis risk
models of [10, 22, 35], where the traded and non-traded assets are closely correlated.
In a general incomplete market with underlying tradable assets S, it is difficult to precisely
define the “hedging error” for the claim B. However, such a definition is possible for semi-complete
markets. Here, B admits the decomposition B = D+Y , where D is replicable by trading in S, but
Y is independent of S. As such, Y represents the hedging error associated with B. Semi-complete
models were introduced in [2], and have been successfully used in settings ranging from the valuation
of stop loss contracts ([33]), to pricing derivatives in energy markets ([3]). To consider the case
of vanishing hedging errors, in this paper we embed the semi-complete market into a sequence of
semi-complete markets, indexed by n, and study the behavior as n→∞ assuming the unhedgeable
component Yn vanishes.
An important example of a semi-complete market with small hedging error is a large financial
market, where a sequence of risky assets is theoretically available for trading, but, for practical
purposes, one must trade in the first n assets. For each n the market is incomplete, as contingent
claims may depend upon all the sources of uncertainty, but the ability to hedge improves as n
increases. The notion of large markets was introduced in [27] and since then, several papers have
studied theoretical questions related to asymptotic arbitrage and extending the fundamental theo-
rems of asset pricing, see [28, 31, 30]. In applications, these types of models frequently appear in
the insurance industry, see [5, 11, 6, 32, 12] amongst many others. Therefore, after introducing the
abstract semi-complete setting in Section 2, in Section 3 we present in detail a large market exam-
ple used in the insurance industry, where assets are geometric Brownian motions (with arbitrary
correlations) and where the claim is the sum of independent components.
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With these examples and definitions as starting points, in this paper we seek, for an exponential
investor, to identify limiting indifference prices and optimal purchase quantities in a sequence of
semi-complete markets with vanishing unhedgeable components. Indifference prices are defined as
in (1.1) and optimal purchase quantities are defined as in [24, 37] where, for a given arbitrage free
price p˜ and initial capital x, the optimal position qˆ(x, p˜) is that which maximizes u(x− qp˜, q) over
all q. In other words, assuming the investor can initially make a one-time purchase of an arbitrary
amount of B for a fixed unit price of p˜, qˆ(x, p˜) is the optimal amount of B to purchase, taking into
account both her preferences and the fact that for a given purchase amount q (which reduces her
initial capital by qp˜) she is able to trade in the underlying market.
The novelty of this current work stems from the fact that we recognize a natural and deep
relationship between large deviations theory (see [15, 18] for classical manuscripts) and the optimal
investment problem for an exponential investor. However, in many cases, non-trivial refinements
of the standard results in the large deviations literature are needed. To help motivate our results,
we now briefly outline the main argument. First, for a fixed semi-complete market where B =
D + Y , Proposition 2.8 below proves for an exponential investor with risk aversion a > 0 that the
indifference price p(x, q) is independent of x and, writing p(q) for p(x, q), satisfies
p(q) = d+ pˆ(q); pˆ(q) , − 1
qa
log
(
EP
[
e−qaY
])
.
In the above, d is the replication cost for the hedgeable portion D and qpˆ(q) is the certainty
equivalent for q units of the unhedgeable portion Y . Thus, in a sequence of semi-complete markets,
where Bn = Dn + Yn, the indifference price for qn units of Bn is
pn(qn) = d
n − 1
qna
log
(
EP
n [
e−qnaYn
])
.
If hedging errors are vanishing, it is natural to assume the laws of Yn weakly converge to the Dirac
measure at 0. In this instance, if one ignores position size, then, provided the limit exists, the
indifference price converges to d = limn→∞ d
n. However, taking into account the position qn, we
see that the limiting behavior of pn(qn) depends on the limits of both d
n and pˆn(qn). Under very
broad conditions, one may assume the laws of Yn satisfy a large deviations principle (LDP) at
scaling rn with rate function I (uniquely minimized at 0): sufficient conditions are given in Section
5. In this instance, the limiting behavior of pn(qn) depends on how the position qn scales with the
large deviations scaling rn. In particular, if qn ≈ lrn, l ∈ R then a non-trivial large deviations effect
occurs for the limiting indifference price. Indeed, Varadhan’s integral lemma ([15, Section 4.3])
yields
lim
n→∞
pn(qn) = d− 1
al
sup
y
(−aly − I(y)) .
Therefore, large positions lead to non-negligible deviations in the limiting indifference price. Propo-
sition 4.5 makes the above argument precise, but the reason for the deviation is clear: as hedging
errors vanish and position sizes increase, an investor has acute sensitivity to the rare events when
hedging strategies fail. For exponential investors, the effect of this sensitivity on the indifference
price is precisely identifiable through Varadhan’s integral lemma, provided that position sizes are
in accordance with the large deviation scaling, i.e. qn ≈ lrn.
It turns out that large deviations theory also enables us to identify when position sizes, having
been obtained optimally, are in accordance with the large deviations scaling. In Proposition 4.8
we prove that for all reasonable arbitrage-free prices (see Proposition 4.8 for a precise definition)
p˜n 6= dn, the optimal purchasing quantity qˆn is within the “large deviations” regime where |qˆn| ≈
lrn, l ∈ (0,∞). Hence, the large deviations regime is in a sense the natural regime for large investors
who purchase optimally. The basic idea for the above result is that for any arbitrage free price p˜n,
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the optimal quantity qˆn = qˆn(p˜
n) to purchase is independent of the initial capital x and satisfies
the equality
p˜n − dn = E
Pn
[
Yne
−qˆnaYn
]
EP
n
[e−qˆnaYn ]
.
Under the LDP assumption, if |qˆn| ≈ lrn for l ∈ [0,∞] then limn→∞(p˜n − dn) = p˜ − d ∈
argmaxy (−aly − I(y)) (see [16, Theorem III.17]). From here, it is easy to see that if l = 0 then
necessarily p˜ = d. Absent this case |qˆn|/rn > l > 0. That l = ∞ also cannot happen requires a
more technical proof but still holds true for reasonable prices p˜n → p˜.
The important point from a financial perspective is that for markets considered in this paper
(e.g., large financial markets), there are non-trivial, explicitly identifiable effects on both indifference
prices and optimal positions, which arise as n → ∞, and are explained by the theory of large
deviations.
The rest of the paper is organized as follows. In Section 2 we present in detail the general semi-
complete framework for a fixed market. We discuss the optimal investment problem, derive the
formula for the indifference price, and characterize both the range of arbitrage-free prices and the
equation for the optimal purchasing quantity. In Section 3, we specialize the results in the setting
of large financial markets. In Section 4 we embed the semi-complete setting into a sequence of
markets, and take n→∞, making precise connections to large deviations, assuming a LDP holds.
Then, in Section 5 we provide general conditions under which the LDP does hold and discuss
specific examples. Lastly, there is an appendix where proofs of several technical results are given.
2. The Semi-Complete Framework for a Fixed Model
We now present the general semi-complete framework for a fixed model, explicitly identifying the
range of arbitrage free prices, as well as both the indifference price and optimal purchase quantity
for an exponential investor. The proofs of all statements made within this section are given in
Section A of the Appendix.
As mentioned in the introduction, semi-complete models are those for which the contingent claim
B admits the decomposition
(2.1) B = D + Y,
where D is perfectly replicable by trading in the underlying market, and where Y is “completely
unhedgeable” in that Y is independent of the underlying assets. To precisely define the semi-
complete setup, we impose the following structure on the filtered probability space, assets and
claims. For notational ease, in this section we present results for a fixed semi-complete market.
Then, when considering limiting indifference prices and their connections to large deviations, we
embed the semi-complete setup into a sequence of markets.
Let (Ω,F ,P) denote a complete probability space. We consider a finite time horizon T . There
is additionally a filtration F which admits the decomposition
Assumption 2.1.
F = G ∨H,
where GT ,HT ⊂ F are P independent and where additionally G, H satisfy the usual conditions, and
hence [21, Theorem 1] so does F.
Assume zero interest rates so that the riskless asset is identically equal to one. As for the risky
assets, assume
Assumption 2.2. With respect to G and P, S = (S1, ..., Sd) is a d-dimensional, adapted, locally
bounded semi-martingale. Furthermore, the (P,G;S)-market is complete and arbitrage free in that
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(1) There exists a unique probability measure Q0, equivalent to P (written Q0 ∼ P) on GT , so
that S is a (Q0,G)−local martingale and such that the relative entropy H
(
Q0
∣∣ P∣∣
GT
)
=
EQ0
[
log
(
dQ0/dP
∣∣
GT
)]
is finite.
(2) For every claim ξ which is GT measurable and such that EQ0 [|ξ|] <∞, there exists a unique x ∈
R and (P,G;S)-integrable (and hence (Q0,G;S)-integrable), trading strategy ∆ =
{
∆1, ...,∆d
}
,
where ∆it denotes the dollars invested in S
i at time t, so that X∆· = x+
∫ ·
0 ∆udSu is a (Q0,G)
martingale and such that X∆T = ξ, P-a.s.
Remark 2.3. As the filtration G satisfies the usual conditions, there is a modification of the
replicating strategy X∆ with cadlag paths. In the sequel, it will thus be assumed that X∆ is cadlag.
Regarding the contingent claim B, we assume
Assumption 2.4. B admits the decomposition in (2.1) where D is GT -measurable and Y is HT
measurable.
2.1. Optimal Investment Problem. To properly formulate the optimal investment problem,
we now state some consequences of Assumptions 2.1 and 2.2. First of all, we get that (P,G)-
martingales are also (P,F)-martingales and that S is a (P,F)-special semi-martingale. Thus, it
makes sense to integrate with (P,F;S)-integrable, F-predictable processes. Moreover, Assumption
2.1 and [25, Proposition 8] imply that G-predictable, (P,G;S)-integrable processes are also F-
predictable, (P,F;S)-integrable processes and that the stochastic integrals
∫ ·
0∆udSu coincide under
G,F.
Now, consider an investor with the exponential utility function U(x) = −(1/a)e−ax, x ∈ R where
a > 0 is the absolute risk aversion. In order to define the class of allowable trading strategies it is
first necessary to define the dual class of local martingale measures. To this end define
(2.2) M = {Q ∼ P on FT : S is a (Q,F)-local martingale} .
Note that we are working with Q ∼ P (and not just Q ≪ P): that we can do this follows from
Proposition 2.8 below which explicitly shows that the dual optimal measure is equivalent to P.
For exponential utility, the subset of M with finite relative entropy with respect to P plays an
important role. Thus, define
(2.3) M˜ = {Q ∈ M : H (Q ∣∣ P) <∞} .
As Lemma A.2 in Appendix A shows, Assumptions 2.1 and 2.2 ensure that M˜ 6= ∅. As is
well known, this fact is intimately related to the lack of arbitrage in the (P,F;S)-market, see [14,
Theorem 8.2.1]. Now, recall that a trading strategy is represented by ∆ =
{
∆1, ...,∆d
}
, where ∆it
denotes the dollars invested in Si at time t. We shall denote by A the set of F-allowable trading
strategies ∆. In particular, ∆ is allowable if it is F predictable, (P,F;S)-integrable, and if the
resultant wealth process X∆ is a (Q,F)-super-martingale for all Q ∈ M˜.
For an initial capital x and position size q in B, the value function for the investor is given by
(2.4) u(x, q) = sup
∆∈A
E
[
U(X∆T + qB)
]
; X∆· = x+
∫ ·
0
∆udSu.
Before handling the case for general claim sizes q, we first identify the value function u(x, 0): i.e.
without the contingent claim. As for exponential utility u(x, 0) = e−axu(0, 0) it suffices to consider
x = 0. To this end we have
Proposition 2.5. Let Assumptions 2.1 and 2.2 hold. Then there exists an optimal Ψ ∈ A to the
optimization problem in (2.4) for q = x = 0. In fact, Ψ is G-predictable, (P;G;S)-integrable and
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satisfies the first order conditions
(2.5)
dQ0
dP
∣∣∣∣
GT
=
e−aX
Ψ
T
E
[
e−aX
Ψ
T
] .
Lastly, XΨ is a Q-uniformly integrable (Q,F)-martingale for all Q ∈ M˜.
2.2. Identification of indifference prices. For the exponential utility U(x) = −(1/a)e−ax, it is
well known that the indifference price from (1.1) does not depend upon the initial capital and hence
we write p(q) for the price and, as above, consider x = 0 throughout. Furthermore, u(−qp(q), q) =
eaqp(q)u(0, q), and hence (1.1) implies
(2.6) p(q) = − 1
aq
log
(
u(0, q)
u(0, 0)
)
.
We now identify the value function u(0, q), along with the optimal trading strategy and optimal local
martingale measure. Heuristically, as D is replicable with some initial capital d, it should follow
that p(q) = d+ p(q;Y ) where p(q;Y ) is the indifference price for q units of Y . As Y is independent
of S it should then follow that trading in S does not matter and hence p(q;Y ) coincides with the
(average) certainty equivalent pˆ(q;Y ) for Y , defined through
U(0) = E [U(qY − qpˆ(q;Y ))] ,
which takes the form pˆ(q, Y ) = −1/(qa) log (E [e−qaY ]). To make this argument precise one must
overcome the fact that even though S is independent of Y , the admissible trading strategies ∆
need only be F-predictable and hence are not independent of Y . However, as will be seen, this
essentially makes no difference.
Define the cumulant generating function Λ for Y by
(2.7) Λ(λ) = log
(
E
[
eλY
])
; λ ∈ R.
In view of Assumption 2.2 and the formula for pˆ(q;Y ), we impose the following natural integra-
bility conditions upon D and Y
Assumption 2.6. For some ǫ > 0, EQ0
[|D|1+ǫ] <∞. For all λ ∈ R, Λ(λ) <∞.
Remark 2.7. Note that Assumption 2.6 does not require B to be bounded, but does require some
integrability. In particular, the unhedgeable component Y is assumed to have exponential moments
of all orders and the slightly stronger integrability condition required of D, as opposed to that in
Assumption 2.2, is needed to ensure that (Q0,G)-martingales are (Q,F)-martingales as well, for
any Q ∈ M˜.
Under Assumption 2.6 we have the following result
Proposition 2.8. Let Assumptions 2.1, 2.2, 2.4 and 2.6 hold. Then, for each q ∈ R:
(2.8)
u(0, q)
u(0, 0)
= e−qadE
[
e−qaY
]
,
where d is the initial capital required to replicate D. Thus, the indifference price p takes the form
p(q) = d− 1
qa
log
(
E
[
eqaY
])
= d− 1
qa
Λ(−qa).(2.9)
The F-optimal (in fact G-predictable, (P,G;S)-integrable) trading strategy ∆ˆ ∈ A is given by ∆ˆ =
−q∆1 +Ψ where ∆1 is the replicating strategy for D and Ψ is from Proposition 2.5. The resultant
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wealth process X∆ˆ is a (Q,F)-martingale for all Q ∈ M˜. Lastly, the optimal local martingale
measure Qˆ ∈ M˜ takes the form
(2.10)
dQˆ
dP
=
dQ0
dP
∣∣∣∣
GT
e−qaY
E [e−qaY ]
.
2.3. Arbitrage Free Prices. To connect limiting indifference prices to optimal purchase quanti-
ties it is of interest to explicitly characterize the range of arbitrage free prices for B, as is done in
Lemma 2.9. Recall that for Y 6= 0, the range of arbitrage free prices for B is given by I = (b, b¯)
where
(2.11) b = inf
Q∈M
EQ [B] ; b¯ = sup
Q∈M
EQ [B] .
In the current setup b and b can be explicitly identified, as the following lemma shows.
Lemma 2.9. Let Assumptions 2.1, 2.2, 2.4 and 2.6 hold. Then
(2.12) b = d+ essinfP (Y ) ; b¯ = d+ esssupP (Y ) ,
where d is the initial capital required to replicate D. Notice that as Y is not necessarily bounded, b
and b¯ need not be finite.
2.4. Optimal Quantities. Let p˜ ∈ (b, b¯). Assume that at time 0, the investor may make a one-
time purchase of an arbitrary amount of B for a unit price p˜. It is natural to ask what is the
optimal number qˆ to purchase. Such a question has been studied in [24] by solving the problem
sup
q∈R
u(−qp˜, q) = sup
q∈R
ea(qp˜−qp(q))u(0, 0),
where the last equality follows by (2.6), and taking an optimizer qˆ if it exists. As u(0, 0) < 0 we
are interested in finding qˆ ∈ argminq∈R (qp˜− qp(q)). Using (2.9), this amounts to solving
(2.13) inf
q∈R
(
q(p˜− d) + 1
a
logE
[
e−qaY
])
= inf
q∈R
(
q(p˜− d) + 1
a
Λ(−qa)
)
,
and identifying an optimal qˆ. To this end, we have the following proposition
Proposition 2.10. Let Assumptions 2.1, 2.2, 2.4 and 2.6 hold. Let p˜ ∈ (b, b¯) where b, b¯ are as in
(2.11). Then there exists a unique qˆ ∈ R solving (2.13). qˆ is the unique real number which satisfies
the first order conditions
(2.14) p˜− d = Λ˙(−qa).
where Λ˙(·) is the derivative of Λ(·).
3. A “Large Market” Example
We now present in detail an important example of a semi-complete market. In fact, the example
below constructs a sequence of semi-complete markets and motivates the desire to study semi-
complete markets with asymptotically vanishing hedging errors. Proofs of all the statements within
this Section are given in Section B in the Appendix.
Fix an integer n. The large market example refers to a market in which a sequence of risky
assets is in theory available to trade, but in practice it is only feasible to trade in the first n assets.
Contingent claims, however, are dependent upon all the sources of uncertainty and hence for each
n the market is incomplete. The semi-complete structure arises when one is able to completely
hedge away the portion of the claim depending upon the first n assets or sources of uncertainty,
but is unable to hedge the remaining tail portion. As mentioned in the introduction, these types
of models typically appear in the insurance industry, see [5, 11, 6, 32, 12].
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The probability space (Ω,F ,P) is fixed and assumed rich enough to support a sequence {W j}j∈N
of independent Brownian motions. Denote by F the right-continuous, P-augmented enlargement of
the filtration generated by the
{
W j
}
j∈N
on [0, T ]. For a given µ = {µi}i∈N and Σ = {Σij}i,j∈N
assume
Assumption 3.1.
∑∞
i=1 µ
2
i < ∞. Σ is symmetric in that Σij = Σji for i, j ∈ N, and uniformly
elliptic in that there exists a λ > 0 such that for all ξ = {ξi}i∈N with |ξ|2 =
∑∞
i=1 ξ
2
i <∞, one has
ξ′Σξ =
∑∞
i,j=1 ξiΣijξj ≥ λ|ξ|2.
Set σ as the unique lower triangular matrix such that σσ′ = Σ. Such a σ may be obtained using
the recursive formula in the Cholesky factorization ([7, Chapter 6.6]). The risky assets
{
Si
}
i∈N
evolve according to
(3.1)
dSit
Sit
= µidt+
i∑
j=1
σijdW
j
t ; i ∈ N,
so that, with an abuse of notation dSt/St = µdt + σdWt. It then follows for all i, j that S
i has
instantaneous rate of return equal to µi and Si, Sj have instantaneous return covariances of Σij.
The FT -measurable non-traded asset B takes the form
(3.2) B =
∞∑
i=1
Bi,
where Bi is a random variable measurable with respect to the σ− algebra generated by W iT , and
hence the {Bi}i∈N are independent under P. For i ∈ N define Γi as the cumulant generating function
of Bi:
(3.3) Γi(λ) = log
(
E
[
eλBi
])
; λ ∈ R.
In order to make B well defined, as well as to verify the assumptions of Section 2, we assume
Assumption 3.2. For i ∈ N and all λ ∈ R, Γi(λ) <∞.
Assumption 3.3. For all λ ∈ R, the limit
(3.4)
∞∑
i=1
Γi(λ) = lim
N↑∞
N∑
i=1
Γi(λ),
exists and is finite in magnitude.
Notice that we do not assume that
∑∞
i=1 |Γi(λ)| < ∞; in particular, limN↑∞
∑N
i=1 Γi(λ) may
depend on the order of summation. Assumption 3.2 implies that E
[
B2i
]
< ∞ for all i and hence
Γ˙i(0) = E [Bi]. Additionally, Assumptions 3.2 and 3.3 imply that the claim B in (3.2) is well
defined, as the following lemma shows.
Lemma 3.4. Let Assumptions 3.2 and 3.3 hold. Then
∑N
i=1Bi converges P-almost surely and in
L2(P) to a random variable B. In particular, the limits limN↑∞
∑N
i=1E [Bi] and limN↑∞
∑N
i=1Var [Bi]
exist and are finite.
Remark 3.5. The form for B in (3.2) also allows for B =
∑∞
i=1 ζiB˜i where B˜i is σ(W
i
T ) measurable
and {ζi}i∈N is a sequence of normalizing constants. This form encompasses the case when B is a
suitably weighted sum of component claims, or an aggregated claim, see for example [5, 11, 35].
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Define the market price of risk vector θ by
(3.5) θ = σ−1µ.
Observe that Σii ≥ λ and σii =
√
Σii, so σ is invertible. Note that as σ is lower triangular, σ
−1
is also lower triangular with σ−1ii = 1/σii. Furthermore, Assumption 3.1 implies that θ may be
defined iteratively by θ1 = µ1/σ11 and θi = (1/σii)
(
µi −
∑i−1
j=1 σijθj
)
for i ≥ 2. Indeed, a lengthy
induction argument shows that θ thus defined satisfies θ = σ−1µ. Furthermore, Assumption 3.1
implies
∑∞
i=1 θ
2
i = θ
′θ = µ′Σ−1µ ≤ (1/λ)µ′µ < ∞, and hence one may define the measure Q˜ ∼ P
on FT by
(3.6)
dQ˜
dP
= E
(
∞∑
i=1
−θiW i·
)
T
,
where E(·) is the stochastic exponential. With all the notation in place, the market thus described
is semi-complete and satisfies the Assumptions of Section 2 as the following lemma shows
Lemma 3.6. Let Assumptions 3.1, 3.2 and 3.3 hold. Then, for each n, with S = (S1, ..., Sn)
denoting the tradable assets, D =
∑n
i=1Bi, Y =
∑∞
i=n+1Bi denoting the claim decomposition, G
denoting the (right-continuous, P-augmented) filtration generated by W 1, ...,W n and H denoting the
(right-continuous P-augmented) filtration generated by W n+1,W n+2, ... it follows that Assumptions
2.1, 2.2, 2.4 and 2.6 hold. Therefore, with
(3.7) dn =
n∑
i=1
EQ˜ [Bi] ,
the indifference price pn(q) for q units of B satisfies
(3.8) pn(q) = dn − 1
qa
∞∑
i=n+1
Γi(−qa); q ∈ R.
The range of arbitrage free prices from Lemma 2.9 takes the form (bn, b¯n) with
bn = d
n +
∞∑
i=n+1
essinfP (Bi) ; b¯n = d
n +
∞∑
i=n+1
esssupP (Bi) .(3.9)
Lastly, for any p˜n ∈ (bn, b¯n) the optimal quantity qˆn from Proposition 2.10 satisfies the first order
conditions
(3.10) p˜n − dn =
∞∑
i=n+1
Γ˙i(−qˆna).
Consider dn from (3.7) and define
(3.11) d = lim
n↑∞
dn.
That the limit exists follows from Lemma 3.4 which proves limN↑∞
∑N
i=1E [Bi] and limN↑∞
∑N
i=1Var [Bi]
both exist and are finite. Thus, for any positive integers n ≤ N
dN − dn =
N∑
i=n+1
EQ˜ [Bi] =
N∑
i=n+1
E [Bi] +
N∑
i=n+1
(
EQ˜ [Bi]− E [Bi]
)
,
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and ∣∣∣∣∣
N∑
i=n+1
(EQ˜ [Bi]− E [Bi])
∣∣∣∣∣
2
=
∣∣∣∣∣E
[
dQ˜
dP
(
N∑
i=n+1
(Bi − E [Bi])
)]∣∣∣∣∣
2
≤ eT
∑∞
i=1 θ
2
i
N∑
i=n+1
Var [Bi] ,
where the inequality follows by Ho¨lder’s inequality, E
[
(dQ˜/dP)2
]
= eTθ
′θ and the independence
of {Bi}i∈N. Therefore, the replicating initial capitals dn are converging to a unique value d. From
Lemma 3.4, B ∈ L2(P) and d = EQ˜ [B] is the unique arbitrage free price for B in the n =∞ model
where one may trade in all the underlying assets
{
Si
}
i∈N
.
To conclude this section, examples are given where the optimal purchase quantities can be
explicitly identified. The purpose of these examples is to highlight how optimal positions may
become large as n ↑ ∞.
Example 3.7. Let Bi
P∼ N (γi, δ2i ) be normally distributed for each i. Assumption 3.2 is always
satisfied, and Assumption 3.3 follows if
∑∞
i=1 |γi| <∞,
∑∞
i=1 δ
2
i <∞. Moreover, we have bn = −∞
and b¯n =∞ for each n. Calculation using (3.3) shows Γi(λ) = (1/2)λ2δ2i + λγi. Thus
(3.12)
∞∑
i=n+1
Γ˙i(−qa) = −qa
∞∑
i=n+1
δ2i +
∞∑
i=n+1
γi.
Therefore, for any p˜n ∈ R, qˆn from (3.10) takes the form
(3.13) qˆn =
dn − p˜n +∑∞i=n+1 γi
a
∑∞
i=n+1 δ
2
n
.
Thus, if lim infn↑∞ |p˜n − d| > 0 then |qˆn| → ∞ at a rate proportional to
(∑∞
i=n+1 δ
2
i
)−1
.
Example 3.8. Let Bi
P∼ Poi(βi) be Poisson for each i. Assumption 3.2 is clearly satisfied, and
Assumption 3.3 follows if
∑∞
i=1 βi <∞. Here, bn = dn and b¯n =∞ for each n. Calculation shows
Γi(λ) = (e
λ − 1)βi. Thus
(3.14)
∞∑
i=n+1
Γ˙i(−qa) = e−qa
∞∑
i=n+1
βi.
As dn ↑ d, in order for p˜n > bn for all n, we take d ≤ p˜n <∞. Thus, for any p˜n ≥ d > dn, qˆn from
(3.10) must satisfy qˆn = −(1/a) log
(
(p˜n − dn)/(∑∞i=n+1 βi)) . Here, if lim infn↑∞(p˜n − d) > 0 then
qˆn → −∞ at a rate proportional to − log
(∑∞
i=n+1 βi
)
.
4. Limiting Indifference Prices, Optimal Quantities and Large Deviations
We now embed the semi-complete market of Section 2 into a sequence of semi-complete markets
and let n ↑ ∞. The goal is to compute limiting indifference prices and optimal position sizes while
making connections with the theory of large deviations for the random variables Yn, the completely
unhedgeable component of the claim Bn in the n
th market. As will be shown, assuming a LDP
for {Yn}n∈N (see Definition 4.2 below), large positions arise endogenously when purchasing optimal
quantities, and for large quantities there are non-trivial effects on limiting indifference prices. To
keep a concrete example in mind, note that for the large market example of Section 3, the embedding
corresponds to being able to trade in the first n assets S1, ..., Sn. To make the embedding precise
in the general case we assume
Assumption 4.1. For each n ∈ N there is a complete filtered probability space (Ωn,Fn,Fn,Pn)
with accompanying sub-filtrations Gn,Hn, assets Sn, probability measures Qn0 and claims B
n so that
Assumptions 2.1, 2.2, 2.4 and 2.6 hold.
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At this point, for the convenience of the reader, we recall the definition of the LDP appropriate
for our setup
Definition 4.2. Let S be a Polish space with Borel sigma-algebra B(S). Let (Ωn,Fn,Pn) be a
sequence of probability spaces. We say that a collection of random variables (ξn)n∈N from Ω
n to S
has a LDP with good rate function I : S → [0,∞] and scaling rn if rn →∞ and
(i) For each s ≥ 0, the set Φ(s) = {s ∈ S : I(s) ≤ s} is a compact subset of S; in particular, I is
lower semi-continuous.
(ii) For every open G ⊂ S, limn↑∞(1/rn) log (Pn [ξn ∈ G]) ≥ − infs∈G I(s).
(iii) For every closed F ⊂ S, limn↑∞(1/rn) log (Pn [ξn ∈ F ]) ≤ − infs∈F I(s).
In this paper we take S = R and ξn = Yn. By the lower-semicontinuity of I, if additionally
I(0) = 0 if and only if y = 0 we see that for all ǫ > 0, Pn [|Yn| ≥ ǫ] → 0 so that the laws of Yn
are weakly converging to the Dirac mass at 0. In other words, the unhedgeable component of the
contingent claim is vanishing as n ↑ ∞. To motivate why it is reasonable to assume this, consider
again the large market example of Section 3. Here, according to Lemma 3.4 the unhedgeable
component Yn =
∑∞
i=n+1Bi is going to 0 in L
2(P), hence in probability. The strengthening of this
convergence from one in probability to a LDP is natural in view of the Ga¨rtner-Ellis theorem (see
Section 5) and, in light of Varadhan’s integral lemma [15, Section 4.3], works particularly well for
identifying limiting indifference prices and optimal purchase quantities for an exponential investor,
as is now discussed.
Under Assumption 4.1, for n ∈ N and qn ∈ R, the indifference price pn(qn) from Proposition 2.8
in the nth market takes the form:
pn(qn) = d
n − 1
qna
log
(
EP
n [
e−qnaYn
])
,(4.1)
where dn = EQ
n
0 [Dn]. Now, assume that {Yn}n∈N satisfies an LDP as in Definition 4.2 with
I(y) = 0 ⇔ y = 0. As dn is the replication cost for the hedgeable component of the claim, and
as the unhedgeable component is vanishing according to the LDP, one would naively expect that
limn↑∞ p
n(qn) = limn↑∞ d
n = d. Indeed, this is the case for bounded positions (i.e. supn |qn| <
∞)) as shown in Proposition 4.5 below. However for unbounded positions, under appropriate
integrability assumptions, we see from (4.3) that Varadhan’s integral lemma implies
lim
n↑∞
qn
rn
→ l 6= 0 =⇒ lim
n↑∞
(pn(qn)− dn) = − 1
la
sup
y∈R
(−lay − I(y)) .
If, as is common for the large market example of Section 3, we assume additionally that I is strictly
convex, one obtains for all l 6= 0 that −(1/(al)) supy∈R (−lay − I(y)) 6= 0, and hence there is a non-
zero large deviations effect on the limiting indifference price. Now, there are numerous questions
which arise from the above heuristic argument:
(1) When does the LDP hold?
(2) What are the limiting indifference prices if the LDP does hold? What if qn/rn → 0? What if
|qn|/rn →∞?
(3) When does it follow that qn/rn → l for some 0 < |l| < ∞? What is the relationship between
qˆn and rn for the optimal quantities qˆn of Proposition 2.10?
To address these questions, the analysis is split into two parts. First, in Section 4.1, a LDP for
{Yn}n∈N is assumed to hold. Then, Proposition 4.5 computes limiting indifference prices, showing
how prices change with the limiting value of qn/rn. Additionally, in Section 4.2, Proposition
4.8 compares qˆn to the large deviations rate rn, where qˆn is the optimal purchase quantity from
Proposition 2.10. Here it is shown that if one can buy shares of the claim at a price p˜ 6= dn then for all
reasonable prices p˜ (as defined below) it follows that 0 < lim infn↑∞ |qˆn|/rn ≤ lim supn↑∞ |qˆn|/rn <
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∞. Therefore, one is typically within the large deviations regime where non-trivial effects to the
limiting indifference price take place. Lastly, in Section 5 we give general sufficient conditions
which guarantee a LDP for {Yn}n∈N, and explicitly prove the LDP for {Yn}n∈N for two large
market examples.
4.1. Large Claim Analysis Assuming an LDP. Denote by
(4.2) Λn(λ) = log
(
EP
n
[
eλYn
])
; λ ∈ R,
so that (4.1) becomes
pn(qn) = d
n − 1
qna
Λn(−qna).(4.3)
Note that Assumption 4.1 implies, by applying Assumption 2.6 for each n, that Λn(λ) <∞ for all
λ ∈ R. Also, note that by Holder’s inequality
(4.4) q 7→ pn(q) is decreasing.
We begin by assuming a LDP for {Yn}n∈N
Assumption 4.3. The random variables {Yn}n∈N satisfy the LDP with scaling {rn}n∈N and with
good rate function I(y).1 Additionally, I(y) = 0 ⇔ y = 0, and there is a constant δ > 0 such that
for ǫ = ±δ
(4.5) lim sup
n↑∞
1
rn
log
(
EP
n [
eǫrnYn
])
= lim sup
n↑∞
1
rn
Λn(ǫrn) <∞.
The bound (4.5) is a moment condition imposed in order to guarantee the validity of Varadhan’s
integral lemma for affine functions, and it is necessary to know the maximal bounds ǫ which still
yield (4.5). Thus, define
M¯ = sup
{
M : lim sup
n↑∞
1
rn
Λn(Mrn) <∞
}
; M = inf
{
M : lim sup
n↑∞
1
rn
Λn(Mrn) <∞
}
.(4.6)
Assumption 4.3 implies M¯ ≥ δ and M ≤ −δ. Next, define
M∗ = sup
{
M : sup
y∈R
(My − I(y)) <∞
}
; M∗ = inf
{
M : sup
y∈R
(My − I(y)) <∞
}
.(4.7)
Under Assumption 4.3, for M < M < M¯ , Varadhan’s integral lemma implies2
(4.8) lim
n↑∞
1
rn
Λn(Mrn) = sup
y∈R
(My − I(y)) <∞.
Therefore, we see that
(4.9) −∞ ≤M∗ ≤M ≤ −δ < 0 < δ ≤ M¯ ≤M∗ ≤ ∞3.
Let Assumption 4.3 hold. For any sequence {qn}n∈N such that |qn| → ∞, up to oscillations,
there are three different regimes in which to study the limiting indifference prices pn(qn)
(4.10) lim
n→∞
|qn|
rn


= 0 Regime 1
∈ (0,∞) Regime 2
=∞ Regime 3
.
1Note that we do not necessarily assume convexity of the rate function I(y).
2Note that the moment condition in Varadhan’s lemma, lim supn↑∞(1/rn)Λn(γMrn) < ∞, γ > 1, holds with
γ = Mˆ/M > 1 for any Mˆ ∈ (M,M¯).
3There are many examples where M∗ < M and M
∗ > M¯ : see [15, Chapter 4.3].
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Proposition 4.5 below gives a detailed characterization of the limiting indifference prices. As
the resultant prices take many forms depending upon M∗,M, M¯ and M
∗, for ease of presentation,
we first state results when −∞ = M and M¯ = ∞. Note that this forces −∞ = M∗, M∗ = ∞.
Then, the general result is given. Here, limiting indifference prices are identified in the case where
qn/rn → l for all l ∈ [−∞,∞] except where l ∈ [−M/a,−M∗/a] or l ∈ [−M∗/a,−M¯/a].
Proposition 4.4. Let Assumptions 4.1 and 4.3 hold. Furthermore, assume that −∞ =M , M¯ =∞
where M,M¯ are in (4.6). Then
(1) (Regime 1) If limn↑∞ |qn|/rn = 0 then limn↑∞ (pn(qn)− dn) = 0. In particular, this holds if
supn |qn| <∞.
(2) (Regime 2) If limn↑∞ |qn|/rn = l ∈ (0,∞) then
lim
n↑∞
(pn(qn)− dn) = − 1
la
sup
y∈R
(−lay − I(y)) ∈ R.(4.11)
(3) (Regime 3).
1) If limn↑∞ qn/rn =∞ then lim supn↑∞ (pn(qn)− dn) ≤ inf {y | I(y) <∞} .
2) If limn↑∞ qn/rn = −∞ then lim infn↑∞ (pn(qn)− dn) ≥ sup {y | I(y) <∞} .
As mentioned above, Proposition 4.4 is a direct result of the more general case where it is not
assumed that −∞ = M and M¯ =∞. The general case is now presented (its proof is in Appendix
C).
Proposition 4.5. Let Assumptions 4.1 and 4.3 hold. Then
(1) (Regime 1) If limn↑∞ |qn|/rn = 0 then limn↑∞ (pn(qn)− dn) = 0. In particular, this holds if
supn |qn| <∞.
(2) (Regime 2) If limn↑∞ qn/rn = l ∈ (0,∞) then
l ∈
(
0,−M
a
)
=⇒ lim
n↑∞
(pn(qn)− dn) = inf
y∈R
(
y +
1
al
I(y)
)
∈ (−∞, 0];
M∗ > −∞, l > −M∗
a
=⇒ lim
n↑∞
(pn(qn)− dn) = −∞.
(4.12)
If limn↑∞ qn/rn = l ∈ (−∞, 0) then
l ∈
(
−M¯
a
, 0
)
=⇒ lim
n↑∞
(pn(qn)− dn) = sup
y∈R
(
y +
1
la
I(y)
)
∈ [0,∞);
M∗ <∞, l < −M
∗
a
=⇒ lim
n↑∞
(pn(qn)− dn) =∞.
(4.13)
(3) (Regime 3).
1) If limn↑∞ qn/rn =∞ then
M∗ > −∞ =⇒ lim
n↑∞
(pn(qn)− dn) = −∞;
M = −∞ =⇒ lim sup
n↑∞
(pn(qn)− dn) ≤ inf {y | I(y) <∞} .
2) If limn↑∞ qn/rn = −∞ then
M∗ <∞ =⇒ lim
n↑∞
(pn(qn)− dn) =∞;
M¯ =∞ =⇒ lim inf
n↑∞
(pn(qn)− dn) ≥ sup {y | I(y) <∞} .
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4.2. Optimal Quantities and the Large Deviations Rate. Proposition 4.5 shows that de-
pending upon the limit limn↑∞ qn/rn = l there is a wide range of possible limiting indifference
prices. The purpose of this section is to characterize l when qn is obtained by purchasing optimal
quantities : i.e. qn = qˆn(p˜
n) from (2.14) for a given p˜n ∈ (bn, b¯n) where bn, b¯n are from Lemma 2.9
and take the form
bn = d
n + essinfPn (Yn) ; b¯n = d
n + esssupPn (Yn) .
The main result of this section shows that when purchasing optimal quantities the limits l = 0,±∞
cannot happen for all “reasonable prices” p˜n ∈ (bn, b¯n) such that lim infn↑∞ |p˜n − dn| > 0.
For ease of presentation, it is necessary to rule out both one particular trivial case and the case
of oscillations in the range of arbitrage free prices. Regarding the trivial case, consider when there
is some subsequence (still labeled n) and some limit l such that
l = lim
n↑∞
esssupPn (Yn) = lim
n↑∞
essinfPn (Yn) .
As (1/rn) log (P
n [Yn ≥ l + ǫ])→ −∞ and (1/rn) log (Pn [Yn ≤ l − ǫ])→ −∞ for all ǫ > 0 it is clear
from Assumption 4.3 that l = 0 and I takes the form I(0) = 0, I(y) =∞, y 6= 0. Furthermore, as for
any qn, the indifference price p
n(qn) is arbitrage free, it trivially follows that limn↑∞ p
n(qn)−dn = 0
for all sequences {qn}n∈N, irrespective of its relation to {rn}n∈N. Thus, to rule out this trivial case,
and to rule out the case of oscillations where prices may be arbitrage free for one sequence {nk}k∈N
tending towards infinity but not for another sequence {nj}j∈N (such cases can be treated separately),
we assume
Assumption 4.6. There exist l < u such that limn↑∞ essinfPn (Yn) = l and limn↑∞ esssupPn (Yn) =
u. Thus, if p ∈ (l, u) then for large enough n, p+ dn ∈ (bn, b¯n) is arbitrage free.
Remark 4.7. That l ≤ 0 ≤ u follows as I(y) = 0 if and only if y = 0. Also, in the large market ex-
ample of Section 3 where essinfP (Yn) =
∑∞
i=n+1 essinfP (Bi) and esssupP (Yn) =
∑∞
i=n+1 esssupP (Bi),
it follows that l = 0 or l =∞ and u = 0 or u =∞. Indeed, as Lemma 3.4 shows that ∑∞i=1E [Bi]
exists and is finite, we have for each n that
∞∑
i=n+1
esssupP (Bi) =
∞∑
i=n+1
(esssupP (Bi)− E [Bi]) +
∞∑
i=n+1
E [Bi] .
Thus, if
∑∞
i=1(esssupP (Bi) − E [Bi]) < ∞ then u = 0, else u = ∞. A similar statement holds for
l. Therefore, Assumption 4.6 requires either l = 0, u =∞ or l = −∞, u = 0 or l = −∞, u =∞.
Now, by “reasonable” price it is meant that p˜n must be such that, from a large deviations
perspective, there is some probability of Yn taking values either below p˜
n − dn or above p˜n − dn.
This is enforced by assuming that the rate function I from Assumption 4.3 is not identically infinity
either above or below p˜n − dn.
We assume that for n large enough, p˜n− dn = pn ∈ (l, u) and limn→∞ pn = p ∈ (l, u). In fact, to
streamline the presentation, we further assume pn ≡ p is not changing with n4. We thus have the
following result.
Proposition 4.8. Let Assumptions 4.1, 4.3 and 4.6 hold. For a given p˜n ∈ (bn, b¯n) set qˆn = qˆn(p˜n)
as in Proposition 2.10. Recall the definition of (l, u) in Assumption 4.6. Then
(1) Assume l < 0 and let p˜n = dn + p for l < p < 0. Then
a) lim infn↑∞ qˆn/rn > 0.
b) If there exists a y < p such that I(y) <∞ then lim supn↑∞ qˆn/rn <∞.
(2) Assume u > 0 and let p˜n = dn + p for 0 < p < u. Then
4The results of Proposition 4.8 are not changed if p˜n − dn = pn → p ∈ (l, u)
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a) lim supn↑∞ qˆn/rn < 0.
b) If there exists a y > p such that I(y) <∞ then lim infn↑∞ qˆn/rn > −∞.
Proof. For Yn note that (2.14) takes the form
(4.14) p = Λ˙n(−qˆna) =
EP
n [
Yne
−qˆnaYn
]
EP
n
[e−qˆnaYn ]
.
The convexity of Λn implies the map q 7→ EPn
[
Yne
qYn
]
/EP
n [
eqYn
]
is increasing in q.
(Proof of the Statements in (1)) Assume that lim infn↑∞ qˆn/rn ≤ 0. Let ǫ > 0 and take a sub-
sequence (still labeled n) such that for n large enough we may assume that aqˆn ≤ ǫrn. We then
have from (4.14) that
(4.15) p ≥ E
Pn
[
Yne
−ǫrnYn
]
EPn [e−ǫrnYn ]
.
Taking n ↑ ∞ and then ǫ→ 0 in the above we have
p ≥ lim inf
ǫ→0
lim inf
n↑∞
EP
[
Yne
−ǫrnYn
]
EP [e−ǫrnYn ]
= 0,
where the last follows by Lemma D.4 below (with ǫ therein being −ǫ). This gives that p ≥ 0,
but this is a contradiction as p < 0. Therefore, lim infn↑∞ qˆn/rn > 0. Now, assume that p < 0 is
such that I(y) < ∞ for some y < p. Assume, by way of contradiction that lim supn↑∞ qˆn/rn = ∞
and take a sub-sequence (still labeled n) such that limn↑∞ qˆn/rn = ∞. Recall from (2.13) that qˆn
minimizes
qp+
1
a
Λn(−qa) = qp+ 1
a
log
(
EP
n [
e−qaYn
])
,
over R. In particular, by taking q = 0 and noting that qˆn/rn → ∞ implies qˆn > 0 for n large
enough we have that
qˆnp+
1
a
log
(
EP
n
[
e−qˆnaYn
])
≤ 0 =⇒ 1
qˆna
log
(
EP
n
[
e−qˆnaYn
])
≤ −p.
Holder’s inequality implies the map q 7→ (1/q) log (EPn [e−qYn]) is increasing for q > 0. Now, let
M > 0 be given. As qˆn/rn →∞ for n large enough we may assume that qˆna ≥Mrn ≥ 0. Thus
1
Mrn
log
(
EP
n [
e−MrnYn
]) ≤ −p.
We have assumed that {Yn}n∈N satisfies a LDP with scaling {rn}n∈N and rate function I. Thus, for
any M ′ < M the above inequality implies, from Varadhan’s integral lemma and Holder’s inequality
that
lim
n↑∞
1
rn
log
(
EP
n
[
e−M
′rnYn
])
= sup
y∈R
(−M ′y − I(y)) ≤ −M ′p.
Thus, for any y ∈ R
−M ′y − I(y) ≤ −M ′p =⇒−y − I(y)
M ′
≤ −p.
Thus, for y such that I(y) < ∞ we have, taking M ′ ↑ ∞, which is allowed because M > 0 was
arbitrary, that −y ≤ −p or y ≥ p. Thus, I(y) <∞ implies y ≥ p which implies that I(y) =∞ for
y < p. But, this is a contradiction as it was assumed p was such that I(y) < ∞ for some y < p.
Therefore, lim supn↑∞ qˆn/rn <∞.
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(Proof of the Statements in (2)): The case of p > 0 is nearly identical to that for p < 0. Assume
that lim supn↑∞ qˆn/rn ≥ 0. Let ǫ > 0 and take a sub-sequence (still labeled n) such that for n large
enough we may assume that aqˆn ≥ −ǫrn. Similarly to (4.15) we have
p ≤ E
Pn
[
Yne
ǫrnYn
]
EPn [eǫrnYn ]
.
Again, taking n ↑ ∞ and then ǫ→ 0 we have
p ≤ lim sup
ǫ→0
lim sup
n↑∞
EP
n [
Yne
ǫrnYn
]
EP
n
[eǫrnYn ]
= 0,
where the last equality follows by Lemma D.4 below. This is a contradiction as p > 0. Therefore,
lim supn↑∞ qˆn/rn < 0. Now, assume that p > 0 is such that I(y) < ∞ for some y > p. Assume,
by way of contradiction that lim infn↑∞ qˆn/rn = −∞ and take a sub-sequence (still labeled n) such
that limn↑∞ qˆn/rn = −∞. As qˆn minimizes
qp+
1
a
Λn(−qa) = qp+ 1
a
log
(
EP
n [
e−qaYn
])
over R, taking q = 0 gives (recall that qˆn < 0):
qˆnp+
1
a
log
(
EP
n
[
e−qˆnaYn
])
≤ 0 =⇒ − 1
qˆna
log
(
EP
[
e−qˆnaYn
])
≤ p.
The map q 7→ (1/q) log (EPn [eqYn]) is increasing for q > 0. Now, let M > 0 be given. As
qˆn/rn → −∞ for n large enough we may assume that −qˆna ≥Mrn ≥ 0. Thus
1
Mrn
log
(
EP
n [
eMrnYn
]) ≤ p.
By assumption {Yn}n∈N satisfies a LDP with scaling {rn}n∈N and rate function I. Thus, for any
M ′ < M the above inequality implies, from Varadhan’s integral lemma and Holder’s inequality
that
lim
n↑∞
1
rn
log
(
EP
n
[
eM
′rnYn
])
= sup
y∈R
(
M ′y − I(y)) ≤M ′p.
Thus, for any y ∈ R, M ′y− I(y) ≤M ′p =⇒ y− I(y)
M ′
≤ p. Thus, for y such that I(y) <∞ we have,
taking M ′ ↑ ∞, which is allowed becauseM > 0 was arbitrary, that y ≤ p. Thus, I(y) <∞ implies
y ≤ p which implies that I(y) =∞ for y > p. But, this is a contradiction as it was assumed p was
such that I(y) <∞ for some y > p. Therefore, lim infn↑∞ qˆn/rn > −∞.

5. On the Existence of the Large Deviations Principle
The goal of this section is to provide conditions under which Assumption 4.3 holds for the
random variables {Yn}n∈N. Large deviations theory is a well developed subject (see [15, 18]),
and one particularly well known and widely used result for proving existence of an LDP is the
Ga¨rtner-Ellis theorem ([15, Theorem 2.3.6]), which we now recall.
Consider Λn from (4.2). The Ga¨rtner-Ellis theorem yields a LDP for {Yn}n∈N (see Definition 4.2
with S = R and ξn = Yn) if there exist a sequence {rn}n∈N with rn →∞ such that
(i) The limit Γ(λ) = limn↑∞(1/rn)Λn(λrn) is well defined for each λ ∈ (−∞,∞].
(ii) 0 ∈ D◦Γ, the interior of DΓ = {λ ∈ R : Γ(λ) <∞}.
(iii) Γ(·) is lower-semi-continuous in R and differentiable in D◦Γ.
(iv) Either DΓ = R or Γ is steep at ∂DΓ, i.e. for λ ∈ D◦Γ, limλ→µ
∣∣∣Γ˙(λ)∣∣∣ =∞ for every µ ∈ ∂DΓ.
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Indeed, under the above conditions, an LDP for {Yn}n∈N and scaling {rn}n∈N follows with (good)
rate function I(y) = supλ∈R (λy − Γ(λ)), the Legendre-Fenchel transform of Γ(λ). Furthermore, as
the moment condition (4.5) follows by (ii) above, Assumption 4.3 holds.
However, we stress that the Ga¨rtner-Ellis theorem is only sufficient, and not necessary, for the
LDP to hold. To reinforce this, we present two concrete examples from the large market of Section
3. In Subsection 5.1, the LDP is indeed given via the Ga¨rtner-Ellis theorem and everything (limiting
indifference prices, optimal purchasing rates) can be computed explicitly. By contrast, in Subsection
5.2, even though the Ga¨rtner-Ellis theorem cannot be used, a LDP still holds and all the quantities
of interest for this paper can be computed explicitly by appealing to the special structure of the
example.
5.1. Example : Gaussian case. As in Example 3.7, assume Bi
P∼ N(γi, δ2i ) so that
Yn =
∞∑
i=n+1
Bi
P∼ N
(
∞∑
i=n+1
γi,
∞∑
i=n+1
δ2i
)
.
Set rn =
(∑∞
i=n+1 δ
2
i
)−1
. Clearly, limn→∞ rn =∞, and, for any λ ∈ R:
Γ(λ) = lim
n↑∞
1
rn
log
(
EP
[
eλrnYn
])
= lim
n↑∞
[
1
2
λ2 + λ
∑∞
i=n+1 γi
rn
]
=
1
2
λ2.(5.1)
Thus, the Ga¨rtner-Ellis theorem implies {Yn}n∈N satisfies a LDP with rate rn and good rate
function I(y) = supλ∈R
(
λy − λ2/2) = y2/2, yielding Assumption 4.3.
The Limiting Indifference Price. Recall from (3.11) that limn↑∞ d
n = d exists. Next, recall the
formula for pn(q) from (3.8) and the explicit formula for Γi from Example 3.7. Putting these
together, we obtain
(5.2)
pn(qn)− dn = − 1
qna
∞∑
i=n+1
(
1
2
q2na
2δ2i − qnaγi
)
= −1
2
qna
∞∑
i=n+1
δ2i +
∞∑
i=n+1
γi = −a qn
2rn
+
∞∑
i=n+1
γi,
where the last equality uses the definition of rn. Thus, limn↑∞ (p
n(qn)− dn + aqn/(2rn)) = 0, and
hence for any subsequence (still labeled n) such that limn↑∞ |qn|/rn exists:
(1) (Regime 1) If limn↑∞ |qn|/rn = 0 then limn↑∞ pn(qn) = d.
(2) (Regime 2) If limn↑∞ |qn|/rn = l 6= 0 then limn↑∞ pn(qn) = d− (1/2)al.
(3) (Regime 3) If limn↑∞ |qn|/rn =∞ then limn↑∞ pn(qn)− d = ±∞ if qn/rn → ∓∞.
Note that because M = M∗ = −∞, M¯ = M∗ = ∞ and I(y) = y2/2 these results are entirely
consistent with Proposition 4.4.
Optimal Quantities. Consider the case where qn is obtained by purchasing optimal quantities : i.e.
qn = qˆn from (3.13). Using the definition of rn it follows that
(5.3) qˆn =
rn
a
(
dn − p˜n +
∞∑
i=n+1
γi
)
.
If p˜n − dn = p 6= 0 then qˆn/rn → −p/a. If p˜n = dn then qˆn/rn → 0, even though it is certainly
possible for |qˆn| → ∞, as can easily be seen from (5.3).
Remark 5.1. For optimal quantities with p˜n−dn = p, as qˆn/rn → l = −p/a we have limn↑∞ pn(qˆn) =
d+ p/2.
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5.2. Example: Poisson case. As in Example 3.8 assume Bi
P∼ Poi(βi) so that
(5.4) Yn =
∞∑
i=n+1
Bi
P∼ Poi
(
∞∑
i=n+1
βi
)
.
The distributional equality holds because for λ ∈ R, EP [eλYn] = e(eλ−1)∑∞i=n+1 βi . Set rn =
− log (∑∞i=n+1 βi) and note that rn →∞. A straightforward calculation shows
(5.5) lim
n↑∞
1
rn
log
(
EP
[
eλrnYn
])
=
{
∞ λ > 1
0 λ ≤ 1 .
In this instance, one cannot use the Ga¨rtner-Ellis theorem to assert the existence of an LDP for
the {Yn}n∈N. However, as the explicit distribution for Yn is known, a LDP for {Yn}n∈N still holds.
Proposition 5.2. Let {βi}i∈N be P-independent such that Bi P∼ Poi(βi) for each i, and assume∑∞
i=1 βi < ∞. Set rn = − log
(∑∞
i=n+1 βi
)
. Then {Yn}n∈N from (5.4) satisfies a LDP with rate
{rn}n∈N and good rate function
I(y) =
{
∞ y 6∈ {0, 1, 2, 3, ...}
y y ∈ {0, 1, 2, 3, ...} .
Proof of Proposition 5.2. The result follows via a manual calculation as (5.4) shows that Yn
P∼
Poi (e−rn) and hence for any y ∈ {0, 1, 2, 3, . . . } we have
(5.6)
1
rn
log (P [Yn = y]) = − 1
rn
e−rn − y − 1
rn
log(y!).
Indeed, let y ∈ {0, 1, 2, 3, . . . } and assume A ⊂ R is open with y ∈ A. By (5.6) we have
lim inf
n↑∞
1
rn
log (P [Yn ∈ A]) ≥ lim inf
n↑∞
1
rn
log (P [Yn = y]) = −y = −I(y),
and hence the large deviations lower bound follows from [15, p. 6]. Next let A ⊂ R be compact.
If A ∩ {0, 1, 2, ...} = ∅ then limn↑∞(1/rn) log(P [Yn ∈ A]) = −∞ = − infy∈A I(y). Else, denote by
y1, ..., yM the (finite) set of non-negative integers in A. We have
lim sup
n↑∞
1
rn
log (P [Yn ∈ A]) = lim sup
n↑∞
1
rn
log
(
M∑
m=1
P [Yn = ym]
)
;
= max
m=1,...,M
{
lim sup
n↑∞
1
rn
log (P [Yn = ym])
}
;
= max
m=1,...,M
{−ym} = − min
m=1,...,M
{I(ym)} = − inf
y∈A
I(y),
where the second equality follows from [15, Lemma 1.2.15]. Thus, {Yn}n∈N solves the weak LDP
with rate function I and scaling {rn}n∈N. Now, let K > 0. For any λ > 0 we have
P [Yn ≥ K] ≤ e−λK+log(EP[eλYn ]) = e−λK+e−rn(eλ−1).
Minimizing the right hand side over λ > 0 we see that the optimal λˆ satisfies λˆ = rn + log(K).
Plugging this value and taking limits gives
lim sup
n↑∞
1
rn
log (P [Yn ≥ K]) ≤ lim sup
n↑∞
1
rn
(
−(rn + log(K))K + e−rn(ern+log(K) − 1)
)
= −K.
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As Yn ≥ 0 the above inequality implies that {Yn}n∈N is exponentially tight with scaling {rn}n∈N
and hence the full LDP follows. 
Remark 5.3. Note that I satisfies the hypotheses in Assumption 4.3. Also, note that for λ ∈ R
1
rn
log
(
EP
[
eλrnYn
])
=
1
rn
(
eλrn − 1
)
e−rn =
e(λ−1)rn
rn
− 1
rn
e−rn .
From here it follows that (5.5) holds. Thus, Assumption 4.3 holds for {Yn}n∈N. Additionally, we
have M∗ =M = −∞, and M∗ = M¯ = 1.
The Limiting Indifference Price. Recall that d = limn↑∞ d
n exists. As the assumptions therein hold,
using Proposition 4.5, as well as the explicit formula for I, calculation shows for any subsequence
(still labeled n) such that limn↑∞ |qn|/rn exists:
(1) (Regime 1) If limn↑∞ |qn|/rn = 0 then limn↑∞ pn(qn) = d.
(2) (Regime 2) If limn↑∞ |qn|/rn = l 6= 0 then
lim
n↑∞
pn(qn)− d =
{
0 l > − 1
a
∞ l < − 1
a
.
(3) (Regime 3) If limn↑∞ |qn|/rn =∞ then{
lim supn↑∞ p
n(qn)− d ≤ 0 qn/rn →∞
limn↑∞ p
n(qn)− d =∞ qn/rn → −∞
.
Optimal Quantities. Consider the case where qn is obtained by purchasing optimal quantities, i.e.,
qn = qˆn from Example 3.8. Recall that we require p˜
n ≥ d to ensure p˜n is arbitrage free for arbitrary
n. In this instance, we have
(5.7) qˆn = −1
a
log
(
p˜n − dn∑∞
i=n+1 βi
)
= −rn
a
− 1
a
log (p˜n − dn) .
Thus, if p˜n − dn = p > 0 then limn↑∞ qˆn/rn = −1/a.
Remark 5.4. Interestingly, in this instance, for optimal purchases at any price dn + p, p > 0,
one encounters the boundary case where qˆn/rn → −1/a, which is not covered by the results in
Proposition 4.5. However, one may explicitly calculate pn(qˆn) using (5.7), (3.8) and Example 3.8
pn(qˆn)− dn = − 1
qˆna
log
(
EP
[
e−qˆnaYn
])
=
p+ d− dn − e−rn
rn + log(p+ d− dn) → 0.
Additionally, one can directly show that if qn/rn →∞ then pn(qn)→ d.
Appendix A. Proofs From Section 2
Before proving Propositions 2.5 2.8, 2.10 and Lemma 2.9, we first state and prove some auxiliary
lemmas and introduce some notation to streamline the presentation. Throughout this section,
Assumptions 2.1, 2.2, 2.4 and 2.6 are enforced.
Recall the measure Q0 on GT from Assumption 2.2. Extend Q0 to FT by defining
(A.1) Q0 [A] = E
[
dQ0
dP
∣∣∣∣
GT
1A
]
; A ∈ FT .
This extension is similar to the one in [1, Definition 2.5], which therein was called the “martingale
preserving probability measure”. Next, set
(A.2) Z0t =
dQ0
dP
∣∣∣∣
Gt
=
dQ0
dP
∣∣∣∣
Ft
; t ≤ T.
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Lastly, recall that M denotes the class of equivalent local martingale measures on FT , and M˜
denotes the subset of M with finite relative entropy with respect to P. For any Q ∈ M define
(A.3) ZQt =
dQ
dP
∣∣∣∣
Ft
; t ≤ T,
so that with an abuse of notation, we have Z0t = Z
Q0
t .
Lemma A.1. If Q ∈ M then defining R via
(A.4) ZQt = Z
0
tRt; t ≤ T,
it follows that E
[
Rt
∣∣ Gt] = 1 for all t ≤ T . In particular, Q = Q0 on GT .
Proof. This fact was proved in essentially the same setting in [2, Lemma 4.3]. For the reader’s
convenience we prove this as well. We follow very closely the proof of [9, Lemma A.2] which
considered the case of Brownian filtration. Let A ∈ Gt. By the completeness of the (P,G;S)-
market, for some unique value x there exists a G-predictable, (P,G;S)-integrable strategy ∆ such
that 1A = x +
∫ T
0 ∆tdSt = X
∆
T . Furthermore, X
∆ is a bounded (Q0,G)-martingale, where the
boundedness follows as |X∆T | ≤ 1. Now, as Q ∈ M and ∆ is (P,F;S)-integrable and X∆ is
bounded, it holds that X∆ is a (Q,F)-local-martingale and hence martingale [14, Corollary 7.3.8].
Thus, we have that
Q [A] = EQ
[
X∆T
]
= x = Q0 [A] ; A ∈ Gt,
and hence dQ/dP
∣∣
Gt
= Z0t , which yields the result as dQ/dP
∣∣
Gt
= Z0t E
[
Rt
∣∣ Gt].

Lemma A.2. Let RT be HT measurable, strictly positive, and such that E [RT ] = 1. Then for Q
defined on FT by
dQ
dP
= Z0TRT
it holds that Q ∈ M.
Proof. Take a sequence of G stopping times {τm}m∈N such that Sm· = Sτm∧· is a bounded (Q0,G)-
martingale. For u ≤ T define the (P,H)-martingale Ru = E
[
RT
∣∣ Hu]. It is clear that dQ/dP∣∣Fu =
Z0uRu. Now, fix 0 ≤ s ≤ t ≤ T and let As ∈ Gs, Bs ∈ Hs. We thus have that
E
[
1As1BsSτm∧t
dQ
dP
∣∣
Ft
]
= E
[
1As1BsSτm∧tZ
0
tRt
]
= E
[
1AsSτm∧tZ
0
t
]
E [1BsRt] ;
= E
[
1AsSτm∧sZ
0
s
]
E [1BsRs] = E
[
1As1BsSτm∧s
dQ
dP
∣∣
Fs
]
.
Thus, Sm is a bounded (Q,F)-martingale, proving the result, as the {τm}m∈N are F stopping times
as well. 
Given Lemmas A.1 and A.2, we now prove Proposition 2.5
Proof of Proposition 2.5. First, consider the optimal investment problem in (2.4) in the (P,G;S)-
market: i.e. when the allowable trading strategies are those ∆ which are G-predictable, (P,G;S)-
integrable and such that the resultant wealth process X∆ is a (Q0,G)-super-martingale (recall
that Q0 is the unique equivalent local martingale measure on GT with finite relative entropy).
Here, under Assumption 2.2, as S is G locally bounded, it follows from [19, Corollary 2.1], [20,
Proposition 3.2] that (2.5) holds for some (P;G;S)-integrable trading strategy Ψ such that XΨ is
a (Q0,G)-martingale. Therefore,
(A.5) ∞ > H
(
Q0
∣∣ P∣∣
GT
)
= EQ0
[
−aXΨT − log
(
E
[
e−aX
Ψ
T
])]
= − log
(
E
[
e−aX
Ψ
T
])
.
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This in turn implies
(A.6) E
[
U
(
XΨT
)]
= −1
a
E
[
e−aX
Ψ
T
]
= −1
a
e
−H
(
Q0
∣∣ P∣∣
GT
)
,
and hence from the well-known duality results on the optimal investment problem, Ψ is the optimal
trading strategy in the (P,G;S)-market. We now show Ψ is optimal among the larger class of
trading strategies A in the (P,F;S)-market. Recall the extension of Q0 to FT in (A.1). Assumptions
2.1, 2.2 and Lemma A.2 imply Q0 ∈ M, and for any Q ∈ M, using R from Lemma A.1:
E
[
dQ
dP
log
(
dQ
dP
)]
= E
[
Z0TRT
(
log
(
Z0T
)
+ log(RT )
)]
;
= E
[
Z0T log
(
Z0T
)]
+ E
[
Z0TE
[
RT log(RT )
∣∣ GT ]] ≥ E
[
dQ0
dP
log
(
dQ0
dP
)]
,
where the second equality and third inequality follow from Lemma A.1 and the conditional Jensen
inequality. Thus, Q0 is the (P,F)-minimal entropy measure, and as (A.6) holds, Ψ will be the
optimal trading strategy once it is shown that Ψ ∈ A: i.e. that XΨ is a (Q,F)-super-martingale
for all Q ∈ M˜. To this end, we first show that XΨ is a (Q,F)-local martingale for any Q ∈ M.
Indeed, as XΨ is a (Q0,G)-martingale, it is a (Q0,G)-special semi-martingale and [26, Proposition
4.23] implies (recall x = XΨ0 = 0) that Yt = sups≤t |XΨs |, t ≤ T is (Q0,G) locally integrable. Thus,
let {τn}n∈N such that τn ↑ ∞ and such that EQ0
[
sups≤T∧τn |XΨs |
]
< ∞. Now, let Q ∈ M. By
Lemma A.1 and the fact that the {τn}n∈N are G stopping times, we have conditioning upon GT
that
EQ
[
sup
s≤T∧τn
|XΨs |
]
= E
[
Z0TRT sup
s≤T∧τn
|XΨs |
]
= EQ0
[
sup
s≤T∧τn
|XΨs |
]
<∞.
Thus, (XΨ)− is (Q,G) (resp. (Q,F))-locally integrable, and as S is a (Q,F)-local martingale by
assumption, [14, Corollary 7.3.8] yields that XΨ is a (Q,F) local martingale. To show that XΨ
is a (Q,F)-super-martingale for all Q ∈ M˜ we use the results of [29]. To align with the notation
therein, set
D =
{
ZQ : Q ∈ M˜
}
; TT = {τ : F− stopping time s.t. τ ≤ T} ;
Z¯t = exp
(
EQ0
[
log
(
Z0T
) ∣∣ Ft]) ; t ≤ T.(A.7)
We first claim that XΨ is a (Q0,F)-martingale. Indeed, fix 0 ≤ s ≤ t ≤ T and let As ∈ Gs, Bs ∈ Hs.
We have
E
[
1As1BsX
Ψ
t Z
0
t
]
= P [Bs]E
[
1AsX
Ψ
t Z
0
t
]
= P [Bs]E
[
1AsX
Ψ
s Z
0
s
]
= E
[
1Bs1AsX
Ψ
s Z
0
s
]
,
where the first and third equalities follow by the P-independence of G and H, and the second
equality follows by the fact that XΨ is a (Q0,G)-martingale. From (A.7) and (2.5) we see that
log
(
Z¯t
)
= EQ0
[
log
(
Z0T
) ∣∣ Ft] = EQ0 [−aXψT − log (E [e−aXψT ]) ∣∣ Ft] ;
= −aXψt − log
(
E
[
e−aX
ψ
T
])
; t ≤ T.
Recall ([29, Section 4]) that we say D is “stable under concatenation” for F if for all τ ∈ TT , we
have that ZQ1 , ZQ2 ∈ D implies that
Z˜ = ZQ1I[0,τ) + (Z
Q1
τ /Z
Q2
τ )Z
Q21[τ,T ] ∈ D.
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It is clear that E
[
Z˜T log
(
Z˜T
)]
< ∞, Z˜T > 0 and the optional sampling theorem implies that
E
[
Z˜T
]
= 1. Lastly, the optional sampling theorem again implies, as S is locally bounded (as
noted in [13, pp. 109]), that Z˜ ∈ M˜. Thus, as M˜ is stable under concatenation, [29, Lemma 4.2]
shows if Q ∈ M˜ then (log(Z¯τ∧T ))τ∈TT is Q uniformly integrable. Thus, the family (XΨτ∧T )τ∈TT
is Q uniformly integrable and hence XΨ is a Q uniformly integrable, (Q,F) martingale, hence
supermartingale, as it is of class DL. 
Lemma A.3. For Qˆ defined as in (2.10) it follows that Qˆ ∈ M˜.
Proof. That Qˆ ∈ M is an immediate consequence of Lemma A.2. It thus suffices to show that
H
(
Qˆ
∣∣ P) <∞. To this end, using the independence of Z0 and Y :
H
(
Qˆ
∣∣ P) = E [Z0T e−qaYE [e−qaY ] (log(Z0T )− qaY − log (E [e−qaY ]))
]
;
= H
(
Q0
∣∣ P∣∣
GT
)
− qaE
[
Y e−qaY
]
E [e−qaY ]
− log (E [e−qaY ]) <∞,
where the last inequality follows as E
[
eλY
]
<∞ for all λ ∈ R. 
Lemma A.4. For the trading strategy ∆ˆ = −q∆1 + Ψ where ∆1 is the replicating strategy for D
and Ψ is from Proposition 2.5, it follows that ∆ˆ ∈ A.
Proof. Let Q ∈ M˜. Recall that Assumptions 2.1, 2.2 imply that ∆ˆ is G- (hence F-) predictable
and both (P,G;S), (P,F;S) integrable, and X∆ coincides under both G,F (in fact this holds for
any measure equivalent to P on FT ). We must show that
(A.8) X∆ˆ· =
∫ ·
0
∆ˆudSu = −q
∫ ·
0
(∆1)udSu +
∫ ·
0
ΨudSu = −q
(
X∆1· − d
)
+XΨ· ,
is a (Q,F)-super-martingale. From Proposition 2.5 it holds that XΨ is a Q uniformly integrable
(Q,F)-martingale. Thus, it suffices to show that X∆1 is a (Q,F)-martingale. Now, that X∆1 is a
(Q0,G)-martingale follows by Assumptions 2.2 and 2.6. Next, as X
∆1 is G-adapted and Q = Q0
on GT we have, using the cadlag property of X∆1 (see Remark 2.3), Ho¨lder’s inequality and Doob’s
maximal inequality:
EQ
[
sup
t≤T
|X∆1t |
]
= EQ0
[
sup
t≤T
|X∆1t |
]
= EQ0
[
sup
t≤T
|EQ0 [D ∣∣ Gt] |
]
;
≤ EQ0

(sup
t≤T
|EQ0 [D ∣∣ Gt] |
)1+ǫ
1
1+ǫ
;
≤
(
1 + ǫ
ǫ
)
EQ0
[|D|1+ǫ] 11+ǫ <∞.
Thus, [14, Corollary 7.3.8] implies that X∆1 is a (Q,F)-local martingale. In fact, for any F-stopping
time τ and λ > 0:
EQ
[
|X∆1t∧τ |1|X∆1t∧τ |≥λ
]
≤ EQ
[
sup
t≤T
|X∆1t |1supt≥T |X∆1t |≥λ
]
,
and hence X∆1 is of class (Q,F) D.L. and hence a (Q,F)-martingale.

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Proof of Proposition 2.8. From (A.5) in Proposition 2.5 we see that
H
(
Q0
∣∣ P∣∣
GT
)
= − log
(
E
[
e−aX
Ψ
T
])
= − log(−au(0, 0)).(A.9)
As ∆ˆ is G predictable it follows that X∆ˆ is G-adapted and hence X∆ˆ is independent of H. Fur-
thermore, Lemma A.4 shows that ∆ˆ ∈ A and in fact X∆ˆ is a (Q,F)-martingale for all Q ∈ M˜.
Additionally, in view of (A.8) we have
−a(X∆ˆT + qB) = −aXψT + qaX∆1T − qad− qaD − qaY = −aXψT − qad− qaY.
Thus
−1
a
E
[
e−a(X
∆ˆ
T
+qB)
]
= −1
a
e−qadE
[
e−aX
ψ
T
−qaY
]
= −1
a
e−qadE
[
e−aX
ψ
T
]
E
[
e−qaY
]
;
= u(0, 0)e−qadE
[
e−qaY
]
.
(A.10)
Now, define the probability measure Qˆ on FT via (2.10). Lemma A.3 shows that Q ∈ M˜. From
(2.10) we have
B +
1
qa
log
(
ZQˆT
)
= D + Y +
1
qa
log
(
Z0T
)− Y − 1
qa
log
(
E
[
eqaY
])
;
= X∆1T +
1
qa
log
(
Z0T
)− 1
qa
log
(
E
[
eqaY
])
.
As E
[
ZQˆT
]
= 1:
E
[
ZQˆT
(
B +
1
qa
log
(
ZQˆT
))]
= E
[
X∆1T Z
0
T
e−qaY
E [e−qaY ]
]
+
1
qa
E
[
log(Z0T )Z
0
T
e−qaY
E [e−qaY ]
]
− 1
qa
log
(
E
[
eqaY
])
;
= d+
1
qa
H
(
Q0
∣∣ P∣∣
GT
)
− 1
qa
log
(
E
[
eqaY
])
;
= d− 1
qa
log(−au(0, 0)) − 1
qa
log
(
E
[
eqaY
])
.
Above, the second equality follows by the independence of Y and Z0TX
∆1
T , the fact that X
∆1 is a
(Q0,G) martingale starting at d, and the definition of Z
0
T . The last equality follows from (A.9).
The latter and (A.10), give us
−1
a
e
−qaE
[
Z
Qˆ
T
(
B+ 1
qa
log
(
Z
Qˆ
T
))]
= −1
a
e−qad+log(−au(0,0))+log(E [e
qaY ]) = u(0, 0)e−qadE
[
e−qaY
]
;
= −1
a
E
[
e−a(X
∆ˆ
T +qB)
]
.
Thus, from the standard duality results for exponential utility it follows that (2.8) holds, that ∆ˆ is
the optimal strategy, and that Qˆ is the optimal local martingale measure. With this identification
of u(0, q), the indifference price p(q) from (2.9) is immediate. 
Proof of Lemma 2.9. LetQ ∈ M. From Lemma A.1 it follows that ZQT = Z0TRT whereE
[
RT
∣∣ GT ] =
1. As D = X∆1T almost surely and X
∆1
T is a (Q0,G)-martingale with initial value d it follows that
EQ [B] = E
[
Z0TRT
(
X∆1T + Y
)]
= d+ E
[
Z0TRTY
]
,
where the second equality follows by first conditioning upon GT . From the above, it is clear that
infQ∈ME
Q [B] ≥ d + essinfP (Y ). As for the reverse direction, denote by MT the class of strictly
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positive, HT -measurable random variables RT such that E [RT ] = 1. For any RT ∈ MT , Lemma
A.2 shows that defining Q via dQ/dP = Z0TRT it follows that Q ∈ M. Furthermore, using the
independence of G and H it follows that EQ [B] = d+ E [RTY ], so that
(A.11) inf
Q∈M
EQ [B] ≤ d+ inf
RT∈MT
E [RTY ] .
Now, let m be such that P [Y < m] > 0. Set Am = {Y < m} ∈ HT and, for 0 < δ < 1 set
Rm,δT =
(1− δ)1Am + δ1Acm
(1− δ)P [Am] + δP [Acm]
.
Clearly, Rm,δT ∈MT . Furthermore,
inf
RT∈MT
E [RTY ] ≤ E
[
Rm,δT Y
]
=
(1− δ)E [Y 1Y <m] + δE [Y 1Y≥m]
(1− δ)P [Y < m] + δP [Y ≥ m] ≤
m(1− δ)P [Y < m] + δE [Y 1Y≥m]
(1− δ)P [Y < m] + δP [Y ≥ m] .
Assumption 2.6 implies E [|Y |] <∞ and in particular E
[
|Rm,δT Y |
]
<∞. Thus, taking δ ↓ 0 gives
inf
RT∈MT
E [RTY ] ≤ m.
Taking m ↓ essinfP (Y ) gives infRT∈MT E [RTY ] ≤ essinfP (Y ), which in view of (A.11) yields
b = inf
Q∈M
EQ [B] = d+ essinfP (Y ) .
A similar calculation for the upper bound shows that b¯ = d+ esssupP (Y ), finishing the proof.

Proof of Proposition 2.10. It is convenient to set q = −λ/a so that (2.13) reads
1
a
inf
λ∈R
(Λ(λ)− λ(p˜− d)) .
Set f(λ) = Λ(λ)− λ(p˜ − d). The strict convexity of Λ(λ) implies that f(λ) is strictly convex. For
λ 6= 0 we have f(λ)/λ = Λ(λ)/λ− (p˜− d). Lemma 2.9 and parts (1), (2) of Lemma D.1 below give,
as p˜ ∈ (b, b¯), the existence of an ǫ > 0 so that lim inf |λ|↑∞ f(λ)/|λ| ≥ ǫ. Therefore, f is strictly
convex and coercive so there exists a unique minimizer λˆ for f on R. Part (3) of Lemma D.1 below
ensures that Λ˙(λ) exists and is finite for all λ ∈ R, and hence by the standard results of minimizer’s
of differentiable functions it follows that λˆ must satisfy the first order conditions given in (2.14).
To see this, note that for all λ ∈ R we have Λ(λ) − Λ(λˆ) ≥ (λ − λˆ)(p˜ − d). Now, assume λ > λˆ.
Then p˜ − d ≤ 1/(λ − λˆ) ∫ λ
λˆ
Λ˙(τ)dτ. Taking λ ↓ λˆ and using the smoothness of Λ, which is ensured
by Assumption 2.6 p˜ − d ≤ Λ˙(λˆ). A similar calculation with λˆ > λ gives the opposite inequality,
finishing the proof.

Appendix B. Proofs from Section 3
Proof of Lemma 3.4. It is first shown that limN↑∞
∑N
i=1E [Bi] exists and is finite in magnitude.
Indeed, by the convexity of each Γi we have for any λ > 0 that −(1/λ)Γi(−λ) ≤ Γ˙i(0) = E [Bi] ≤
(1/λ)Γi(λ). This gives for any integers M > N that
1
−λ
M∑
i=N+1
Γi(−λ) ≤
M∑
i=N+1
E [Bi] ≤ 1
λ
M∑
i=N+1
Γi(λ).
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As both (1/λ)
∑∞
i=1 Γi(λ) and −(1/λ)
∑∞
i=1 Γi(−λ) exist and are finite for all λ > 0, it follows
for any ǫ > 0 there is some Nǫ so that if M,N ≥ Nǫ then
∣∣∣∑Mi=N+1E [Bi]∣∣∣ ≤ ǫ, proving that∑n
i=1E [Bi] is Cauchy and hence the limit exists and is finite. We now claim that
(B.1)
∞∑
i=1
Var [Bi] <∞,
from which the almost sure convergence result follows from [38, Theorem 1.4.2] and the L2 conver-
gence result follows as
∑∞
i=1E [Bi] exists. But, (B.1) holds by applying the inequality
x2 ≤ 2
λ2
(
eλx + e−λx
)
; x ∈ R, λ > 0,
to x =
∑N
i=1 (Bi −E [Bi]), using the independence of the {Bi}i∈N, Assumption 3.3, and that∑N
i=1E [Bi]→
∑∞
i=1E [Bi] as N ↑ ∞. 
Proof of Lemma 3.6. Clearly, G and H satisfy Assumption 2.1 and by construction B = D + Y
so that Assumption 2.4 holds. Due to the choice of σ as the lower-triangular square root of Σ,
Assumption 2.2 is satisfied. Indeed, the first n assets only depend upon the first n Brownian
motions and hence S is G adapted. Furthermore, the (P,G;S)-market is complete in view of the
martingale representation theorem. Here, the unique martingale measure Q0 takes the form
dQ0
dP
∣∣∣∣
GT
=
dQ˜
dP
∣∣∣∣
GT
= E
(
n∑
i=1
−θiW i·
)
T
,
and for this measure H
(
Q0
∣∣ P∣∣
GT
)
= (1/2)
∑n
i=1 θ
2
i <∞. Lastly, Assumptions 3.2 and 3.3 imply
the integrability assumptions on D and Y in Assumption 2.6. To see this, as Assumption 3.2
implies E
[
B2i
]
<∞ for each i, it holds that for any 0 < ǫ < 1 (recall (A.2)):
EQ0
[|D|1+ǫ] = E

Z0T
∣∣∣∣∣
n∑
i=1
Bi
∣∣∣∣∣
1+ǫ

 ≤ E [(Z0T ) 21−ǫ
]1−ǫ
2
E


(
n∑
i=1
Bi
)2
1+ǫ
2
;
≤ e
T
2
1+ǫ
1−ǫ
∑n
i=1 θ
2
i
(
n
n∑
i=1
E
[
B2i
]) 1+ǫ2
<∞.
Furthermore, the independence of the {Bi}i∈N gives
E
[
eλY
]
= E
[
eλ
∑∞
i=n+1Bi
]
= e
∑∞
i=n+1 Γi(λ) <∞.
Having verified Assumptions 2.1 – 2.6, Proposition 2.8 implies that for each n, in the nth market,
the indifference price for q units of B is p(q) = d − (1/(qa)) log (E [e−qaY ]). By construction, Q0
agrees with Q˜ on the sigma-algebra GT . Thus, we have from the definitions of d in Assumption 2.2
and dn in (3.7):
d = EQ0 [D] =
n∑
i=1
EQ˜ [Bi] = d
n; log
(
E
[
e−qaY
])
=
∞∑
i=n+1
Γi(−qa).
The range of arbitrage free prices in (3.9) follows immediately from Lemma 2.9, Lemma 3.4 (which
shows that
∑∞
i=1E [Bi] exists) and the independence of the {Bi}i∈N. Indeed, these imply that
essinfP
(∑∞
i=n+1Bi
)
=
∑∞
i=n+1 essinfP (Bi) as well as esssupP
(∑∞
i=n+1Bi
)
=
∑∞
i=n+1 esssupP (Bi).
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For the sake of completeness, let us discuss essinfP
(∑∞
i=n+1Bi
)
=
∑∞
i=n+1 essinfP (Bi) in some
detail. Without loss of generality we may assume that E [Bi] = 0 and we have that
∑∞
i=1E
[
B2i
]
<
∞. Thus, M∞ =
∑∞
i=n+1Bi is well defined almost surely. It is clear that essinfP
(∑∞
i=n+1Bi
) ≥∑∞
i=n+1 essinfP (Bi) as for any c <
∑∞
i=n+1 essinfP (Bi) one has P [M∞ < c] = 0. For the other
direction, we let Mm =
∑m+n
i=n+1Bi. Then M = (Mm)m=1,2,··· is a L
2 bounded Fm = σ(Bi, i =
n+1, ..., n+m) martingale. Hence, we may write Mm = E[M∞|Fm] which immediately gives that
n+m∑
i=n+1
essinfP (Bi) = essinfP
(
n+m∑
i=n+1
Bi
)
= essinfP (Mm) ≥ essinfP (M∞) = essinfP
(
∞∑
i=n+1
Bi
)
,
for m = 1, 2, · · · . So, taking m ↑ ∞ gives the result. Lastly, (3.10) follows immediately from
(2.14) as Λ from (2.7) takes the form Λ(λ) =
∑∞
i=n+1 Γi(λ) and Lemma B.1 below shows that the
derivative may be passed through the infinite sum.

Lemma B.1. Let Assumptions 3.1, 3.2 and 3.3 hold. For i ∈ N define Γi as in (3.3). Then, for all
λ ∈ R, limN↑∞
∑N
i=1 Γ˙i(λ) exists, −∞ <
∑∞
i=1 Γ˙i(λ) <∞ and (d/dλ) (
∑∞
i=1 Γi(λ)) =
∑∞
i=1 Γ˙i(λ).
Proof. The short proof of this lemma was suggested by one of the referees of the paper. As Γi is
convex it follows that
n∑
i=k
(Γi(λ)− Γi(λ− 1)) ≤
n∑
i=k
Γ˙i(λ) ≤
n∑
i=k
(Γi(λ+ 1)− Γi(λ)) ,
which by Assumption 3.3 means that
∑·
i=0 Γ˙i(λ) is a Cauchy series and thus converges to a finite
quantity. This completes the proof of the Lemma. 
Appendix C. Proof of Proposition 4.5
Proof of Proposition 4.5. (Regime 1) For the δ of Assumption 4.3, let ǫ > 0 be such that ǫa < δ.
For n large enough we may assume that |qn| ≤ ǫrn. From (4.4) it follows that
− 1
aǫrn
Λn(−aǫrn) = pn(ǫrn)− dn ≤ pn(qn)− dn ≤ pn(−ǫrn)− dn = 1
aǫrn
Λn(aǫrn).
Therefore, Varadhan’s integral lemma yields
lim inf
n↑∞
pn(qn)− dn ≥ − 1
aǫ
sup
y∈R
(−aǫy − I(y)) ;
lim sup
n↑∞
pn(qn)− dn ≤ 1
aǫ
sup
y∈R
(aǫy − I(y)) .
In view of Lemmas D.2, D.3 below, we have for ǫ small enough that
lim inf
n↑∞
pn(qn)− dn ≥ y−ǫ + 1
ǫa
I(y−ǫ) ≥ y−ǫ;
lim sup
n↑∞
pn(qn)− dn ≤ y+ǫ − 1
ǫa
I(y+ǫ) ≤ y+ǫ,
for some y−ǫ ∈ [l−ǫa, u−ǫa], y+ǫ ∈ [lǫa, uǫa] where lǫ, uǫ are defined in (D.2) below. Thus, by Lemma
D.3 we have that y±ǫ → 0 as ǫ ↓ 0 proving that limn↑∞ pn(qn)− dn = 0.
(Regime 2). Now, assume that limn↑∞ |qn|/rn = l ∈ (0,∞). First, assume 0 < l < −M/a. For n
large enough we may assume (l− γ)rn ≤ qn ≤ (l+ γ)rn for some γ > 0 such that M < −a(l+ γ) <
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−a(l − γ) < 0. (4.4) then implies
pn(qn)− dn ≤ pn((l − γ)rn)− dn = − 1
(l − γ)arnΛn(−(l − γ)arn);
pn(qn)− dn ≥ pn((l + γ)rn)− dn = − 1
(l + γ)arn
Λn((l + γ)arn).
By Varadhan’s integral lemma
lim sup
n↑∞
pn(qn)− dn ≤ − 1
(l − γ)a supy∈R
(−(l − γ)ay − I(y)) = inf
y∈R
(
y +
I(y)
(l − γ)a
)
≤ 0;
lim inf
n↑∞
pn(qn)− dn ≥ − 1
(l + γ)a
sup
y∈R
(−(l + γ)ay − I(y)) = inf
y∈R
(
y +
I(y)
(l + γ)a
)
> −∞.
The function τ 7→ infy∈R (y + τI(y)) for τ > 0 is concave and hence continuous on the interior of
it’s effective domain. Therefore, taking γ ↓ 0 in the above yields (4.12).
Now, assume that M∗ > −∞ and l > −M∗/a. From (4.9) we have that l > −M/a and hence we
can find a γ > 0 so that for n large enough qn ≥ (l− γ)rn and such that l− γ > −M∗/a ≥ −M/a.
As before, (4.4) implies
(C.1) pn(qn)− dn ≤ pn((l − γ)rn)− dn = − 1
(l − γ)arnΛn(−(l − γ)arn).
By the definition of M we know that lim supn↑∞(1/rn)Λn(−(l − γ)arn) = ∞. However, it is in
fact true that limn↑∞(1/rn)Λn(−(l−γ)arn) =∞. Indeed, assume there exists a sub-sequence (still
labeled n) such that lim supn↑∞(1/rn)Λn(−(l− γ)arn) <∞. Varadhan’s integral lemma applied to
the subsequence (for which the LDP still holds) then implies that for γ small enough
lim
n↑∞
1
rn
Λn(−(l − 2γ)arn) = sup
y∈R
(−(l − 2γ)ay − I(y)) <∞.
Thus, for γ small enough so that l− 2γ > −M∗/a we have a contradiction to the definition of M∗.
Thus, we have from (C.1) that limn↑∞ p
n(qn)− dn = −∞.
The results for qn/rn → l < 0 are very similar to that for l > 0. Indeed, assume first that
−M¯/a < l < 0. For n large enough we may assume (l− γ)rn ≤ qn ≤ (l+ γ)rn for some γ > 0 such
that 0 < −a(l + γ) < −a(l − γ) < M¯ . (4.4) implies
pn(qn)− dn ≤ pn((l − γ)rn)− dn = − 1
(l − γ)arnΛn(−(l − γ)arn);
pn(qn)− dn ≥ pn((l + γ)rn)− dn = − 1
(l + γ)arn
Λn(−(l + γ)arn).
Varadhan’s integral lemma gives
lim sup
n↑∞
pn(qn)− dn ≤ − 1
(l − γ)a supy∈R
(−(l − γ)ay − I(y)) = sup
y∈R
(
y +
I(y)
(l − γ)a
)
<∞;
lim inf
n↑∞
pn(qn)− dn ≥ − 1
(l + γ)a
sup
y∈R
(−(l + γ)ay − I(y)) = sup
y∈R
(
y +
I(y)
(l + γ)a
)
≥ 0.
The function τ 7→ supy∈R (y + τI(y)) for τ < 0 is convex and hence continuous on it’s effective
domain. Therefore, taking γ ↓ 0 in the above yields (4.13).
Next, assume that M∗ <∞ and l < −M∗/a. From (4.9) we have that l < −M¯/a and hence we
can find a γ > 0 so that for n large enough qn ≤ (l+ γ)rn and such that l+ γ < −M∗/a ≤ −M¯/a.
27
As before, (4.4) implies
pn(qn)− dn ≥ pn((l + γ)rn)− dn = − 1
(l + γ)rn
Λn(−(l + γ)arn).
By the definition of M¯ we know that lim supn↑∞(1/rn)Λn(−(l+γ)arn) =∞, but a similar argument
to that above shows that in fact limn↑∞(1/rn)Λn(−(l+γ)arn) =∞, and hence limn↑∞ pn(qn)−dn =
∞.
(Regime 3) The proof for Regime 3 is nearly identical to that of Regime 2 and hence only the
argument for qn/rn →∞ is given. For any M > 0 we can find N large enough so that qn ≥Mrn.
(4.4) then implies
pn(qn)− dn ≤ pn(Mrn)− dn = − 1
Mrna
Λn(−Marn).
Now, ifM∗ > −∞ then (4.9) impliesM > −∞ and hence forM large enough so that −aM < M∗ <
M we have lim supn↑∞(1/rn)Λn(−Marn) =∞, but, in fact we must have limn↑∞(1/rn)Λn(−Marn) =
∞. Indeed, assume there exists a sub-sequence (still labeled n) such that lim supn↑∞(1/rn)Λn(−Marn) <
∞. Then for γ small enough so that −a(M − γ) < M∗
lim
n↑∞
1
rn
Λn(−(M − γ)arn) = sup
y∈R
(−(M − γ)ay − I(y)) <∞.
This is a contradiction to the definition of M∗. Therefore, limn↑∞ p
n(qn)− dn = −∞, proving the
result if M∗ > −∞. If M = −∞ we have that for all M > 0 that
lim sup
n↑∞
pn(qn)− dn ≤ − 1
Ma
sup
y∈R
(−May − I(y)) = inf
y∈R
(
y +
I(y)
Ma
)
.
The right hand side above is decreasing in M : taking M ↑ ∞ gives
lim sup
n↑∞
pn(qn)− dn ≤ lim
M↑∞
inf
y∈R
(
y +
I(y)
Ma
)
.
We now claim that
lim
M↑∞
inf
y∈R
(
y +
I(y)
Ma
)
= inf {y | I(y) <∞} ,
which, if true, finishes the result. First, it is clear as I ≥ 0 that
lim
M↑∞
inf
y∈R
(
y +
I(y)
Ma
)
= lim
M↑∞
inf
y∈R,I(y)<∞
(
y +
I(y)
Ma
)
≥ inf {y | I(y) <∞} .
Now, let y be such that I(y) < ∞. As infy∈R (y + I(y)/(Ma)) ≤ y + I(y)/(Ma) it follows that
limM↑∞ infy∈R (y + I(y)/(Ma)) ≤ y. Taking y ↓ inf {y | I(y) <∞} gives the result. 
Appendix D. Supporting Lemmas
Lemma D.1. Define Λ as in (2.7) and assume that Λ(λ) is finite for all λ ∈ R. Then
(1) limλ↑∞(1/λ)Λ(λ) = esssupP (Y ).
(2) limλ↓−∞(1/λ)Λ(λ) = essinfP (Y ).
(3) For all λ ∈ R, Λ˙(λ) = E [Y eλY ] /E [eλY ] ∈ R. Additionally, Λ(λ) is strictly convex which
implies that the map λ 7→ Λ˙(λ) is increasing in λ.
Proof. Clearly, for λ > 0, we have
(1/λ)Λ(λ) = (1/λ) log
(
EP
[
eλY
])
≤ esssupP (Y ) .
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Now, let m > 0 be such that P [Y > m] > 0. As Y ≥ m1Y >m, we then have
1
λ
Λ(λ) ≥ m+ 1
λ
log
(
EP [1Y >m]
)
.
Taking λ ↑ ∞ gives that lim infλ↑∞(1/λ)Λ(λ) ≥ m, and hence taking m ↑ esssupP (Y ) gives
limλ↑∞(1/λ)Λ(λ) = esssupP (Y ). A similar calculation shows that limλ↓−∞(1/λ)Λ(λ) = essinfP (Y ),
proving both (1) and (2) above. That Λ˙(λ) = E
[
Y eλY
]
/E
[
eλY
]
for λ ∈ R follows by Assumption
2.6, the dominated convergence theorem and the inequality
(D.1) |x|eλx ≤ C(λ)
(
e2λx + e−2λx
)
; x ∈ R,
for some constant C(λ) < ∞. Now, by Jensen’s inequality, E [eλY ] ≥ e−|λ|E [|Y |] and Assumption
2.6 ensures that E [|Y |] < ∞. Furthermore, as for any λ ∈ R there exists some constant C(λ)
so that (D.1) holds, it follows again from Assumption 2.6 that |E [Y eλY ] | < ∞, which yields (3)
finishing the proof.

Lemma D.2. Let Assumptions 4.1 and 4.3 hold. For δ and I as in Assumption 4.3, lim inf |y|↑∞ I(y)/|y| ≥
δ.
Proof. In view of (4.5) and Varadhan’s integral lemma for all ǫ ∈ (−δ, δ) it holds that
Γ(ǫ) = lim
n↑∞
1
rn
log
(
EP
n [
eǫrnYn
])
= sup
y∈R
(ǫy − I(y)) <∞.
For ǫ > 0 this gives for y > 0 that I(y)/y ≥ ǫ − Γ(ǫ)/y, from which the result follows by taking
y ↑ ∞ and ǫ ↑ δ. For ǫ < 0 this gives for y < 0 that I(y)/(−y) ≥ −ǫ− Γ(ǫ)/(−y), from which the
result follows by taking y ↓ −∞ and ǫ ↓ −δ. 
Lemma D.3. Let Assumptions 4.1 and 4.3 hold. Let δ be as in Assumption 4.3. For any ǫ ∈ (−δ, δ)
set
(D.2) lǫ = inf
{
y : y ∈ argmaxy∈R (ǫy − I(y))
}
; uǫ = sup
{
y : argmaxy∈R (ǫy − I(y))
}
.
Then limǫ↓0 l
ǫ = 0 = limǫ↓0 u
ǫ.
Proof. This lemma should be known in the literature, but given that we could not find an exact
reference, we provide a proof. As I(y) = 0⇔ y = 0 we have uǫ ≤ 0 for ǫ < 0, 0 ≤ lǫ for ǫ > 0 and
lǫ = uǫ = 0 for ǫ = 0. Furthermore, by Lemma D.2 we know for |ǫ| < δ/2 that −K ≤ lǫ ≤ uǫ ≤ K
for some K > 0 which does not depend upon ǫ. Now, let ǫ < 0, ǫ → 0 and assume by way of
contradiction that lǫ → −l < 0 for some l > 0. By definition of lǫ and this implies there exists a
sequence yǫ → y < −l/2 such that for each ǫ, yǫ ∈ argmaxy∈R (ǫy − I(y)). Therefore, we have that
0 ≤ lim inf
ǫ↓0
(ǫyǫ − I(yǫ)) ≤ −I(y),
where the last inequality follows by the lower semi-continuity of I. This gives I(y) ≤ 0 which by
Assumption 4.3 is impossible as y < −l/2 and I(y) = 0 if and only if y = 0. Thus the result follows
for ǫ < 0, ǫ → 0 as we already know that uǫ ≤ 0. A similar argument for ǫ > 0, ǫ → 0 finishes the
proof. 
Lemma D.4. Let Assumptions 4.1 and 4.3 hold. Let δ be as in Assumption 4.3. For ǫ ∈ (−δ, δ)
define
pǫn =
EP
n [
Yne
ǫrnYn
]
EPn [eǫrnYn ]
.
Then
0 = lim inf
ǫ→0
lim inf
n↑∞
pǫn = lim sup
ǫ→0
lim sup
n↑∞
pǫn.
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Proof. Recall the function Λn(λ) = log
(
EP
n [
eλYn
])
, λ ∈ R from (4.2). By Assumption 4.1, Λn(λ)
is strictly convex with Λ˙n(λ) = E
Pn
[
Yne
λYn
]
/EP
n [
eλYn
]
. Now, define the function Λ(λ) =
supy∈R (λy − I(y)). Note that by construction, Λ(λ) is convex. Furthermore, (4.8) states that
(1/rn)Λn(ǫrn)→ Λ(ǫ) as n ↑ ∞ for ǫ ∈ (−δ, δ).
By Proposition 2.10, the map λ 7→ −λpǫn + Λn(λ) is minimized uniquely at λ = ǫrn. This gives
for all γ ∈ R that
(D.3) − ǫrnpǫn + Λn(ǫrn) ≤ −γpǫn + Λn(γ).
Taking γ to be (ǫ+ λ)rn where λ > 0 is such that ǫ+ λ < δ it follows that
−ǫrnpǫn + Λn(ǫrn) ≤ −(ǫ+ λ)rnpǫn + Λn((ǫ+ λ)rn).
Canceling out the −ǫpǫn terms, dividing by λrn and rearranging terms gives
pǫn ≤
1
λ
(
1
rn
Λn ((ǫ+ λ)rn)− 1
rn
Λn(ǫrn)
)
.
Taking n ↑ ∞ gives
lim inf
n↑∞
pǫn ≤ lim sup
n↑∞
pǫn ≤
1
λ
(Λ(ǫ+ λ)− Λ(ǫ)) .
Taking λ ↓ 0 gives
lim inf
n↑∞
pǫn ≤ lim sup
n↑∞
pǫn ≤ Λ˙+(ǫ),
where Λ˙+(ǫ) is the right derivative of Λ at ǫ. Similarly, coming back to (D.3), taking γ = (ǫ− λ)rn
where λ > 0 is such that −δ < −ǫ− γ it follows that
− lim sup
n↑∞
pǫn ≤ − lim inf
n↑∞
pǫn ≤ Λ˙−(ǫ).
where Λ˙−(ǫ) is the left derivative of Λ at ǫ. Therefore, by [36, Theorem 23.2] it follows that
lim supn↑∞ p
n
ǫ , lim infn↑∞ p
n
ǫ = ∂Λ(ǫ). Now let l
ǫ ∈ ∂Λ(ǫ). The claim is that limǫ→0 |lǫ| = 0. To see
this, assume first by way of contradiction that there exits some τ > 0 such that lǫk ≥ τ for some
sequence ǫk → 0. Take 0 < λ < δ such that λ > ǫk for all k large enough. By definition of the
sub-differential it follows that
Λ(λ) ≥ Λ(ǫk) + lǫk(λ− ǫk) ≥ Λ(ǫk) + τ(λ− ǫk).
For λ small enough (still larger that ǫk) Lemma D.2 implies there exists some y
λ ∈ argmaxy∈R(λy−
I(y)) so that Λ(λ) = λyλ − I(yλ). This implies
λyλ − I(yλ) ≥ Λ(ǫk) + τ(λ− ǫk).
As Λ is convex, finite in (−δ, δ) and Λ(0) = 0, it follows by the continuity of Λ in (−δ, δ) that taking
k ↑ ∞ yields λyλ− I(yλ) ≥ τλ, or yλ ≥ τ + I(yλ)/λ ≥ τ . Taking λ ↓ 0 and using Lemma D.3 gives
that 0 ≥ τ , a contradiction. Similarly, assume by way of contradiction that there exits some τ > 0
such that lǫk ≤ −τ for some sequence ǫk → 0. Take −δ < λ < 0 such that λ < ǫk. By definition of
the sub-differential it follows that
Λ(λ) ≥ Λ(ǫk) + lǫk(λ− ǫk) ≥ Λ(ǫk)− τ(λ− ǫk).
For λ small enough magnitude (though still less than ǫk) Lemma D.2 implies there exists some
yλ ∈ argmaxy∈R(λy − I(y)) so that Λ(λ) = λyλ − I(yλ). This implies
λyλ − I(yλ) ≥ Λ(ǫk)− τ(λ− ǫk).
As above, by taking k ↑ ∞ one obtains −yλ ≥ τ + I(yλ)/(−λ) ≥ τ . Taking λ ↓ 0 and using Lemma
D.3 gives that 0 ≥ τ , a contradiction. Thus, it follows that |lǫ| → 0 as ǫ→ 0 for all lǫ ∈ ∂Λ(ǫ) and
hence the result follows. 
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