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Abstract
The concept of generalized domination unifies well-known variants of domination-like and
independence problems, such as Dominating set, Independent set, Perfect code, etc.
A generalized domination (also called [σ, ρ]-Dominating Set) problem consists in finding a
subset of vertices in a graph such that every vertex is satisfied with respect to two given sets
of constraints σ and ρ. Very few problems are known not to be FPT when parameterized
by tree-width, as usually this restriction allows one to write efficient algorithms to solve the
considered problems. The main result of this article is a proof that for some (infinitely many)
sets σ and ρ, the problem ∃[σ, ρ]-Dominating Set is W[1]-hard when parameterized by the
tree-width of the input graph. This contrasts with the current knowledge on the parameterized
complexity of this problem when parameterized by tree-width, which had only been studied
for finite and cofinite sets σ and ρ and for which it has been shown to be FPT.
Keywords: parameterized complexity, domination-like problem, tree-width, graph algorithm
1. Introduction
1.1. Motivation
Parameterized complexity is a recent theory introduced in the late 90’s by Downey and
Fellows (see e.g. [9, 11] for surveys). This theory underlines the connection between a param-
eter (different from the usual size of the input) and the complexity of a given problem, and
allows one to better study its complexity. Many different problem-specific parameters can
be considered, such as the maximum size of a desired solution, or the tree-width of the input
graph. A problem is said to be FPT (fixed-parameter tractable) parameterized by a parameter
k if it can be solved in O(f(k) · p(n)) time, for some computable function f and a polynomial
p, where n is the size of the input. Parameterized intractable problems are at least W[1]-hard,
where W[1] is one of the most important classes of parameterized complexity and believed to
be strictly including the class FPT (see e.g. [9, 11]).
In this article, we study the parameterized complexity of generalized domination problems,
also known as ∃[σ, ρ]-Dominating set and introduced by Telle [20, 21], when parameterized
by the tree-width of the input graph. Let σ, ρ be two fixed subsets of N (throughout this
paper, N denotes the set of nonnegative integers while N∗ denotes the set of positive integers).
The problem is defined as follows:
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∃[σ, ρ]-Dominating set
Input: A graph G = (V,E).
Question: Is there a subset D ⊆ V such that for every v ∈ D, |N(v) ∩D| ∈ σ, and for every
v /∈ D, |N(v) ∩D| ∈ ρ? If so, D is called a [σ, ρ]-dominating set.
Notice that the sets σ and ρ are part of the definition of the problem, hence we can suppose
that they are given as oracles deciding the membership of an integer to these sets.
It is well known that usual optimization problems such as Minimum dominating set
(minimum [σ, ρ]-dominating set with σ = N and ρ = N∗) or Maximum independent set
(maximum [σ, ρ]-dominating set with σ = {0} and ρ = N) are NP-hard. When dealing
with generalized domination, in many cases the problem of finding any [σ, ρ]-dominating set is
already NP-hard. Thus one usually considers first the problem of deciding the existence of such
set in a given graph, and if relevant, the optimization problems min-[σ, ρ]-Dominating set
and max-[σ, ρ]-Dominating set asking for an [σ, ρ]-dominating set of minimum or maximum
size respectively. In this paper, we mainly consider existence problems unless otherwise stated.
Many well-known NP-hard problems become efficiently tractable when restricted to graphs
of bounded tree-width, and from the parameterized complexity point of view lots of them
have turned out to be FPT when parameterized by the tree-width of the input graph. The
decomposition into a tree-like structure of the input graph allows one to write algorithms
which efficiently solve the considered hard problems. A natural question is whether this
tree-like structure can be used to solve every [σ, ρ]-Dominating set problems in FPT time
parameterized by tree-width.
In this article, we show that for (infinitely) many cases of σ and ρ, the problem ∃[σ, ρ]-
Dominating set is W[1]-hard even when restricted to graphs of bounded tree-width, giving
a more accurate picture of the parameterized complexity of this problem when parameterized
by tree-width. We also prove (in Section 3) that this problem can be solved in O(nf(tw)) time
whenever σ and ρ are some reasonable sets, hence justifying that this problem ought to be
studied from the parameterized viewpoint. Finally, note that by a result from Courcelle et
al. [5], it can be proven that ∃[σ, ρ]-Dominating set is FPT when parameterized by tree-
width when σ and ρ are both ultimately periodic sets, and that an efficient algorithm can be
obtained using automata and dynamic programming (see Section 3).
1.2. Related work
The ∃[σ, ρ]-Dominating set problem, also known as locally checkable vertex subset and
vertex partitioning problems, has been extensively studied since its introduction by Telle [20,
21] (see also e.g. [2, 3, 14, 18, 19, 22, 15]).
Several papers have considered the computational complexity of ∃[σ, ρ]-Dominating set
for some cases of σ and ρ, on general graphs (see e.g. [20, 21]), and on some classes of graphs
such as bounded tree-width graphs [20, 21, 22], bounded boolean-width graphs [2], or chordal
graphs [12].
From the parameterized complexity point of view, it is well known that most of the usual
existence domination-like problems are W[1]-complete or W[2]-complete on general graphs (see
e.g. [7, 8]). In an attempt to unify these results on k-[σ, ρ]-Dominating set parameterized
by the maximum size k of a [σ, ρ]-dominating set, Cattane´o and Perdrix [3] have shown that
it is in W[2] for any recursive sets σ and ρ, while Golovach et al. [13] have shown that it
is W[1]-complete when σ and ρ are both finite sets. Moreover, it is known that ∃[σ, ρ]-
Dominating set is FPT, parameterized by tree-width, when σ and ρ are finite or cofinite
sets (see e.g. [22, 19]).
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One may wonder whether every problem solvable in O(npoly(tw)) parameterized by tree-
width (i.e., in XP, see e.g. [9, 11]) is also solvable in FPT time for the same parameter.
The answer is no, and some (few) parameterized problems are known to be W[1]-hard when
parameterized by tree-width (see e.g. [6, 10]).
1.3. Our result
We show that for (infinitely) many cases of σ and ρ, the problem ∃[σ, ρ]-Dominating set
is W[1]-hard when parameterized by the tree-width of the input graph. For this purpose, we
focus mainly on σ, and prove the following:
Theorem 1. Let σ ⊆ N be a set with arbitrarily large gaps between two consecutive elements,
such that a gap of length at least t is at distance poly(t) in σ(see Section 4.1), and let ρ ⊆ N
be cofinite. Suppose minσ ≥ 1 and min ρ ≥ 2. Then the problem ∃[σ, ρ]-Dominating set is
W[1]-hard when parameterized by the tree-width of the input graph.
Throughout this paper, the more-intuitive term gap will designate an excluded interval of
consecutives integers in a subset of (non-negative) integers.
Many natural well-known infinite subsets of integers verify the condition on σ given above,
e.g. the positive powers of α ≥ 2 (e.g. for α = 3, the set {3, 9, 27, 81, . . .}), or the Fibonacci
numbers ({1, 2, 3, 5, 8, 13, . . .}). On the other hand, this result doesn’t apply for infinite sets
with bounded gaps, e.g. the ultimately periodic sets (for which the problem is in fact FPT,
see Section 3), or the set of all positive integers excepted the multiple of α ≥ 2 (for e.g. α = 3,
the set {1, 2, 4, 5, 7, 8, 10, . . .}).
This article is organized as follows. In Section 2, we recall some notions and definitions,
and we give in Section 3 some general results on the parameterized complexity of ∃[σ, ρ]-
Dominating set. The proof of our main Theorem 1 is then splitted in two steps. Firstly
in Section 4, we reduce from k-Capacitated dominating set, one of the few problems
known to be W[1]-hard [6] when parameterized by the tree-width of the input graph (and the
maximum size of a solution), to a variant of ∃[σ, ρ]-Dominating set in which some vertices
are inconditionally included in the [σ, ρ]-dominating set. Secondly in Section 5, we reduce this
variant to the ∃[σ, ρ]-Dominating set problem, hence proving this latter to be W[1]-hard
when parameterized by tree-width. We conclude this article with some open questions in
Section 6.
2. Preliminaries
We briefly recall in this section some notions and definitions used throughout this article.
2.1. Graphs
We consider in this article finite undirected graphs, without loops nor multiple edges. Let
G = (V,E) be an n-vertex m-edge graph. V (G) (or simply V if it is clear from the context)
denotes the set of vertices of the graph G, while E(G) (or simply E) denotes the set of edges.
For two vertices x, y ∈ V , we denote an edge between x and y by xy. For a vertex v ∈ V ,
N(v) = {u | uv ∈ E} denotes the open neighborhood of v, while N [v] = N(v)∪{v} denotes its
closed neighborhood. For a subset S ⊆ V , N [S] = ⋃v∈S N [v] denotes the closed neighborhood
of S.
The incidence graph I(G) of a graph G = (V,E) is a bipartite graph with V ∪ E as set
of vertices, and for two vertices v′, e′ of I(G) corresponding respectively to a vertex v and an
edge e of G, v′ is adjacent to e′ in I(G) if v is incident to e in G, i.e. v is an endpoint of e.
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2.2. Tree-width
A tree-decomposition (see e.g. [1]) of a graph G is a tree T in which each node i ∈ T has an
assigned set of vertices Xi ⊆ V (G) (called bag), such that (1) every vertex v ∈ V (G) appears
in at least one bag Xi of T , (2) every edge uv ∈ V (G) has its both endpoints appearing in
the same bag Xj of T (for some j), and (3) for every vertex v ∈ V (G), the bags containing v
induce a connected subtree of T . The width of a tree-decomposition is the size of the largest
bag of T minus one, i.e., maxi∈T |Xi| − 1. The tree-width of a graph G is then the minimum
width over all tree-decompositions of G.
2.3. Parameterized complexity
A problem is in FPT (fixed-parameter tractable) parameterized by some parameter k if it
can be solved in O(f(k)·p(n)) time, for some computable function f and a polynomial p, where
n is the size of the input; those problems are considered to be tractable from the parameterized
viewpoint. Parameterized problems considered to be intractable are at least W[1]-hard, where
W[1] is one of the most important classes of the parameterized complexity theory and believed
to be strictly including the class FPT. Finally, a problem is in XP parameterized by some
parameter k if it can be solved in O(nf(k)) time, for some computable function f , where n is
the size of the input; the parameterized class XP is known to strictly contain the parameterized
class W[1], and hence also FPT(see [11]).
See e.g. [9, 11] for some surveys on the parameterized complexity theory.
2.4. Generalized domination
Let σ, ρ be two fixed subsets of N (where N denotes the set of nonnegative integers). The
∃[σ, ρ]-Dominating set problem (introduced in [20], see also [21, 22]) is defined as follows:
∃[σ, ρ]-Dominating set
Input: A graph G = (V,E).
Question: Is there a subset D ⊆ V such that for every v ∈ D, |N(v) ∩D| ∈ σ, and for every
v /∈ D, |N(v) ∩D| ∈ ρ? If so, D is called a [σ, ρ]-dominating set.
A vertex v is dominated by a vertex u if v ∈ N [u], and it is dominated by a set S ⊆ V
if v ∈ N [S]. A subset of vertices S ⊆ V is called a dominating set if every vertex of G is
dominated by S; a vertex v in S is said to be selected, while a vertex v′ not in S is said to be
non-selected. A selected (resp. non-selected) vertex v in a [σ, ρ]-dominating set D of a graph
G is satisfied with respect to σ (resp. ρ) if |NG(v) ∩D| ∈ σ (resp. ∈ ρ).
3. Some general results on the parameterized complexity of [σ, ρ]-Dominating set
In the following, we give some general results on the parameterized complexity of ∃[σ, ρ]-
Dominating set, for instance when it is parameterized by the tree-width of the input graph,
and when it is parameterized both by the tree-width of the input graph and the maximum
size of a solution.
3.1. When parameterized by the tree-width of the input graph
Firstly, we consider the [σ, ρ]-Dominating set problem when parameterized by the tree-
width of the input graph, and prove that is in XP for any polytime decidable recursive sets σ
and ρ. This result naturally motivates our study on the real parameterized complexity class
in which ∃[σ, ρ]-Dominating set fall, depending on the sets σ and ρ.
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Theorem 2. Let σ and ρ be two recursive sets of integers for which the membership of any
integer t can be computed in polynomial time. Then ∃[σ, ρ]-Dominating set (as well as
minimization and maximization) is in XP when parameterized by the tree-width of the input
graph.
Proof. Let G = (V,E) be the input graph of tree-width tw . Indeed, any [σ, ρ]-dominating set
will be of cardinality at most |V |. Hence we can consider the problem [σ′, ρ′]-Dominating
Set where σ′ = σ∩{0, . . . , |V |} and ρ′ = ρ∩{0, . . . , |V |} are both finite; note that σ′ and ρ′ can
be computed in polynomial time, as we supposed that σ and ρ are computable in polynomial
time. Then inspired by algorithms solving ∃[σ, ρ]-Dominating set in O(|σ|+ |ρ|)f(tw) ·nO(1)
time when σ and ρ are both finite (see [19] and [4, Theorem 3.2.1]), one can easily construct an
algorithm solving ∃[σ, ρ]-Dominating set in fpt time when parameterized by the tree-width
of the input graph.
Using the well-known theorem from Courcelle et al. [5], one can improve on the previous
theorem when σ and ρ are both ultimately periodic sets, and prove that ∃[σ, ρ]-Dominating
set is in FPT for such sets when parameterized by tree-width.
Theorem ([5]). Any graph problem expressible as an CMSO logic formulae can be solved in
FPT time when parameterized by the tree-width of the input graph.
Hence to prove that ∃[σ, ρ]-Dominating set is FPT when parameterized by tree-width,
it suffices to give a CMSO logic formulae expressing this problem when given two ultimately
periodic sets σ and ρ, as described in [4, Section 3.2.1]. However, this general theorem from
Courcelle et al. [5] can only be used to quickly prove a problem to be FPT, and does not
provide a practical algorithm.
Using a careful analysis on the specific combinatorics of ∃[σ, ρ]-Dominating set problem,
van Rooij et al. [19] proved that this problem can be solved in efficient FPT time (i.e., single
exponential in the parameter) when σ and ρ are finite or cofinite sets of integers; under the
Strong Exponential Time Hypothesis [16], and by a result from Lokshtanov et al. [17] on
algorithms parameterized by tree-width, their algorithm is optimal. In [4, Section 3.2.2], we
extended the result of [19] to ultimately periodic sets.
Theorem ([4, Theorem 3.2.1]). Let σ and ρ be two ultimately periodic sets of integers. Then
∃[σ, ρ]-Dominating set (as well as minimization and maximization) can be solved in efficient
FPT time when parameterized by the tree-width of the input graph.
3.2. When parameterized both by the tree-width of the input graph and the maximum size of
a solution
We have seen that the parameterized complexity of ∃[σ, ρ]-Dominating set highly de-
pends on the sets σ and ρ, when it is parameterized solely by the tree-width of the input
graph. On the other hand, when parameterized both by the tree-width of the input graph and
the maximum size of a solution, the problem becomes FPT for any recursive sets σ and ρ.
Theorem 3. Let σ and ρ be two recursive sets of integers. Then k-[σ, ρ]-Dominating set
is FPT when parameterized both by the tree-width of the input graph and the maximum size k
of a solution.
Proof. In k-[σ, ρ]-Dominating set, we ask for a [σ, ρ]-dominating set of cardinality at most k.
Hence every vertex of the input graph will have at most k neighbors in the [σ, ρ]-dominating
set, so we can reduce this problem to [σ′, ρ′]-Dominating Set where σ′ = σ ∩ {0, . . . , k} and
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ρ′ = ρ ∩ {0, . . . , k} are both finite. If a(k) (resp. b(k)) denotes the maximum time needed to
decide whether t ∈ σ (resp. t ∈ ρ) for t ≤ k, then σ′ and ρ′ can be computed in O(k ·a(k)) time
(not depending on the size of the input graph) and hence in fpt time. Then again inspired by
dynamic programming algorithms solving ∃[σ, ρ]-Dominating set in O(|σ|+ |ρ|)f(tw) · nO(1)
time when σ and ρ are both finite (see [19] and [4, Theorem 3.2.1]), one can easily construct
an algorithm solving k-[σ, ρ]-Dominating set in fpt time when parameterized both by the
tree-width of the input graph and the maximum size k of a solution.
4. Proof of Theorem 1: W[1]-hardness of ∃[σ, ρ]-Dominating set with preselected
vertices
To prove Theorem 1, we first reduce from k-Capacitated dominating set to a variant
of ∃[σ, ρ]-Dominating set in which the input also contains a subset of preselected vertices
W which are inconditionally included in the [σ, ρ]-dominating set:
∃[σ, ρ]-Dominating set with preselected vertices
Input: A graph G = (V,E) of tree-width tw , a subset W ⊆ V of preselected vertices.
Parameter: tw .
Question: Is there a set D ⊆ V , with W ⊆ D, such that for every v ∈ V \W , if v ∈ D then
|N(v) ∩D| ∈ σ, and if v /∈ D, then |N(v) ∩D| ∈ ρ?
The problem k-Capacitated dominating set is known to be W[1]-complete when pa-
rameterized by the tree-width of the input graph plus the maximum size of the capacitated
dominating set, by a result from Dom et al. [6]:
k-Capacitated dominating set
Input: A graph G = (V,E) of tree-width tw , a function cap : V → N, a positive integer k.
Parameter: k + tw .
Question: Does G admit a set S of cardinality at most k and a domination function dom
associating to each vertex v ∈ S a set dom(v) ⊆ N(v)\S of at most cap(v) vertices, such that
every vertex w ∈ V \ S is in dom(v) for some v ∈ S? If so, (S, dom) is called a k-capacitated
dominating set.
In the following, we give an fpt-reduction from k-Capacitated dominating set to ∃[σ, ρ]-
Dominating set with preselected vertices, thus proving this latter problem to be
W[1]-hard when parameterized by the tree-width of the input graph.
Let σ be a set with arbitrarily large gaps between two consecutive elements (such that
a gap of length at least t is at distance poly(t) in σ), and let ρ be cofinite. We define
q0 = min{q ∈ ρ | ∀r ≥ q, r ∈ ρ}, ρmin = min{q | q ∈ ρ}, and σmin = min{p | p ∈ σ}.
Furthermore, we suppose that ρmin ≥ 2 (hence q0 ≥ 2) and σmin ≥ 1.1 The parameterized
complexity of ∃[σ, ρ]-Dominating set with preselected vertices (and more generally
∃[σ, ρ]-Dominating set) for the extremal cases where ρmin = 1 or σmin = 0 is left open.
4.1. Some functions on σ, and a technical condition
In order to ease the description of our fpt-reduction, we suppose we are given the following
computable functions on σ:
• Γ−(x, q): returns the lowest element p of σ, greater than q, for which there are at least
x integers immediately before p which are not elements of σ;
1We always suppose 0 /∈ ρ, as otherwise S = ∅ would be a trivial [σ, ρ]-dominating set.
6
• Γ+(x, q): returns the lowest element p of σ, greater than q, for which there are at least
x integers immediately after p which are not elements of σ;
• Γ0(q): returns the lowest element p of σ greater than q.
Intuitively, Γ− can be read as “gap before” and Γ+ as “gap after”; then Γ−(x, q) (resp. Γ+(x, q))
is the minimum element p > q of σ such that there is a gap of size at least x right before (resp.
right after) p. Those functions will allow us to find some gaps of particular length in σ used
in the construction of our gadgets for the fpt-reduction.
Some of our gadgets (for instance capacity and limitation gadgets, see below) will require
gaps of length depending on the number of vertices in the input graph. Thus we need a
technical condition on Γ+, allowing us to get a polynomial-sized construction: we suppose
that a gap of length at least t can be found at distance poly(t) in σ, that is Γ+(t, q) (for some
q ∈ N) is polynomial in t. More formally, we suppose the following condition on Γ+:
∃c ∈ N,∀t, q ∈ N : Γ+(t, q) = O(q + tc)
4.2. Overview of the construction
Let I(G) be the incidence graph of the original graph G. We denote by NI(v) the neighbor-
hood of v in I(G), corresponding to the set of edges incident to v in G. We call original-vertex
a vertex in I(G) which corresponds to a vertex in G, and edge-vertex a vertex in I(G) which
corresponds to an edge in G.
Given an instance (G, cap, k) of k-Capacitated dominating set, where G is of tree-
width at most tw and cap is the capacity function on the vertices of G, we construct an instance
(H,W ) of ∃[σ, ρ]-Dominating set with preselected vertices with H of bounded tree-
width, such that G admits a k-Capacitated dominating set if and only if H admits a
[σ, ρ]-dominating set where vertices of W are preselected.
Intuitively, a k-capacitated dominating set S in G should result in a [σ, ρ]-dominating set
D with preselected vertices in H as follows (see Figure 1). If a vertex of G is in S, then
the corresponding original-vertex of H will be in D. For each vertex u ∈ V (G) \ S which is
dominated by a vertex v ∈ V (G), the edge-vertex e in I(G) representing the edge between
u and v in G will also be in D. The limitation gadget L will ensure that no more than k
original-vertices of H are selected into D; those vertices will correspond to a k-capacitated
dominating set S in the original graph G. The other vertices of H (those which are not in
I(G)) are vertices of the several gadgets, and may or may not be included in D.
The key idea of our fpt-reduction is that based on the Γ functions, we can find sufficiently
large gaps in σ, and use these gaps to control the number of selected neighbors of some
particular vertices in the instance (H,W ), e.g., the number of selected neighbors of each
selected original-vertex v ∈ I(G) must not exceed its capacity in the corresponding (G, cap, k)
instance.
To construct H, we start with a copy of I(G), and add some gadgets attached to original-
vertices and edge-vertices of I(G) as follows (see Figure 2):
• on each original-vertex v ∈ I(G), we attach one capacity gadget Cv and one satisfiability
gadget Sv; we also attach one domination gadget Dv which is also linked to all edge-
vertices to which v is adjacent;
• on each edge-vertex e ∈ I(G), we attach one edge-selection gadget Ee;
• we add a global limitation gadget L with one central vertex linked to every original-
vertex of I(G).
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(a) A k-capacitated dominating set
in G.
2 4 1
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2
1
1
3
(b) A [σ, ρ]-dominating set in I(G)
(the gadgets are missing).
Figure 1: Encoding of a k-capacitated dominating set in G as a [σ, ρ]-dominating set in I(G): blue vertices
correspond to selected original-vertices, while red vertices correspond to selected edge-vertices. A number next
to a vertex corresponds to its capacity in the k-Capacitated dominating set instance.
D
S C E
D
S C
D
S C
L
D
S CE
Figure 2: Overview of the construction of the graph H. White vertices correspond to vertices of I(G): white
circles are original-vertices, and white squares are edge-vertices.
4.3. Gadgets description and their correctness
Before going into the details of our gadgets, let us introduce some notations. In the
following, a vertex of H is said to be forced if (by construction) it must be in any [σ, ρ]-
dominating set of H, choosable if it can be satisfied no matter if it is in a [σ, ρ]-dominating
set of H or not, and non-choosable if it must not be in any [σ, ρ]-dominating set of H. Recall
that a vertex is selected if it is added to the considered [σ, ρ]-dominating set, and preselected
vertices are selected vertices which are in the subset of preselected vertices W given in the
input of ∃[σ, ρ]-Dominating set with preselected vertices.
Besides original- and edge-vertices, all our gadgets (almost) only contain these two kinds
of vertices: forced or preselected vertices, and choosable vertices (see Lemma 1); the only
exception is for the domination gadget, which also contains a vertex which is ensured to be
non-choosable. Forced vertices are adjacent to a clique of size σmin, while choosable vertices
are adjacent to Γ0(q0) forced vertices. We now prove the following lemma, which provides
necessary tools to prove the correctness of these gadgets.
Lemma 1. Suppose that H admits a [σ, ρ]-dominating set D with preselected vertices. Then
every forced vertex must be selected ( i.e., be in D), and every choosable vertex is always
satisfied no matter if it is selected or not.
Proof. By definition of the ∃[σ, ρ]-Dominating set with preselected vertices problem,
preselected vertices must be selected in any [σ, ρ]-dominating set of H.
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In every gadget, each forced vertex v is included into a clique containing σmin + 1 vertices
in total (including v), forcing it to be selected. Indeed, as D is a [σ, ρ]-dominating set of H
with preselected vertices, and 0 /∈ ρ, at least one vertex u in this clique must be selected (it
may be v). Then u needs at least σmin selected neighbors, and hence all vertices of the clique,
including v, must be selected.
Finally, each choosable vertex has Γ0(q0) ∈ σ ∩ ρ selected neighbors in total (forced or
preselected), which allows it to be satisfied no matter if it is selected or not in the [σ, ρ]-
dominating set D of H with preselected vertices.
This completes the proof of the lemma.
We now describe the gadgets used for the fpt-reduction, and prove each of them to be
correct. In the corresponding gadgets’ figures, black triangles represent preselected vertices,
black cliques and plain disks represent forced vertices, circles represent choosables vertices,
and crosses represent non-choosables vertices.
4.3.1. Domination gadget
For each original-vertex v ∈ I(G), we add to H one domination gadget Dv. This gadget
ensures that an original-vertex of I(G) is either selected, or it has at least one selected neighbor
in I(G), i.e., the selected original- and edge-vertices form a dominating set of I(G). The
gadget is constructed as follows (see Figure 3): given an original-vertex v ∈ I(G), we add a
non-choosable vertex v′ linked to v and to each edge-vertex e ∈ NI(v), q0 − 2 independent
preselected vertices linked to v′, and an extra forced vertex v′′ linked to v′ with Γ+(1, σmin)−
σmin independent preselected neighbors and to a clique with σmin vertices.
← original-vertex v in I(G)
q0 − 2 vertices
edge-vertex in I(G) →
neighbor of v in G →
Γ+(1, σmin)− σmin vertices →
clique with σmin vertices →
v′
v′′
Figure 3: Domination gadget Dv
Lemma 2. If H admits a [σ, ρ]-dominating set with preselected vertices, then either the
original-vertex v is selected, or at least one of its edge-neighbors is selected.
Proof. Suppose H admits a [σ, ρ]-dominating set with preselected vertices.
The forced vertex v′′ has Γ+(1, σmin) forced and preselected neighbors, and its only other
neighbor is v′. Hence v′ cannot be selected, as otherwise v′′ would have Γ+(1, σmin) + 1 /∈ σ
selected neighbors and hence will not be satisfied, which would contradict the fact that H
admits a [σ, ρ]-dominating set with preselected vertices.
Now notice that v′ has q0−1 preselected and forced neighbors: q0−2 preselected neighbors,
and one more forced neighbor v′′. Recall that q0 − 1 /∈ ρ. Hence, it must have at least one
more selected neighbor in order for v′ to be satisfied, and this neighbor cannot be v′′ as
proved before; its only other selectable neighbors are v, and the edge-neighbors of v to which
v′ is adjacent. So either v must be selected, or at least one of these edge-neighbors must be
selected.
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4.3.2. Edge-selection gadget
For each edge-vertex e ∈ I(G), we add to H one edge-selection gadget Ee. The selected
edge-vertices in I(G) will correspond to the domination function of the k-Capacitated dom-
inating set problem we reduce from. This gadget ensures that if the edge-vertex e is selected,
then so is at least one of its original-neighbors in I(G). The gadget is constructed as follows
(see Figure 4): given an edge-vertex e ∈ I(G), we add Γ−(1, q0+1)−1 independent preselected
vertices linked to e.
← two vertices incident
← Γ−(1, q0 + 1)− 1 vertices
← edge-vertex e in I(G)
to e in I(G)
Figure 4: Edge-selection gadget Ee
Lemma 3. If H admits a [σ, ρ]-dominating set with preselected vertices, then if the edge-vertex
e is selected, then so is at least one of its original-neighbors.
Proof. Suppose H admits a [σ, ρ]-dominating set with preselected vertices in which the edge-
vertex e is selected.
Then, e has exactly Γ−(1, q0+1)−1 preselected neighbors in H, all being from its associated
edge-selection gadget Ee. If e is selected, then it needs at least one more selected neighbor in
H, corresponding to an original-vertex in I(G), as Γ−(1, q0 + 1)− 1 /∈ σ and Γ−(1, q0 + 1) ∈ σ.
Notice that if e is not selected, then it is satisfiable as it then has Γ−(1, q0 +1)−1 ∈ ρ selected
neighbors in this gadget.
4.3.3. Satisfiability gadget
For each original-vertex in v ∈ I(G), we add to H one satisfiability gadget Sv. This
gadget allows any non-selected original-vertex in I(G) to have a valid number of selected
neighbors in H with respect to ρ, i.e., it can have at least q0 ∈ ρ selected neighbors. The
gadget is constructed as follows (see Figure 5): given an original-vertex v ∈ I(G), we add q0
independent choosable vertices with Γ0(q0) independent preselected neighbors each.
← original-vertex v in I(G)
← q0 vertices
Γ0(q0) vertices
Figure 5: Satisfiability gadget Sv
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4.3.4. Capacity gadget
For each original-vertex in v ∈ I(G), we add to H one capacity gadget Cv. This gadget
ensures that a selected original-vertex v of I(G) has at most cap(v) selected neighbors in I(G),
and is satisfied no matter how many of its edge-neighbors are selected. Moreover, this gadget
allows a selected original-vertex to have a valid number of selected neighbors in H with respect
to σ. The gadget is constructed as follows (see Figure 6): given an original-vertex v ∈ I(G),
we add Γ+
(
degG(v)+q0, cap(v)
)−cap(v)−1 independent preselected vertices linked to v, and
cap(v) independent choosable vertices linked to v with Γ0(q0 + 1)− 1 independent preselected
neighbors each.
← original-vertex v in I(G)
Γ+
(
dG(v) + q0, cap(v)
)− cap(v)− 1 vertices
← cap(v) vertices
Γ0(q0 + 1)− 1 preselected vertices
Figure 6: Capacity gadget Cv
Lemma 4. If H admits a [σ, ρ]-dominating set with preselected vertices in which the original-
vertex v is selected, then v has at most cap(v) selected edge-neighbors in I(G).
Proof. SupposeH admits a [σ, ρ]-dominating set with preselected vertices in which the original-
vertex v is selected.
Then, it has Γ+
(
degG(v)+q0, cap(v)
)−cap(v)−1 forced neighbors in the capacity gadget Cv
associated to it. The other neighbors it has in H are edge-vertices in I(G), the central forced
vertex c of the limitation gadget L, and an independent set of cap(v) + q0 > cap(v) choosable
vertices from capacity Cv and satisfiability Sv gadgets which can be selected if v has less than
cap(v) selected edge-neighbors in I(G).
Hence it can have at most cap(v) more selected neighbors in H, as otherwise by definition
of Γ+ it would need degG(v) + q0 + 1 + cap(v) + 1 selected vertices in total to be satisfied,
which is 1 more than its overall degree in H.
4.3.5. Limitation gadget
We add to H one global limitation gadget L. This gadget limits the number of selected
original-vertices in I(G) to at most k vertices, where k is the parameter of the original k-
Capacitated dominating set problem we reduce from. The gadget is constructed as follows
(see Figure 7): for the whole graph H, we add one central forced vertex c linked to every
original-vertex of I(G) and to a clique with σmin vertices, Γ+
(|V (G)|+ k, k+σmin)− k−σmin
independent preselected vertices linked to c, and k independent choosable vertices linked to c
with Γ0(q0)− 1 independent preselected neighbors each.
Lemma 5. If H admits a [σ, ρ]-dominating set with preselected vertices, then at most k
original-vertices are selected.
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original-vertices in I(G) ←
← k vertices
Γ+
(|V (G)|+ k, k + σmin)− k − σmin vertices
Γ0(q0)− 1 vertices
central forced vertex c linked
to a clique with σmin vertices
Figure 7: Limitation gadget (L)
Proof. Suppose H admits a [σ, ρ]-dominating set D with preselected vertices.
Notice first that by Lemma 1, the central vertex c is forced and hence must be selected in the
[σ, ρ]-dominating set D with preselected vertices. The vertex c has Γ+
(|V (G)|+k, k+σmin)−k
selected neighbors in the limitation gadget L, including the σmin forced vertices from the clique,
and an independent set of k choosable neighbors, which may be selected in D.
If at least k+1 original-vertices are selected, then the number of selected neighbors of c will
be at least Γ+
(|V (G)|+k, k+σmin)+1, and can be at most Γ+(|V (G)|+k, k+σmin)+|V (G)|+k
if all the original-vertices and all the choosable neighbors of c are selected. However, by
definition of Γ+ and due to the gap of length |V (G)|+ k, none of these numbers is in σ, and
hence none of them allows c to be satisfied, which is a contradiction to the fact that D is a
[σ, ρ]-dominating set of H with preselected vertices. Notice that if at most k original-vertices
are selected, then some of its choosable neighbors may be selected in D in order for c to be
satisfied with Γ+
(|V (G)|+ k, k + σmin) ∈ σ selected neighbors in total.
Hence at most k original-vertices are selected in D.
4.3.6. Correctness of the overall construction
We now deserve the remaining of this section to the proof of correctness of the overall
construction, that is (G, cap, k) is a yes-instance of k-Capacitated dominating set if and
only if (H,W ) is a yes-instance of ∃[σ, ρ]-Dominating set with preselected vertices,
and that the reduction is fpt.
Let us first prove that we can construct a yes-instance of ∃[σ, ρ]-Dominating set with
preselected vertices from a yes-instance of k-Capacitated dominating set, using our
construction described above.
Lemma 6. Let (S, dom) be a k-capacitated dominating set of the original graph G. Given
I(G) the incidence graph of G, we construct D0 ⊆ V (H) as follows:
• for each selected vertex vG ∈ V (G) ∩ S, we add the corresponding original-vertex vH ∈
V (H) to D0;
• for each dominated vertex uG ∈ V (G) \S such that u ∈ dom(v) for some selected vertex
vG ∈ V (G) ∩ S, we add the corresponding edge-vertex eH to D0, where eH is the edge-
vertex adjacent to the original vertices uH , vH ∈ V (H).
Then D0 can be extended to a [σ, ρ]-dominating set D of H with preselected vertices.
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Proof. Suppose that the original graph G admits a k-capacitated dominating set (S,dom),
and let D0 be constructed as described in the lemma statement. We prove that D0 can be
extended to a [σ, ρ]-dominating set D with preselected vertices to the whole constructed graph
H.
Notice that each gadget contains two types of vertices: forced or preselected vertices,
and choosable vertices (excepted for domination gadget, which also contains a non-choosable
vertex). By definition of the ∃[σ, ρ]-Dominating set with preselected vertices problem,
preselected vertices must be selected in D. By Lemma 1, every forced vertex must be selected
in D, and every choosable vertex can be satisfied no matter if it is selected or not in D. Finally,
the non-choosable vertex v′ in each domination gadget has exactly q0 ∈ ρ selected neighbors:
q0 − 2 preselected neighbors, 1 forced neighbor (v′′), and exactly one of the original-vertex or
edge-vertex selected in its neighborhood (depending on whether the original-vertex is selected
or not) by construction of D0.
Now let us show that original- and edge-vertices can also be satisfied. Every original-vertex
has Γ+
(
degG(v) + q0, cap(v)
) − cap(v) forced neighbors (from capacity Cv and limitation L
gadgets) and cap(v) + q0 choosable vertices (from satisfiability Sv gadget) in H, which alto-
gether allows the original-vertex to have Γ+
(
degG(v) + q0,max{cap(v), q0}
) ∈ σ ∩ ρ selected
neighbors by selecting some choosable vertices if necessary; hence each original-vertex is sat-
isfiable no matter if it is selected or not. By construction of the edge-selection gadget, each
edge-vertex is also satisfiable (see Lemma 3).
Altogether, this proves that all the vertices of the constructed graph H can be satisfied by
extending D0 to a [σ, ρ]-dominating set D of H with preselected vertices.
As a corollary of Lemma 6, we obtain the “only if” part of our statement:
Corollary 1. If the input graph G admits a k-capacitated dominating set, then the constructed
graph H admits a [σ, ρ]-dominating set with preselected vertices.
It remains to show the “if” part of our statement:
Lemma 7. If the constructed graph H admits a [σ, ρ]-dominating set with preselected vertices,
then the input graph G admits a k-capacitated dominating set.
Proof. Let D be a [σ, ρ]-dominating set of H with preselected vertices. Let Hv be the original-
vertices of H corresponding to the vertices of the original graph G, and let Dv ⊆ D (resp.
De ⊆ D) be the selected original-vertices (resp. edge-vertices) in H which arise from vertices
of G (resp. from edges of G). Note that Dv ⊆ Hv. By Lemma 2 on domination gadget, each
original-vertex in Hv is either selected (i.e., is in Dv) or has a selected neighbor in De, and
hence Dv ∪De forms a dominating set in I(G). By Lemma 3 on edge-selection gadget, each
edge-vertex in De has at least one selected original-neighbor in Dv. By Lemma 4 on capacity
gadget, each selected original-vertex v in Hv (i.e., v ∈ Dv) has at most cap(v) selected edge-
neighbors in De. For a selected original-vertex v, we set dom(v) = {u | u ∈ NH(v) ∩ De}.
Finally, by Lemma 5 on limitation gadget, |Dv| ≤ k. Then (Dv,dom) is a k-capacitated
dominating set of the original G, where dom is the domination function of vertices in G.
Lemma 8. The reduction from k-Capacitated dominating set to ∃[σ, ρ]-Dominating
set is an fpt-reduction. More precisely, the graph H can be constructed in poly
(|V (G)|)
time, and tw(H) = max
{
2tw(G) + 1, σmin + 1
}
.
Proof. Let σ and ρ be fixed. Let G be the original input graph of k-Capacitated dominat-
ing set and H be the constructed graph for ∃[σ, ρ]-Dominating set with preselected
vertices.
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First, let us prove that the size of H is polynomial in the size of G. The limitation gadget
is created once for the whole graph, and a capacity gadget is created once for each original-
vertex. The cardinalities of those two gadgets depend on the Γ functions, and a polynomial in
the size of G (which justifies our technical constraint on σ, see Section 4.1). The other gadgets
are created once for each original-vertex or edge-vertex of I(G), and each has a cardinality
depending on the Γ functions and on σ and ρ. Hence the overall number of vertices in H
depends only on σ and ρ, and polynomially on the number of vertices and edges of G. The
reduction is then polynomial in the size of the original graph G.
Let us now prove that the tree-width of H is polynomial in the tree-width of G. Let T (G)
be an optimal tree-decomposition of G. We first construct a tree-decomposition T
(
I(G)
)
of
I(G) of width at most max{tw(G), 2} as follows. Start with T (I(G)) = T (G). Then, for every
edge-vertex euv in I(G), we attach a pendant bag {u, v, euv} to one of the bags of T
(
I(G)
)
containing both u and v. Indeed, the obtained T
(
I(G)
)
is a tree-decomposition of I(G) of
width at most max{tw(G), 2}.
It remains to explain how one can construct a tree-decomposition T (H) of H of width
bounded in terms of the tree-width of I(G). By construction, the edge-selection, satisfiability
and capacity gadgets are trees (hence of tree-width 1), while domination and limitation gadgets
are trees with an additional clique of size σmin attached to one of its nodes (hence of tree-width
σmin + 1). Therefore we start with T (H) = T
(
I(G)
)
, and consider an optimal rooted tree-
decomposition of each gadget, which includes the original-vertex and/or edge-vertex to which
the gadget is attached in H. Then, for each gadget, we add its tree-decomposition to T (H),
and link its root to one of the bags containing its associated original- or edge-vertex; after this
step, T (H) is of width at most max{tw(G), σmin + 1}. For every domination gadget, we also
add the vertex v′ of this gadget to each bag in T (H) containing its associated original-vertex;
this may increase the width of T (H) by at most a factor of 2 (it is equivalent to replacing
each original-vertex in the tree-decomposition by two vertices). Finally, we add the central
vertex c of the limitation gadget to every bag containing an original-vertex; this may increase
the width of T (H) by at most 1.
We end with a tree-decomposition T (H) of H of width max
{
2tw(G) + 1, σmin + 1
}
, which
is polynomial in the tree-width of G (as σ is fixed).
This completes the proof of the first step of our reduction, that is ∃[σ, ρ]-Dominating set
with preselected vertices is W[1]-hard when parameterized by tree-width.
5. Proof of Theorem 1: W[1]-hardness of ∃[σ, ρ]-Dominating set
We know describe the second step of our reduction, from ∃[σ, ρ]-Dominating set with
preselected vertices to ∃[σ, ρ]-Dominating set, and complete the proof of Theorem 1.
5.1. Reduction.
In ∃[σ, ρ]-Dominating set with preselected vertices problem, some vertices are
preselected in a potential [σ, ρ]-dominating set, are all of degree 1, and are supposed to be
satisfied no matter how the constraints from σ are. For this second step of our reduction, it
suffices to show how these vertices can be forced to be selected and satisfied for our problem
∃[σ, ρ]-Dominating set, while respecting the constraints from σ. Notice that if σmin +1 ∈ σ,
then this reduction is easy: we link each of these vertices to a clique with σmin vertices, using
the same arguments as for gadget limitation L (see the proof of Lemma 5).
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Let (G,W ) be an instance of ∃[σ, ρ]-Dominating set with preselected vertices. We
construct a graph H for ∃[σ, ρ]-Dominating set, such that vertices in H corresponding to
the subset W of V (G) are all forced to be selected, and are satisfied with respect to constraints
from σ. Notice that the sets σ and ρ are not modified during this reduction. Moreover, the goal
of our reduction is to prove that ∃[σ, ρ]-Dominating set is W[1]-hard when parameterized
by tree-width. Thus we also have to ensure that the tree-width of the constructed graph H is
bounded in the tree-width of the initial graph G.
Let α be the smallest integer which is both in σ and ρ, that is α = min{q | q ∈ σ ∩ ρ},
and let β be the length of the gap between the first two integers in σ, that is β = min{p− 1 |
σmin + p ∈ σ}. As σ is infinite and ρ is cofinite, these two integers are well-defined.
We now describe the construction of the graph H. Initially, H is composed of α copies
G1, . . . , Gα of the initial graph G. For each copy vi in Gi of a preselected vertex v ∈ W of
G, with 1 ≤ i ≤ α, we add to H a clique Ki with σmin vertices, and linked to vi. Finally, for
each preselected vertex v of G, we add an independent set of β vertices in H, and link these
vertices to all the copies vi of v (see Figure 8).
clique with →
β independent vertices
α copies G1, . . . , Gα of G
← α copies v1 . . . , vα of a
← one neighbor of vi in Gi
preselected vertex v in G
σmin vertices
Figure 8: Overall construction used to reduce from ∃[σ, ρ]-Dominating set with preselected vertices to
∃[σ, ρ]-Dominating set.
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5.2. Correctness.
We now prove that the construction is correct, that is:
• if H admits a [σ, ρ]-dominating set DH , then each copy vi ∈ V (H) of a preselected vertex
v of G must be selected in DH ;
• (G,W ) is a yes-instance for ∃[σ, ρ]-Dominating set with preselected vertices if
and only if H is a yes-instance for ∃[σ, ρ]-Dominating set;
• this is an fpt-reduction.
Notice that the vertices of each clique with σmin vertices are satisfied, for the same argu-
ments as for gadget limitation L (see the proof of Lemma 5).
Lemma 9. If H admits a [σ, ρ]-dominating set DH , then each copy vi ∈ V (H) of a preselected
vertex v of G must be selected in DH .
Proof. Let vi ∈ V (H) be a copy of a preselected vertex v ∈W of degree 1 in G, with 1 ≤ i ≤ α.
By construction, this vertex is linked to a clique with σmin vertices. For the same arguments as
for gadget limitation L (see the proof of Lemma 5), the vertex vi must be selected in DH .
Lemma 10. (G,W ) is a yes-instance for ∃[σ, ρ]-Dominating set with preselected ver-
tices if and only if H is a yes-instance for ∃[σ, ρ]-Dominating set, that is the initial graph
G admits a [σ, ρ]-dominating set DG containing the subset W ⊆ V (G) of preselected vertices
if and only if the constructed graph H admits a [σ, ρ]-dominating set DH .
Proof. Suppose first that G admits a [σ, ρ]-dominating set DG, containing the subset W ⊆
V (G) of preselected vertices all of degree 1.
Let us explain how to construct a [σ, ρ]-dominating set DH of H. Initially, the set DH is
empty. For each preselected vertex v in G, we add to DH all its copies v1, . . . , vα in H. For
each vertex u ∈ V (G) which is in the [σ, ρ]-dominating set DG, we add to DH all its copies
u1, . . . , uα in H, that is u1, . . . , uα ∈ DH , and the independent set of β vertices. For each
vertex u′ ∈ V (G) which is not in the [σ, ρ]-dominating set DG, none of its copies u′1, . . . , u′α
in H are added to DH , that is u
′
1, . . . , u
′
α /∈ DH , nor are the independent set of β vertices. As
DG is a [σ, ρ]-dominating set of G, and the selected neighborhood in H of each copy ui is the
same, all theses vertices are satisfied.
We now show that DH is a [σ, ρ]-dominating set of H. Recall that in G, the vertex v from
which vi is a copy is of degree 1, and hence it as only one neighbor in G which we noted u.
Hence the only neighbors of vi in H are the copy ui of u, the vertices of the clique with σmin
vertices, and the independent set of β vertices. Consider the two possible cases for its neighbor
ui. If ui /∈ DH , then vi is satisfied if its only neighbors are the vertices in the clique with σmin
vertices, as in this case it has σmin ∈ σ selected neighbors in H. If ui ∈ DH , then vi is satisfied
if all its neighbors in H are also in DH , that is the clique with σmin vertices, the independent
set of β vertices and the vertex ui, as in this case it has σmin +β+ 1 ∈ σ selected neighbors in
H. Notice that by construction of H, ui is always satisfied, as DG is a [σ, ρ]-dominating set of
G. Finally, notice that the β independent vertices have exactly α ∈ σ ∩ ρ selected neighbors,
which are the vertices v1, . . . , vα, and hence they are always satisfied no matter if they are
selected or not. Thus the set DH we have constructed is a [σ, ρ]-dominating set of H.
Suppose now that H admits a [σ, ρ]-dominating set DH . We show how to construct a
[σ, ρ]-dominating set DG of G, containing the subset W ⊆ V (G) of preselected and satisfied
vertices. By Lemma 9, all the copies vi in H of a preselected vertex v ∈W in G are selected,
16
and as DH is a [σ, ρ]-dominating set of H, they are all satisfied. Let Gi be one of the α copies
of G in the graph H. Then DG = DH ∩ V (DGi), that is we consider only the vertices of DH
which are in the copy Gi of G. As DH is in particular a [σ, ρ]-dominating set of Gi, the set DG
is a [σ, ρ]-dominating set of G containing the subset W ⊆ V (G) of preselected vertices.
Lemma 11. The reduction is an fpt-reduction: the graph H is of size polynomial in the size
of G, and tw(H) ≤ (σmin + β) · tw(G).
Proof. Recall that σ and ρ are two fixed sets of integers, which are part of the definition of
∃[σ, ρ]-Dominating set (they are not parameters). Let (G,W ) be the instance of ∃[σ, ρ]-
Dominating set with preselected vertices, and let H be the constructed instance for
∃[σ, ρ]-Dominating set.
Let n = |V (G)|. The graph H is contains α copies of G, to which are added at most
n cliques with σmin vertices each (one clique for each preselected vertex in each copy of G).
Finally, at most n independent set of β vertices each are added to H, one for each set of copies
of a preselected vertex.
Thus we have |V (H)| ≤ |V (G)| · ((α · σmin) + β).
We now show that the tree-width of H is bounded in the tree-width of G. For this purpose,
suppose that (TG, χG) is a tree-decomposition of G, of with tw(G), and note (TH , χH) the
tree-decomposition of H we will construct.
First, let TH = TG. For each bag Xi ∈ χG, we construct the corresponding bag X ′i ∈ χH
by adding to X ′i all the copies ui ∈ V (H) of each vertex u ∈ V (G) which are in the bag Xi.
Moreover, if u ∈ V (G) is a preselected vertex, then we also add to X ′i all the vertices of each
clique with σmin vertices (linked to each copy ui ∈ V (H) of the vertex u ∈ V (G)), and all the
vertices of the independent set of β vertices linked to all these copies in H. It is easy to verify
that we obtain a tree-decomposition of H, of width tw(H) ≤ (σmin + β) · tw(G).
6. Conclusion
While the restriction to graphs of bounded tree-width is usually used to reach FPT pa-
rameterized complexity, we have proven that for (infinitely) many cases of σ and ρ the ∃[σ, ρ]-
Dominating set problem becomes W[1]-hard when parameterized by tree-width, for instance
when σ contains arbitrary large gaps, and ρ is cofinite. Associated with the proof that this
problem is FPT parameterized by tree-width when σ and ρ are ultimately periodic sets , we are
getting closer to a complete dichotomy of the parameterized complexity of ∃[σ, ρ]-Dominating
set parameterized by tree-width.
This naturally requests further investigations of the parameterized complexity of this prob-
lem for other cases of sets σ and ρ. In particular, what is the parameterized complexity of
∃[σ, ρ]-Dominating set when the sets are recursive with bounded gaps between two consec-
utive elements but not ultimately periodic? Can we circumvent the technical constraint on σ
which requires a gap of length at least t to be at distance poly(t) in σ? Does the W[1]-hardness
of ∃[σ, ρ]-Dominating set depend on the properties of σ, or there exists cases of ρ for which
it is also W[1]-hard?
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