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En las últimas décadas, ha habido un creciente interés en la determinación de 
algunos parámetros como la salinidad y altura de la superficie marina (SSS y SSH), o la 
humedad del suelo. Algunas de estas variables son determinantes a la hora de 
desarrollar nuevos modelos climáticos más precisos. La salinidad en la superficie 
marina por ejemplo, es uno de los factores más importantes en la generación de la 
circulación termohalina. 
En términos oceanográficos, se llama circulación termohalina a la circulación 
convectiva que afecta de modo global al conjunto de las masas de agua oceánicas. Este 
concepto tiene especial relevancia por su significativa participación en el flujo neto de 
calor desde las regiones tropicales hacia las polares, sin la que no se comprendería el 
clima terrestre. 
La circulación es debida a la diferencia de densidad que tiene el agua a diferentes 
temperaturas y salinidades, con las masas más densas tendiendo a hundirse y las menos 
densas a ascender. En el caso de las masas oceánicas, esta densidad depende de dos 
factores: la temperatura y la salinidad. La densidad decrece cuando aumenta la 
temperatura y crece con la salinidad. Por su parte, la salinidad está ligada a los efectos 
de la evaporación y las precipitaciones. Al entrar en contacto el aire caliente en las 
zonas tropicales con la superficie marina, éste produce que el agua se evapore, 
reduciendo su temperatura e incrementando la concentración salina. Las precipitaciones 
por su parte, reducen la concentración de sales en la superficie. 
La importancia que tiene la salinidad en la superficie marina ha hecho que sea 
necesario conocer su valor con cierta periodicidad y precisión. Gracias a la relación que 
hay entre la salinidad y la emisión electromagnética que se produce en la superficie 
marina, se han desarrollado algunas misiones basadas en sistemas de radiometría 
embarcados en satélites artificiales. 
Con el propósito de medir la SSS y la humedad del suelo surge, en 1998, la misión 
SMOS (Soil Moisture and Ocean Salinity) de la ESA (European Space Agency: 
Agencia Espacial Europea). Ésta se basa en un radiómetro interferométrico en banda L 
para la estimación de la temperatura de brillo de la superficie observada y, a partir de 
esta, poder recuperar la información deseada. 
Por su parte, el Departament de Teoria del Senyal y Comunicacions (TSC) de la 
Universitat Politècnica de Catalunya (UPC), trabaja desde 2003 en un proyecto muy 
ambicioso llamado PAU (Passive Advanced Unit for ocean monitoring). Dentro de este 
proyecto se trabaja con sistemas de medición híbridos formados por tres instrumentos: 
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reflectómetro GNSS (Global Navigation Satellite Signal); radiómetro interferométrico; 
y radiómetro de infrarrojos. 
Este proyecto está dedicado al radiómetro interferométrico de uno de estos 
instrumentos: PAU-SA (Passive Advanced Unit – Synthetic Aperture), más 
concretamente al desarrollo de un interfaz que permita procesar los datos generados por 
el radiómetro. Por otro lado, parte del trabajo también ha consistido en apoyar la 
implementación física del instrumento mediante planos virtuales. 
Los dos primeros capítulos de este documento están dedicados a los principios 
teóricos de la radiometría y de los radiómetros interferométricos. En el tercer capítulo se 
ofrece una descripción global de PAU-SA, y más detallada de la parte dedicada al 
radiómetro interferométrico. 
En el capítulo 4 se describe el interfaz de PAU-SA, haciendo especial hincapié en la 
interacción que este ofrece al usuario. 
En los capítulos 5 y 6 se describe paso a paso el procedimiento que lleva a cabo el 
interfaz para realizar la simulación del procesado realizado en el instrumento, y de los 
algoritmos empleados en la calibración de sus errores. A continuación, el capítulo 7 está 
dedicado a mostrar algunos resultados obtenidos con el interfaz. 
Finalmente, en el capítulo 8 se muestran algunos de los estudios realizados para 
apoyar la implementación de PAU-SA. 
 
3 
1 CAPÍTULO 1:  CONCEPTOS BÁSICOS DE RADIOMETRÍA DE MICROONDAS 
1.1 Introducción 
La radiometría es el campo de la ciencia dedicado a medir la energía 
electromagnética radiada por un cuerpo. Desde la aparición de los satélites artificiales, 
la radiometría ha jugado un papel muy importante en la teledetección. 
1.2 Radiación térmica  
1.2.1 Teoría cuántica de la radiación 
Todos los cuerpos que se encuentran a una temperatura física superior a cero Kelvin, 
emiten radiación de energía electromagnética. En el caso de los gases1, esta radiación se 
emite a una frecuencia discreta que variará según la composición del gas. De acuerdo 
con la teoría cuántica, cada línea espectral se corresponde a la transición de un electrón 
de un nivel energético ∈ଵ a otro ∈ଶ. La  frecuencia a la que se produce la radiación 
puede calcularse mediante la ecuación de Bohr: 
݂ = ∈ଵ−∈ଶ
ℎ
, [ܪݖ] (1.1) 
en la que ℎ es la constante de Plank, ℎ = 6,63 · 10ିଷସ  ܬ. 
La emisión atómica se origina por la interacción entre varios átomos o partículas. La 
probabilidad de emisión es mayor cuanto mayor sea la densidad atómica y la energía 
cinética (temperatura). El incremento de la energía radiada por un cuerpo es 
proporcional al incremento de su temperatura absoluta. 
                                               
1 En condiciones de muy baja presión, de tal manera que no existe interacción entre moléculas. 
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1.2.2 Ley de Plank sobre la radiación de un cuerpo negro 
En general, una parte de la energía electromagnética que incide sobre una superficie 
es absorbida, y otra parte es reflejada. Para un cuerpo absorbente perfecto, también 
llamado cuerpo negro, la energía radiada sigue la ley de Plank: 
ܤ௙ = 2ℎ݂ଷܿଶ 1
݁
௛௙
௞ಳ்೛೓ − 1 , [ܹ ∙ ݉ିଶ ∙ ܪݖିଵ ∙ ݏݎିଵ] (1.2) 
donde ݂ es la frecuencia en Hertzios, ݇஻ = 1,38 · 10ିଶଷ ܬ ∙ ܭିଵ es la constante de 
Boltzmann, ௣ܶ௛ es la temperatura física absoluta del cuerpo en Kelvin y ܿ = 3 · 10଼ ݉ ∙
ݏିଵ la velocidad de la luz. Una buena aproximación a un cuerpo negro son los 
absorbentes de microondas utilizados en una cámara anecoica. La ecuación  (1.2) 
depende tanto de la frecuencia, como de la temperatura. En la figura siguiente se 
muestran un conjunto de curvas de la densidad espectral de brillo en función de la 
frecuencia para diferentes temperaturas. 
 
Fig. 1.1 Curvas de radiación según la ley de Plank [1] 
Cuanto más elevada sea la temperatura física, mayor será el brillo, y mayor será la 
frecuencia a la que se encuentre su máximo.  
La ley de Stefan-Boltzmann permite expresar el brillo total emitido por un cuerpo, 
que se obtiene a partir de la integral sobre todo el espacio de la expresión (1.2): 
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, [ܹ ∙ ݉ିଶ ∙ ܪݖିଵ ∙ ݏݎିଵ] (1.3) 
donde ߪ = 5,673 · 10ି଼  [ܹ ∙ ݉ିଶ ∙ ܭିସ ∙ ݏݎିଵ] es la constante de Stefan-
Boltzmann y el subíndice ܾܾ se refiere al cuerpo negro. 
Existen dos aproximaciones que permiten sustituir la ley de Planck dependiendo del 
rango de frecuencias con los que se trabaje. Para altas frecuencias, se puede emplear la 
ley de Wien, que se define a partir de la expresión siguiente: 
ܤ௙ = 2ℎ݂ଷܿଶ ݁ି ௛௙௞ಳ்೛೓ .  [ܹ ∙ ݉ିଶ ∙ ܪݖିଵ ∙ ݏݎିଵ] (1.4) 
Teniendo en cuenta que ℎ݂/݇஻ ௣ܶ௛ es mucho menor que la unidad para frecuencias 
de microondas, se pueden aplicar aproximaciones de Taylor a la expresión (1.2), de 
modo que se puede reescribir de forma simplificada como: 
݁௫ − 1 = 1 + ݔ + ݔଶ2 + ⋯− 1 ≈ ݔ  ݌ܽݎܽ  ݔ ≪ 1, 








[ܹ ∙ ݉ିଶ ∙ ܪݖିଵ ∙ ݏݎିଵ] 
(1.5) 
que se conoce con el nombre de ley de Rayleigh-Jeans, que fue obtenida por Jeans 
basándose en la mecánica clásica. 
 En la Fig. 1.2 se puede apreciar la comparación de las dos aproximaciones, la ley de 
Wien y la ley de Rayleigh-Jeans con la ley de Plank. Hay que tener en cuenta que las 
aproximaciones serán ciertas siempre que ߣ y ܶ satisfagan que: 
ߣ ௣ܶ௛ > 0.77, [݉ ∙ ܭ]        ó        ݂
௣ܶ௛
< 3.9 ∙ 10଼.  [ܪݖ ∙ ܭିଵ] (1.6) 
El error cometido por la aproximación de Rayleigh-Jeans es menor del 1% si la 
temperatura física es de 300 ܭ y la frecuencia es menor de 117ܩܪݖ, que cubre una 
amplia zona del espectro de las microondas. La frecuencia de trabajo del instrumento 
analizado en este proyecto está dentro del rango de frecuencias para las que se puede 
emplear la ley de Rayleigh-Jeans como aproximación de la ley de Planck, de modo que 
de ahora en adelante se utilizará la expresión (1.5). Nótese que existe una relación lineal 
entre la densidad espectral de brillo y la temperatura física. 
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Fig. 1.2 Aproximaciones a la ley de radiación de Plank: Ley de Rayleigh-Jeans 
(bajas frecuencias) y ley de Wien (altas frecuencias) [1] 
1.2.3 Radiación de un cuerpo gris 
Un cuerpo negro es una figura ideal, que absorbe toda la energía que incide sobre él, 
y cuando el equilibrio termodinámico alcanza la temperatura física ௣ܶ௛, radía toda la 
energía omnidireccionalmente. Los cuerpos reales radían menos potencia que los 
cuerpos negros y tampoco absorben toda la potencia que incide sobre ellos, estos 
cuerpos son conocidos como “cuerpos grises”. En la Fig. 1.3 se muestra una superficie 
semi-infinita a una temperatura uniforme ௣ܶ௛. Si consideramos que el brillo emitido por 
un cuerpo gris depende de la dirección ܤ(ߴ,߮), es posible escribir una ecuación similar 
a la del cuerpo negro: 
ܤ(ߴ,߮) = 2 ௞ಳ
ఒమ ஻ܶ
(ߴ,߮)ܤ௪ ,   [ܹ ∙ ݉ିଶ ∙ ܪݖିଵ ∙ ݏݎିଵ]    (1.7) 
en la que ஻ܶ(ߴ,߮) es la temperatura equivalente asociada al brillo, denominada 
temperatura de brillo, y ܤ௪ es el ancho de banda del sistema. 
 
Fig. 1.3 Temperatura de brillo de un medio casi infinito a una temperatura uniforme 
[1] 
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Puesto que el universo está compuesto por cuerpos grises, podemos introducir un 
nuevo concepto: la emisividad ݁(ߴ,߮), que relaciona el brillo y la temperatura de brillo 






donde ܤ௕௕ es el brillo de un cuerpo negro que se encuentra a una temperatura física 
௣ܶ௛. La temperatura de brillo emitida por un cuerpo negro coincide con su temperatura 
física, con lo cual, tiene una emisividad de 1. La temperatura de brillo emitida por un 
cuerpo real es menor que su temperatura física, por tanto, el rango de valores que puede 
tomar la emisividad varía entre 0 y 1. Para un absorbente perfecto (es decir, un cuerpo 
negro), la emisividad es uno, mientras que para un reflector perfecto, la emisividad es 
cero.  
1.3 Brillo y potencia captada por una antena 
Un radiómetro es un instrumento que mide el brillo, es decir, la potencia emitida por 
un cuerpo por unidad de ángulo sólido y de superficie. Si la superficie emisora presenta 
el diagrama ܨ௧(ߴ,߮), el brillo ܤ(ߴ,߮) viene dado por:  
ܤ(ߴ,߮) = ܨ௧(ߴ,߮)
ܣ௧
, [ܹ ∙ ݏݎିଵ ∙ ݉ିଶ] (1.9) 
donde ܣ௧ es el área total con que se radía. La potencia captada por una antena 
rodeada por una distribución incidente de potencia ܤ(ߴ,߮) puede calcularse como: 
ܲ = ܨ௧ ܣ௘ܴଶ = ܤܣ௧ ܣ௘ܴଶ , [ܹ] (1.10) 
siendo ܣ௘ el área efectiva de la antena y ܴ la distancia hasta la superficie radiante. 
Teniendo en cuenta que el ángulo sólido Ω௧ de una antena se define como: 
ߗ௧ = ܣ௧ܴଶ , [ݏݎ] (1.11) 
podemos reescribir la ecuación para el cálculo de la potencia adquirida por una 
antena como: 
ܲ = ܤܣ௘ߗ௧ .  [ܹ] (1.12) 
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Substituyendo el ángulo sólido por el diferencial de ángulo sólido ݀Ω, la potencia 
recibida por una antena correspondiente al brillo incidente de una superficie extendida 
ܤ(ߴ,߮) se puede expresar como: 
݀ܲ = ܣ௘ܤ(ߴ,߮)|ܨ(ߴ,߮)|ଶ, [ܹ] (1.13) 
donde |ܨ(ߴ,߮)|ଶ es el diagrama de radiación normalizado de la antena. Por otra 
parte, si el brillo no es constante con la frecuencia, debemos definir una nueva 
magnitud: la densidad espectral de brillo ܤ௙(ߴ,߮). Para calcular la potencia total que 
recibe la antena, debemos integrar la expresión (1.5) sobre todo el ancho de banda del 
sistema y sobre el espacio: 
ܲ = 12ܣ௘න ඵ ܤ௙(ߴ,߮)|ܨ(ߴ,߮)|ଶ݀ߗ݂݀ସగ௙ା஻ೢ௙ , [ܹ] (1.14) 
donde ܤ௪ es el ancho de banda del sistema receptor. Ya que la antena sólo capta, en 
una polarización, la mitad de la potencia térmica total emitida, ésta se ve afectada por 
un factor 1 2⁄ . 
 
Fig. 1.4 Geometría de la radiación incidente sobre una antena [1] 
1.3.1 Antena rodeada por un cuerpo negro 
Consideremos que la antena está rodeada por un cuerpo negro a una temperatura 
física constante ௣ܶ௛. La potencia captada por la antena puede obtenerse substituyendo la 
expresión (1.5) en (1.14): 
௕ܲ௕ = 12ܣ௘න ඵ 2݇஻ ௣ܶ௛ߣଶ |ܨ(ߴ,߮)|ଶ݀ߗ݂݀ସగ௙బା஻ೢ௙బ .  [ܹ] (1.15) 
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La potencia detectada está limitada por el ancho de banda de la antena ܤ௪. Si este es 
lo suficientemente pequeño como para asumir que la densidad espectral de brillo es 
constante en todo el rango de frecuencia, la ecuación queda reducida a: 
௕ܲ௕ = ݇஻ ௣ܶ௛ܤ௪ ܣ௘ߣଶ ඵ |ܨ(ߴ,߮)|ଶ݀ߗସగ = ݇஻ ௣ܶ௛ܤ௪ .  [ܹ] (1.16) 
Nótese que el ángulo sólido de la antena ha sido expresado en función del área 
efectiva, tal y como se muestra en la expresión (1.11). 
La ecuación (1.16) establece una relación lineal entre la temperatura física del 
cuerpo radiante, y la potencia recibida por una antena. En 1928, Nyquist encontró la 
misma expresión para la potencia disponible en los bornes de una resistencia física a 
una temperatura física ௣ܶ௛. Esto implica que para un receptor ideal con ancho de banda 
ܤ௪, la antena entrega a la carga la misma potencia que una resistencia a temperatura ஺ܶ, 
que se denomina temperatura de antena.  
 
Fig. 1.5 Antena rodeada por un cuerpo negro [1] 
1.3.2 Temperatura aparente 
Cuando una antena no está rodeada por un cuerpo negro, pero sí por un conjunto de 
cuerpos grises, debemos definir el concepto de temperatura aparente ஺ܶ௉, que es la 
temperatura equivalente relacionada con el brillo total incidente sobre la antena 
ܤ௜(ߴ,߮): 
ܤ௜(ߴ,߮) = 2݇஻ߣଶ ஺ܶ௉(ߴ,߮)ܤ௪ .  [ܹ ∙ ݉ିଶ ∙ ܪݖିଵ ∙ ݏݎିଵ] (1.17) 
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Fig. 1.6 Relación entre temperatura de antena, temperatura aparente y temperatura 
de brillo [1] 
La temperatura aparente captada por las antenas depende de varios términos, y de las 
diferentes fuentes que radían hacia éstas. En la Fig. 1.6 se muestra un esquema en el que 
se pueden apreciar algunos de los factores que afectan a la temperatura de brillo: la 
radiación emitida por la superficie (ya sea el suelo o el mar) atenuada por la atmósfera; 
la radiación emitida por la propia atmósfera reflejada por la superficie; y la radiación 
emitida por la atmósfera en la dirección de la antena. En la siguiente expresión se 
describe esta relación: 
஺ܶ௉ = ௎ܶ௉ + 1ܮ௔ ( ஻ܶ + ௌܶ஼), [ܭ] (1.18) 
donde ஻ܶ es la temperatura de brillo de la superficie observada, ௨ܶ௣ es la radiación 
atmosférica ascendente, ௌܶ஼  la radiación atmosférica que ha sido dispersada por la 
superficie y ܮ௔ las pérdidas producidas por la atmosfera. Cuando las pérdidas 
atmosféricas son elevadas, la temperatura aparente es próxima a la temperatura 
atmosférica. Esto sucede a altas frecuencias o en ventanas de absorción de ciertos gases. 
En el rango de frecuencias que va de 1 ܩܪݖ a 10 ܩܪݖ, las pérdidas que se puedan 
producir en la atmósfera libre de nubes son tan pequeñas que en muchas aplicaciones 
habitualmente pueden considerarse despreciables. En consecuencia, la temperatura 
aparente de brillo se puede aproximar por la propia temperatura de brillo ஻ܶ. De acuerdo 
con la Fig. 1.6, y considerando el diagrama de antena normalizado ܨ(ߴ,߮) y el ángulo 
sólido Ω௣ de esta, la temperatura de antena se puede calcular como: 
஺ܶ = 1ߗ௣ඵ ஺ܶ௉(ߴ,߮)|ܨ(ߴ,߮)|ଶ݀ߗସగ .  [ܭ] (1.19) 
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1.4 Teoría de emisión 
La reflexión de una onda plana en una superficie plana produce otra onda plana en 
una única dirección tal y como se muestra en la Fig. 1.7.a.  
 
 
Fig. 1.7 Dispersión y emisión especular y de la fuente: a) Reflexión especular. b) 
Dispersión difusa. c) Emisión difusa. d) Contribución a ஻ܶ procedente de múltiples 
direcciones [1] 
La potencia reflejada ௥ܲ viene dada por: 
௥ܲ( ଵߴ; ݌) = ߁( ଵߴ;݌) ௜ܲ( ଵߴ;݌), [ܹ] (1.20) 
donde ௜ܲ es la potencia incidente, ߁ es el coeficiente de reflexión especular, y ݌ hace 
referencia a la polarización (típicamente horizontal o vertical). En el caso de reflexión 
especular, por la ley de Kirchoff, podemos expresar la emisividad en función del 
coeficiente de reflexión: 
݁( ଵߴ; ݌) = 1 − ߁( ଵߴ;݌). (1.21) 
Si la reflexión no se produce sobre una superficie plana, la potencia incidente se verá 
dispersada por el espacio. Parte de la potencia se refleja manteniendo la fase de la 
potencia incidente y en la dirección especular, pero el resto de la radiación pierde su 
característica de fase y se ve dispersada (Fig. 1.7.b). De un modo similar, la potencia 
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radiada por el medio al exterior, pasa a través de la superficie y se transmite en un rango 
de direcciones (Fig. 1.7.c). En consecuencia, ஻ܶ( ଵߴ;݌) tiene contribuciones que 
proceden de varias direcciones de la parte interior del cuerpo. 
1.5 Conclusiones 
En este primer capítulo se han descrito los principios básicos de la radiometría. Se 
ha definido el concepto de temperatura de brillo y además, se ha mostrado la relación 
que existe entre un cuerpo negro y un cuerpo gris. 
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2 CAPÍTULO 2:  RADIÓMETROS INTERFEROMÉTRICOS 
La introducción de las técnicas interferométricas a la teledetección surge como una 
alternativa a las limitaciones mecánicas que aparecen con los radiómetros 
convencionales. Estos radiómetros están compuestos por grandes antenas con un ancho 
de haz muy estrecho, con el que se escanea a lo largo del campo de visión o FOV (Field 
of View). La detección de ciertas características físicas de la superficie terrestre 
(salinidad del mar y humedad del suelo), requiere medidas pasivas a bajas frecuencias 
(cercanas a 1.4 GHz) con una resolución espacial entre 10 y 20 Km. El tamaño de las 
antenas, su movilidad, así como el peso del sistema, son obstáculos que hacen inviable 
el uso de  este tipo de radiómetros. 
Es por este motivo que en un futuro próximo se emplearán radiómetros 
interferométricos bidimensionales. Una de las características más importantes de la 
interferometría es el uso de una agrupación de antenas elementales o array. Aunque las 
dimensiones totales de la agrupación no son significativamente menores que las de una 
antena convencional, la superficie colectora sí que lo es, de modo que el material 
necesario y el peso se reducen considerablemente. El inconveniente de este tipo de 
radiómetros es que, al realizar medidas mediante una agrupación de antenas pequeñas, 
la información espacial (mapa de temperatura de brillo) debe extraerse a partir de un 
procesado de señal, mucho más complejo que en los radiómetros convencionales. 
En este capítulo se presentan los principios de funcionamiento de los radiómetros 
interferométricos, los conceptos básicos y los parámetros más importantes. Todos estos 
conceptos servirán para la implementación de este proyecto, desarrollada en los 
capítulos siguientes. 
2.1 Principio de funcionamiento 
Un radiómetro interferométrico de microondas es un sistema sensible capaz de 
medir la radiación térmica emitida por la superficie terrestre  desde diferentes puntos del 
espacio en un mismo instante de tiempo. La estructura del interferómetro está basada en 
un conjunto de antenas poco directivas distribuidas en una agrupación ordenada, que 
generalmente apunta a la tierra desde una plataforma volante. A la salida de las antenas 
existe un bloque de procesado compuesto por un conjunto de correladores que efectúan 
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la correlación cruzada compleja entre señales procedentes de cada par de antenas. Esta 
correlación constituye la función de visibilidad, que en condiciones ideales representa la 
transformada de Fourier de la distribución espacial de potencia de ruido emitida por la 
superficie (temperatura de brillo). En la práctica, debido a las no idealidades del 
sistema, serán necesarios otros algoritmos de inversión más sofisticados. 
2.1.1 Relación entre función de visibilidad y temperatura aparente 
de brillo 
Desde el punto de vista de la radiometría, la Tierra es una fuente extendida de 
emisión electromagnética, con igual probabilidad de emisión en ambas polarizaciones: 
horizontal y vertical. Para poder llegar a la obtención de la función de visibilidad en el 
caso general, es preciso estudiar antes dos casos más sencillos: la fuente puntual 
monocromática y la fuente puntual de ruido. 
2.1.1.1 Fuente puntual monocromática 
Si se considera una fuente puntual situada en las coordenadas (ܺ଴, ଴ܻ,ܼ଴) que radía 
una onda monocromática sinusoidal de frecuencia y amplitud constantes, el campo 
escalar temporal ܾ(ݔ, ݕ, ݖ, ݐ), será también sinusoidal y de la misma frecuencia. El 
campo electromagnético en un punto de observación diferente al anterior (ݔଵ, ݕଵ, ݖଵ), 






= 0, (2.1) 
donde ∇ es el operador Laplaciano. La función ܾ(ݔ, ݕ, ݖ, ݐ) puede verse como el 
valor de la componente del campo eléctrico paralelo a la dirección de la polarización de 
la antena. Partiendo de la expresión (2.1), se puede expresar el campo como: 
ܾଵ =  ܾଵ(ݔଵ,ݕଵ, ݖଵ, ݐ) = ℛ݁ ቈܧ ݁ି௝௞௥భݎଵ ݁௝ఠ௧቉ , [ܸ݉ିଵ] (2.2) 
donde ܧ es una constante compleja y ݎଵ la distancia entre la fuente y el punto de 
observación: 
ݎଵ =  ඥ(ܺ଴ − ݔଵ)ଶ + ( ଴ܻ − ݕଵ)ଶ + (ܼ଴ − ݖଵ)ଶ.  [݉] (2.3) 
La señal analítica de ܾଵ(ݐ) resulta: 
ܾଵ
ᇱ(ݐ) = ܧ ݁ି௝௞௥భ
ݎଵ
݁௝ఠ௧ .  [ܸ݉ିଵ] (2.4) 
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La potencia media de dicha señal se puede calcular como: 
ଵܲ = 1ܶ න ܾଵଶ(ݐ)݀ݐ் ଶ⁄
ି் ଶ⁄
= 12 หܾଵᇱ(ݐ)หଶ = 12 |ܧ|ଶݎଵଶ .  [ܹ] (2.5) 
En el dominio frecuencial, se puede expresar el campo como ߚ(ݔ, ݕ, ݖ, ݂) mediante 
la transformada de Fourier: 
ߚ(ݔ, ݕ, ݖ, ݂) = ृ[ܾ(ݔ, ݕ, ݖ, ݐ)] = න ܾ(ݔ,ݕ, ݖ, ݐ)݁ି௝ଶగ௙௧݀ݐାஶ
ିஶ
. (2.6) 
ܾ(ݔ,ݕ, ݖ, ݐ) = ृ[ߚ(ݔ, ݕ, ݖ, ݂)] = න ߚ(ݔ,ݕ, ݖ,݂)݁௝ଶగ௙௧݂݀ାஶ
ିஶ
. (2.7) 
Si introducimos la ecuación (2.6) en (2.1), se puede obtener la ecuación de onda en 
el dominio frecuencial: 
ߘଶߚ(ݔ, ݕ, ݖ, ݂) + ݇ଶߚ(ݔ, ݕ, ݖ, ݂) = 0, (2.8) 
siendo ݇ = ߱ ܿ⁄  el número de onda y ߱ = 2ߨ݂ la frecuencia angular. 
Considérese ahora un segundo punto de observación en las coordenadas (ݔଶ,ݕଶ, ݖଶ). 
Empleando las mismas ecuaciones que para el primer punto, se obtiene: 
ܾଶ = ܾଶ(ݔଶ,ݕଶ, ݖଶ, ݐ) = ܴ݁ ቈܧ ݁ି௝௞௥మݎଶ ݁௝ఠ௧቉ .  [ܸ݉ିଵ] (2.9) 
ݎଶ = ඥ(ܺ଴ − ݔଶ)ଶ + ( ଴ܻ − ݕଶ)ଶ + (ܼ଴ − ݖଶ)ଶ.  [݉] (2.10) 
ଶܲ = 12 |ܧ|ଶݎଶଶ .  [ܹ] (2.11) 
Partiendo de las expresiones obtenidas hasta este punto, es posible calcular la 
función de visibilidad ܸ, como el producto de la señal analítica de ܾଵ(ݐ) por el complejo 
conjugado de la señal analítica de ܾଶ(ݐ): 
 
ܸ = 12 ܾଵᇱ(ݐ)ܾଶᇱ∗(ݐ) = 12 |ܧ|ଶݎଵݎଶ ݁ି௝௞(௥మି௥భ). (2.12) 
Si asumimos la hipótesis de que la distancia entre los puntos de observación es 
mucho menor que la distancia que hay desde cualquiera de ellos a la fuente ∆ݎ ≪ ݎଵ, ݎଶ, 
se tiene que: 
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ݎଵݎଶ ≈ ݎଶ → ଵܲ ≈ ଶܲ = ܲ = 12 |ܧ|ଶݎଶ .  [ܹ] (2.13) 
Por tanto, la función de visibilidad ܸ, se puede expresar como: 
 ܸ(∆ݎ) = ܲ݁ି௝௞∆௥ . (2.14) 
 
Fig. 2.1 Fuente puntual y dos puntos de observación [2] 
Suponiendo ahora la situación bidimensional de la Fig. 2.1, y teniendo en cuenta la 
hipótesis anterior, es posible escribir la siguiente aproximación: 
 ∆ݎ = ݎଶ − ݎଵ = ݀ ݏ݅݊ ߠ଴, [݉] (2.15) 
en la que ݀ es la distancia entre los puntos de observación y ߠ଴ el ángulo formado 
entre la línea que une la fuente y el punto de observación, y la perpendicular a la línea 
de unión entre los dos puntos de observación. Al estar ambos puntos muy alejados de la 
fuente, se considera que este ángulo es el mismo para ambos. Definiendo la distancia 
entre puntos en función de la longitud de onda ݑ = ݀ ߣ⁄ , y sabiendo que ݇ = 2ߨ ߣ⁄ , se 
puede reescribir V de la forma: 
ܸ(ݑ) = ܲ݁ି௝ଶగ ௦௜௡ ఏబ௨ = ܲ݁ି௝ଶగకబ௨ , (2.16) 
en la que se ha definido ߦ଴ = sin ߠ଴. Obsérvese que esta expresión coincide con la 
transformada de Fourier de una delta en el punto ߦ଴ de amplitud P tal que: 
ܸ(ݑ) = ܨ[ܲߜ(ߦ − ߦ଴)]. 
ܲߜ(ߦ − ߦ଴) = ܨିଵ[ܸ(ݑ)]. (2.17) 
Las variables de ambos dominios son ݑ = ݀ ߣ⁄  y ߦ = sin ߠ଴. 




Fig. 2.2 Disposición tridimensional de una fuente puntual y el punto de observación 
A partir de la Fig. 2.2 se pueden extrapolar al caso tridimensional todas las 
expresiones vistas anteriormente. Para este caso, la distancia entre el punto de 
observación y la fuente es: 
ݎଵ =  ඥ(ܺ଴ − ݔଵ)ଶ + ( ଴ܻ − ݕଵ)ଶ + (ܼ଴ − ݖଵ)ଶ= ටܴ଴ଶ + ݀ଵଶ − 2(ܺ଴ݔଵ + ଴ܻݕଵ + ܼ଴ݖଵ).  [݉] (2.18) 
Las variables ܴ଴ y ݀ଵ son las distancias al origen de la fuente y del punto de 
observación respectivamente. Este origen se toma arbitrariamente y, si se hace de forma 
que ܴ଴ sea mucho mayor que ݀ଵ, se puede emplear la aproximación de Taylor de primer 
orden para reescribir la expresión (2.18) como: 
ݎଵ ≈ ܴ଴ + ݀ଵଶ − 2(ܺ଴ݔଵ + ଴ܻݕଵ + ܼ଴ݖଵ)2ܴ଴= ܴ଴ + ݀ଵଶ2ܴ଴−ߦ଴ݔଵ − ߟ଴ݕଵ − ߛ଴ݖଵ, [݉] (2.19) 
en la que los coeficientes de las coordenadas del punto de observación se definen 
como: 
ߦ଴ = ܺ଴ܴ଴ , ߟ଴ = ଴ܻܴ଴ , ߛ଴ = ܼ଴ܴ଴.  (2.20) 
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Análogamente, para el segundo punto de observación, la expresión (2.19) resulta: 
ݎଶ = ܴ଴ + ݀ଶଶ2ܴ଴−ߦ଴ݔଶ − ߟ଴ݕଶ − ߛ଴ݖଶ.  [݉] (2.21) 
Por tanto, la diferencia de caminos entre la fuente y ambos puntos de observación es: 
∆ݎ = ݎଶ − ݎଵ = ݀ଶଶ − ݀ଵଶ2ܴ଴ − [(ݔଶ − ݔଵ)ߦ଴ − (ݕଶ − ݕଵ)ߟ଴ − (ݖଶ − ݖଵ)ߛ଴].  [݉] (2.22) 
Si retomamos ahora la expresión (2.16), se puede generalizar la función de 
visibilidad para el caso tridimensional como: 
ܸ(ݑ, ݒ,ݓ) = ܲ݁௝ గఒோబ൫ௗమమିௗభమ൯݁ି௝ଶగ(కబ௨ାఎబ௩ାఊబ௪), (2.23) 
donde las nuevas variables (ݑ,ݒ,ݓ) son las proyecciones de ݀ ߣ⁄  sobre los ejes de 
coordenadas: 
ݑ = ݔଶ − ݔଵ
ߣ
, ݒ = ݕଶ − ݕଵ
ߣ
, ݓ = ݖ − ݖଵ
ߣ
. (2.24) 
Los radiómetros más frecuentes suelen estar formados por arrays planos, en los que 
la coordenada en ݖ es la misma para todas las antenas elementales que la forman, con lo 
que el problema se reduce al caso bidimensional en el que las únicas variables que 
intervienen son ݑ y ݒ (ݓ = 0). Cada espaciado diferente entre antenas se denomina 
baseline (línea de base), con lo que ݑ y ݒ serán las líneas de base normalizadas respecto 
a la longitud de onda. 
2.1.1.2 Fuente puntual de ruido 
En este caso, la fuente sigue siendo puntual, pero viene caracterizada por un proceso 
Gausiano de media nula y varianza ߪଶ. Si se considera que la emisión es un proceso 
estocástico, estacionario y ergódico, se puede definir su potencia media (densidad de 







= ܴ௕భ(0), [ܹ] (2.25) 
donde ܴ௕భ(0) es la autocorrelación en el origen del proceso ܾଵ(ݐ). Mediante el uso 
de la señal analítica se obtiene que: 
ଵܲ = 12ܴ௕భᇲ(0) = 12 ܾଵᇱ(ݐ)ܾଵᇱ∗(ݐ)തതതതതതതതതതതതതതതത = 12 ்݈݅݉→ஶන 1ܶ หܾଵᇱ(ݐ)หଶ݀ݐ் ଶ⁄ି் ଶ⁄ .  [ܹ] (2.26) 
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La solución en el domino frecuencial de la ecuación de onda escalar para el punto (ݔଵ,ݕଵ, ݖଵ) se puede obtener resolviendo la expresión (2.8) en dicho punto: 
ߚ(ݔଵ,ݕଵ, ݖଵ, ݂) = ܧ(݂)ݎଵ ݁ି௝௞௥భ , (2.27) 
donde ܧ(݂) es una función compleja de la frecuencia que modela la forma del 
espectro de ruido de la fuente, y k es el número de onda (݇ ≅ 2ߨ݂ ܿ⁄ = 2ߨ ߣ⁄ ). 
Mediante la transformada inversa de Fourier se obtiene la siguiente expresión en el 
dominio temporal: 
ܾଵ(ݐ) = ܾ(ݔଵ, ݕଵ, ݖଵ, ݐ) = න ܧ(݂)ݎଵ ݁ି௝ଶగ௙௖ ௥భ݁௝ଶగ௙௧݂݀ஶିஶ = ݁ ቀݐ − ݎଵܿ ቁݎଵ , (2.28) 
donde ݁(ݐ) es la antitransformada de ܧ(݂). La señal analítica de ܾଵ(ݐ) puede 
obtenerse fácilmente a partir de la señal analítica de ݁(ݐ): 
ܾଵ
ᇱ(ݐ) = ݁ᇱ ቀݐ − ݎଵܿ ቁ
ݎଵ
. (2.29) 
La densidad de potencia de la onda en el punto de observación ݎଵ es: 
ଵܲ = 12ܴ௘ᇲ(0)ݎଵଶ , [ܹ] (2.30) 
en la que ܴ௘ᇲ es la función de autocorrelación de ݁ᇱ(ݐ). El término ܴ௘ᇲ(0) 2⁄  se 
denomina intensidad de radiación de la fuente y se representa por ܲ௘ᇲ. 
Considerando ahora dos puntos de observación (ݔଵ,ݕଵ, ݖଵ) y (ݔଶ,ݕଶ, ݖଶ), y siendo 
sus señales analíticas asociadas ܾଵ
ᇱ(ݐ) y ܾଶᇱ(ݐ) respectivamente, la función de 
visibilidad se define como la correlación cruzada entre ambas: 
ܸ = 12 ܾଵᇱ(ݐ)ܾଶᇱ∗(ݐ)തതതതതതതതതതതതതതതത = 12 ்݈݅݉→ஶන ܾଵᇱ(ݐ)ܾଶᇱ∗(ݐ)݀ݐ் ଶ⁄ି் ଶ⁄ = 12ܴ௕భᇲ௕మᇲ(0). (2.31) 
Sustituyendo (2.29) para las expresiones analíticas de la señal en ambos puntos de 
observación, se puede reescribir la expresión (2.31) como: 
ܸ = 12 1ݎଵݎଶ ݁ᇱ ቀݐ − ݎଵܿ ቁ ݁ᇱ∗ ቀݐ − ݎଶܿ ቁ = 12 1ݎଵݎଶ ܴ௘ᇲ ൬∆ݎܿ ൰. (2.32) 
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Para continuar, es necesario introducir el concepto de envolvente compleja o 
equivalente paso bajo de la señal ݁(ݐ). Se define a partir de la señal analítica de una 
señal paso banda centrada en ଴݂, y cumple que: 
ܴ௘̃(߬) = ृିଵ[ܵ௘̃(݂)] = 4ृିଵ[ܵ௘(݂ + ଴݂)ݑ(݂ + ଴݂)], (2.33) 
donde ܴ௘̃(߬) es la función de autocorrelación de la envolvente compleja de ݁(ݐ), 
ܵ௘(݂) la densidad espectral de potencia de ݁(ݐ) y ݑ(ݐ) la función escalón unitario. De 
















൰݁௝௞బ∆௥ , (2.34) 
Introduciendo ahora los conceptos de grado complejo de coherencia de la señal 
analítica y de su envolvente compleja: 
ݎ௘ᇲ = ܴ௘ᇲ(߬)ܴ௘ᇲ(0) , ̃ݎ௘ = ܴ௘̃(߬)ܴ௘̃(0), (2.35) 











൰݁௝௞బ∆௥ . (2.36) 
El término ̃ݎ௘ aparece al trabajar con señales no sinusoidales, afectando de forma 
indeseada a la amplitud de la función de visibilidad. A este término se le suele 
denominar función de Fringe Wash en los libros de óptica, o decorrelación de ruido 
entre dos antenas diferentes, debido al tiempo de tránsito. La magnitud de su efecto 
viene determinada por la relación existente entre el cociente ∆ݎ ܿ⁄  y 1 ܤ௪⁄  (tiempo de 
coherencia del sistema). Cuanto menor sea éste, menor será su efecto. Nótese que si el 
ancho de banda de la señal se reduce a cero, la fuente de ruido estocástico se convierte 
en una fuente senoidal, la amplitud de la función de Fringe Wash es constante y la 




௝௞బ∆௥ . (2.37) 
2.1.1.3 Fuente distribuida de ruido 
Con el fin de acercar el estudio al caso real de observación de la Tierra, es preciso 
considerar el caso de una fuente de ruido distribuida, dado que es un modelo más 
realista que los anteriores. La solución en un punto (ݔଵ,ݕଵ, ݖଵ) a la ecuación de onda en 
el dominio frecuencial de este tipo de fuentes presenta la siguiente forma: 
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ߚ(ݔଵ,ݕଵ, ݖଵ,݂) = − 1݆ߣඵ ܧ(ݔ,ݕ, ݖ,݂) ݁ି௝௞௥భݎଵ ܿ݋ݏ ߠଵ ݀ܵ௙௨௘௡௧௘ , (2.38) 
donde la integral se extiende sobre toda la superficie de la fuente, ܧ(ݔ, ݕ, ݖ, ݂) es la 
distribución frecuencial de amplitud del campo en la fuente, y los términos geométricos 
se definen en la figura 2.2. La ecuación (2.38) sólo es válida si la distancia desde la 
fuente al punto de observación es mucho mayor que la longitud de onda, situación que 
se cumple en la mayoría de los casos. La señal analítica viene dada por: 
ܾଵ
ᇱ(ݐ) = ඵ ܿ݋ݏ ߠଵ2ߨݎଵܿ ߲߲ݐ ݁ᇱ ቀݔ, ݕ, ݖ, ݐ − ݎଵܿ ቁ݀ܵ௙௨௘௡௧௘ . (2.39) 
La derivada temporal de la función analítica de e puede expresarse como: 
߲݁ᇱ(ݐ)
߲ݐ
≅ ݆߱଴݁ᇱ(ݐ) ቎1 − ݆ ߲݁̃(ݐ)߲ݐ݁̃(ݐ)߱଴ ቏. (2.40) 
Si el campo ݁(ݐ) tiene un ancho de banda estrecho, la variación de ݁ᇱ(ݐ) con el 
tiempo será pequeña y la expresión anterior podrá aproximarse a: 
߲݁ᇱ(ݐ)
߲ݐ
≅ ݆߱଴݁ᇱ(ݐ), (2.41) 
con lo que la expresión (2.39) puede simplificarse a: 
ܾଵ
ᇱ(ݐ) = ඵ ݆ܿ݋ݏ ߠଵ
ݎଵܿ
଴݂݁ᇱ ቀݔ,ݕ, ݖ, ݐ − ݎଵܿ ቁ݀ܵ௙௨௘௡௧௘ . (2.42) 
La potencia media se puede calcular a partir de la función de autocorrelación de ܾଵ 
en ߬ = 0, ܴ௕భᇲ(0). Para este cálculo, es preciso considerar que la superficie de la fuente 
está formada por radiadores infinitesimales independientes, o sea, que sea una fuente 
espacialmente incorrelada. Esta característica se concreta analíticamente mediante la 
condición:  
݁ᇱ(ݔ, ݕ, ݖ, ݐ)݁ᇱ∗(ݔᇱ, ݕᇱ, ݖᇱ, ݐᇱ)തതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതതത= ܴ௘ᇲ(ݔ, ݕ, ݖ, ݐ − ݐᇱ)ߜ(ݔ − ݔᇱ,ݕ − ݕᇱ, ݖ − ݖᇱ), (2.43) 
donde los puntos (ݔ, ݕ, ݖ) y (ݔᇱ,ݕᇱ, ݖᇱ) pertenecen a la superficie de la fuente. De 
este modo, la potencia de ruido en el punto (ݔଵ,ݕଵ, ݖଵ) se calcula como: 
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ଵܲ = 12ܴ௕భᇲ(0) = 12 ܾଵᇱ(ݐ)ܾଵᇱ∗(ݐ)തതതതതതതതതതതതതത = 12 ඵ ܿ݋ݏଶ ߠଵݎଵଶߣ଴ଶ ܴ௘ᇲ(ݔ,ݕ, ݖ, 0)݀ܵ
௙௨௘௡௧௘
.  [ܹ] (2.44) 
De forma análoga a los casos anteriores, la densidad de radiación de la fuente se 
define como: 
ܲ௘ᇲ(ݔ,ݕ, ݖ) = 12ܴ௘ᇲ(ݔ,ݕ, ݖ, 0), [ܹ] (2.45) 
por lo que la expresión de la potencia se puede reescribir como: 




.  [ܹ] (2.46) 
Si se considera ahora un segundo punto de observación (ݔଶ, ݕଶ, ݖଶ), suponiendo que 
la fuente es espacialmente incorrelada (ec. (2.43)), y que el ruido tiene un ancho de 
banda estrecho (ec. (2.41)). La función de visibilidad se define como la correlación 
cruzada entre ܾଵ
ᇱ(ݐ) y ܾଶᇱ(ݐ) en ߬ = 0: 
ܸ = 12 ܾଵᇱ(ݐ)ܾଶᇱ∗(ݐ)തതതതതതതതതതതതതതതത = ඵ ඥܿ݋ݏ ߠଵ ܿ݋ݏ ߠଶݎଵݎଶߣ଴ଶ ܲ௘ᇲ(ݔ, ݕ, ݖ)ݎ௘ᇲ ൬߂ݎܿ ൰݀ܵ௙௨௘௡௧௘ . (2.47) 
Teniendo en cuenta el concepto de envolvente compleja, la expresión final es: 
ܸ(߂ݎ) = ඵ ඥܿ݋ݏ ߠଵ ܿ݋ݏ ߠଶ
ݎଵݎଶߣ଴
ଶ ܲ௘ᇲ(ݔ, ݕ, ݖ)̃ݎ௘ ൬߂ݎܿ ൰݁௝௞బ௱௥݀ܵ௙௨௘௡௧௘ . (2.48) 
La expresión anterior es válida siempre que se cumplan las siguientes hipótesis: 
a) La fuente sea incorrelada en el espacio. 
b) La fuente sea de banda estrecha. 
c) La distancia de la fuente al punto de observación sea mucho mayor que la 
longitud de onda. 
Si además de estas hipótesis, la distancia entre puntos de observación es mucho 
menor que la distancia hasta cualquier punto de la fuente, pueden considerarse válidas 
las siguientes aproximaciones: 
1. Las coordenadas radiales de la fuente puntual son ݎଵ ≈ ݎଶ = ݎ. 
2. Los ángulos entre puntos de observación y la fuente son ߠଵ ≈ ߠଶ = ߠ. 




Fig. 2.3 Geometría del caso de una fuente distribuida [2] 
Para aproximar más el análisis a la situación real con la que se trabajará en el resto 
del documento, se va a particularizar la expresión (2.48) para el caso en el que la fuente 
a analizar sea una superficie plana. Este caso es una buena aproximación de la 
superficie terrestre cuando la altura a la que se realizan las mediciones es mucho menor 




= ݏ݅݊ ߴ ܿ݋ݏ ߮ , ߟ = ݕ
ݎ
= ݏ݅݊ ߴ ݏ݅݊ ߮ , ߛ = ݖ
ݎ
= ܿ݋ݏ ߴ ,
ܿ݋ݏ ߴ = ඥ1 − ߦଶ − ߟଶ. (2.49) 
Hay que tener en cuenta que la coordenada ݖ se mantiene constante en el valor ܼ଴. 
Se puede definir cualquier punto de la fuente en los tres sistemas de coordenadas como: 
ݔ = ܼ଴ ݐܽ݊ ߴ ܿ݋ݏ ߮ = ܼ଴ ߦ
ඥ1 − ߦଶ − ߟଶ ,
ݕ = ܼ଴ ݐܽ݊ ߴ ݏ݅݊ ߮ = ܼ଴ ߟ
ඥ1 − ߦଶ − ߟଶ . (2.50) 
Análogamente, también se puede expresar el diferencial de superficie en los tres 
sistemas de coordenadas: 
݀ܵ = ݀ݔ݀ݕ, ݀ܵ = ݎଶ ݐܽ݊ ߴ ݀ߴ݀߮, ݀ܵ = ݎଶ
ܿ݋ݏଶ ߴ
݀ߦ݀ߟ. (2.51) 
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Antes de continuar, se definen las distancias entre los distintos puntos de 
observación al origen: 
ݎଵ = ඥ(ݔ − ݔଵ)ଶ + (ݕ − ݕଵ)ଶ + (ܼ଴ − ݖଵ)ଶ,                
ݎଵ = ܼ଴ඨ1 + (ݔ − ݔଵ)ଶ + (ݕ − ݕଵ)ଶ + ݖଵଶ − 2ܼ଴ݖଵܼ଴ଶ , (2.52) 
ݎଶ = ඥ(ݔ − ݔଶ)ଶ + (ݕ − ݕଶ)ଶ + (ܼ଴ − ݖଶ)ଶ,                
ݎଶ = ܼ଴ඨ1 + (ݔ − ݔଶ)ଶ + (ݕ − ݕଶ)ଶ + ݖଵଶ − 2ܼ଴ݖଶܼ଴ଶ . (2.53) 
Del mismo modo que sucedía en la ecuación (2.21), se puede reescribir esta 
distancia a partir de los cosenos directores como: 
ݎଵ ≅ ݎ + ݀ଵଶ2ݎ − ߦݔଵ − ߟݕଵ − ߛݖଵ,
ݎଶ ≅ ݎ + ݀ଶଶ2ݎ − ߦݔଶ − ߟݕଶ − ߛݖଶ, (2.54) 
y a partir de estas expresiones, se puede calcular la diferencia de caminos como: 
݇߂ݎ ≅ ߖ − 2ߨ(ݑߦ + ݒߟ + ݓߛ)= ߖ − 2ߨ(ݑ ݏ݅݊ ߴ ܿ݋ݏ ߮ + ݒ ݏ݅݊ ߴ ݏ݅݊߮ + ݓ ܿ݋ݏ ߴ), (2.55) 
en la que se define ߖ según la siguiente expresión: 
ߖ = ߨ൫݀ଶଶ − ݀ଵଶ൯
ߣ଴ݎ
. (2.56) 
Luego la expresión (2.48) puede reescribirse en función de los cosenos directores 
como: 
ܸ(ݑ, ݒ) = ݁௝ߖ
ߣ଴







ඥ1 − ߦଶ − ߟଶ (ߦ, ߟ)̃ݎ௘ ൬߂ݎܿ ൰ ݁ି௝ଶగ(௨కା௩ఎ)݀ߦ݀ߟ
కమାఎమஸଵ
.                                    (2.57) 




Fig. 2.4 Esquema tridimensional de una fuente distribuida 
En resumen, las expresiones anteriores son ciertas si se cumplen las hipótesis 
descritas en los puntos a), b) y c), además de las siguientes: 
d) La distancia entre los puntos de observación sea mucho menor que la distancia 
hasta cualquier punto de la fuente, y 
e) Los puntos de observación se encuentren en el plano ݖ = 0. 
La ecuación (2.57) establece que la función de visibilidad es esencialmente una 
transformada de Fourier bidimensional de la intensidad de radiación de la fuente, salvo 
algunos términos debidos a efectos no ideales, como el factor de Fringe Wash o factores 
geométricos. Este es justamente el resultado del teorema de Van Cittert – Zernicke [3].  
Es habitual normalizar la función de visibilidad respecto a su valor cuando el 
argumento vale 0, es decir, respecto a la potencia en uno de los puntos de observación. 
Esta potencia viene dada por la ecuación (2.46), que expresada en función de los 











.  [ܹ] (2.58) 
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2.2 Efecto de las antenas y los recetores en la función de 
visibilidad 
En el punto anterior se han analizado las bases de la interferometría. Pero para 
aproximar más el estudio a la situación real, se deben tener en cuenta algunas 
consideraciones más. Para empezar, el campo que capta el radiómetro no es un ruido 
con ancho de banda estrecho, sino un ruido blanco Gausiano generado por un cuerpo 
caliente, la Tierra. Además, las antenas empleadas tienen un diagrama de radiación 
determinado, y los receptores están limitados en banda. Todo esto introducirá 
variaciones en las expresiones de la función de visibilidad, que afectaran a la medida del 
radiómetro. 
La señal a la salida de los receptores depende del campo escalar ܾ en el punto en que 
se encuentran las antenas, de sus diagramas de radiación y de la respuesta frecuencial de 
los propios receptores. Teniendo en cuenta estos factores, se puede modificar la 
expresión (2.38), de modo que la señal de salida en el dominio frecuencial tendrá la 
forma siguiente: 
ܤ(ݔଵ,ݕଵ, ݖଵ, ݂) = − 1݆ߣඵ ܧ(ݔ, ݕ, ݖ, ݂)ܨ(ߴ,߮)ܪ(݂) ݁௝௞௥భݎଵ ܿ݋ݏ ଵߴ ݀ܵ௙௨௘௡௧௘ , (2.59) 
donde ܨ(ߴ,߮) es el diagrama de radiación de la antena, y ܪ(݂) la respuesta en 
frecuencia del conjunto de recepción: antena y receptor. A partir de (2.59) se puede 
encontrar la equivalencia con la expresión (2.38) si se considera que el campo en el 
dominio frecuencial viene dado por: 
ܧ௘௤(ݔ, ݕ, ݖ, ݂) = ܧ(ݔ, ݕ, ݖ, ݂)ܨ(ߴ,߮)ܪ(݂), (2.60) 
si recuperamos la expresión (2.44) para la potencia: 
ଵܲ = 12ඵ ܿ݋ݏ ߠଵݎଵଶߣ଴ଶ ܴ௘೐೜ᇲ(ݔ, ݕ, ݖ, 0)݀ܵ௙௨௘௡௧௘ .  [ܹ] (2.61) 
En esta última expresión, ܴ௘೐೜ᇲ es la autocorrelación de la señal analítica de ݁௘௤(ݐ), 
que es la señal temporal correspondiente a ܧ௘௤(݂). A partir de las propiedades de la 
señal analítica, se puede definir esta autocorrelación como: 
ܴ௘௤
ᇱ(߬) = |ܨଵ(ߴ,߮)|ଶृିଵ[|ܪଵ(݂)|ଶܵ௘ᇲ(ݔ, ݕ, ݖ, ݂)], (2.62) 
en la que ܵ௘ᇲ  se define como: 
ܵ௘ᇲ(ݔ,ݕ, ݖ,݂) = 2݇஻ ஻ܶ(ݔ,ݕ, ݖ)ݑ(݂), (2.63) 
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donde ஻ܶ(ݔ,ݕ, ݖ) es la temperatura de brillo de la fuente en un punto, y ݇஻ la 
constante de Boltzmann. ܨ௡(ߴ,߮) son los diagramas de radiación correspondientes a 
cada una de las antenas de la línea de base, y ܪ௡(݂) las respuestas frecuenciales de los 
filtros. Sustituyendo (2.63) en la expresión (2.62), se puede reescribir la autocorrelación 
ܴ௘೐೜ᇲ como: 
ܴ௘௤
ᇱ(߬) = |ܨଵ(ߴ,߮)|ଶ2݇஻ ஻ܶ(ݔ,ݕ, ݖ)ܨିଵ[|ܪଵ(݂)|ଶݑ(݂)]. (2.64) 
Empleando el grado complejo de coherencia, se puede definir: 
ܴଵ(߬) = ܨିଵ[|ܪଵ(݂)|ଶݑ(݂)] = ߙଵଶܤ௪ଵݎଵ(߬), (2.65) 
en la que ߙଵ es la ganancia de la cadena de recepción, y ݎ(0) = 1. Si introducimos 
ahora (2.64) y (2.65) en la expresión (2.61) para la potencia, ésta se puede reescribir 
como: 








Teniendo en cuenta la relación descrita en la expresión (2.51) para el diferencial de 
superficie en coordenadas esféricas, se puede realizar un cambio de variables de modo 
que la potencia expresada en coordenadas esféricas resulta: 
ଵܲ = ߙଵଶ ݇஻ܤ௪ଵ
ߣ଴
ଶ ඵ |ܨଵ(ߴ,߮)|ଶ ஻ܶ(ߴ,߮) ݏ݅݊ ߴ ݀ߴ݀߮
௙௨௘௡௧௘
. (2.67) 
En el caso de que la antena tenga un ancho de haz estrecho apuntando hacia un 
punto determinado de la fuente en la dirección (ߴ଴,߮଴), se puede asumir que la 
temperatura de brillo de la fuente es constante en el área sometida a observación por la 
antena. Si además se considera la definición de ángulo sólido como: 
݀ߗ = ݏ݅݊ ߴ ݀ߴ݀߮, (2.68) 
la potencia captada resulta: 





Por definición, el área efectiva de una antena está relacionada con el diagrama de 
radiación y el diagrama de radiación normalizado: 
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|ܨଵ(ߴ,߮)|ଶ ≜ ܣ௘ܨ௡(ߴ,߮), ܣ௘ = ߣ଴ଶ∬ |ܨଵ(ߴ,߮)|ଶ݀ߗସగ , (2.70) 
con lo cual: 
ଵܲ = ߙଵଶ݇஻ܤ௪ଵ ஻ܶ(ߴ଴,߮଴).  [ܹ] (2.71) 
Es decir, la potencia de salida de un receptor conectado a una antena con una gran 
directividad, es proporcional a la temperatura aparente de brillo del punto de la escena 
al que esta apunta. Este resultado se volverá a tener en cuenta en otros puntos de este 
documento. 
Veamos ahora qué sucede con la función de visibilidad. A partir de la expresión 
(2.47) y utilizando (2.60), se puede escribir la función de visibilidad para un par de 
antenas como: 
ܸ(∆ݎ) = 12ඵ ඥܿ݋ݏ ߠଵ ܿ݋ݏ ߠଶݎଵݎଶߣ଴ଶ ܴ௘೐೜ᇲ ൬ݔ,ݕ, ݖ,∆ݎܿ ൰ ݀ܵ௙௨௘௡௧௘ . (2.72) 
Al tratarse de antenas diferentes, los resultados obtenidos para ܴ௘೐೜ᇲ son ligeramente 
diferentes (ver ec. (2.35)): 
ܴ௘೐೜ᇲ ൬ݔ,ݕ, ݖ,∆ݎܿ ൰ = ܨଵ(ߴ,߮)ܨଶ∗(ߴ,߮) ஻ܶ(ߴ,߮)ܴଵଶ ൬߂ݎܿ ൰, (2.73) 
ܴଵଶ(߬) = ृିଵ[ܪଵ(݂)ܪଶ∗(݂)ݑ(݂)]ߙଵߙଶඥܤଵܤଶݎଵଶ(߬), (2.74) 
ܴଵଶ(߬) = ෨ܴଵଶ(߬)݁௝ଶగ௙భమఛ ,        ݎଵଶ = ̃ݎଵଶ(߬)݁௝ଶగ௙భమఛ ,        ଵ݂ଶ ≈ ଴݂, (2.75) 
 con lo que la función de visibilidad resulta: 
ܸ(∆ݎ) = ߙଵߙଶ ݇஻
ߣ଴
ଶ ඵ
ඥܿ݋ݏ ଵߴ ܿ݋ݏ ߴଶ
ݎଵݎଶ







ඥܿ݋ݏ ଵߴ ܿ݋ݏ ߴଶ
ݎଵݎଶ
ܨଵ(ߴ,߮)ܨଶ∗(ߴ,߮) ஻ܶ(ߴ,߮)̃ݎଵଶ ൬߂ݎܿ ൰ ݁௝௞భమ௱௥݀ܵ
௙௨௘௡௧௘
. (2.76) 
Si la distancia entre antenas es mucho menor que la distancia que hay desde el 
instrumento hasta la fuente de ruido, y si están situadas en el plano ݖ = 0, se pueden 
aplicar las aproximaciones geométricas descritas en este capítulo, y expresar la función 
de visibilidad en función de los cosenos directores como: 















ି௝ଶగ(௨కା௩ఎ)௙భమ௙బ ݀ߦ݀ߟ. (2.77) 
En esta última expresión, los términos de área efectiva y la longitud de onda se 






Por último, se puede añadir el término de Corbella [4] a la expresión (2.77), de 
modo que el resultado es: 





(ߦ, ߟ) − ௥ܶ௘௖ߜଵଶ





ି௝ଶగ(௨కା௩ఎ)௙భమ௙బ ݀ߦ݀ߟ, (2.79) 
donde ߜଵଶ es la función delta de Dirac y es igual a 1. 
2.3 Sensibilidad radiométrica 
Hay varios parámetros que pueden afectar a la resolución radiométrica en la 
adquisición de la temperatura de brillo por un radiómetro interferométrico. Si se 
realizara una medición en condiciones ideales, bastaría con efectuar la correlación 
cruzada compleja entre señales procedentes de cada par de antenas de la agrupación 
para obtener la distribución de temperatura de la escena bajo observación. Para realizar 
esta medición, es necesario que el tiempo durante el cual se efectúa el promediado 
(tiempo de integración ߬) sea infinito. Por razones obvias, es imposible realizar una 
medición con tiempo de integración infinito. Generalmente, se escoge este tiempo de 
integración igual al tiempo que el radiómetro tarda en observar una escena (tiempo de 
observación). Esto introduce un error en la estimación de la correlación y, por tanto, un 
ruido en la imagen recuperada. 
Si consideramos un interferómetro orientado en la dirección perpendicular a su 
movimiento, es posible definir el tiempo de observación como el tiempo que tarda la 
proyección de la plataforma sobre la superficie en recorrer una distancia igual a la 
resolución espacial en la dirección de movimiento. En la práctica, este tiempo de 
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observación está limitado por la altitud y velocidad del vuelo, así como por la 
resolución en la dirección de movimiento (denominada along-track). Si por ejemplo, 
consideramos una plataforma volante a una altura de 750 km y una resolución de 10 km 
en el nadir, el tiempo máximo de integración puede estar entorno a los 1.2 segundos. 
Otro parámetro que influye en la calidad del sistema es el ancho de banda del 
sistema ܤ௪. Más concretamente, el factor que realmente influye en el rizado presente en 
la respuesta del sistema es el producto ܤ௪ ∙ ߬, que representa el número de muestras 
incorreladas de un ruido con ancho de banda ܤ௪ presente en un intervalo ߬. Si el sistema 
tuviera un ancho de banda infinito, no habría ningún problema, pero el efecto de Fringe 
Wash sería inaceptable. Además, las medidas deben hacerse dentro de un ancho de 
banda protegido, fuera de las interferencias, que podrían enmascarar la radiación 
térmica que debe recibir el sistema, o incluso provocar daños en el instrumento. Un 
valor típico para ܤ௪ en banda L es de 20 − 30 ܯܪݖ. 
Finalmente, el hecho de tener receptores ruidosos aumenta el rizado en el perfil de 
temperaturas recuperadas. Mediante la calibración del sistema, es posible eliminar su 
valor medio, pero siempre quedará el rizado residual (ruido). Igualmente, también afecta 
la propia temperatura de antena. 
Con el fin de desarrollar el estudio y obtener una expresión analítica de la 
sensibilidad, o resolución radiométrica, se va a suponer un sistema con todas las antenas 
iguales, receptores ideales y el término de Fringe Wash despreciable. La función de 
visibilidad lleva implícito un error, tanto en la parte real como en la imaginaria, tal y 
como se muestra en la siguiente expresión: 
෠ܸ(ݑ௡ ,ݒ௡) = ܸ(ݑ௡ ,ݒ௡) + ௥ܸ(ݑ௡ ,ݒ௡) + ݆ ௜ܸ(ݑ௡ ,ݒ௡), (2.80) 
donde ෠ܸ(ݑ௡,ݒ௡) representa la función de visibilidad medida y ܸ(ݑ௡ ,ݒ௡) la real. 
Aplicando el método de inversión de Fourier se obtiene que: 
෠ܶ(ߦ,ߟ) = ܶ(ߦ, ߟ) + ෍ܹ(ݑ௡ ,ݒ௡)[ݒ௥(ݑ௡,ݒ௡) + ݆ݒ௜(ݑ௡ ,ݒ௡)]݁௝ଶగ(௨೙కା௩೙ఎ)
௡
, (2.81) 
donde ܹ(ݑ௡ ,ݒ௡) representa el enventanado utilizado en el proceso de recuperación 
de la temperatura de brillo. Como se puede apreciar, los errores de la función de 
visibilidad se propagan a la temperatura de brillo. El error absoluto viene dado por: 
෠ܶ(ߦ,ߟ) − ܶ(ߦ,ߟ) = ෍ܹ(ݑ௡ ,ݒ௡)[ݒ௥(ݑ௡,ݒ௡) + ݆ݒ௜(ݑ௡ ,ݒ௡)]݁௝ଶగ(௨೙కା௩೙ఎ)
௡
, (2.82) 
y su varianza por: 
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Δ ௣ܶ = ܧ ቂቀ ෠ܶ(ߦ,ߟ) − ܶ(ߦ,ߟ)ቁ ቀ ෠ܶ(ߦ,ߟ) − ܶ(ߦ, ߟ)ቁ∗ቃ. (2.83) 
Considerando que ݒ௥ y ݒ௜ son variables Gausianas independientes y de media nula 
se obtiene que: 
Δܶଶ = ෍ܹଶ(ݑ௡ ,ݒ௡)(ܧ[ߥ௥ଶ(ݑ௡ ,ݒ௡)] + ܧ[ߥ௜ଶ(ݑ௡ ,ݒ௡)])
௡
. (2.84) 
La deducción de los valores de las esperanzas que aparecen en la expresión se puede 
encontrar en la referencia [2], siendo los resultados: 
ܧ[ߥ௥ଶ(ݑ௡ ,ݒ௡)] = 12ܤ௪߬ [( ஺ܶ + ோܶ)ଶ + ߥ௥ଶ(ݑ௡ ,ݒ௡) − ߥ௜ଶ(ݑ௡ ,ݒ௡)],
ܧ[ߥ௜ଶ(ݑ௡ ,ݒ௡)] = 12ܤ௪߬ [( ஺ܶ + ோܶ)ଶ + ߥ௜ଶ(ݑ௡ ,ݒ௡) − ߥ௥ଶ(ݑ௡ ,ݒ௡)], (2.85) 
donde ஺ܶ es la temperatura de antena y ோܶ es la temperatura de ruido del receptor. 
 Sustituyendo ambas esperanzas en la expresión (2.84) se llega a la expresión final 
de la resolución radiométrica: 






Como se puede apreciar en la expresión (2.86), el resultado confirma que la 
sensibilidad radiométrica depende del ruido introducido tanto por la antena como por el 
propio receptor, así como del término ܤ௪ ∙ ߬, que es igual al número de muestras 
incorreladas. 
Como se observa en la expresión (2.86), el efecto del enventanado, ܹ(ݑ௡ ,ݒ௡), 
también es importante para la sensibilidad. El enventanado no sólo es importante para la 
sensibilidad del radiómetro, también es un factor determinante en la resolución espacial, 
como se verá en el siguiente punto. Es por esto que será necesario establecer un 
compromiso al seleccionar la ventana de ponderación. La selección del enventanado 
dependerá de la aplicación que se le desee dar al interferómetro. Por ejemplo, la 
salinidad del mar es un parámetro que varía poco espacialmente, por lo que no necesita 
gran resolución espacial, pero sí sensibilidad. En este caso será conveniente el uso de 
una ventana que optimice la resolución radiométrica, aún en detrimento de la espacial. 
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2.4 Resolución espacial 
La resolución espacial de un radiómetro interferométrico se define como la 
separación angular mínima que debe haber entre dos fuentes puntuales para que el 
sistema sea capaz de distinguirlas. Los dos factores más determinantes que afectan a 
este término son: la altura de vuelo de la plataforma en la que se encuentra el sistema, y 
la dimensión de la máxima línea de base sintetizable, que se traduce en las dimensiones 
de la agrupación de antenas. Puesto que las características de vuelo del sistema son 
ajenas al diseño de este, el parámetro básico de diseño es la dimensión del array. 
Para conseguir una resolución espacial infinita, sería necesario utilizar un radiómetro 
interferométrico con un número infinito de antenas, es decir, de líneas de base. Como es 
obvio, en la práctica esto es imposible, y se debe diseñar el array con unas dimensiones 
finitas, por lo que también lo será el número de líneas de base sintetizables. Esto 
equivale a truncar la función de visibilidad. El resultado es la eliminación de 
transiciones abruptas en el mapa de temperaturas, hecho que suaviza y, por 
consiguiente, empeora la resolución espacial. 
Si se considera el caso ideal, y se prescinde de las constantes y respuestas de filtros 
y antenas, así como de los factores geométricos que no intervienen en la resolución 
angular, en el caso unidimensional se tiene que: 
ܸ(ݑ) = න ܶ(ߦ)݁ି௝ଶగ௨క ݀ߦ
ඥ1 − ߦଶଵିଵ =ෝ න തܶ(ߦ)݁ି௝ଶగ௨క݀ߦଵିଵ . (2.87) 
Variando los límites de la integral en función del sistema de coordenadas escogido. 




donde d es la separación mínima entre antenas dentro de la agrupación. Los valores 
de ܸ(ݑ) están sobre la red de muestreo formada por todos los valores de ݑ = ݊Δݑ, por 
tanto sólo se podrá conocer ésta función en esos puntos. 
Si se contase con un número infinito de antenas, bastaría con invertir la 
transformada de Fourier de forma discreta (siempre que el valor de n sea el adecuado 
para evitar efectos de aliasing), obteniendo infinitos valores para ܸ(ݑ). Esto es del todo 
imposible, por lo que será preciso acotar ese conjunto de muestras a un valor finito, que 
se representa por 2ܰ + 1. Esto será equivalente a ponderar ܸ(ݑ) con una ventana 
rectangular. Si se supone que dicha ventana está centrada en el origen del eje ݑ, 
entonces la función de visibilidad medida será: 
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ܸ(݊߂ݑ) = ௜ܸௗ௘௔௟(݊߂ݑ)ܹ(݊߂ݑ);  ൜ܹ(݊߂ݑ) = 1, ∀|݊| ≤ ܹܰ(݊߂ݑ) = 0,                ݎ݁ݏݐ݋ (2.89) 
donde ௜ܸௗ௘௔௟  representa la función de visibilidad con un número infinito de puntos. 
La ventana podrá tener otras formas, distintas de la rectangular, consiguiendo distintos 
efectos. En este caso, mediante la ventana rectangular, la expresión que se obtiene para 




Si ahora se introduce la expresión (2.87) en la expresión anterior se tiene que: 






Si la expresamos de otra forma se obtiene: 
തܶ෠(ߦ) = න തܶ(ߦᇱ)ܨܣ(ߦ, ߦᇱ)݀ߦᇱଵ
ିଵ
, (2.92) 
donde ܨܣ(ߦ, ߦᇱ) representa el llamado factor de array sintetizado y cuya expresión 
es la siguiente [2]: 
ܨܣ(ߦ, ߦᇱ) = ෍ ݁௝ଶగ௡௱௨൫కିకᇲ൯ே
௡ୀିே
= ݏ݅݊[(2ܰ + 1)ߨ∆ݑ(ߦ − ߦᇱ)]
ݏ݅݊[ߨ∆ݑ(ߦ − ߦᇱ)] , (2.93) 
que se corresponde a una sinc periódica. Entonces, el sistema responderá de la 
misma forma que si contase con una antena con un diagrama de radiación de potencia 
como el sintetizado por el factor de array anterior. Nótese, sin embargo, que el factor de 
array tiene lóbulos positivos y negativos. A este factor de array equivalente se le 
denomina también respuesta impulsional del interferómetro, puesto que es la respuesta 
del sistema a una fuente puntual. 
El ancho de haz del factor de array sintetizado determina, por tanto, la resolución 
angular del radiómetro interferométrico, de forma análoga a la resolución de una antena 
convencional. Existen varias posibles definiciones para la resolución angular. Se puede 
definir como la distancia entre ceros del ܨܣ. Sin embargo, los efectos de decorrelación 
pueden hacer desaparecer los ceros. Otra alternativa consiste en definirla como el ancho 
de haz a −3 ݀ܤ. En cualquier caso la resolución dependerá de la dirección ߠᇱ a la que 
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apunte el haz sintetizado. Si esa dirección es ߠᇱ = 0, llamada dirección nadir, la 
expresión es: 
∆ߦ = ݏ݅݊ିଵ ൤ 2
∆ݑ(2ܰ + 1)൨, (2.94) 
donde (2N + 1) es la dimensión máxima de la matriz, en términos de longitud de 
onda. Si se cumple que ܰ ≫ 1 (generalmente cierto), se puede aproximar el arcoseno 
por su argumento, con lo cual: 
∆ߠ = 2
∆ݑ(2ܰ + 1) = 2ߣܦ , (2.95) 
siendo ܦ la baseline máxima sintetizada en el array. El valor de ∆ߠ representa la 
distancia angular entre las fuentes puntuales a identificar. Para obtener la resolución 
sobre la superficie terrestre bastará con multiplicar por la altura del vuelo: 
∆ݔ = ℎΔߠ. (2.96) 
Es importante resaltar que el factor de agrupación del haz sintetizado relaciona 
potencias, y no tensiones como en el caso de una antena convencional. Por tanto en el 
caso de antenas reales (no sintetizadas) es preciso elevar al cuadrado para obtener 
relación de potencias. Esta característica influye sensiblemente en la resolución espacial 
del sistema, puesto que incide en la forma del haz principal y en el nivel de lóbulos 
secundarios. Un array real presenta el doble de ancho de haz del que proporciona un 
interferómetro, por ello la resolución espacial de un radiómetro interferométrico será 
doblemente mejor. Sin embargo, el nivel de los lóbulos secundarios en un array 
sintetizado es de 1 4⁄  del lóbulo principal, mientras que en un array real es de 1 16⁄ . 
Este comportamiento se puede mejorar usando otro tipo de enventanado no rectangular 
que mejore las prestaciones, perdiendo resolución espacial. En consecuencia será 
necesaria una solución de compromiso. 
Como ya se ha venido comentando, el efecto del enventanado es muy importante 
para determinar la resolución del interferómetro. Existen varios tipos de ventanas, de 
cuya elección dependerá la calidad del sistema, no solo en términos de resolución 
espacial, sino también de sensibilidad. Si se usa una ventana ܹ(݊) para ponderar la 
función de visibilidad, el factor de array que se obtiene es: 
ܨܣ(ߦ, ߦᇱ) = ෍ܹ(ݑ௡)݁௝ଶగ௡௱௨൫కିకᇲ൯
௡
. (2.97) 
Las ventanas de ponderación de mayor uso en el contexto del procesado de la señal 
y de la síntesis de array son: Barlett (triangular), Hanning, Hamming y Blackmann. Las 
expresiones analíticas de cada una de ellas son: 
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ܴ݁ܿݐܽ݊݃ݑ݈ܽݎ:                                                                       ܹ(݊) = 1,
ܶݎ݅ܽ݊݃ݑ݈ܽݎ:                                                               ܹ(݊) = 1 − |݊|
ܰ
,
ܪܽ݊݊݅݊݃:                                                              ܹ(݊) = ܿ݋ݏଶ ቀߨ݊2ܰቁ ,
ܪܽ݉݉݅݊݃:                                        ܹ(݊) = 054 + 0.46 ܿ݋ݏ ቀߨ݊
ܰ
ቁ ,
ܤ݈ܽܿ݇݉ܽ݊:     ܹ(݊) = 0.42 + 0.5 ܿ݋ݏ ቀߨ݊
ܰ




Cabe indicar que las expresiones anteriores tan sólo son válidas para valores de n 
que estén comprendidos entre ݊ = −ܰ, … ,0, … ,ܰ, siendo nulas fuera de este margen. 
2.5 Conclusiones 
En este capítulo se han mostrado brevemente los principios de la radiometría de 
apertura sintética. Se ha presentado el concepto de función de visibilidad, que está 





















3 CAPÍTULO 3: VISIÓN GLOBAL DE PAU-SA 
3.1 Introducción 
Aunque se venía trabajando desde 2003 en el concepto Passive Advanced Unit 
(PAU), éste no fue propuesto hasta el año 2004 por Adriano Camps en la European 
Science Foundation (ESF) bajo el programa EURopean Young Investigation (EURYI), 
siendo aceptado en 2005 [5]. Los objetivos científicos de  PAU son tres: monitorización 
oceánica por medio de la teledetección pasiva; mejorar los conocimientos sobre la 
Global Navigation Satellite Systems Reflections (GNSS-R) sobre mar, con el objetivo 
de poder utilizarlos en la recuperación de la información sobre el estado del mar; y 
mejorar los conocimientos sobre la relación que existe entre la temperatura de brillo en 
banda L y el estado del mar, con el fin de realizar las correcciones requeridas para la 
recuperación de la salinidad en la superficie marina (Sea Surface Salinity, SSS) desde el 
espacio [6]. 
Para conseguir estos objetivos, se han desarrollado dos instrumentos: un radiómetro 
de apertura real llamado PAU [7]; y un radiómetro de apertura sintética llamado PAU 
Synthetic Aperture (PAU-SA) [8], en el cual está enmarcado este proyecto. Por primera 
vez, el concepto PAU combina en un único instrumento tres sensores: un radiómetro en 
banda L, un reflectómetro GNSS-R que comparten el mismo cabezal de RF, y un 
radiómetro comercial de infrarrojos (IR), con la finalidad de recuperar de forma remota 
la SSS. 
Tanto PAU como PAU-SA se han desarrollado con el fin de demostrar la eficacia de 
dos nuevas tecnologías que podrían jugar un papel clave en el futuro de las misiones 
oceanográficas: PAU-GNSS-R [9], utilizado para monitorizar el estado del mar. La 
segunda tecnología se desarrolla por medio de un segundo sensor: PAU-RAD. Este es 
un radiómetro en banda L que mide la temperatura de brillo del mar, presentando un 
máximo de sensibilidad para la SSS. 
El objetivo del proyecto  PAU es validar el uso de las reflexiones de las señales de 
sistemas de navegación global por satélite (GNSS-R) para determinar la rugosidad del 
mar, y corregir así el impacto que dicho estado del mar tiene sobre las medidas de 
Análisis e integración de un radiómetro de apertura sintética 
38 
temperatura de brillo obtenidas con el radiómetro. Ello ha de permitir reducir 




Fig. 3.1 Visión general de PAU-SA 
Como se ha mencionado anteriormente, este proyecto está centrado en el 
instrumento PAU-SA, concretamente en el procesado de datos de la parte radiométrica. 
A pesar de que PAU-SA sigue la topología del MIRAS (Microwave Imaging 
Radiometer by Aperture Synthesis), proyecto llevado a cabo por la ESA (European 
Space Agency) [10] en la misión SMOS (Soil Moisture and Ocean Salinity) [11], la 
tecnología utilizada es diferente. El objetivo de PAU-SA, es testear posibles mejoras, 
que se pudieran implementar en futuras misiones de SMOS. 
3.2 Descripción general de PAU-SA 
PAU-SA está formado por una agrupación de antenas en forma de Y, al igual que 
MIRAS. Esta agrupación está compuesto por 8 antenas en cada brazo más una antena 
central,  en total 25 antenas para aplicaciones de radiometría. Con el objetivo de mejorar 
el diagrama de radiación, PAU-SA ha incorporado una antena (dummy) adicional sin 
receptor, al final de cada brazo, de esta forma, cada antena ve la presencia de dos 
antenas vecinas, mejorando el diagrama global del array [12]. Además, PAU-SA-
GNSS-R utiliza las cuatro antenas centrales y otras tres adicionales, siete antenas en 
total, para crear una agrupación orientable que permita apuntar a la reflexión especular 
de la señal GNSS [13]. En total hay 31 antenas, como se puede apreciar en la Fig. 3.2. 




Fig. 3.2 Agrupación de antenas en PAU-SA 
Los receptores se sitúan cada uno adyacente a la antena correspondiente de modo 
que la conexión requiera el mínimo cableado posible. Hay dos factores especialmente 
importantes a destacar de estos receptores: polarizaciones simultáneas (vertical y 
horizontal); topología y frecuencia de trabajo común para ambos instrumentos 
(radiómetro y reflectómetro), con el fin de minimizar espacio y peso. La finalidad del 
receptor es trasladar la señal de entrada de RF a FI en ambas polarizaciones con un 
factor de amplificación de 123 ݀ܤ y un bajo factor de ruido. La señal analógica a la 
salida de la etapa de FI se transmite en modo diferencial  a través de un cable de par 
trenzado (RJ45 de grado 5) a la unidad digitalizadora o ADC (Analog-to-Digital 
Converter), dónde se cuantifica utilizando una técnica de sub-muestreo a 8 bits. 
Centrándonos en la parte radiométrica, estos datos son transmitidos a una FPGA (Field 
Programmable Gate Array), dónde se realiza una I/Q down-conversion y un filtrado 
digital a 8 bits. Seguidamente, en la misma FPGA, se realizan dos operaciones: por un 
lado se obtienen las matrices de correlaciones entre antenas utilizando únicamente el bit 
de signo para las polarizaciones V, H y la polarización cruzada. Por otro lado, se calcula 
la potencia de cada antena a partir de la señal de 8 bits. Una vez calculadas las matrices 
de correlación, y realizada la estimación de potencia, estos datos son enviados desde la 
FPGA a un ordenador para un procesado final, ya que debido a la complejidad de 
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cálculo requerido es imposible realizar este procesado internamente. El ordenador debe 
llevar a cabo dos funciones: calibrar los errores introducidos por los instrumentos; y a 
partir de las matrices de correlación y de la estimación de potencia, llevar a cabo una 
reconstrucción de la temperatura de brillo de la superficie bajo observación. 
 
Fig. 3. 3 Visión global de la parte radiométrica en PAU-SA 
3.3 Elementos implicados en PAU-SA 
PAU-SA es un proyecto amplio en el que se engloban muchos componentes. Se 
puede diferenciar entre una parte analógica y otra digital, que abarcan desde las antenas 
que reciben la señal procedente de la superficie bajo observación, hasta el software 
dedicado a la calibración de los errores y a la reconstrucción de la temperatura de brillo.  
A continuación, se presenta una descripción detallada y ordenada de todos los 
componentes implicados en PAU-SA. 
3.3.1 Agrupación de antenas 
La antena es el dispositivo encargado de captar la señal procedente de la superficie 
observada. Como ya se ha mencionado anteriormente, si se desea conseguir una 
directividad elevada, es necesario emplear una antena muy grande. Como contrapartida, 
estas antenas resultan  muy difíciles de manejar, y su peso resulta inaceptable a la hora 
de utilizarlas en un sistema embarcado, y aunque el objetivo final para PAU-SA no sea 
embarcar el instrumento en una plataforma aerotransportada o espacial, sí que se han 
fijado unas limitaciones para el peso y la movilidad. 
Estos problemas se pueden solucionar utilizando una agrupación de antenas básicas, 
de modo que los campos recibidos por todas ellas proporcionen el diagrama deseado. 
Teniendo en cuenta que las dimensiones de una antena básica son del orden de la 
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longitud de onda, es posible reducir la superficie colectora en función del número de 
antenas empleadas en la agrupación. 
Las antenas básicas que se utilizan en PAU-SA son del tipo impreso (parche), 
diseñadas para operar a la frecuencia de 1575.42 ܯܪݖ, que coincide con la frecuencia 
L1 de GPS, utilizada por el reflectómetro. Se ha optado por estas antenas debido, entre 
otros motivos, a su sencillez y bajo coste.  
Cada antena está implementada sobre una placa de sustrato dieléctrico de tipo fibra 
de vidrio FR4, de grosor 0.6 mm. Estas se colocan de forma que cada antena esté 
situada en un plano paralelo al plano de masa, de modo que el ancho de banda de las 
antenas queda determinado por la separación que hay entre el plano de masa y el 
sustrato, utilizando el aire como dieléctrico para minimizar las pérdidas óhmicas. Al ser 
antenas diseñadas para un radiómetro polarimétrico, es necesario que dispongan de 
polarización vertical y horizontal, la Fig. 3.4 muestra una antena básica y el esquema de 
la misma fijada al plano de masa. 
 
 
Fig. 3.4 Antena básica en PAU-SA. a) Imagen de una antena instalada en PAU-SA. 
b) Imagen virtual de una antena básica 
Si se tiene en cuenta que el nivel de potencia estimado a la entrada de las antenas es 
relativamente bajo, de unos −110 ݀ܤ݉, es muy importante reducir al máximo factores 
como la resistencia de pérdidas óhmica, la impedancia mutua, el acoplo entre antenas, o 
las reflexiones. Para ello, es crucial conseguir una buena adaptación a la entrada de las 
antenas, de modo que se aproveche al máximo la potencia incidente. 
Por último, es importante tener en cuenta el diagrama de radiación de la antena. En 
las Fig. 3.5 y Fig. 3.6 se pueden apreciar los diagramas en los planos E y H 
respectivamente. Como las polarizaciones son ortogonales, los diagramas de una y otra 
serán los mismos, pero invirtiendo los planos. 
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Fig. 3.5 Diagrama de radiación de 
antena en plano E 
 
Fig. 3.6 Diagrama de radiación de 
antena en plano H 
Tal y como se muestra en la Fig. 3.2, todas las antenas tienen una numeración. Es 
muy importante tener todos los elementos numerados ya que en fases posteriores a la 
recepción de la señal, esta numeración permitirá ordenar los datos según la antena de la 
que proceda, siendo especialmente importante para poder aplicar los algoritmos de 
reconstrucción y establecer un criterio a la hora de interpretar los datos procedentes de 
la FPGA. 
3.3.2 Receptores 
Como ya se ha mencionado anteriormente, PAU-SA es un hibrido entre radiómetro 
y reflectómetro. Debido al gran numero de receptores necesarios, 25 para radiometría y 
7 para reflectometría,  es preciso minimizar espacio y peso. Por este motivo, se ha 
optado por compartir los receptores, con lo que es necesario diseñar un receptor 
compatible para ambos sensores. De esta forma antenas, receptores y ADCs serán 
compartidos, pero cada sensor realizará un procesado diferente. Para llevar a cabo dicho 
diseño, es necesario determinar si es posible compartir la banda frecuencial y la 
topología del receptor. 
3.3.2.1 Frecuencia de operación 
La frecuencia de operación de los receptores viene fijada por la señal L1 de GPS (1.5742 ܩܪݖ). Esta es también adecuada para la estimación de la salinidad de la 
superficie marina (SSS) que, como puede observar en las Fig. 3.7 y Fig. 3.8, tiene su 
máxima sensibilidad en banda L (1 − 2 ܩܪݖ), en particular la banda entre 1400 y 1427 
MHz, que además está protegida para observaciones pasivas. Por una parte, el 
reflectómetro trabaja con una señal de espectro ensanchado CDMA que está a unos 23 ݀ܤ por debajo de la señal de  radiometría (ruido térmico). Gracias a la ganancia de 
correlación de 30.1 ݀ܤ, es posible que el reflectómetro pueda detectar la señal GPS 
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cuando se aplica el código C/A adecuado. Por otro lado, desde el punto de vista del 
radiómetro, la señal de ruido que se desea detectar está 23 ݀ܤ por encima de la señal 
GPS, con lo que el error inducido es como máximo de 0.5 K cuando la señal GPS 
reflejada se capta a través del máximo de uno de los haces sintéticos, además de no 
producirse de forma continua en la dirección de reflexión especular. Por este motivo es 
posible que ambos instrumentos, tanto el reflectómetro como el radiómetro, puedan 
compartir la misma frecuencia [14].  
 
Fig. 3.7 Relación entre temperatura de 
brillo y ángulo de incidencia[1] 
 
Fig. 3.8 Relación entre temperatura de 
brillo y temperatura del agua[1] 
3.3.2.2 Topología del receptor 
  A pesar de que hay varias topologías de radiómetro posibles, se ha optado por un 
radiómetro de potencia total o TPR (Total Power Radiometer), ya que permite la 
adquisición continua de datos, necesaria para PAU-SA-GNSS-R. Por otro lado, como 
ya se ha mencionado, los receptores utilizados deben ser polarimétricos, de modo que 
cada receptor dispone de dos cadenas, una para cada polarización. A la entrada del 
cabezal de RF se encuentran una serie de conmutadores con los que es posible 
seleccionar entre tres posibles fuentes: señal procedente de la antena, ruido correlado 
(ruido externo) y ruido incorrelado (ruido interno). Una vez seleccionada la señal 
deseada, ésta es amplificada a través de un LNA (Low Noise Amplifier) con el objetivo 
de minimizar la figura de ruido del receptor. Seguidamente se realiza un traslado en 
frecuencia de RF (1.57542 ܩܪݖ) hasta FI (4.309 ܯܪݖ) con un down-converter GPS 
del tipo superheterodino de triple conversión. Hay que señalar que se ha manipulado 
adecuadamente el down-converter para que trabaje en el margen lineal y pueda ser 
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utilizado para la parte radiométrica (CAG desactivado). Otra característica a destacar 
del down-converter es la generación del oscilador local (LO). Esta es generada 
internamente a partir de un reloj común a todos los down-converter, de esta forma, se 
eliminan los posibles errores introducidos por el LO. Una vez la señal ha sido bajada en 
frecuencia, se realiza un último ajuste de amplitud con un amplificador de video. 
Además la señal es convertida a bipolar para eliminar posibles errores en modo común 
introducidos en la transmisión. Debido a las características de la señal, y pensando en 
minimizar el cableado entre receptor y ADC, se optó por utilizar cable RJ-45 [14]. La 
Tabla 3.1 muestra las características a destacar del receptor. 
 
Fig. 3.9 Esquema del receptor de PAU-SA 
 
Fig. 3.10 Fotografía del receptor de PAU-SA 
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Tabla 3.1 Especificaciones técnicas del receptor 
PARÁMETROS CARACTERÍSTICAS 
Dimensiones (WxDxH) 11ݔ7ݔ3 ܿ݉ 
Peso (sin antena) 250 ݃ݎ 
Consumo 2.25 ܹ 
Frecuencia de entrada L1 de GPS: 1.57542 ܩܪݖ 
Frecuencia de salida 4.309 ܯܪݖ 
Ganancia neta 123 ± 1 ݀ܤ 
NF del receptor (valor medio) 2.7 ݀ܤ 
Acoplamiento entre canales < −40 ݀ܤ 
3.3.3 Convertidor analógico a digital (ADC) 
El convertidor analógico-digital (ADC) sirve de puente ente la parte analógica de 
PAU-SA y la parte digital. Para escoger los ADCs más idóneos, es importante conocer 
los requerimientos del sistema.  
El número de bits empleados por el ADC es un factor determinante a la hora de 
realizar la estimación de potencia. Cuanto mayor sea el número de bits que se utilicen 
en la cuantificación de la señal de entrada, mejor será la estimación. Otro factor 
importante a tener en cuenta es la utilización de salidas diferenciales, de modo que sea 
posible eliminar las interferencias en modo común que pueden afectar a la transmisión. 
Además, debido a que el número de pines I/O de la FPGA es limitado, es importante 
que la complejidad en la conexión entre los ADCs y la FPGA no exceda los límites de 
esta. Por último, el espacio para ubicar los ADCs está limitado por las dimensiones 
totales del instrumento, así como de la disposición del resto de elementos. Se deben 
digitalizar las señales procedentes de 28 receptores, y cada receptor transmite una señal 
para cada polarización, en total son 56 señales a digitalizar por una agrupación de ADC, 
que no debería exceder el volumen ocupado por la FPGA. 
Teniendo en cuenta todas estas especificaciones, se ha seleccionado el modelo de 
ADC óptimo para esta aplicación. Se ha optado por el modelo AD9287 de Analog 
Devices [15][16], que posee el mayor número de canales diferenciales para los 
conversores de 8 bits disponibles en el mercado. Este chip incorpora en el mismo 
encapsulado 4 ADCs, de modo que, teniendo en cuenta que existen 28 receptores, con 
dos polarizaciones cada uno, es necesario un total de 56 canales para digitalizar todas 
las salidas, para ello, es necesario utilizar 14 chips AD9287. 
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Por último, para la conexión entre los receptores, los ADCs y la FPGA, se ha 
diseñado un conjunto de “terrazas” para adaptar el flujo de datos [15]. Con el objetivo 
de facilitar el enrutado, se ha optado por utilizar 16 chips en total.  
3.3.3.1 Frecuencia de muestreo  
Otro parámetro importante a determinar es la frecuencia de trabajo, que para un 
ADC equivale a la frecuencia de muestreo. Según el teorema de Nyquist, es posible 
muestrear una señal sin introducir aliasing siempre que la frecuencia de muestreo sea 
superior al doble de la frecuencia máxima de la señal. Si se tiene en cuenta que la 
frecuencia de la señal que se inyecta en el ADC procedente del receptor, es de 4.309 ܯܪݖ, implicaría que la frecuencia de muestro debería ser como mínimo de 8.618 ܯܪݖ. Teniendo en cuenta que a mayor frecuencia de muestreo, el ratio de datos a 
transmitir también aumenta, la complejidad en el Digital Down-Converter (DDC), 
función implementada en la FPGA, también aumenta. Para atenuar este inconveniente 
se ha utilizado una técnica llamada muestreo paso banda (band pass sampling). 
Considerando ܨௌ como la frecuencia de muestreo del ADC y ܨிூ la frecuencia de la 
señal de salida de los receptores, la frecuencia central de la señal digital se puede 
expresar como: 
 ܨை௎் = ܨௌ − ܨிூ .  [ܪݖ] (3.1) 
Internamente, en el DDC se obtienen los términos en fase (ܫ) y cuadratura (ܳ). 
Estos se obtienen multiplicando la señal de entrada por un término coseno y seno 
respectivamente, tal y como se puede observar en la siguiente expresión:  
ܫௌ = ௜ܵ௡ ∙ cos(2ߨܨை௎்݊), 
ܳௌ = − ௜ܵ௡ ∙ sin(2ߨܨை௎்݊). (3.2) 
Si se desea simplificar estos términos lo máximo posible, se puede observar que el 
valor óptimo para la frecuencia de entrada es de ܨை௎் = 0.25, de modo que los términos 
sinusoidales anteriores queden simplificados a: 
ܿ݋ݏ ቀ
ߨ2 ݊ቁ = 1,0,−1,0, …   ܿ݋݊ ݊ = 0,1,2,3, …, 
−ݏ݅݊ ቀ
ߨ2 ݊ቁ = 0,−1,0,1, …   ܿ݋݊ ݊ = 0,1,2,3, …. (3.3) 
Esto implica que la señal de entrada debe ser multiplicada por una secuencia 
determinada, que puede ser implementada fácilmente gracias a un multiplexor, haciendo 
que el coste de operación se reduzca considerablemente. Ahora es posible calcular la 
frecuencia de muestreo del ADC utilizando la expresión (3.3): 
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ܨை௎் = ܨௌ4 , [ܪݖ] 
ܨௌ = 4ܨை௎் = 4(ܨௌ − ܨிூ) → ܨௌ = 43ܨிூ , 
ܨிூ = 4.309 ܯܪݖ → ܨௌ = 5.745 ܯܪݖ. 
(3.4) 
Esta frecuencia de muestreo es inferior a la que tendría el ADC en el caso de no 
utilizar la técnica de muestro paso banda, y la complejidad del DDC se simplifica 
notablemente.  
Fig. 3.11 Espectro señal analógica Fig. 3.12 Espectro señal digital 
3.3.4 Field Programmable Gate Array. FPGA 
Todas las operaciones llevadas a cabo en la FPGA se realizan de forma digital a 
partir de las señales procedentes de los ADCs. Gracias a este hecho, se consigue 
eliminar los errores propios de las funciones realizadas de forma analógica. En la FPGA 
se replica exactamente el funcionamiento de los filtros, y se lleva a cabo la estimación 
de potencia y el cálculo de correlaciones, evitando la aparición de derivas de 
temperatura. Además, se reduce considerablemente el peso y el espacio ocupado.  
Una vez que los datos procedentes de los receptores se han digitalizado en los 
ADCs, se transmiten a la FPGA, modelo Virtex-4 LX 60 de Xilinx [17]. A partir de 
estos datos, la FPGA  lleva a cabo las siguientes funciones: 
 Demodulación en fase y cuadratura de las señales procedentes de los 
ADCs. Antes de poder procesar los datos transmitidos por los ADCs, es 
necesario demodular las señales y así poder trabajar con las componentes en 
fase y en cuadratura. Las señales procedentes de los ADCs son de 8 bits. 
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 Cálculo de las matrices de correlación. Una vez que los datos ya han sido 
demodulados, se genera una matriz de correlaciones para cada polarización: 
vertical, horizontal, y polarización cruzada. Estas correlaciones se realizan a 
partir del bit de mayor peso de los datos adquiridos. Cada matriz se calcula a 
partir de las componentes en fase y cuadratura de cada receptor, de modo que 
en la parte superior de la diagonal principal se sitúan las correlaciones entre 
señales en fase de cada línea de base, mientras que en la parte inferior, lo 
hacen las correlaciones entre las componentes en fase y cuadratura. Además 
de las correlaciones ya mencionadas, también se calcula la correlación entre 
componentes en fase y 0, y las componentes en cuadratura y 0, de modo que 
para generar cada matriz, se pueden diferenciar cuatro secciones, tal y como 
se muestra en la Fig. 3.13. El último elemento de la matriz, se reserva para 
guardar el número de muestras a partir de las cuales se han realizado las 
correlaciones. 
 
Fig. 3.13 Matriz de correlación 
 Estimación de potencia. Simultáneamente al cálculo de las matrices de 
correlación, también se realiza una estimación de potencia de la señal 
procedente de cada uno de los receptores, necesaria para desnormalizar las 
visibilidades. Para esta estimación, la FPGA emplea la señal completa de 8 
bits procedente de los ADCs.  
 
 Selección de la fuente de entrada para los receptores. Dentro de cada 
receptor se han colocado 4 conmutadores (dos por polarización) que permiten 
seleccionar el origen de la señal inyectada. Además de los conmutadores 
internos de cada receptor, hay un quinto conmutador, que permite seleccionar 
entre dos niveles de ruido correlado. La Fig. 3.14 muestra un esquema de los 
conmutadores de un receptor cualquiera y el conmutador que permite 
seleccionar el ruido correlado. Mediante tres señales de control generadas en 
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la FPGA, es posible seleccionar entre tres tipos de señales de entrada: señales 
procedentes de la antena; ruido correlado generada a partir de una fuente 
externa (que a su vez puede ser ruido correlado caliente o templado); o ruido 
incorrelado, que se genera a partir de una carga de 50 Ω. Las señales de 
control transmitidas por la FPGA se gestionan a partir del interfaz empleado 
en el ordenador de procesado. 
 
Fig. 3.14 Esquema de conmutadores para cada receptor 
 Comunicación con el interfaz de usuario. La FPGA está controlada por un 
interfaz conectado mediante un puerto serie RS-232. Una vez se han 
calculado las matrices de correlación y la estimación de potencia, el interfaz 
solicita la transmisión de estos datos para terminar de realizar el procesado y 
mostrar los resultados.  
3.3.5 Red de inyección de ruido 
Una parte muy importante del proyecto, es la que hace referencia a la calibración. 
Ésta es necesaria para corregir los posibles errores introducidos a lo largo de toda la 
cadena de procesado. Los algoritmos de calibración están diseñados para recuperar tanto 
la información de fase como de amplitud del ruido que interfiere en la señal útil captada 
por las antenas. Estos algoritmos se basan en la utilización de dos tipos de señales de 
ruido: correlado e incorrelado. El ruido incorrelado es generado internamente en cada 
receptor mediante cargas de 50 Ω conectadas a la entrada de cada una de las cadenas.  
Por otro lado, el ruido correlado se genera externamente, y se distribuye de forma 
uniforme a todos los receptores, siendo posible seleccionar dos niveles de ruido 
correlado diferentes. Para ello, se emplea una red de inyección centralizada. Es muy 
importante que las señales inyectadas a los receptores a través de la red de distribución 
sean lo más parecidas posible, de modo que se puedan considerar correladas.  
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3.3.5.1 Caracterización de la red de inyección de ruido 
La red de inyección está formada por varios componentes que introducen ciertas 
pérdidas a la señal que se desea inyectar a los receptores. A continuación se va a detallar 
el comportamiento de los componentes implicados en la distribución del ruido 
correlado. 
3.3.5.1.1 Fuente de ruido 
Para la generación de la señal de ruido correlado, PAU-SA utiliza una fuente de 
ruido modelo NOISE COM nc346, que se caracteriza por un nivel de ENR (Excess 
Noise Ratio) de salida que depende de la frecuencia a la que trabaja. Para las 
frecuencias de operación de PAU-SA (݂ = 1.5742 ܩܪݖ), la ENR es de 21.31 dB. 
La ENR de la fuente de ruido también se puede relacionar con la temperatura 
equivalente de la señal de salida a partir de la siguiente expresión: 
 
ܧܴܰௗ஻ = 10 ݈݋݃ ൬ ௡ܶ
଴ܶ
− 1൰ , [݀ܤ] (3.5) 
donde ଴ܶ es la temperatura de referencia de la fuente y se ha considerado de 290ܭ. 
A partir de esta expresión y del valor ENR a la frecuencia de interés, se puede obtener la 
temperatura de ruido equivalente a la salida de la fuente de ruido. 
௡ܶ = ଴ܶ ∙ ൬10ாேோ೏ಳଵ଴ + 1൰ = 3.95 ∙ 10ସ ܭ. (3.6) 
A partir de esta temperatura se generan los dos niveles de ruido correlado: caliente ( ௛ܶ௢௧), y templado ( ௪ܶ௔௥௠). 
3.3.5.1.2 Cables y conectores 
Los cables utilizados para conectar los diferentes elementos de la red de inyección 
de ruido son del modelo EZ-86-TP-M17. La atenuación que introduce este cable 
depende de la frecuencia y de la longitud, y se puede calcular mediante la siguiente 
expresión: 
ܽݐݐ݁݊ = ܿ௔ ∙ ݂଴.ହ + ܿ௕ ∙ ݂.   [݀ܤ ݉⁄ ] (3.7) 
Las constantes ܿ௔ y ܿ௕ dependen de la frecuencia en GHz. Para la frecuencia de 
operación de PAU-SA, estas dos constantes toman los valores siguientes: 
݂ = 1.57542 ܩܪݖ → ܿ௔ = 0.58454.ܿ௕ = 0.03967. (3.8) 
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A partir de los valores mostrados en la expresión (3.8), se obtiene una atenuación de 0.80݀ܤ ݉⁄ . Para hacer que la distribución de las señales de ruido sea lo más 
homogénea posible, los cables que conectan los distribuidores de potencia entre ellos 
son de la misma longitud, que viene fijada por el caso en que la longitud del cable sea 
mayor, y lo mismo sucede con los cables que conectan los distribuidores de potencia 
con los receptores. Por la disposición de los elementos dentro de PAU-SA, el mayor 
recorrido de cable hasta los receptores es de 2.5 ݉, y todos los cables hasta los 
receptores tendrán la misma longitud para que la señal a la entrada de los receptores 
tenga la misma atenuación para todos. Por tanto, la atenuación que introduce el 
cableado para cada recorrido es de 2 ݀ܤ. 
Además de introducir una atenuación, los cables también afectan a la fase. Esta 
variación en la fase también depende de la longitud del cable: 
݌ℎܽݏ݁ = ݁ି௝ఉ௟ ,   [ݎܽ݀] (3.9) 




ߝ௥ = 2.2.  (3.10) 
Para trasladar la señal de ruido desde la fuente hasta la entrada del receptor, a lo 
largo de cada recorrido se necesitan diez conectores SMA, cada uno de ellos con una 
atenuación de 0.1 ݀ܤ. 
3.3.5.1.3 Distribuidores de potencia 
En total hay seis distribuidores de potencia formando la red de inyección de ruido, 
que se encargan de dividir la señal generada en la fuente de ruido hasta que llega a los 
receptores. Gracias a un primer distribuidor se consigue dividir la señal para generar los 
dos niveles de ruido correlado ( ௛ܶ௢௧ y ௪ܶ௔௥௠). Una vez diferenciados los dos niveles, 
gracias a un conmutador se conecta el ruido pertinente a otro distribuidor que divide la 
señal en 4, conectando sus salidas a las diferentes secciones de la agrupación: 
 Salida 1: Hub. 
 Salida 2: Brazo A. 
 Salida 3: Brazo B. 
 Salida 4: Brazo C. 
Cada una de las salidas se conecta a un nuevo distribuidor, este de 8 salidas, que se 
conectan directamente a los receptores correspondientes. Puesto que en PAU-SA hay un 
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total de 28 receptores, hay cuatro salidas de los últimos distribuidores que no se utilizan. 
Estas salidas se conectan a una carga adaptada para que no provoquen interferencias. 
A continuación se muestra un listado de todos los componentes empleados en la red 
de distribución: 
1. Fuente de ruido NC346 SERIES de NoiseCom. Presenta una ENR de 21.31 ݀ܤ 
a 1.5 ܩܪݖ.  
2. Divisor de potencia 1 a 2 modelo ZAPD-2-21-3W-S de Mini-Circuits. Divide la 
potencia de entrada en dos salidas. 
3. Conmutador de dos posiciones modelo MSP2T-18 de Mini-Circuits. 
4. Atenuador de 3 dB modelo VAT-3 de Mini-Circuits. 
5. Divisor de potencia 1 a 4 modelo ZX10-4-19 de Mini-Circuits. Divide la 
potencia de entrada en cuatro salidas. 
6. Cuatro divisores de potencia1 a 8 modelo ZB8PD-2 de Mini-Circuits. Dividen 
la potencia de entrada en ocho salidas. 
7. Cable semirrígido del modelo EZ-86-TP-M17. 
8. Cargas de 50 Ω. 
9. Conectores SMA. 
 
 
Fig. 3.15 Red de distribución de ruido correlado 
La tabla siguiente muestra la atenuación que sufre la señal generada en la fuente de 
ruido hasta alcanzar un receptor, teniendo en cuenta los dos niveles de ruido existentes: 
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Tabla 3.2 Atenuación sufrida por el ruido correlado en la red de inyección 
COMPONENTE CANTIDAD PÉRDIDA/un 
PÉRDIDA TOTAL 
ܮ௛௢௧ ܮ௪௔௥௠ 
Conector SMA 10 0.1 dB 1 dB 1 dB 
Cable EZ-86-TP-M17 2.5 m 0.7962 dB/m 2 dB 2 dB 
Power splitter 1-2  
ZAPD-2-21-3W-S 
1 3.4 dB 3.4 dB 3.4 dB 
Atenuador VAT-3 1 3 dB 0 dB 3 dB 
Power splitter 1-4  
ZX10-4-19 
1 6.75 dB 6.75 dB 6.75 dB 
Power splitter 1-8  
ZB8PD-2 
1 9.8 dB 9.8 dB 9.8 dB 
22.95 dB 25.95 dB 
3.3.5.1.4 Temperatura de ruido correlado ࢀࢎ࢕࢚ y ࢀ࢝ࢇ࢘࢓ a la entrada de los 
receptores 
Para poder realizar la calibración correctamente, es necesario conocer la temperatura 
a la que se inyectan los dos niveles de ruido correlado a los receptores ( ௛ܶ௢௧ y ௪ܶ௔௥௠). 
Si consideramos que toda la red de inyección actúa como un atenuador a efectos de 
temperatura, es posible calcular la temperatura que hay a la entrada de un receptor por 
medio de la siguiente expresión: 
௢ܶ௨௧ = ௜ܶ௡ܮ + ௣ܶ௛ ൬1 − 1ܮ൰ ,   [ܭ] (3.11) 
donde ௜ܶ௡ es la temperatura inyectada por la fuente de ruido, calculada en el punto 
3.3.5.1.1. Se ha considerado que para PAU-SA la temperatura ௣ܶ௛ es de 290 K. A partir 
de la expresión (3.11) y de los valores de atenuación de la Tabla 3.2, es posible calcular 
la temperatura de los dos niveles de ruido correlado: 
௛ܶ௢௧ = ௜ܶ௡ܮ௛௢௧ + ௣ܶ௛ ൬1 − 1ܮ௛௢௧൰ = 488.8 ܭ,
௪ܶ௔௥௠ = ௜ܶ௡ܮ௪௔௥௠ + ௣ܶ௛ ൬1 − 1ܮ௪௔௥௠൰ = 389.63 ܭ.  (3.12) 
3.3.6 Sistema final de procesado de datos 
La última etapa del procesado de PAU-SA se realiza mediante un interfaz ejecutado 
en un ordenador externo. Además de realizar esta última etapa de procesado, que 
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consiste en la calibración del instrumento y en obtener la temperatura de brillo de la 
escena analizada a partir de los algoritmos de reconstrucción de imagen, el interfaz se 
ha diseñado para que se puedan llevar a cabo simulaciones que ofrezcan una 
aproximación del comportamiento del instrumento. El interfaz también está dotado de 
un entorno gráfico que facilita su uso, y que permite configurar los parámetros que 
intervienen tanto en la simulación como en el procesado directo de los datos 
procedentes del instrumento. 
3.4 Nuevas características de PAU-SA 
En esta sección, se muestran las principales diferencias entre PAU-SA y MIRAS. 
Hay que tener en cuenta, que en PAU-SA se prueban nuevas técnicas que pueden ser 
muy útiles para el desarrollo de futuros radiómetros de apertura sintética, en este 
proyecto no se trabaja con nuevas tecnologías. 
3.4.1 Receptores de doble canal  
En PAU-SA, los receptores utilizados están diseñados expresamente para procesar la 
señal procedente tanto del canal con polarización horizontal, como del canal con 
polarización vertical. Para ello, se requieren dos conexiones con la antena a la que 
corresponde cada receptor. Esta composición permite realizar el procesado de las dos 
polarizaciones simultáneamente. Por el contrario, en MIRAS los receptores tienen un 
único canal y el procesado de las dos polarizaciones se realiza secuencialmente [18]. 
3.4.2 Muestreo de la señal y demodulación digital 
Al añadir los ADCs a la salida de los receptores, se puede muestrear la señal que 
estos procesan. Este muestreo permite realizar una demodulación digital de la señal, que 
se lleva a cabo en la FPGA. Al ser todos los filtros utilizados en la demodulación, 
digitales e idénticos, no introducen derivas en la respuesta frecuencial. No solo la 
demodulación se ve afectada por la digitalización de la señal, el sistema de medida de 
potencia también es digital, con lo que no sufre los errores típicos de los diodos. En 
MIRAS, este muestreo de la señal no existe, con lo que es necesario considerar todos 
los posibles errores introducidos por sistemas de demodulación y calculo de potencia, y 
tratarlos en una posterior calibración de errores. 
3.4.3 Red de inyección de ruido centralizada 
En MIRAS, el ruido se inyecta de forma distribuida, no como en PAU-SA, que 
gracias al reducido número de elementos por brazo, es posible implementar una red de 
inyección centralizada. Gracias a esta red centralizada, se consigue inyectar una señal de 
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ruido correlado a todos los receptores, haciendo que el proceso de calibración se 
simplifique considerablemente. 
3.4.4 Antena adicional en el extremo de cada brazo 
La proximidad entre antenas produce un efecto de acoplamiento entre ellas. Hay que 
tener en cuenta que al distribuir las antenas en una agrupación, sus diagramas no son 
como los de las mismas antenas aisladas, y este hecho se ve acentuado en las antenas 
dispuestas en los extremos de cada brazo de la agrupación. Para suavizar este efecto de 
alteración en el diagrama, se coloca una antena adicional en los extremos, tal como se 
puede ver en la Fig. 3.2, estas antenas no se conectan a ningún receptor, por lo que no 
contribuyen al cálculo de la función de visibilidad. 
Tabla 3.3 Diferencias entre MIRAS y PAU-SA 
PARÁMETROS MIRAS/SMOS PAU-SA 
Frecuencia de operación Banda L (1400-1427 MHz) Banda L1 de GPS (1575.42 MHz) 
Ancho de banda 19 ܯܪݖ 2.2 ܯܪݖ 
Longitud de cada brazo 4 ݉ 1.3 ݉ 
Altitud LEO (LowEarth Orbit) Ground-based 
Tipo de antena 
Parche con polarización 
secuencial ܸ −ܪ 
Parche con doble polarización 
simultánea ܸ −ܪ 
Antenas por brazo 23 8 + 1 ݀ݑ݉݉ݕ 
Antenas totales 69 31 
Separación entre antenas 0.875 ߣ 0.816 ߣ 
Tipo de receptor Un canal secuencial Dos canales (uno por pol.) 
Topología del LO down-
converter 
LO distribuido (grupos de 6 
elementos) 
Reloj de referencia centralizado +LO 
generado internamente 
Cuantificación 
Muestreo de IF a 1 ܾ݅ݐ dentro 
del LICEF 
Muestreo de IF a 8 ܾ݅ݐݏ en un ADC 
externo 
Conversión I/Q Analógica Digital 
Respuesta frecuencial 
modelada por 
Filtro analógico en RF Filtro digital paso bajo 
Sistema de medida de 
potencia (PMS) 
Analógico (diodos) Digital (FPGA) 
Unidad de correlación digital ௖݂௟௞ = ௦݂௔௠௣ ௖݂௟௞ ≫ ௦݂௔௠௣ 
Calibración Ruido distribuido Ruido centralizado 
Imaging capabilities 
Dual-pol o full-pol 
(secuencial) 
Full-pol (no secuencial) 
En la Tabla 3.3 se muestra un breve resumen, en el que se pueden ver lo parámetros 
principales de un radiómetro, y comparar los de MIRAS con los de PAU-SA. 
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3.5 Imperfecciones del sistema y errores 
Al trabajar con un instrumento físico, es inevitable que éste presente ciertas 
imperfecciones, que se convierten en errores que afectan a la señal en las diferentes 
etapas por las que pasa. En esta sección sólo se presenta una visión general de los 
errores, es posible encontrar un análisis más detallado en [2] y [19]. Según la naturaleza 
de los errores, éstos podrán ser calibrados posteriormente por el interfaz, o corregidos 
gracias a los algoritmos de reconstrucción de imagen, que se expondrán detalladamente 
en capítulos posteriores. 
Antes de nada, es necesario hacer una primera clasificación de los errores. Según la 
parte del sistema en que se produzca el error, podemos diferenciar entre tres tipos: 
 Errores en la antena: Tales como la adaptación, el acoplamiento entre antenas, 
o los errores en la posición de estas. Algunos de estos errores pueden ser 
medidos físicamente como la posición real de las antenas. Una vez medidos los 
errores, pueden introducirse en los algoritmos de reconstrucción de imagen, de 
modo que se pueda corregir su efecto. Otros, por el contrario, no se pueden 
medir físicamente o puede que varíen por factores como la temperatura. Estos 
errores deben ser considerados en los algoritmos de calibración. 
 
 Errores de receptor: Errores como los introducidos en la fase o la ganancia por 
el canal, o retardos temporales. También se podrían incluir los errores en la 
cuadratura de la demodulación, pero al ser digital, se puede suponer que son 
despreciables. Estos errores aparecen como factores separados. 
 
 Errores de línea de base: Además de los errores mencionados en los puntos 
anteriores, existen errores propios de cada línea de base. 
Tabla 3.4 Errores y método de calibración 
ERROR CALIBRACIÓN 
Error de offset 
Ruido incorrelado y desequilibrio de 1/0 
en los acumuladores 
Error en fase y amplitud inseparables Inyección de ruido correlado 
Error de fase separable Inyección de ruido correlado 
Error en la amplitud separable PMS: ௛ܶ௢௧ ௖ܶ௢௟ௗ⁄  
Diagrama de radiación de las antenas 
Mediciones en cámara anecoica y 
algoritmos de reconstrucción de imagen 
Error en la posición de las antenas Algoritmos de reconstrucción de imagen 
En la Tabla 3.4 se muestra un resumen de los diferentes errores, así como el método 
utilizado para corregirlos. Los errores en la cuadratura y los efectos del término de 
Fringe Wash se han omitido, ya que para PAU-SA pueden considerarse despreciables.  
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3.5.1 Errores de antena 
3.5.1.1 Error en la posición de las antenas 
Oscilaciones en los brazos, tolerancia mecánica de las uniones entre los brazos y el 
centro de la estructura, o incluso en las fijaciones de las antenas a los brazos, pueden 
producir errores en la posición de las antenas. Actualmente, para PAU-SA sólo se 
consideran errores en el plano (ݑ, ݒ), y se supone que el plano de masa es ideal en la 
dirección ݖ (ݓ = 0). 
Para PAU-SA, se ha considerado que en el proceso de fabricación del plano de masa 
(al que van fijadas las antenas) se puede llegar a producir un error de ±0.1 mm. A partir 
de aquí, si tenemos en cuenta las tolerancias de las uniones y los efectos térmicos, en el 
peor de los casos podemos aproximar este error a ±0.2 mm. 
3.5.1.2 Error en el diagrama de antena 
En una situación ideal, se podría considerar que los diagramas de antena son iguales 
para todas las antenas, pero ese es el caso ideal. En la práctica, las antenas reales tienen 
diagramas diferentes, esto se debe principalmente a tolerancias mecánicas. El diagrama 
de antena se podría expresar de la siguiente forma: 
ܨ௞(ߦ, ߟ) = ܨ(ߦ,ߟ)[1 + Δܨ௞(ߦ,ߟ)]݁௝୼ఝೖ(క,ఎ), (3.13) 
donde ܨ௞(ߦ, ߟ) es el diagrama de la antena ݇-esima, ܨ(ߦ,ߟ) es el diagrama de antena 
equivalente a una antena ideal, Δܨ௞(ߦ,ߟ) y Δ߮௞(ߦ,ߟ) son los errores en la amplitud y 
en la fase de cada diagrama de antena. 
3.5.1.3 Acoplamiento entre antenas 
La proximidad entre antenas reduce el efecto del aliasing y amplia el campo de 
visión FOV, pero también aumenta el acoplamiento entre antenas. Las antenas han sido 
diseñadas expresamente para tener una impedancia mutua muy baja, pero igualmente se 
produce un efecto de acoplamiento que no puede ser despreciado, y se hace más notable 
en los extremos de  cada brazo. Se puede demostrar que el diagrama de radiación de una 
antena sujeta al efecto del acoplamiento, es una combinación lineal de: por una parte, el 
diagrama de una antena en el espacio libre, y por otra, unos términos correspondientes 
al acoplamiento mutuo entre antenas [2]: 




ܼ௅ + ܼ௜௡ ൝ܨଵ଴(ߴ,߮)
− ෍
ܼଵ௠




଴(ߴ,߮) es el diagrama de radiación de la antena en el espacio libre, ܼ௅ y 
ܼ௜௡ son la carga y la impedancia de entrada respectivamente.  
3.5.2 Errores de receptor 
Los errores en el canal se refieren a los que introduce el receptor, tanto en la fase 
como en la amplitud. Como se ha citado anteriormente, los errores en la cuadratura se 
pueden considerar nulos gracias a la demodulación digital, por ello, en PAU-SA solo se 
simulan los errores en la fase y la amplitud introducidos por los receptores. 
3.5.2.1 Errores en la fase 
Cada receptor introduce a la señal procesada un error en la  fase diferente, como hay 
un total de 25 receptores para la parte de radiometría, en total hay que considerar estos 
errores como fases aleatorias uniformemente distribuidas en [0,2ߨ], fases que deben ser 
calibradas. 
3.5.2.2 Errores en la amplitud 
Cada receptor es ajustado manualmente en la última etapa de la amplificación para 
que tenga una ganancia fija de 123 ± 1dB antes de la calibración. Esta tolerancia tienen 
en cuenta todos los errores en la amplitud introducidos por el receptor. 
3.5.3 Errores de línea de base 
3.5.3.1 Errores en el ADC 
Los errores en el umbral de decisión de los ADCs para la correlación son debidos a 
las fluctuaciones que tiene dicho umbral. En el caso de PAU-SA, se ha supuesto que 
estas fluctuaciones oscilan entre ±0.5 ܸ݉ alrrededor del ideal de 0 V. 
3.5.4 Función de Fringe Wash 
La función de Fringe Wash indica la decorrelación de las señales en una dirección 
dada para una línea de base, es decir, como afecta a la función de visibilidad la 
diferencia en los instantes de tiempo en que una señal llega a dos antenas determinadas. 
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Este efecto será más notorio cuanto más separadas estén las antenas y mayor sea el 
ancho de banda del sistema. 
El módulo de la función de Fringe Wash [20] se puede expresar como: 
ห̃ݎ௞௝(߬)ห ≈ ܣ ∙ ݏ݅݊ܿ൫ܤ௪(߬ − ܥ)൯, (3.15) 
donde ܤ௪ es el ancho de banda del sistema y ܥ el valor de ߬ para el que la función  
de Fringe Wash es máxima. ߬ se define como: 
߬ = −ݑߦ + ݒߟ
଴݂
. (3.16) 
En PAU-SA, la frecuencia de operación es ଴݂ = 1.57542 ܩܪݖ. El valor máximo se 
encuentra para el mayor incremento en ݑ del factor de agrupación, y para el punto en el 
plano (ߦ, ߟ) más alejado del origen. La máxima separación entre antenas se obtiene a 
partir de la siguiente expresión: 
Δݑ୫ୟ୶ = 2√3N୉୐݀, (3.17) 
siendo ாܰ௅  el número de antenas por brazo y ݀ la distancia entre antenas en función 
de la longitud de onda. Hay que tener en cuenta que esta distancia máxima se obtiene en 
función de la longitud de onda. Para el caso de PAU-SA, esta distancia máxima es: 
Δݑ୫ୟ୶ = 22.6136. (3.18) 
En cuanto a la posición más alejada del origen en (ߦ, ߟ), esta se encuentra en la 
circunferencia de radio unidad. Aunque al observar una superficie es posible captar 
señal procedente de estos puntos, debido a que la separación entre antenas no cumple la 
condición de Nyquist al reconstruir la imagen se producen replicas de la imagen 
provocando la aparición de aliasing. Al realizar una observación solo serán útiles las 
muestras recuperadas dentro de una zona libre de alias como se muestra en la siguiente 
figura: 
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Fig. 3.16 Hexágono en (ߦ, ߟ) con zona libre de alias y punto más alejado del 
boresight 
Las réplicas del hexágono se encuentran a una distancia ܦ = 2 ൫√3݀൯⁄  del 
boresight, y afectan al área que abarca un círculo de radio unidad. Para hallar la 
posición del punto más alejado marcado en la figura, sólo hay que buscar la intersección 
entre las dos circunferencias: 
ξ୫ୟ୶ = 0.4493,   ߟ௠௔௫ = 0.2599. (3.19) 
La distancia hasta el boresight de este punto es 0.5188, que es la misma que hay a 
cualquiera de los puntos más alejados de la zona libre de alias. A partir de esta distancia 
y  Δݑ୫ୟ୶ es posible calcular el valor de ܥ: 
ܥ = ߬௠௔௫ = ∆ݑ௠௔௫ ∙ ݀(ߦ,ߟ)௠௔௫
଴݂
. (3.20) 
Una vez conocido, es posible aplicar el valor obtenido en la expresión (3.20) a la 
expresión (3.15) para obtener una representación del módulo de la función de Fringe 
Wash:  
 
Fig. 3.17 Módulo de la función de Fringe Wash para la línea de base con la mayor 
distancia entre antenas 
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Como se puede apreciar en la figura, para la máxima separación ∆ݑ௠௔௫, el módulo 
de la función de Fringe Wash se puede considerar constante en el margen comprendido 
entre las fuentes más alejadas del bordside. Este hecho facilita la calibración ya que se 
puede considerar como un factor de normalización de toda la función de visibilidad. 
3.6 Conclusiones 
En este capítulo se ha mostrado una descripción de PAU-SA, haciendo especial 
hincapié en la parte del instrumento dedicada al radiómetro interferométrico. Se han 
descrito uno a uno los subsistemas principales que lo integran y cuáles son sus 
características. Por último, también se han descrito de una forma más general algunos 
de los errores que pueden afectar al funcionamiento del instrumento. Esta descripción 
del instrumento es fundamental para entender el funcionamiento de PAU-SA, 
























4 CAPÍTULO 4: INTERFAZ DE PROCESADO 
4.1 Introducción 
Un elemento crucial para el proyecto PAU-SA es el interfaz que permita al usuario 
comunicarse con el resto del instrumento. Con este propósito en mente, se ha diseñado 
un entorno que permite interactuar con PAU-SA. Gracias a este interfaz, es posible  
enviar, recibir y  procesar datos, de modo que se puedan mostrar los resultados de una 
manera clara y fácil de interpretar. 
Para implementar el interfaz de PAU-SA, se ha utilizado MATLAB (MATrix 
LABoratory), un programa de cálculo técnico y científico, especialmente diseñado para 
realizar operaciones vectoriales y matriciales. Una de las características más atractivas 
que tiene este programa, es la facilidad a la hora de realizar gráficos en dos y tres 
dimensiones, que es muy útil a la hora de mostrar los resultados obtenidos. 
Aunque el objetivo principal del interfaz es el de procesar los datos enviados por el 
instrumento, también ha sido diseñado para poder realizar otra función: simular el 
sistema completo lo más fielmente posible, ofreciendo un modo de empleo en el que no 
sea necesaria la conexión con el instrumento. Gracias a este modo de operación, es 
posible testear los algoritmos utilizados en la reconstrucción de imagen y la calibración, 
así como determinar la respuesta del sistema a posibles errores en el instrumento, tales 
como la avería de algún receptor. 
En este capítulo se pretende explicar de forma detallada todo el entorno del interfaz, 
aclarando sus modos de funcionamiento y las posibilidades que ofrece al usuario final. 
4.2 Entorno gráfico del interfaz 
El interfaz dispone de un entorno visual fácil de utilizar, que permite al usuario 
configurar todos los parámetros necesarios para trabajar con PAU-SA. Este entorno se 
divide en varias secciones, que engloban parámetros y funciones relacionadas, y que se 
activan o desactivan dependiendo de la configuración con que se esté trabajando en 
cada momento, evitando que el usuario modifique parámetros innecesariamente. 
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El entorno visual está dividido en dos partes claramente diferenciadas. Por una parte 
están todas las opciones de configuración de que dispone, que abarcan desde la 
selección del modo de operación hasta el tipo de ventana con que se filtra la función de 
visibilidad. Por otra parte, la sección inferior del entorno está dedicada a la 
visualización de los resultados, que irá variando según el proceso que se haya ejecutado. 
En la Fig. 4.1 se muestra el aspecto del entorno gráfico tal y cómo aparece al iniciar 
el interfaz. Más adelante se mostrarán las variaciones que presenta el entorno gráfico 
según la configuración que se haya fijado. 
 
Fig. 4.1 Interfaz del programa para PAU-SA (modo simulación y calibración) 
A continuación se describirán todas las secciones en que puede dividirse en entorno 
gráfico: 
1. Modo de operación. 
2. Procedimiento. 
3. Tipo de enventanado. 
4. Algoritmo de inversión de imagen. 
5. Sección de simulación. 
6. Sección de conexión a la FPGA. 
7. Resultados. 
Capítulo 4 Interfaz de procesado 
 
65 
4.2.1 Modo de operación 
Mediante esta sección, el usuario tiene la posibilidad de seleccionar entre uno de los 
dos modos de operación de los que dispone el programa: Process external data o 
Simulate. La primera opción permite al usuario utilizar el interfaz para crear una 
conexión con la FPGA, de modo que se realice el procesado de los datos procedentes de 
esta. La segunda opción ofrece al usuario la posibilidad de configura el programa para 
realizar una simulación, de modo que no sea necesaria ninguna información externa, ya 
que todo el funcionamiento de PAU-SA es emulado por el propio interfaz. 
Al activar uno u otro pulsador, se hacen visibles sus correspondientes secciones en 
el entorno gráfico, en la Fig. 4.2 se puede ver la diferencia entre ellas. Cuando se trabaja 
con el modo Processing external data, el único parámetro que se puede modificar es el 
tiempo de integración de cada medida y, en el caso de calibrar, cuantas medidas se 
emplean para la calibración. En el modo Simulate, además del tiempo de integración 
también es posible modificar otros parámetros, como seleccionar las diferentes 
idealidades que pueda presentar el sistema, la posición en que se encuentra la fuente 
emisora, el número de bits con que se cuantifica la señal, etc. 
 
Fig. 4.2 Modos de operación del interfaz de PAU-SA 
4.2.2 Procedimiento 
Una vez seleccionado el modo de empleo para el interfaz, se puede fijar qué 
procedimiento se va a llevar a cabo. Estos procedimientos son comunes tanto si se 
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realiza una simulación, como si se procesan los datos de la FPGA. Hay que tener en 
cuenta que en cada momento sólo puede haber un único procedimiento activo. 
Los procedimientos de que dispone el interfaz son: 
 Initial Calibration: Mediante la calibración inicial, el programa es capaz de 
calcular la eficiencia óhmica de las antenas, además de corregir también los 
errores internos del instrumento. Para llevar a cabo esta calibración, son 
necesarias cuatro señales de ruido: dos niveles de ruido correlado ( ௛ܶ௢௧ y 
௪ܶ௔௥௠); ruido incorrelado generado internamente, y la adquisición de una 
señal externa conocida. La señal externa se obtiene enfocando el instrumento 
al cenit, ya que se puede considerar que éste genera un ruido Gausiano a una 
temperatura de 6 ܭ. Puesto que la eficiencia óhmica de las antenas no varía 
significativamente con el uso del instrumento, la opción de calibración inicial 
aparece como deshabilitada, y sólo se podrá utilizar al modificar el estado de 
la eficiencia óhmica a uno diferente al que tiene registrado el interfaz. Los 
valores que sí puedan variar con el uso del instrumento pueden volver a 
calibrarse gracias a la opción Calibration.  
 
 Calibration: Este procedimiento configura el interfaz para trabajar de modo 
muy similar al anterior, salvo que no es necesaria la adquisición de señal 
procedente del cielo, puesto que únicamente calcula los errores internos del 
instrumento. Tanto en el procedimiento anterior como en este, se almacenan 
los resultados obtenidos para poderlos aplicar en mediciones posteriores, de 
modo que se puedan corregir los errores del instrumento. 
 
 Image reconstruction: Esta opción configura el programa para recuperar la 
temperatura de brillo equivalente de una escena bajo observación. Para ello, 
se emplean los algoritmos de reconstrucción de imagen que permiten obtener 
la temperatura de brillo a partir de la función de visibilidad. 
Para que los algoritmos de reconstrucción de imagen funcionen de forma óptima, es 
necesario realizar una calibración inicial antes de llevar a cabo ninguna medición. Una 
vez que el programa haya almacenado los datos de esta primera calibración y se estén 
realizando mediciones, será necesario volver a calibrar periódicamente para corregir 
posibles derivas del sistema. En la Fig. 4.3 se puede observar un esquema con la 
secuencia de operaciones habitual que se lleva a cabo al trabajar con PAU-SA. 




Fig. 4.3 Esquema de funcionamiento de PAU-SA 
4.2.3 Tipo de enventanado 
Antes de recuperar la temperatura de brillo a partir de la función de visibilidad, a 
ésta se le aplica un enventanado. Dependiendo del enventanado que se utilice, se pueden 
reducir lóbulos secundarios y discontinuidades (fenómeno de Gibbs), así como mejorar 
la sensibilidad radiométrica o la resolución espacial del instrumento. El programa 
dispone de cinco tipos de ventanas posibles que se pueden seleccionar dependiendo de 
las necesidades de cada medición. 
 
Fig. 4.4 Opciones para el enventanado 
 Ventana rectangular. 
 Ventana triangular (Barlett). 
 Ventana de Hanning. 
 Ventana de Hamming. 
 Ventana de Blackmann. 
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4.2.4 Algoritmos de reconstrucción de imagen 
El último paso que lleva a cabo el programa antes de mostrar los resultados, es el de 
recuperar la temperatura de brillo a partir de la función de visibilidad. Para ello, el 
programa dispone de dos posibles métodos de inversión (Fig. 4.5): realizar una 
transformada inversa de Fourier (IFFT); o utilizar la matriz G para invertir la función de 
visibilidad. 
A pesar de ser el método más sencillo, y de necesitar un tiempo de proceso menor, el 
método de la IFFT no es el más recomendado. El hecho de que se pueda obtener la 
temperatura de brillo a partir de la IFFT sólo sucede cuando la ecuación que relaciona 
dicha temperatura con la visibilidad se puede considerar una transformada de Fourier. 
Para que esto se cumpla es necesario que la visibilidad se haya obtenido a partir de una 
situación ideal. Este hecho hace que el método de la IFFT sea especialmente útil al 
trabajar en el modo simulación, en el que se permite establecer situaciones ideales. A 
pesar de que en el caso real se haga necesario utilizar el método Moore-Penrose, 
también es posible seleccionar el método de la IFFT con fines experimentales. 
 
Fig. 4.5 Métodos de inversión 
4.2.5 Sección de Simulación 
Como ya se ha mencionado anteriormente, al seleccionar el modo simulación, se 
hace visible el cuadro de variables accesibles para dicho modo. Al tener que realizar la 
emulación de todo el sistema, este modo de trabajo es el que mayor libertad ofrece al 
usuario, permitiendo configurar todos los parámetros que intervienen en una medición. 
Es necesario diferenciar entre dos categorías, los parámetros a fijar, y las 
características que presenta el sistema. Esta última se refiere a la idealidad de los 
diferentes componentes implicados en el procesado de datos. 




 Source: Esta opción sólo está habilitada en el caso de realizar una 
reconstrucción de imagen, y es de uso obligatorio la primera vez que se 
realiza una. Al pulsarla emerge una ventana en la que se pueden configurar 
todos los parámetros referentes a la fuente que se desea simular. En la Fig. 
4.6 se muestra la imagen de esta ventana con algunos parámetros de muestra. 
En la parte superior de la ventana hay dos botones que permiten seleccionar 
entre qué tipo de fuente se va a simular: fuente puntual, o fuente extendida. 
Además, ofrece la posibilidad de introducir más de una fuente, hasta un 
máximo de 9. A continuación se detallan todas las opciones posibles de esta 
ventana, nótese que al tratarse de antenas con doble polarización, se pueden 
establecer algunos parámetros individualmente para cada una de ellas: 
 
Fig. 4.6 Ventana de configuración de fuentes externas 
o Poit/Extended Source: Mediante estos dos pulsadores se puede 
seleccionar que tipo de fuente se desea simular, si puntual o 
extendida. 
o N.sources: El interfaz permite generar un escenario a simular con más 
de una fuete. Este parámetro solicita al usuario la cantidad de fuentes 
que desea, con un máximo de 9. El valor por defecto es 1 y si se 
introduce un número superior a 9, u otro carácter que no sea 
numérico, se muestra una ventana advirtiendo el error. 
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Fig. 4.7 Ventana de configuración de fuentes externas con mensaje de error 
o Place: Este botón permite al usuario situar de forma gráfica las 
fuentes que desee dentro del círculo de radio unidad. Al pulsarlo 
aparece una nueva ventana en la que se pueden ubicar las fuentes con 
cada pulsación del ratón. 
 
Fig. 4.8 Ventana de ubicación gráfica de las fuentes 
o  Theta/phi, xi/eta: Además de permitir colocar las fuentes de forma 
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gráfica dentro del círculo de radio unidad, es posible ajustar la 
posición numéricamente. Es posible trabajar en función de las 
coordenadas (ߴ,߮) o de los cosenos directores (ߦ,ߟ). Tanto para un 
caso, como para el otro, los valores están inicializados a 0, pero se 
actualizaran a los valores correspondientes en el caso de haber situado 
las fuentes de forma gráfica. 
o Tant: Estos parámetros fijan la temperatura, en Kelvin, de la señal 
captada por la antena. El valor por omisión es de 100 K para ambas 
polarizaciones. 
o Circular/Squared: Al trabajar con fuetes extendidas se pueden 
simular estas como dos formas geométricas básicas: un círculo (al 
activar el pulsador Circular), o un cuadrado (activando el pulsador 
Squared). 
o Radius 1/Side 1: Dependiendo de si se simula una fuente extendida 
con forma circular o cuadrada, mediante estos dos parámetros se 
pueden fijar las dimensiones de estas. 
o T_ext, Radius 2/Side 2: Mediante estos dos parámetros, es posible 
añadir un segundo nivel a la fuente extendida, con una temperatura 
igual a T_ext y un radio/lado exterior de Radius 2/Side 2. 
o Source n: Se trata de un menú desplegable que permite al usuario 
seleccionar que fuente desea configurar. 
Una vez fijados los parámetros, pulsando sobre el botón show se muestra 
una imagen previa de las fuentes introducidas. Este botón tiene la función de 
confirmar las modificaciones que se realicen a cada fuente, es decir, que si se 
modifican los parámetros de una fuente y se desean ajustar los de otra, antes 
de cambiar de fuente hay que pulsar este botón para almacenar los cambios. 
Al pulsar el botón Accept se almacena la información y se cierra la ventana. 
 
 Antenna: De forma similar a lo que sucede al pulsar el botón Source, si se 
pulsa el botón Antenna, aparece una nueva ventana que permite seleccionar el 
diagrama de radiación de las antenas que se desee utilizar. 
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Fig. 4.9 Ventana de selección de diagrama de PAU-SA 
Se dan dos diagramas a elegir. El primero tiene fines académicos, es del tipo cos୬ ߴ y ofrece la posibilidad de modificar el valor de n. La variable n 
conserva la última configuración válida, que no puede ser mayor de 4. El 
segundo tipo de diagrama es más realista ya que se parece más al que 
presentan las antenas de PAU-SA. 
 
Fig. 4.10 Ventana de selección de diagrama de PAU-SA con representación 
Al pulsar el botón Show, se muestra una representación del diagrama 
seleccionado en los planos E y H, y el valor del ángulo sólido y la directividad 
que tiene. 
Con el botón Accept se fija el diagrama seleccionado para ser utilizado en las 
simulaciones siguientes. 
 Trec: Con este parámetro se fija la temperatura equivalente de ruido de los 
receptores. Al igual que la temperatura de la señal a la entrada de las antenas, 
esta también viene dada en Kelvin, estando inicializada a 250 K. este 
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parámetro sólo está habilitado en el caso de simular receptores ruidosos. 
 #bits: Los receptores transmiten la señal una vez procesada a los ADCs, 
donde se digitaliza utilizando 8 bits. La señal digitalizada se utiliza para 
realizar la estimación de potencia y el cálculo de las matrices de correlación, 
sólo que para estas últimas únicamente se emplea el bit de mayor peso. En el 
programa, este parámetro esta inicializado a 8 bits, para ser fiel al sistema 
real, aunque también es posible modificarlo para probar el efecto que tiene 
cuantificar la señal con un número de bits deferente. Independientemente del 
valor que se fije para el número de bits, las matrices de correlación se 
calcularán a partir de la señal cuantificada a 1 bit, con lo que este parámetro 
sólo afectará a la estimación de potencia. 
 I_time: Este último parámetro fija el tiempo de integración al que equivalen 
las señales generadas. Al desplegar el menú aparecen 5 opciones: 1 s; 0.5 s; 
100 ms; 10 ms; n_samples. Debido a que en Matlab es imposible generar 
señales continuas, mediante este parámetro se fija el número de muestras de 
las señales una vez cuantificada por los ADCs, así pues, la última opción 
permite al usuario fijar directamente este número de muestras. 
4.2.5.2 Características 
El objetivo de estas características es simular el comportamiento real o ideal de los 
componentes físicos más relevantes. Se trata de una serie de pulsadores que permiten al 
usuario generar errores según convenga. Todas las características tienen un 
funcionamiento similar, al estar activadas, se cancela la generación del error asociado. 
El estado por defecto de todas las características es el de activadas, con lo que se 
simularía un comportamiento ideal, con excepción de la eficiencia de pérdidas óhmicas 
de las antenas, que conserva la configuración anterior, incluso si se acaba de abrir el 
interfaz. Para introducir algún error, es necesario desactivar la característica a la que 
está asociado. 
 Ideal phase: Mediante esta opción, se puede configura el interfaz para que 
genere un error que afecte a la fase de la señal. En la simulación se genera a 
partir de una variable aleatoria uniformemente distribuida entre −ߨ y ߨ, de 
modo que se tenga un valor independiente para cada receptor y cada 
polarización. 
 Ideal gain: A partir de esta característica se genera un error en a la ganancia 
de los receptores. Idealmente, la ganancia de los receptores es de 123 ݀ܤ, 
pero si se desea simular su error, se genera a partir de una variable Gausiana 
de media 123 ݀ܤ y una desviación típica de 1 ݀ܤ. 
 Noise-free receiver: Para poder simular un comportamiento más realista de 
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los receptores, es posible hacer que estos introduzcan un ruido térmico. Este 
ruido es generado con una temperatura equivalente igual a la fijada en el 
parámetro Trec mencionado anteriormente. Se genera un ruido para cada 
receptor de modo que estos no estén relacionados entre ellos y posteriormente 
este se añade a las señales útiles. Hay que tener en cuenta que los receptores 
están compuestos por dos cadenas de procesado, una para cada polarización, 
con lo que también hay que generar señales de ruido térmico para cada 
cadena. Si en total hay 25 receptores dedicados a la radiometría y dos 
polarizaciones, en total hay que generar 50 secuencias independientes con 
una longitud equivalente al tiempo de integración. 
 Ideal ADC: Mediante esta característica es posible introducir una pequeña 
fluctuación en el umbral de decisión de los ADCs. El error generado se 
corresponde a una variable aleatoria Gausiana de media 0 y desviación típica 5 ∙ 10ିସ ܸ. 
 Ideal antenna position: Aunque la posición de las antenas está fijada, 
tomando como origen la antena central, es posible que las oscilaciones de los 
brazos, la tolerancia entre las fijaciones, o incluso el propio proceso de 
fabricación de la estructura a la que van sujetas las antenas haga que estas 
posiciones varíen ligeramente. Para simular este comportamiento, al 
desactivar esta característica en el programa, se introduce un error en la 
posición de las antenas. Este error hace que la posición real con la que trabaja 
el programa esté desplazada respecto a la posición ideal 0.2 ݉݉ en cualquier 
dirección.  
 Ideal antenna pattern: Las antenas pueden tener errores en sus diagramas de 
radiación. El interfaz sólo contempla los errores que se producen por causa 
del acoplo entre antenas. Al desactivar este pulsador, se configura el interfaz 
para que añada el acoplo entre antenas a los diagramas de radiación. 
 Ideal ohmic efficience: Este último pulsador tiene el mismo comportamiento 
que el resto, pero funciona ligeramente diferente, es por eso que se muestra 
con un color diferente. Al estar activado, hace que el programa utilice una 
eficiencia óhmica ideal (igual a 1) para todas las antenas, mientras que al 
desactivarlo genera una eficiencia inferior a 1. Esta eficiencia no ideal se 
genera independientemente para cada antena y polarización como una 
variable aleatoria uniforme, distribuida entre 0.6 y 1. La diferencia entre este 
pulsador y el resto es que no se inicializa activado cada vez que se abre el 
interfaz, sino que mantiene la configuración anterior. Además de esto, este 
pulsador también habilita la calibración inicial, puesto que al pulsarlo el 
programa considera que se han modificado los parámetros relacionados con 
esta calibración. 
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Por último, en el entorno de simulación también existe el botón de Reset. Este botón 
hace que el interfaz considere la siguiente simulación independientemente. Esto se debe 
a que el interfaz tiene memoria y es capaz de recuperar los resultados de simulaciones 
anteriores. Este comportamiento es relevante al realizar una reconstrucción de imagen, 
puesto que se tiene en cuenta si anteriormente se hizo una calibración o no. El mismo 
efecto que el botón de reset tiene modificar alguna de las características descritas 
anteriormente. 
4.2.6 Sección de conexión a la FPGA 
Análogamente a lo que sucede con la sección dedicada a la simulación, cuando se 
selecciona el modo para procesar datos procedentes del sistema, se hace visible la 
sección dedicada a la FPGA. Esta es mucho más sencilla que la de simulación, ya que 
en este caso no es necesario configurar los elementos físicos del sistema. Básicamente 
se trata de una serie de funciones que permiten al usuario comunicarse con la FPGA, 
enviar órdenes y recibir los datos pertinentes. 
 
Fig. 4.11 Interfaz del programa PAU-SA (modo de operación Process external data 
y sin conexión establecida) 
La Fig. 4.11 muestra el aspecto que presenta el entorno visual al seleccionar el modo 
de operación Process external data. Como se puede observar, la única opción 
disponible en el panel de la FPGA es la de establecer la conexión, el resto de las 
opciones están deshabilitadas, y se van habilitando dependiendo del estado en que se 
encuentre el programa. 
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Mediante el pulsador Connect to FPGA se establece un canal de comunicaciones 
virtual entre el ordenador y la FPGA. Para crear esta conexión, el programa utiliza la 
función de MATLAB serial, que además, permite dar al canal virtual las mismas 
características que presenta el canal real. Los comandos para crear la conexión, y para 




A continuación se muestran las características del canal creado por este comando: 
Tabla 4.1 Características del canal de comunicación 
PARÁMETROS CARACTERÍSTICAS 
Protocolo RS-232 
Velocidad de transmisión 115200 ܾ݅ݐݏ ݏ⁄  
Bits de datos 8 
Paridad Nula 
Control de flujo No 
Buffer de entrada 3000 ܾݕݐ݁ݏ 
Una vez establecida la conexión, aparecen el resto de opciones de que dispone el 
usuario para trabajar con la FPGA. La Fig. 4.12 muestra el aspecto del interfaz una vez 
creada la conexión. 
 
Fig. 4.12 Interfaz del programa PAU-SA (modo de operación Process external data 
y sin conexión establecida) 
Capítulo 4 Interfaz de procesado 
 
77 
A continuación se describe el comportamiento del interfaz con cada una de las 
funciones que ofrece este modo de empleo: 
 Disconnect FPGA: Las funciones dedicadas a conexiones remotas de 
MATLAB son poco eficientes, y consumen gran cantidad de recursos, 
haciendo que el tiempo de proceso aumente considerablemente. Para evitar 
esta pérdida de tiempo innecesaria, se ha diseñado el programa con dos 
funciones dedicadas a la comunicación, la de conexión y la de desconexión, 
dándole libertad al usuario para decidir cuándo conectarse o desconectarse. 
Con esta segunda función, se cierra el canal de comunicaciones abierto con la 
función Connect to FPGA, para ello se utiliza la función de MATLAB 
fclose. 
 
 Integration time: Este elemento permite al usuario seleccionar entre varios 
periodos de tiempo para que la FPGA los fije como el tiempo de integración 
de la medida. En total hay cuatro tiempos de integración disponibles: 
o 1 s. 
o 0.5 s 
o 100 ms. 
o 10 ms. 
Cuanto más grande sea el tiempo de integración, mayor será el número de 
muestras de las señales a procesar, que conllevará unos menores niveles de 
ruido, pero un tiempo de simulación mucho mayor. 
 
 Cal. measure: Debido a limitaciones externas, el máximo tiempo de 
integración con que es posible trabajar es de 1 ݏ. Puede ser que en algunas 
circunstancias, el usuario desee trabajar con un tiempo de integración mayor, 
sobre todo al tratar de realizar una calibración. Mediante este parámetro, se 
programa la concatenación de tantas medidas como se indica, haciendo que el 
tiempo de integración empleado en la medición sea aún mayor. Para el caso 
de la reconstrucción de imágenes este parámetro no tiene relevancia, puesto 
que se van mostrando los resultados de forma continua. 
 
 Calibrate: Inicialmente este pulsador está deshabilitado, y sólo se podrá 
utilizar una vez que el programa esté en ejecución. El propósito de este 
pulsador es el de iniciar una calibración en el caso de considerarlo necesario. 
 
 Reset: Mediante esta función, el usuario puede eliminar los datos 
almacenados en los bloques de la FPGA dedicados a la estimación de 
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potencia y el cálculo de las matrices de correlación. Sólo se puede utilizar 
mientras el programa esté detenido. 
 
 Stop: Con este pulsador se detiene automáticamente el procesado de datos. 
Como su única función es ésta, sólo está habilitado una vez que el programa 
está en marcha. 
 
Si el usuario ha programado una calibración inicial, inmediatamente después de 
pulsar el botón Run aparece una ventana que solicita al usuario que enfoque el 
instrumento hacia el cielo. La figura siguiente muestra el aspecto de esta ventana. 
 
 Fig. 4.13 Interfaz del programa PAU-SA (modo de operación Process external data, 
a la espera de orientar el instrumento) 
4.2.6.1 Protocolo de comunicación entre el interfaz y la FPGA 
Al tratarse de una conexión entre dispositivos que utilizan lenguajes diferentes, es 
necesario el uso de un protocolo de comunicación [17] que permita al interfaz enviar 
órdenes a la FPGA de forma que esta las entienda. 
Este protocolo está formado por comandos simples de dos caracteres. El primero de 
ellos es una letra que indica la acción que se desea realizar, y el segundo, un número 
que permite modificar algún parámetro en caso de que el comando lo requiera.  
A continuación se muestra un listado de todos los comandos que forman el 
protocolo de comunicación. 
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 r0: Efectúa un reset de los bloques de cálculo de correlación y de estimación de 
potencia. 
 s#: Determina la posición de los conmutadores en función del parámetro #. Cada 
receptor está compuesto por dos canales, uno para cada polarización. A la 
entrada de cada cadena están dispuestos dos conmutadores con el propósito de 
seleccionar entre tres fuentes de entrada diferentes: antena, ruido correlado y 
ruido incorrelado. Como se puede ver en la Tabla 4.2, el valor de este parámetro 
determina el tipo de fuente seleccionado. 
Tabla 4.2 Selector de fuente de entrada 
VALOR DEL PARÁMETRO # FUENTE DE LA MEDIDA 
0 Ruido correlado 
1 Señal de antena 
2 Ruido incorrelado 
 t#: Este comando también opera sobre un conmutador, pero en este caso, sobre 
el que selecciona entre los dos niveles de ruido correlado. Para seleccionar uno 
de los dos niveles, es necesario fijar dos valores, el del comando s# y el de éste. 
Dependiendo del valor que se le dé al parámetro # en este comando, la fuente 
variará según la tabla siguiente: 
Tabla 4.3 Selector de tipo de ruido correlado 
VALOR DEL PARÁMETRO # FUENTE DE LA MEDIDA 
0 Ruido correlado caliente 
1 Ruido correlado templado 
 m#: Mediante este comando, se ordena ejecutar dos funciones: en primer lugar, 
un reseteado igual que el que se haría con el comando r0, y una vez hecho, se 
inicia una medida según la configuración actual. En este caso, el parámetro # 
indica el tiempo de integración con el que se desea realizar esta medida. 
Tabla 4.4 Selector de tiempo de integración 
VALOR DEL PARÁMETRO # FUENTE DE LA MEDIDA 
0 1 s 
1 0.5 s 
2 100 ms 
3 10 ms 
 n0: Este comando interroga a la FPGA por si se dispone de los datos de una 
nueva medida. Retorna un “0” si todavía no ha pasado el tiempo de integración o 
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si los datos ya han sido guardados. Si por el contrario ya se dispone de los datos 
pero no han sido almacenados, se retorna un “1”. 
 c0: Con este comando, se ordena a la FPGA que almacene los datos en memoria. 
Esta vuelca los datos en una memoria temporal, gracias a la cual se incrementa 
el rendimiento en las medidas. La transmisión de los datos por parte de la FPGA 
implicaría una pérdida de tiempo si se hiciera directamente. Al trabajar con la 
memoria intermedia, se pueden realizar otras funciones mientras la transmisión 
de los datos se realiza a partir de dicha memoria. 
 l#: Por último, mediante este comando, el programa puede solicitar a la FPGA la 
transmisión de datos. Dependiendo de qué datos se desee adquirir, habrá que 
utilizar un valor diferente para el parámetro # según se muestra en la Tabla 4.5: 
Tabla 4.5 Selector de datos a transmitir 
VALOR DEL PARÁMETRO # FUENTE DE LA MEDIDA 
0 Matriz de correlación de la polarización 
vertical 
1 Matriz de correlación de la polarización 
horizontal 
2 Matriz de correlación de la polarización 
cruzada 
3 Estimación de potencia 
A continuación se describe un ejemplo de comunicación entre el interfaz y la FPGA 
utilizando el protocolo para el caso de realizar una calibración inicial con 5 iteraciones, 
y un tiempo de integración por iteración de 1 segundo. 
1. Antes de iniciar la comunicación, el interfaz solicita al usuario que enfoque el 
instrumento hacia el cielo. Una vez confirmado, el interfaz fija la posición de los 
conmutadores para que los receptores obtengan la señal procedente de las 
antenas mediante el comando s1. 
2. Una vez hecho, el interfaz envía la primera petición de medida. Para ello, se 
transmite el comando m1, que se corresponde a la solicitud de medida con un 
tiempo de integración de 1 segundo. Tal y como se ha descrito anteriormente, 
antes de que la FPGA inicie la medición, se realiza un reset de los posibles datos 
almacenados. 
3. Transcurrido un margen de tiempo suficiente para que se concluya la medición, 
el interfaz interroga a la FPGA si hay nuevos datos disponibles mediante el 
comando n0. En caso de que el tiempo de integración no haya pasado, se retorna 
un ‘0’. 
4. Mientras que la respuesta de la FPGA al comando n0 siga siendo ‘0’, este se 
seguirá enviando después de un cierto tiempo de espera. 
5. Una vez que la respuesta al comando n0 sea un ‘1’, el interfaz solicita a la 
FPGA que almacene los datos obtenidos en su memoria SDRAM mediante el 
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comando c0. Hay que tener en cuenta que si en este momento se volviera a 
enviar el comando n0 para interrogar por nuevos datos, la respuesta seria un ‘0’. 
6. En este momento, una vez que los datos se han volcado a la memoria SDRAM, 
se vuelve a solicitar una nueva medida con el comando m1. Al trabajar el 
procesador y la memoria de la FPGA de forma independiente, se puede acceder 
a la memoria mientras se realiza una medida, haciendo que el tiempo que se 
pierde entre medida y medida sea mínimo.  
7. Mientras la FPGA trabaja en la nueva medida, el interfaz solicita a la memoria 
los datos que se han almacenado anteriormente. El comando l# permite 
seleccionar el tipo de datos que se desean adquirir, en el caso que nos ocupa, se 
lanzarán simultáneamente l0, l1, l2 y l3 para obtener las tres matrices de 
correlación y la estimación de potencia. Después de cada comando, la memoria 
transmite los datos solicitados y el interfaz se encarga de ordenarlos. 
8. Como se desea realizar la calibración con 5 iteraciones, los datos adquiridos se 
almacenan para acumularlos con el resto de medidas. 
9. Los pasos de 3 a 8 se repiten 5 veces obteniendo como resultado unas matrices 
de correlación y una estimación de potencia que se corresponden a la 
acumulación de 5 mediciones de 1 segundo. 
10. Una vez que se han obtenido los datos correspondientes a la señal procedente del 
cielo, el interfaz modifica la posición de los conmutadores para que la señal a 
analizar sea el ruido correlado caliente, para ello, transmite los comandos s0 y t0 
(s0 fija la señal procedente de la fuente de ruido correlado, y t0 para adquirir la 
señal de ruido correlado caliente). 
11. Se repiten los pasos del 2 al 9. 
12. Después de haber obtenido los datos pertenecientes al ruido correlado caliente, 
se fijan los conmutadores para que la señal de entrada sea el ruido correlado frio, 
es decir, se transmiten los comandos s0 y t1. 
13. Se repiten los pasos del 2 al 9. 
14. Por último, se debe analizar la señal procedente del ruido incorrelado. Para fijar 
este como señal de entrada, el interfaz transmite el comando s2. 
15. Se repiten los pasos del 2 al 9. 
16. Finalmente, ahora que se han adquirido todos los datos necesarios, el interfaz 
realiza la calibración y almacena los resultados para que sean aplicados en 
posteriores mediciones. 
4.2.6.2 Formato de los datos transmitidos por la FPGA 
A la hora de leer los datos que hay almacenados en la memoria SDRAM, es muy 
importante tener en cuenta el formato en que se transmiten los datos. Las tramas 
utilizadas en la transmisión están formadas por dos campos, la cabecera, y los datos. 
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Cabecera Datos 
1 byte 300 o 2028 bytes 
4.2.6.2.1 Cabecera 
La cabecera nos permite identificar los datos que le siguen, para comprobar si 
efectivamente coinciden con los que estamos esperando recibir. Está formada por 1 
byte, y se divide en tres campos: 
Tabla 4.6 Bits de cabecera 
BITS DE CABECERA CONTENIDO 
(1:0) Identificación de los datos 
(3:2) Posición de los conmutadores 
(7:4) Sin utilizar 
El identificador de los datos advierte del tipo de datos que se están recibiendo, que 
pueden ser una matriz de correlación, o una estimación de potencia. A continuación se 
muestra una tabla con las posibles combinaciones que puede tener el identificador de 
datos: 
Tabla 4.7 Identificador de datos 
BIT 1 BIT 0 TIPO DE DATOS RECIBIDOS 
0 0 Matriz de correlación para la polarización vertical 
0 1 Matriz de correlación para la polarización horizontal 
1 0 Matriz de correlación para la polarización cruzada 
1 1 Estimación de potencia 
El siguiente campo de la cabecera indica cual es la posición de los conmutadores de 
entrada. Dependiendo de cual haya sido la configuración realizada mediante el comando 
s#, tenemos tres posibles valores: 
Tabla 4.8 Fuente de entrada en cabecera 
BIT 3 BIT 2 FUENTE DE ENTRADA 
1 X Señal de antena 
0 0 Ruido correlado 
0 1 Ruido incorrelado 
Hay que tener en cuenta que estos dos bits sólo dan información sobre los 
conmutadores internos de los receptores, es decir, que no son capaces de discriminar 
entre los dos tipos de ruido correlado. 
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Nótese que los dos campos útiles de la cabecera hacen referencia a algún parámetro 
configurado mediante los comandos del protocolo, esto permite al programa comprobar 
si los datos adquiridos corresponden a la medida solicitada. 
4.2.6.2.2 Datos 
El campo de datos tiene dos formatos diferentes, dependiendo de si se está 
transmitiendo una matriz de correlación, o la estimación de potencia. Es por ello que el 
tamaño de los datos varía dependiendo de qué contenga. 
Matriz de correlación 
En el caso de que se haya solicitado la transmisión de una matriz de correlación, 
inmediatamente después de la cabecera se envían todos los elementos de la matriz, uno 
a uno y por filas. Las dimensiones de una matriz de correlación son 26 por 26 
elementos, con lo que hay que transmitir 676 elementos. 
Cada elemento de la matriz está formado por 23 bits, con lo cual, se transmiten 3 
bytes por elemento. En total, el paquete de datos correspondiente a una matriz de 
correlación es de 2028 bytes. 
Estimación de potencia 
Cuando se solicita la estimación de potencia, una vez transmitido el byte de 
cabecera, se transmiten 50 medidas de potencia. Las 50 medidas se corresponden a la 
potencia captada por las antenas para la polarización horizontal y la vertical. Se 
transmiten primero las 25 medidas para la polarización horizontal, seguidas de las 25 
medidas de la polarización vertical. 
 Cada medida de estimación de potencia es un dato de 48 bits. Por tanto, se 
transmiten 6 bytes por cada estimación, en total se necesitan 300 bytes para transmitir 
todos los datos. 
4.2.7 Resultados 
La última sección que forma el interfaz es el panel de resultados. En él se muestran 
los diferentes resultados que se pueden obtener, dependiendo de la operación que se esté 
llevando a cabo. De este modo, en el caso de llevar a cabo una calibración, el interfaz 
mostrará los valores obtenidos a partir de los algoritmos de calibración, y si por el 
contrario se ha ejecutado una reconstrucción de imagen, se mostrarán unas gráficas de la 
temperatura de brillo de la superficie observada. Además de representar la temperatura 
de brillo, también se muestra el valor medio de la escena representado y la RMS dentro 
del FOV. 
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Fundamentalmente el interfaz tiene dos visualizaciones posibles para el panel de 
resultados, a continuación se describen detalladamente estas dos posibilidades. 
4.2.7.1 Resultados para una reconstrucción de imagen 
En el caso de haber configurado el interfaz para que se realice una reconstrucción de 
imagen, los resultados que se obtienen son dos matrices de temperatura de brillo, una 
para cada polarización. Estas matrices son finalmente representadas en función de los 
cosenos directores (ߦ, ߟ). El interfaz ofrece la posibilidad de mostrar la representación 
de la temperatura de brillo recuperada tanto en dos como en tres dimensiones. 
En MatLab existen varias funciones que permiten realizar representaciones gráficas, 
para el caso de las matrices de temperatura de brillo, se utiliza la función scatter si se 
desea una representación en dos dimensiones, o la función mesh si se desea en tres 
dimensiones.  
4.2.7.1.1 Scatter 
Para poder ejecutar esta función, son necesarios cuatro parámetros. La sintaxis de 
esta función es la siguiente: scatter(X,Y,S,C). 
Según la sintaxis anterior, la función scatter representa círculos situados en las 
coordenadas fijadas por los vectores X e Y (que deben ser del mismo tamaño). El 
parámetro S especifica el área de los círculos, mientras que C fija el color con que se 
desea representar cada círculo, este último debe tener las mismas dimensiones que los 
vectores X e Y. 
En el caso que nos ocupa, los vectores X e Y fijan la matriz hexagonal de 
posiciones. C se corresponde con la matriz de temperatura de brillo. La instrucción 
completa que se emplea para representar la temperatura de brillo es: 
scatter(handles.axes3,PX(:), PY(:), 5, TID_H(:), 'filled'); 
scatter(handles.axes4,PX(:), PY(:), 5, TID_V(:), 'filled'); 
La primera línea se corresponde con la polarización horizontal y la segunda con la 
polarización vertical. La sintaxis de las instrucciones utilizadas difiere ligeramente de la 
descrita anteriormente. handles.axes3 y handles.axes4 indican la figura en la que se 
desea ejecutar la función scatter, que se corresponden con las figuras ya existentes en el 
entorno visual. PX(:) y PY(:) son la expresión vectorizada de las matrices de posición 
según ߦ y ߟ respectivamente. En este caso se ha fijado el área de los círculos en 5. 
TID_H(:) y TID_V(:) son las matrices de temperatura de brillo para la polarización 
horizontal y vertical respectivamente, nuevamente vectorizadas, y el último parámetro, 
‘filled’, permite representar los círculos completos, no solo sus perímetros. 




Fig. 4.14 Interfaz con resultados para la simulación de una reconstrucción de 
imagen en 2 dimensiones 
En la Fig. 4.14 se muestra el aspecto del interfaz para la reconstrucción de la 
temperatura de brillo de una fuente extendida situada en el boresight representada en 
dos dimensiones. 
4.2.7.1.2 Mesh 
De forma muy similar a lo que sucede con la función scatter, esta también necesita 
que se le introduzcan las matrices que fijan la posición según (ߦ, ߟ), y la que determina 
la amplitud en cada punto. La sintaxis de esta función es: mesh(X,Y,Z). 
En este caso todas las variables deben tener las mismas dimensiones. X e Y vuelven 
a ser las matrices de coordenadas, y Z la matriz de temperatura de brillo. La instrucción 
empleada es la siguiente: 
mesh(handles.axes3,PX,PY,TID_H); 
mesh(handles.axes4,PX,PY,TID_V); 
De nuevo se vuelve a forzar la representación sobre las figuras que tiene asignado el 
entorno grafico para visualizar los resultados. 
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Fig. 4.15 Interfaz con resultados para la simulación de una reconstrucción de 
imagen en 3 dimensiones 
Para el caso de la reconstrucción de imagen, el aspecto que tiene el panel de 
resultados no varía entre las simulaciones o la adquisición de datos a partir de la FPGA. 
4.2.7.2 Resultados para la calibración 
Al trabajar con el interfaz configurado para realizar una calibración, varía el entorno 
visual. Como se puede apreciar en la Fig. 4.16, la sección de resultados para una 
calibración consta de tres elementos: el selector de polarización; el selector de brazo y el 
conjunto de resultados. 
 
Fig. 4.16 Panel de resultados para una calibración inicial en modo simulación 
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 Selector de polarización: Este panel permite seleccionar de qué polarización 
se desea ver los resultados. Puesto que el espacio de que se dispone en el 
entorno visual es limitado, se hace imposible mostrar los resultados de ambas 
polarizaciones simultáneamente, es por esto que se ha optado por permitir al 
usuario seleccionar qué polarización desea analizar. 
 Selector de brazo: Al igual que sucede con la polarización, no sería posible 
mostrar los resultados de todos los receptores en el espacio de que se dispone, 
de modo que se han dividido los resultados según el brazos al que pertenecen, 
siguiendo el criterio de agrupación mostrado en el capítulo 3. Nótese que para 
cada parámetro mostrado aparecen 9 valores, esto es debido a que el elemento 
1, que se corresponde al del centro de la agrupación se ha considerado como 
referencia y se muestra sea cual sea el brazo seleccionado. 
 
 
Fig. 4.17 Panel de resultados para una calibración inicial en modo simulación y 
brazo B 
 Resultados: En esta parte del entorno gráfico es donde se muestran los 
resultados de la calibración según esté configurado el interfaz. A diferencia de lo 
que pasa con los resultados de la reconstrucción de imagen, al realizar una 
calibración sí que se pueden apreciar diferencias según la configuración. La Fig. 
4.17 muestra el aspecto del panel de resultados para una calibración inicial en 
modo simulación, y más concretamente para la polarización horizontal y el 
brazo B. Como se puede apreciar, se muestran tres parámetros: eficiencia 
óhmica; temperatura de ruido de los receptores y error de fase. Estos son los 
parámetros que se pueden obtener directamente a partir de los algoritmos de 
Análisis e integración de un radiómetro de apertura sintética 
88 
calibración. Los resultados están divididos en dos filas, la fila superior muestra 
los valores empleados en la generación de las señales para simular cada uno de 
los parámetros. La fila inferior muestra los valores obtenidos a partir de la 
calibración. Además, el interfaz solo muestra los resultados correspondientes a 
la eficiencia óhmica en caso de realizar una calibración inicial, puesto que es en 
la única en la que se contempla este parámetro. La Fig. 4.18 muestra el entorno 
gráfico para la simulación de una calibración. 
 
 
Fig. 4.18 Interfaz con resultados para la simulación de una calibración 
El hecho de mostrar los valores empleados en la simulación, y los 
recuperados por la calibración permite al usuario comprobar la eficacia de los 
algoritmos de calibración. Como es de esperar, esta comparación sólo se 
muestra en el caso de trabajar con el interfaz en modo simulación, puesto que  
los valores reales que afectan a la señal no pueden obtenerse de la adquisición 
de datos a partir de la FPGA. En la Fig. 4.19 se puede apreciar el aspecto del 
interfaz para una calibración a partir de los datos obtenidos de la FPGA. 
 




Fig. 4.19 Interfaz con resultados para calibración a partir de los datos adquiridos de 
la FPGA 
Los resultados para la calibración mostrados en la Fig. 4.19 son ficticios, puesto que 
no ha sido posible testear el interfaz con una conexión al instrumento debido a que 
todavía está en proceso de montaje. 
4.3 Conclusiones 
Este capítulo se centra en el interfaz de usuario diseñado para PAU-SA. A partir del 
entorno grafico se ha descrito el funcionamiento del interfaz, mostrando especial interés 
en la interacción entre éste y el usuario. También se ha mostrado el efecto que tiene 
sobre el propio interfaz la configuración fijada. 
Este interfaz va a permitir trabajar con PAU-SA, haciendo el procesado de los datos 
obtenidos por la FPGA, pero además, también ofrece la posibilidad de simular el 
comportamiento del instrumento gracias al modo de empleo de simulación, que trata de 






























5 CAPÍTULO 5:  SIMULACIÓN DE LA CORRELACIÓN Y LA ESTIMACIÓN DE POTENCIA 
5.1 Introducción 
El interfaz PAU-SA ofrece la posibilidad de realizar una simulación completa del 
sistema sin la necesidad de conectarse a la FPGA. Este modo de trabajo es muy útil para 
testear el comportamiento del instrumento en diferentes escenarios. Al configurar el 
modo de simulación, es el propio interfaz el que efectúa todas las operaciones, desde la 
generación de la señal o el procesado de la FPGA, hasta la calibración y reconstrucción 
de la imagen.  
 
Fig. 5.1 Esquema general de la generación de la señal teniendo en cuenta posibles 
errores, hasta el procesado de la FPGA para el simulador PAU-SA 
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En la Fig. 5.1 se puede ver un diagrama de flujo de las operaciones que debe llevar a 
cabo el programa hasta llegar a simular el cálculo de las matrices de correlación y la 
estimación de potencia, el resto de operaciones que efectúa el interfaz son comunes 
tanto si se realiza una simulación, como si se procesan los datos procedentes de la 
FPGA. 
Puesto que en una situación real, hay muchas operaciones que se llevan a cabo de 
forma casi instantánea, y que en el caso de la simulación requieren un tiempo de 
proceso considerable, el tiempo de ejecución del programa en este modo de operación 
es mucho mayor que el de una adquisición de datos a partir de la FPGA. Esto se debe 
principalmente a que en una simulación, la generación de señales para recrear el 
escenario bajo observación requiere un tiempo computacional considerable. Además de 
implementar un interfaz capaz de realizar una simulación lo más parecida al instrumento 
real posible, en este proyecto se ha tratado de reducir el tiempo de ejecución en la 
medida de lo posible. 
5.2 Generación de señales 
Al configurar el interfaz para que realice una reconstrucción de imagen, éste ofrece 
la posibilidad de seleccionar entre dos tipos de fuentes a analizar: fuentes puntuales, y 
fuentes extendidas. Trabajando con fuentes extendidas, el interfaz simula una superficie 
continua con dos posibles niveles de temperatura, tal y como se puede apreciar en la 
Fig. 4.6. Para simular una fuente puntual, sólo es necesario conocer la temperatura de 
brillo equivalente captada por las antenas, y la posición en la que está situada. En la Fig. 
5.2 se puede ver la reconstrucción de una fuente puntual situada en (ߦ = 0.1,ߟ = 0.1) 
con una temperatura de ܶ = 100 ܭ. 
 
Fig. 5.2 Reconstrucción de una fuente puntual en ߦ = 0.1,ߟ = 0.1 a  ܶ = 100 ܭ 
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En el caso de simular una fuente extendida, se deberían emplear herramientas que 
permitan trabajar con señales continuas. Desafortunadamente, esto es imposible en 
MatLab, de modo que para la generación de fuentes extendidas, se utiliza una 
superposición de fuentes puntuales muy próximas entre sí (separación menor que la 
resolución angular del sistema), que den como resultado una imagen en la que no se 
aprecie la separación entre ellas. El método empleado se basa en la generación de dos 
vectores que configuren una malla de puntos en el plano (ߦ, ߟ). A partir de estos 
vectores, se crea la superficie que se ha configurado por medio del entorno gráfico tal y 
como se describe en el capítulo 4. 
5.2.1 Malla de puntos en el plano (ࣈ,ࣁ) 
Para crear la malla de puntos en el plano (ߦ,ߟ) que abarque todo el círculo de radio 
unidad, primero se crean dos matrices, una para cada coordenada, que contengan las 
posiciones de los puntos y que estén espaciados de forma uniforme. Estas matrices son 
la base para ubicar todas las fuentes de modo que el resultado obtenido al aplicar los 
algoritmos de reconstrucción de imagen dé la impresión de que se está observando una 
superficie continua. 
El espaciado entre fuentes es un parámetro importante a determinar, puesto que va a 
fijar las dimensiones que van a tener las matrices de posición. Si se emplea un espaciado 
elevado, es posible que los resultados obtenidos al ejecutar la simulación no sean los 
deseados, y se aprecie la separación entre fuentes. Para evitar que esto suceda, se ha 
establecido como cota superior la mínima resolución espacial de PAU-SA. Como ya se 
ha mencionado en el capítulo 2, se considera resolución espacial la capacidad que tiene 
el instrumento para diferenciar dos fuentes puntuales idénticas muy próximas entre sí. 
La resolución espacial depende de varios parámetros, entre ellos la separación entre 
antenas, o el número de antenas por brazo [2]. Otro de los factores que influyen en la 
resolución espacial es el tipo de enventanado empleado para la función de visibilidad. 
La expresión (5.1) permite calcular la resolución espacial al emplear una ventana 
rectangular [2]. 
∆ߦିଷௗ஻
௥௘௖௧ = ߨ 2⁄
∆ݑ௠௔௫
, 
∆ݑ௠௔௫ = 2√3݀ ாܰ௅ , (5.1) 
donde Δݑ௠௔௫ es la dimensión máxima de la apertura sintética: la distancia entre los 
puntos (ݑ,ݒ) más separados; ݀ es la separación entre antenas en función de la longitud 
de onda; y ாܰ௅  es el número de antenas por brazo. En caso de emplear otro tipo de 
enventanado, la resolución espacial varía según las siguientes expresiones: 
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∆ߦିଷௗ஻
௧௥௜௔௡௚       =    1.24∆ߦିଷௗ஻௥௘௖௧ , 
∆ߦିଷௗ஻
ு௔௠௠௜௡௚  =    1.26∆ߦିଷௗ஻௥௘௖௧ , 
∆ߦିଷௗ஻
ு௔௡௡௜௡௚    =    1.33∆ߦିଷௗ஻௥௘௖௧ , 
∆ߦିଷௗ஻
஻௟௔௖௞௠௔௡௡ =    1.48∆ߦିଷௗ஻௥௘௖௧ . 
(5.2) 
La ventana que ofrece una mejor resolución espacial es el rectangular, con lo que 
será este el que determine la cota superior para el espaciado entre puntos de la malla en (ߦ,ߟ), de este modo sea cual sea la ventana utilizada, el resultado de la reconstrucción 
de imagen siempre se podrá considerar como una superficie continua. Teniendo en 
cuenta las especificaciones de PAU-SA descritas en el capítulo 3, la resolución espacial 
para una ventana rectangular es de: 
൜
݀ = 0.816
ாܰ௅ = 8      →∆ߦିଷௗ஻௥௘௖௧ = 0.0695. (5.3) 
Fijando este valor como cota superior, se puede reducir el espaciado para obtener 
resultados más realistas. Como contrapartida, a medida que se reduce el espaciado, 
aumenta el número de fuentes empleadas para generar una misma superficie, y por 
consiguiente, el tiempo de proceso también aumenta. Teniendo esto en cuenta, el 
espaciado tiene que ser lo suficientemente pequeño como para que los resultados se 
puedan considerar como fuentes extendidas, pero que a la vez no haga que el tiempo de 
proceso sea demasiado elevado. 
Teniendo en cuenta estas dos limitaciones, se ha determinado el espaciado entre 
fuentes de forma empírica, realizando diferentes simulaciones y anotando los tiempos 
de ejecución para varios espaciados. En la Fig. 5.3 se muestran los resultados de las 
simulaciones variando el espaciado y manteniendo los parámetros de la Tabla 5.1 
constantes. 
Tabla 5.1 Parámetros establecidos en las simulaciones para determinar el espaciado 
en el plano ߦ,ߟ 
PARÁMETRO VALOR 
Errores en instrumentación No 
Inversión de la visibilidad IFFT 
Tiempo de integración ݐ௜௡௧ = 0.1 ݏ 
Temperatura de la fuente ܶ = 100 ܭ 
Posición de la fuente ߴ = 0 ݎܽ݀,߮ = 0 ݎܽ݀ 
Radio de la fuente 0.2 




∆ߦ = 0.0667 → ݐ = 98.344ݏ ∆ߦ = 0.05 → ݐ = 107.45ݏ 
  
∆ߦ = 0.033 → ݐ = 132.08ݏ Δߦ = 0.025 → ݐ = 180.07ݏ 
Fig. 5.3 Resultados para varios espaciados entre fuentes puntuales 
Como se puede apreciar en la Fig. 5.3, llega un punto en el que por más que se 
reduzca el espaciado, no se aprecian mejoras en la reconstrucción de la temperatura de 
brillo, y en cambio sí que aumenta el tiempo de procesado. Después de haber obtenido 
estos resultados, se ha optado por fijar el espaciado entre fuentes puntuales en Δߦ =0.033, lo que corresponde a una matriz de 60x60 puntos. 
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Partiendo de este espaciado, se genera un vector con 60 muestras entre -1 y 1 
separadas ∆ߦ, que posteriormente se repite creando dos matrices cuadradas, tal y como 
se muestra en la expresión (5.4): 
ܯక = ൦ ݒଵ ݒଵݒଶ ݒଶ ⋯ ݒଵݒଶ⋮ ⋱ ⋮
ݒே ݒே ⋯ ݒே
൪      ܯఎ = ൦ݒଵ ݒଶݒଵ ݒଶ ⋯ ݒேݒே⋮ ⋱ ⋮
ݒଵ ݒଶ ⋯ ݒே
൪. (5.4) 
Una vez creadas las matrices de coordenadas en ߦ y ߟ, se limitan al círculo de radio 





⎧ ܺ݅ = ܯక ቆටܯకଶ + ܯఎଶ < 1ቇ ,
ܧݐܽ = ܯఎ ቆටܯకଶ + ܯఎଶ < 1ቇ , (5.5) 
donde ܺ݅ y ܧݐܽ ahora son dos vectores. Se han excluido las muestras del círculo de 
radio unidad para evitar singularidades debidas al factor de oblicuidad. Estos dos 
vectores sólo se generan una vez, ya que son los mismos independientemente de la 
simulación que se desee ejecutar. 
5.2.2 Vector de temperatura 
Partiendo de los vectores ܺ݅ y ܧݐܽ, y de las especificaciones que se hayan 
introducido en el interfaz, el programa genera un tercer vector en el que se almacena la 
temperatura de brillo equivalente que tiene cada posición dentro del círculo de radio 
unidad en (ߦ, ߟ). 
En primer lugar, el programa asigna una posición dentro de los vectores ܺ݅ y ܧݐܽ al 
centro de la fuente que haya especificado el usuario. Para ello, se determina qué punto 
dentro de los vectores ܺ݅ y ܧݐܽ  tiene una distancia menor al centro deseado. Para 
determinar la muestra que corresponde al centro dentro de los vectores ܺ݅ y ܧݐܽ, el 
programa emplea la siguiente expresión: 
݋ = ݉݅݊ ቆට൫ߦ௜௡ − ܺ݅(݊)൯ଶ + ൫ߟ௜௡ − ܧݐܽ(݊)൯ଶቇ, (5.6) 
donde ߦ௜௡  y ߟ௜௡ son las coordenadas del centro introducidas por el usuario. El centro 
en la malla de puntos (ߦ, ߟ)  creada por el programa es el correspondiente a las 
coordenadas ൫ܺ݅(݋),ܧݐܽ(݋)൯. Por mucho que al crear los vectores ܺ݅ y ܧݐܽ se emplee 
un espaciado muy  pequeño, es muy probable que no haya ningún punto que coincida 
con el centro real introducido en el entorno gráfico, con lo que al situar el centro dentro 
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de los vectores de posición, el programa está introduciendo un cierto error, que 
dependerá del espaciado empleado. La Fig. 5.4 muestra un esquema en el que se puede 
apreciar la situación en la que el error cometido es máximo. 
 
Fig. 5.4 Error en el posicionamiento en el espacio ߦ,ߟ 
Como se puede apreciar, en este caso la elección del centro dentro de los vectores no 
es única, ya que nos encontramos con cuatro puntos equidistantes al centro real 
introducido. Para esta situación, el programa fija como centro la primera posición dentro 
de los vectores con esa distancia al centro real. El error máximo que se puede cometer 
se calcula a partir de la separación entre puntos tal y como se muestra en la expresión 
(5.7). 
ߝ௣௢௦ห௠௔௫ = ඨ൬∆ߦ2 ൰ଶ + ൬∆ߦ2 ൰ଶ = √22 ∆ߦ, 
Δߦ = 0.0333 →  ߝ௣௢௦ห௠௔௫ = 0.0233. (5.7) 
Una vez localizado el centro de la fuente extendida dentro de los vectores Xi y Eta, 
se genera un tercer vector que contiene la información referente a la temperatura de 
brillo de cada posición. La expresión utilizada para generar este vector es la siguiente: 
஻ܶ(ߦ, ߟ) = ൞ ࢀ࢏࢔࢚            ݏ݅        ඥ(ܺ݅(݋) − ܺ݅)ଶ + (ܧݐܽ(݋) − ܧݐܽ)ଶ ≤ ܴ௜௡௧ ,ࢀࢋ࢚࢞      ݏ݅ ܴ௜௡௧ ≤ ඥ(ܺ݅(݋)− ܺ݅)ଶ + (ܧݐܽ(݋)− ܧݐܽ)ଶ ≤ ܴ௘௫௧ ,
૙               ݏ݅        ܴ௘௫௧ ≤ ඥ(ܺ݅(݋) − ܺ݅)ଶ + (ܧݐܽ(݋) − ܧݐܽ)ଶ,  (5.8) 
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donde ௜ܶ௡௧ es la temperatura de brillo interior de la fuente extendida, ܴ௜௡௧ el radio 
del círculo interior de la fuente extendida, ௘ܶ௫௧ la temperatura de brillo exterior y ܴ௘௫௧ el 
radio exterior de la fuente extendida. Estos parámetros se pueden fijar en el interfaz tal y 
como se describe en el apartado 4.2.5.1. 
Hay que tener en cuenta que la expresión (5.8) permite generar una fuente extendida 
con forma circular, pero como se describe en el capítulo 4, el interfaz ofrece la 
posibilidad de trabajar con fuentes extendidas con forma cuadrada. Para este segundo 
caso, la expresión (5.8) pasa a escribirse de la forma siguiente: 
஻ܶ(ߦ, ߟ) = ቐࢀ࢏࢔࢚  ݏ݅ |ܺ݅(݋) − ܺ݅| ≤ ܮ௜௡௧   ݕ  |ܧݐܽ(݋) − ܧݐܽ| ≤ ܮ௜௡௧ .                          ࢀࢋ࢚࢞ ݏ݅ ܮ௜௡௧ ≤ |ܺ݅(݋) − ܺ݅| ≤ ܮ௘௫௧  ݕ ܮ௜௡௧ ≤ |ܧݐܽ(݋) − ܧݐܽ| ≤ ܮ௘௫௧ .
૙      ݏ݅ ܮ௘௫௧ ≤ |ܺ݅(݋) − ܺ݅|  ݕ  ܮ௘௫௧ ≤ |ܧݐܽ(݋) − ܧݐܽ|.                          (5.9) 
Al generar el vector de temperatura de brillo de este modo, dependiendo del tipo de 
fuente introducida en el entorno gráfico, es posible que muchos de los valores de este 
vector sean cero. Para evitar que el programa realice un procesado ineficiente, se crea 
un conjunto de vectores alternativos ஻ܶ
ᇱ, ܺ݅ᇱ y ܧݐܽᇱ, en los que únicamente se 
conservan las posiciones en las que la temperatura sea distinta de 0. Gracias a estos 
nuevos vectores, se consigue reducir el número de operaciones a realizar, haciendo que 
el tiempo de procesado sea menor. 
5.3 Simulación de las antenas 
Para simular la adquisición de la señal por parte de las antenas, el programa debe 
generar la posición que ocupan las antenas y sus diagramas de radiación. Del mismo 
modo que los vectores ܺ݅ y ܧݐܽ, estos también son constantes e independientes de la 
configuración que se haya introducido en el interfaz. El programa almacena la posición 
ideal de las antenas, y es por medio de los vectores de error, descritos más adelante que 
se podrá particularizar cada simulación.  
5.3.1 Posición de las antenas 
En el capítulo 3 se muestra con detalle la disposición de las antenas dentro de la 
agrupación, además de la separación que hay entre ellas. Teniendo esto en cuenta, se 
puede determinar la posición exacta que ocupan las antenas en el plano, tomando el 
centro de la agrupación como origen de coordenadas. Esta posición se genera en dos 
vectores, uno para cada coordenada [21] y se almacenan en memoria para recuperarlos 
en cada simulación. 
Para generar cada vector, éstos se dividen en tres secciones, una por cada brazo, 
empleando las expresiones siguientes:  
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஺ܺ = ݀ ∙ (0,0,0,0,0,0,0,0)ᇱ;  ஺ܻ = ݀ ∙ (1,2,3,4,5,6,7,8)ᇱ, 
ܺ஻ = ݀ ∙ ܿ݋ݏ ቀߨ6ቁ ∙ ஺ܻ;  ஻ܻ = −݀ ∙ ݏ݅݊ ቀߨ6ቁ ∙ ஺ܻ,     
ܺ஼ = −݀ ∙ ܿ݋ݏ ቀߨ6ቁ ∙ ஺ܻ;  ஻ܻ = −݀ ∙ ݏ݅݊ ቀߨ6ቁ ∙ ஺ܻ. 
(5.10) 
Los vectores de posición X e Y se obtienen combinando la posición de la primera 
antena en el origen y los vectores obtenidos a partir de la expresión (5.10), de modo que 
el orden en que quedan las coordenadas de las antenas se corresponde a la numeración 
mostrada en la Fig. 3.2. En la Fig. 5.5 se pueden observar las coordenadas de las 
posiciones ideales de cada antena. 
 
Fig. 5.5 Coordenadas ideales de cada antena dentro de la agrupación en PAU-SA 
5.3.2 Diagrama de radiación de las antenas 
A pesar de que en el capítulo 3 se muestra un diagrama de radiación obtenido a 
partir de una de las antenas de PAU-SA, el interfaz está diseñado para que emplee un 
diagrama de radiación ideal común para todas ellas, ya que para poder emplear los 
diagramas reales, se deberían caracterizar para todas las antenas, y no se dispone de 
ellos. Para generar el diagrama de radiación, se emplea la expresión (5.11), que da como 
resultado los diagramas en los planos E y H mostrados en la Fig. 5.6. 
ܨ௅(ߴ) = (ܿ݋ݏ ߴ)ଷ, (5.11) 
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Fig. 5.6 Diagramas de radiación ideales en plano E y H 
Además de este diagrama, que es el que emplea el interfaz por defecto, es posible 
seleccionar entre otros diagramas en el panel de Antena del entorno gráfico, tal y como 
se describe en el capítulo 4. 
Aunque la expresión (5.11) describe el diagrama de radiación en función del ángulo 
ߴ, este se genera a partir de los vectores de posición ܺ݅ y ܧݐܽ descritos en el párrafo 
5.2.1, para ello, se introduce el siguiente cambio de variables: 
ܿ݋ݏ ߴ = ඥ1 − ߦଶ − ߟଶ, 
ݏ݅݊ ߴ = ඥ1 − (ܿ݋ݏ ߴ)ଶ, (5.12) 
Al emplear los vectores ܺ݅ y ܧݐܽ, se obtiene un vector ܨ௅ que caracteriza el 
diagrama de radiación para cualquier posible punto que intervenga en la simulación. Al 
igual que sucede con los vectores de posición ܺ݅ y ܧݐܽ, y el vector de temperatura de 
brillo, el programa también obtiene un diagrama de radiación alternativo ܨ௅
ᇱ en el que 
solo se conserva el valor de los puntos en los que la temperatura es distinta de 0.  
5.4 Generación de errores 
Una vez que el programa está en ejecución, se analiza la configuración realizada en 
el interfaz y se generan los errores pertinentes. Estos errores corresponden sólo a la 
parte analógica de PAU-SA, puesto que los errores que pueda introducir la parte digital 
se consideran despreciables. Gracias al entorno grafico, el usuario pude recrear un 
escenario en el que los componentes deseados se comporten de forma ideal o real, tal y 
como se describe en el apartado 4.2.5.2. En la Fig. 5.7 se muestra el panel de interacción 
del interfaz en el que se fijan los errores.  




Fig. 5.7 Panel de simulación del interfaz 
En total, el programa en modo simulador contempla la simulación de seis tipos de 
errores, que son los siguientes: 
 Errores que afectan a la fase de la señal. 
 Errores que afectan a la ganancia de los receptores. 
 Errores en los receptores que introducen un ruido térmico. 
 Errores en el umbral de decisión de los convertidores ADC. 
 Errores en la posición física de las antenas. 
 Errores en la amplitud de los diagramas de radiación de las antenas. 
 Errores en la eficiencia de pérdidas óhmicas de las antenas 
Por un lado, es posible que el usuario desee comprobar el efecto de los errores en la 
reconstrucción de la imagen, en este caso, para cada simulación se generan secuencias 
de error completamente independientes, pero por otro lado, también es posible 
comprobar la efectividad de los algoritmos de calibración. Si se configura un escenario 
determinado, por ejemplo uno en el que se introduzcan errores en la fase y en la 
ganancia, y se lleva a cabo una calibración, en las ejecuciones posteriores en que se 
efectúe una reconstrucción de imagen, se recuperarán las secuencias de error empleadas 
en la calibración, además de los resultados obtenidos en la calibración. De este modo se 
pretende implementar el hecho de que los errores se pueden considerar constantes 
durante un cierto intervalo de tiempo. En cuanto se modifique el escenario a simular, se 
vuelva a realizar una calibración, o simplemente al reiniciar la memoria que controla los 
errores, estos se volverán a generar según el escenario configurado en el entorno 
gráfico. 
Además de generar los errores mencionados, también se tiene en cuenta el efecto de 
la red de inyección de ruido sobre la señal de ruido correlado. Esta red de inyección se 
ha caracterizado físicamente, obteniendo una matriz de parámetros S a partir de la cual 
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se puede extraer el error que se introduce en la amplitud y en la fase de las señales que 
atraviesan la red. 
En la Fig. 5.8 se muestran los errores mencionados y los puntos en los que se genera 
cada uno: 
 
Fig. 5.8 Esquema de errores en PAU-SA para una polarización 
A continuación se describen con más detalle los errores tal y como los genera el 
programa. 
5.4.1 Error de fase 
A lo largo de toda la cadena de procesado, la fase de la señal puede verse alterada 
por muchos factores, aunque el principal componente que afecta a la fase de la señal es 
el down-converter de los receptores [14].  
Los down-converter tienen integrado un PLL que toma como referencia un patrón 
común a una frecuencia de 10 ܯܪݖ, a partir del cual se generan los osciladores locales. 
La fase con la que arranca el PLL es aleatoria y puede tomar cualquier valor entre 0 y 2ߨ radianes. 
Para recrear el error que introducen, el programa genera dos fases aleatorias para 





dando lugar a dos secuencias independientes de 25 valores. La expresión (5.13) muestra 
como se crea en MatLab cada secuencia, donde ‘p’ indica la polarización.  
ߝఏ೛ = −ߨ2 + ߨ ∙ ݎܽ݊݀( ௔ܰ௡௧, 1). (5.13) 
En el caso en que se desee realizar una simulación sin introducir errores en la fase, el 
programa simplemente crea las dos secuencias igual a 0: 
ߝఏ೛ = 0. (5.14) 
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5.4.2 Error de ganancia 
Cada receptor introduce una ganancia a la señal de entrada que idealmente es de 123 
dB, pero que puede variar en ±1 ݀ܤ. Del mismo modo que para el error de fase, el 
programa genera un valor para el error de ganancia diferente según la polarización 
dentro de cada receptor, esto vuelve a dar como resultado dos vectores independientes 
de 25 valores cada uno.  
El valor ideal de la ganancia se encuentra almacenado en memoria y siempre se 
aplica a la señal útil, de modo que en caso de que sea necesario, se genera el error a 
partir de una variable aleatoria Gausiana de media 0 y desviación típica 1, tal y como se 
muestra en la expresión (5.15). 
ߝீ೛ = ݎܽ݊݀݊( ௔ܰ௡௧, 1). (5.15) 
Nótese que la expresión anterior es para el error de ganancia expresado en dB, para 
poderlo aplicar directamente a la señal útil, es preciso emplear el valor lineal de estos 
errores, que se calcula según la siguiente expresión: 
ߝீ೛,೗೔೙ = 10ఌഇ೛ଵ଴ . (5.16) 
Al igual que sucede con la fase, si se desea trabajar con el valor ideal de la ganancia, 
los vectores de error de ganancia lineal se fijan a 0: 
ߝீ೛,೗೔೙ = 0. (5.17) 
5.4.3 Ruido térmico de los receptores 
Puesto que los receptores reales introducen ruido térmico a la señal útil, el usuario 
puede configurar el interfaz para simular este comportamiento. Al configurarlo de este 
modo, se genera una señal de ruido, que posteriormente se añade a la señal útil. A 
diferencia del resto de errores, este se genera simultáneamente con las señales útiles. 
Esto se debe a que al tratarse de señales notablemente grandes (dependiendo del tiempo 
de integración pueden llegar a ser matrices de 25x900000 posiciones), es muy poco 
efectivo almacenarlas en memoria para recuperarlas en el momento de la simulación. 
El método para generar el ruido térmico es el mismo que se emplea para generar el 
resto de señales útiles, descrito en el apartado 5.5. Como para el resto de errores, hay 
que generar una secuencia de error para cada receptor y polarización. 
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5.4.4 Error en el umbral del ADC 
Al realizar la cuantificación de la señal, es posible que los ADCs introduzcan un 
cierto error en los umbrales de comparación. Como para el resto de errores descritos 
anteriormente, en este caso también se generan dos secuencias de 25 valores para 
caracterizar el error que se comete en cada cadena de recepción (25 antenas y dos 
polarizaciones). 
En el caso de configurar un error en el umbral, este se genera como a partir de una 
variable aleatoria Gausiana centrada en 0 y con desviación típica de 0.5 ܸ݉, tal y como 
se muestra en la siguiente expresión: 
ߝ௧௛೛ = 0.5 ∙ 10ିଷ ∙ ݎܽ݊݀݊( ௔ܰ௡௧, 1). (5.18) 
De nuevo si no se desea considerar este error, los valores se fijan a 0: 
ߝ௧௛೛ = 0. (5.19) 
Para considerar el comportamiento de los ADCs, lo que en realidad hace el 
programa es añadir este error en el umbral de decisión a la señal a cuantificar, y 
posteriormente se cuantifica con un cuantificador ideal. 
5.4.5 Error en la posición física de las antenas 
Las antenas están colocadas en una posición específica, determinada por la forma de 
la agrupación y la separación que se deja entre ellas. Como se explica en el capítulo 3, 
la posición de las antenas se puede ver afectada por tolerancias mecánicas o dilataciones 
térmicas, de modo que se puede desplazar como máximo ±0.2 ݉݉ con respecto a su 
posición ideal. 
Este error se ha dividido en dos componentes, uno que determina la distancia entre 
la posición real y la posición ideal, y otra que establece la dirección en la que se 
desplaza. Ambas componentes se han generado a partir de distribuciones uniformes, la 
primera entre 0 y 0.2, y la segunda entre 0 y 2ߨ. Hay que tener en cuenta que el 
programa trabaja con la posición de las antenas en función de la longitud de onda, con 
lo cual, la componente correspondiente a la distancia se debe normalizar según este 
valor. La expresión (5.20) muestra como se calcula cada una de las componentes del 
error en la posición. 
ߝௗ௜௦ = 2 ∙ 10ିସݎܽ݊݀( ௔ܰ௡௧, 1)ߣ ,
ߝ௔௡௚ = 2ߨ ∙ ݎܽ݊݀( ௔ܰ௡௧, 1).       (5.20) 
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Una vez determinado el error, se realiza un cambio de variables para obtener la 
variación según las coordenadas X e Y: 
ߝ௫ = ߝௗ௜௦ ܿ݋ݏ ߝ௔௡௚ ,
ߝ௬ = ߝௗ௜௦ ݏ݅݊ ߝ௔௡௚ , (5.21) 
En el caso de que se quiera ejecutar la simulación sin incluir un error en la posición, 
estos dos vectores se igualan a 0: 
ߝ௫ = 0,
ߝ௬ = 0. (5.22) 
5.4.6 Error en el diagrama de radiación de las antenas 
Los errores en el diagrama de radiación de las antenas hacen que el haz principal de 
la agrupación no sea el esperado, o que aparezcan lóbulos secundarios. Actualmente 
este tipo de errores no están implementados, ya que para ello sería necesario tener bien 
caracterizadas todas las antenas. En vez de esto, lo que el interfaz considera como 
errores en los diagramas de radiación, es en realidad el acoplamiento que se produce 
entre antenas, y su eficiencia óhmica. 
5.4.6.1 Acoplamiento entre antenas 
Este tipo de error se produce debido a la proximidad entre antenas. Partiendo de los 
diagramas de radiación ideales mostrados en el apartado 5.3.2, se emplea la expresión 
(5.23) para calcular el acoplamiento que se produce en cada una de ellas debido al resto. 
∆ி଴(ܽ, ߦ,ߟ) = ෍ ܼ(ܽ,݉)݁ି௝௞௥(௔,௠)(ܼ௅ + ܼ௜௡)ݎ(ܽ,݉)ܨ଴(ܽ, ߦ, ߟ)݁௝௞ఒ(௨(௔,௠)కା௩(௔,௠)ఎ)ேೌ೙೟
௠ୀଵ
, (5.23) 
Una vez obtenido el acoplamiento, se añade al diagrama de radiación de la antena 
correspondiente. Si en la simulación se especifica que los diagramas de radiación son 
ideales, el acoplamiento entre antenas no se calcula y se utilizan los diagramas de 
radiación ideales. 
5.4.6.2 Eficiencia óhmica 
La eficiencia óhmica es un valor que oscila entre 0.6 y 1, y es independiente para 
cada antena. Esta eficiencia óhmica reduce el nivel de señal útil a la salida de la antena, 
y además añade un ruido térmico ponderado por el término (1 − ߟΩ). Para calcularla, se 
utiliza la expresión (5.24) en el caso real. 
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ߟఆ௣ = 0.6 + 0.4 ∙ ݎܽ݊݀( ௔ܰ௡௧, 1), (5.24) 
Al igual que para el resto de expresiones, el subíndice ‘p’ se corresponde con la 
polarización. En el caso de que se simule una eficiencia ideal, esta se iguala a 1, de 
modo que la señal a la salida de las antenas no se ve atenuada, y no se añade el ruido 
térmico: 
ߟఆ௣ = 1. (5.25) 
El ruido térmico generado por las antenas es igual que el generado por los 
receptores, salvo por la temperatura equivalente de cada uno. 
5.5 Simulación de la adquisición y procesado de datos 
A partir de los elementos mostrados en los párrafos anteriores, el programa ejecuta 
una serie de funciones que tienen como objetivo simular el comportamiento de los 
receptores, ADCs y la FPGA, de modo que el resultado final sean las matrices de 
correlación y la estimación de potencia.  
Dependiendo de la configuración establecida en el interfaz, el programa llevará a 
cabo unas funciones u otras. Hay que diferenciar entre llevar a cabo una calibración, ya 
sea inicial o no, y la reconstrucción de la temperatura de brillo. Esto es debido a que el 
procedimiento a seguir, así como las variables intermedias y los resultados pueden 
diferir entre uno y otro caso. 
También hay que tener en cuenta que, como ya se ha mencionado anteriormente, 
MatLab no dispone de herramientas que permitan la generación de señales continuas, 
por lo que se ha optado por generar las señales continuas en el tiempo ya muestreadas.  
5.5.1 Calibración y calibración inicial 
La calibración del instrumento está basada en el procesado de varias señales de ruido 
conocidas. Independientemente de qué tipo de calibración se lleve a cabo, se precisan 
dos tipos de señales: ruido interno, que permite corregir el error de offset; y ruido 
externo, mediante el cual se corrige el error de fase y se recupera la temperatura de 
ruido de los receptores. El ruido interno se genera a partir de una carga de 50Ω 
conectada a la entrada de cada cadena dentro del receptor, con lo que para cada cadena 
es una señal independiente, de modo que se considera ruido incorrelado. El ruido 
externo se genera en una fuente de ruido y se distribuye de forma centralizada gracias a 
la red de inyección de ruido, de modo que se considera ruido correlado. Para poder 
emplear los algoritmos de calibración descritos en el capítulo 6, son necesarios dos 
niveles de ruido correlado: ruido correlado caliente y ruido correlado templado. Además 
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de estas señales de ruido, en el caso de realizar una calibración inicial, es necesario 
procesar una señal de ruido conocida captada por las antenas, que permite determinar la 
eficiencia óhmica de estas. Esta señal se consigue apuntando el instrumento al cielo, y 
se le denomina radiación de fondo. 
Además de las señales de ruido necesarias para realizar la calibración, también se 
deben generar tanto el ruido térmico introducido por las antenas como el ruido térmico 
introducido por los receptores. Si tenemos en cuenta que PAU-SA trabaja tanto con la 
polarización horizontal, como con la polarización vertical, al realizar la simulación el 
programa debe generar una señal para cada polarización y cada ruido, esto hace un total 
de 6 u 8 señales, dependiendo de si se realiza una calibración inicial o no. Además de 
esta consideración, hay que tener en cuenta que en total hay 25 receptores, y que 
algunas de estas señales son incorreladas, con lo que es necesario generar la señal para 
cada receptor de forma independiente. 
Sea cual sea la señal de ruido que se genere, todas se rigen por la expresión (5.26). 
ܵ(ܽ, ݊) = ඥ݇௕ܤ௪ܩܶቆ ݎܽ݊݀݊௜(ܽ,݊)
√2 ∙ ߪ(ݎܽ݊݀݊௜(ܽ)) + ݆ ݎܽ݊݀݊௤(ܽ, ݊)√2 ∙ ߪ(ݎܽ݊݀݊௤(ܽ))ቇ. (5.26) 
En esta expresión, la única diferencia entre una señal de ruido y otra es la 
temperatura equivalente empleada en el término de potencia. La variable ݊ determina el 
número de muestras, que dependen directamente del tiempo de integración con que se 
ejecuta la simulación. Mientras que la variable ܽ determina el receptor para el que se ha 
generado la señal. Nótese que tanto para la señal captada por las antenas, como para los 
dos ruidos correlados, la señal generada es común para todos los receptores. 
El hecho de dividir la secuencia generada mediante la función randn por su 
desviación típica es para normalizarla. Teóricamente al utilizar la función randn se 
genera una secuencia de valores aleatorios obtenidos a partir de una variable Gausiana, 
que debería tener una potencia igual a 1, pero al estar trabajando con secuencias finitas, 
es posible que la potencia de la secuencia generada no sea 1, por lo que se debe 
normalizar. Al hacer esto, se consigue que la potencia de la señal generada sea la 
deseada. 
A partir de este punto, se describirá el procedimiento como si se tratara de una 
calibración inicial, para una calibración normal, se debe prescindir de la radiación de 
fondo. 
Antes de continuar con el procesado común para todas las señales útiles, es 
necesario aplicar a la radiación de fondo la contribución de las antenas al captar la señal, 
y a los dos ruidos correlados, la alteración que produce la red de inyección de ruido. 
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5.5.1.1  Contribución de las antenas 
Al tratarse de una señal captada por las antenas, a la radiación de fondo se le debe 
añadir el diagrama de radiación, y la eficiencia óhmica de las antenas.  
El programa considera la radiación de fondo como un ruido Gausiano sin 
polarización emitido en todas direcciones a una temperatura de brillo de 6 K, que a 
partir de ahora se llamará ௦ܶ௞௬. Esto implica que se debe generar una fuente 
independiente en cada posición del espacio (ߦ, ߟ) dentro del círculo de radio unidad. Al 
particularizar la expresión (5.26) para esta temperatura, se obtiene la expresión para la 
señal que incide sobre las antenas, a excepción del término de potencia, que es el que 
tendría la señal una vez amplificada en el receptor. La siguiente expresión muestra la 
señal captada por las antenas: 
ܵ௦௞௬(ߦ, ߟ,݊) = ටܭ௕ܤ௪ܩ ௦ܶ௞௬ ቆ ݎܽ݊݀݊௜(ߦ, ߟ,݊)
√2 ∙ ߪ(ݎܽ݊݀݊௜(ߦ, ߟ)) + ݆ ݎܽ݊݀݊௤(ߦ, ߟ,݊)√2 ∙ ߪ(ݎܽ݊݀݊௤(ߦ, ߟ))ቇ, (5.27) 
donde en este caso los índices ߦ y ߟ determinan la posición correspondiente dentro 
de los vectores de posición Xi y Eta. 
Al ser captadas por las antenas, a las señales se les debe añadir el efecto del 
diagrama de radiación, que dependerá de ߦ y ߟ para cada fuente puntual que ocupa el 
espacio de radio unidad, y el término de propagación. Al añadir estos dos términos, se 
acumula para cada antena la contribución de cada fuente puntual, de modo que se 
obtenga como resultado una secuencia de ݊ muestras para cada antena, en la que ya se 
habrán tenido en cuenta todas las fuentes emisoras (todo el circulo de radio unidad a una 
temperatura de 6 K). La siguiente expresión plasma este procedimiento de forma 
matemática: 
ܵ௦௞௬
ᇱ(ܽ,݊) = ෍ ඨΩ௣௫(ߦ,ߟ)
Ω௔௡௧(ܽ) ܵ௦௞௬(ߦ,ߟ, ݊) ∙ ܨ௔(ߦ, ߟ) ∙ ݁ି௝ଶగ(௫ೌకା௬ೌఎ)
కమାఎమஸଵ
, (5.28) 
donde ܨ௔(ߦ, ߟ) es el diagrama de radiación de la antena ܽ, ݔ௔ e ݕ௔ determinan la 
posición de la antena correspondiente, Ω௔௡௧(ܽ) es el ángulo sólido de la antena y el 
término Ω௣௫(ߦ, ߟ) se corresponde al ángulo sólido del píxel correspondiente. Éste 
último depende de la posición que ocupe la fuente correspondiente dentro del círculo de 
radio unidad, y se calcula según la siguiente expresión: 
Ω௣௫(ߦ,ߟ) = ΔߦΔߟ
ඥ1 − ߦଶ − ߟଶ. (5.29) 
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Por último, se debe tener en cuenta la eficiencia de pérdidas óhmicas de cada antena 
y el ruido térmico que estas introducen. Se ha considerado que cada antena puede 
introducir un ruido térmico y una eficiencia óhmica independientes según la 
polarización, con lo que la expresión (5.28) se debe diferenciar para cada caso: 
ܵ௦௞௬
௣ ᇱ(ܽ, ݊) = ටߟΩ௔௣ ܵ௦௞௬ᇱ(ܽ,݊) + ට1 − ߟΩ௔௣ ܵ௔௡௧௣ (ܽ, ݊), (5.30) 
donde ܵ௔௡௧
௣ (ܽ, ݊) es la señal de ruido térmico introducida por las antenas según la 
polarización y ߟΩ௔
௣  la eficiencia de pérdidas óhmicas. Hay que recordar que según la 
configuración que se especifique en el entorno gráfico, la eficiencia óhmica puede ser 1, 
haciendo que el ruido térmico de las antenas no sea necesario.  
5.5.1.2 Red de inyección de ruido 
Igual que sucede con la radiación de fondo, las señales de ruido correlado se pueden 
caracterizar para sus temperaturas, quedando la expresión (5.26) como sigue: 
ܵ௛௢௧
௣ (ܽ,݊) = ඥܭ௕ܤ௪ܩ ௛ܶ௢௧ ቆ ݎܽ݊݀݊௜(ܽ,݊)
√2 ∙ ߪ(ݎܽ݊݀݊௜(ܽ)) + ݆ ݎܽ݊݀݊௤(ܽ,݊)√2 ∙ ߪ(ݎܽ݊݀݊௤(ܽ))ቇ ,
ܵ௪௔௥௠
௣ (ܽ,݊) = ඥܭ௕ܤ௪ܩ ௪ܶ௔௥௠ ቆ ݎܽ݊݀݊௜(ܽ,݊)
√2 ∙ ߪ(ݎܽ݊݀݊௜(ܽ)) + ݆ ݎܽ݊݀݊௤(ܽ,݊)√2 ∙ ߪ(ݎܽ݊݀݊௤(ܽ))ቇ . (5.31) 
En el caso de las señales de ruido correlado, éstas son generadas por una única 
fuente de ruido y distribuidas a todos los receptores, con lo que las señales son 
constantes en ܽ. De nuevo, el superíndice ݌ determina la polarización de la señal. 
Para simular la red de inyección de ruido, se incorpora a la secuencia de cada cadena 
de distribución los términos de la matriz de parámetros S correspondientes, de modo 
que les afecte la atenuación y la fase de dicha cadena. 
ܵ௛௢௧
௣ ᇱ(ܽ, ݊) = |ܵ(ܽ)|ܵ௛௢௧௣ (ܽ,݊)݁௝ఏೄ(ೌ),
ܵ௪௔௥௠
௣ ᇱ(ܽ, ݊) = |ܵ(ܽ)|ܵ௪௔௥௠௣ (ܽ,݊)݁௝ఏೄ(ೌ) . (5.32) 
 Una vez descrito cómo afecta a la radiación de fondo la adquisición en las antenas, 
y la red de inyección al ruido correlado, el resto del procesado es común para todas las 
señales de ruido. 
A las expresiones obtenidas hasta ahora, se les debe añadir el ruido térmico de los 
receptores, y los errores en la ganancia y la fase. En la expresión (5.33) se muestra 
como añade el programa estos términos para una señal genérica. 
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ܵ௣ᇱᇱ(ܽ,݊) = ටߝீ೗೔೙௣ (ܽ) ቀܵ௣ᇱ(ܽ, ݊) + ܵ௥௘௖௣ (ܽ,݊)ቁ ݁௝ఌഇ೛(௔), (5.33) 
donde ܵ௥௘௖
௣  es el ruido térmico introducido por los receptores, mientras que ߝீ೗೔೙
௣  y ߝఏ
௣ 
son el error de ganancia y de fase respectivamente, calculados tal y como se describe en 
el apartado 5.4. Tanto los errores como la señal de ruido dependen de la polarización. 
En la práctica, las señales son captadas por las antenas y posteriormente filtradas en 
banda por los receptores a una frecuencia central de 1.4 ܯܪݖ. En la simulación las 
señales se generan con componente en fase y cuadratura, concepto que solo tiene 
sentido al trabajar con señales en banda  base, de modo que si se quisiera aplicar a estas 
señales un filtrado paso banda, se deberían modular previamente. Esto conlleva un 
inconveniente, y es que al haber generado las señales como ruido Gausiano, estas 
abarcan tienen componentes en todas las frecuencias, y al modularlas se solapan las dos 
señales desplazadas en banda con lo que el resultado no es el que debería. Para que esto 
no pase, en la simulación se filtra la señal en banda base con un filtro equivalente al 
implementado en los receptores.    
El simulador utiliza un filtro de Butterworth de orden 5. La Fig. 5.9 muestra un 
esquema del filtro implementado por MatLab, y la Tabla 5.2 contiene las características 
del filtro. 
 
Fig. 5.9 Filtro de Butterworth implementado en MatLab 
Tabla 5.2 Especificaciones del filtro de Butterworth paso bajo 
CARACTERÍSTICA VALOR 
Frecuencia central 0 MHz 
Ancho de banda 1.1 MHz 
Orden del filtro 5 
Una vez filtradas en banda base, se desplazan en banda para tener la señal 
equivalente a la salida del filtro de los receptores: 
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ܵᇱᇱᇱ(ܽ,݊) = ℜቆ(ܵᇱᇱ(ܽ, ݊) ∗ ℎ௕௨௧௧) ∙ ݁௝గଶ௡ቇ, (5.34) 
donde ℎ௕௨௧௧ es la respuesta impulsional del filtro de Butterworz. 
Llegados a este punto, se han obtenido 4 pares de matrices, dos por cada ruido 
procesado según la polarización, en las que se almacena la señal a la salida de cada 
receptor. 
5.5.2 Reconstrucción de imagen 
A la hora de simular una reconstrucción de imagen, se deben tratar las señales útiles 
como adquiridas por las antenas, tal y como sucede con la radiación de fondo en el caso 
de la calibración inicial. Aunque hay que diferenciar entre fuentes puntuales y fuentes 
extendidas, el programa ha sido diseñado para poder emplear las mismas funciones en 
ambos casos. 
En el apartado 5.2.1, se describe la generación de los dos vectores en los que se 
almacena la posición de los puntos que recrean la superficie a simular, siendo aquí 
donde reside la diferencia entre fuentes puntuales y fuentes extendidas. Para una fuente 
extendida estos vectores se compondrán de más de una muestra, dependiendo del radio 
de la fuente, mientras que para las fuentes puntuales, estarán formados únicamente por 
la muestra correspondiente a la posición en la que se ha situado la fuente. Además, para 
el caso de fuentes puntuales, se almacena directamente la posición deseada sin 
determinar su mejor aproximación dentro de los vectores Xi y Eta. 
Si consideramos el caso de las fuentes extendidas, la expresión (5.26) para generar 
una señal de error se puede reescribir de la forma: 
ܵ௣(ߦ,ߟ, ݊) = ටܭ௕ܤ௪ܩܶ௣ᇱ(ߦ,ߟ)ቆ ݎܽ݊݀݊௜௣(ߦ,ߟ, ݊)
√2 ∙ ߪ(ݎܽ݊݀݊௜௣(ߦ,ߟ)) + ݆ ݎܽ݊݀݊௤௣(ߦ, ߟ,݊)√2 ∙ ߪ(ݎܽ݊݀݊௤௣(ߦ, ߟ))ቇ. (5.35) 
El superíndice ‘p’ se corresponde a la polarización de la señal, y ܶ௣ᇱ(ߦ,ߟ) es el 
vector de temperatura de brillo auxiliar descrito en el apartado 5.2.2. Como ya se ha 
dicho, para el caso de fuentes puntuales este vector solo contiene una muestra. 
Una vez generadas las señales de todas las fuentes que forman el vector ௣ܶ
ᇱ(ߦ, ߟ), se 
debe simular la adquisición de la señal en las antenas. Al igual que sucede para la 
radiación de fondo, hay que tener en cuenta el diagrama de radiación, el término de 
propagación y el ángulo sólido tanto de las antenas como de cada fuente puntual: 
Análisis e integración de un radiómetro de apertura sintética 
112 
 




Para cada antena, el programa acumula la contribución de todas las fuentes que 
forman la superficie a simular.  
A continuación, se añade la eficiencia de pérdidas óhmicas de las antenas y el ruido 
generado por estas y el ruido térmico de los receptores, así como los errores de ganancia 
y de fase, del mismo modo que sucede en la expresión (5.33): 
ܵ௣ᇱᇱ(ܽ,݊) = ටߝீ೗೔೙௣ (ܽ)൭ටߟΩ௔௣ ܵ௣ᇱ(ܽ, ݊) + ට1 − ߟΩ௔௣ ܵ௔௡௧௣ (ܽ,݊) + ܵ௥௘௖(ܽ, ݊)൱݁௝ఌഇ೛(௔). (5.37) 
Por último, se aplica el filtro de Butterworth y se traslada en banda como sucede con 
las señales generadas en una calibración: 
ܵ௣ᇱᇱᇱ(ܽ,݊) = ℜቆ൫ܵ௣ᇱᇱ(ܽ, ݊) ∗ ℎ௕௨௧௧൯ ∙ ݁௝గଶ௡ቇ. (5.38) 
Una vez realizadas estas operaciones, el programa obtiene dos matrices, una para 
cada polarización, en las que se almacenan las señales a la salida de los receptores. A 
partir de estas, se realiza la cuantificación y se simula el procesado de la FPGA. 
5.6 Estimación de potencia y cálculo de la matriz de 
correlación 
A partir de las señales obtenidas según la descripción del apartado 5.5, el programa 
debe simular el cálculo de las matrices de correlación y la estimación de potencia 
realizados en la FPGA, y antes de esto, la digitalización que realizan los ADCs. 
Tabla 5.3 Señales generadas según el modo de trabajo 




Potencia Correlación Potencia Correlación Potencia Correlación 
Radiación 
de fondo 
Horizontal X X     
Vertical X X     
R. corr. 
caliente 
Horizontal X X X X   
Vertical X X X X   
R. corr. 
templado 
Horizontal X X X X   
Vertical X X X X   
R. 
incorrelado 
Horizontal  X  X   
Vertical  X  X   
Señal de 
antena 
Horizontal     X X 
Vertical     X X 
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Dependiendo de si se ha llevado a cabo una calibración, o una reconstrucción de 
imagen, será necesario calcular la estimación de potencia o las matrices de correlación 
de unas señales u otras. En la Tabla 5.3 se muestra las señales generadas que deben ser 
calculadas en cada caso según el modo de trabajo. En el capítulo 6 se describe con más 
detalle cómo se emplean las señales según corresponda. 
Como ya se ha mencionado anteriormente, al trabajar con MatLab las señales 
generadas no pueden ser continuas en el tiempo, con lo que al digitalizar sólo es 
necesario realizar la cuantificación. Esta cuantificación depende del número de bits 
introducidos en el interfaz, pero por defecto se trabaja con 8 bits, que son los que utiliza 
el ADC real utilizado en PAU-SA.  
La señal ya cuantificada se transmite a la FPGA y se demodula para posteriormente 
realizar la estimación de potencia y el cálculo de las matrices de correlación. La 
demodulación da como resultado las componentes en fase y  cuadratura de cada señal: 
ܫ_ܵ௤௨௔௡௧௣ (ܽ, ݊) = √2 ∙ ℜ ቀܵ௤௨௔௡௧௣ (ܽ,݊) ∙ ݁ି௝గଶ௡ቁ ,
ܳ_ܵ௤௨௔௡௧௣ (ܽ, ݊) = √2 ∙ ℑ ቀܵ௤௨௔௡௧௣ (ܽ,݊) ∙ ݁ି௝గଶ௡ቁ , (5.39) 
Donde ܵ௤௨௔௡௧
௣ (ܽ,݊) es la señal ya cuantificada, la variable ܽ vuelve a 
corresponderse al número de antena-receptor, y la ݊ es para el número de muestras, 
mientras que el superíndice ݌ determina la polarización. 
Finalmente, las señales vuelven a ser filtradas en la FPGA una vez desplazadas a 
banda base por un filtro paso bajo. 
5.6.1 Estimación de potencia 
A partir de la señal ya cuantificada, el programa calcula la potencia para cada 
receptor como se describe en la expresión (5.40). 
ܲ௣തതതത(ܽ) = 2ܰ ෍ቀܫ_ܵ௤௨௔௡௧௣ (ܽ, ݊)ቁଶே
௡ୀଵ
, (5.40) 
donde N es el número de muestras totales equivalentes al tiempo de integración que 
se haya introducido en el interfaz. Puesto que la componente en fase y la componente en 
cuadratura llevan la misma información de potencia, se ha optado por calcularla a partir 
de una de ellas 
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Al acabar, la potencia se almacena en una matriz de 2x25 posiciones en los que la 
primera fila se corresponde con la potencia estimada en para los 25 receptores de la 
polarización vertical, y la segunda para la polarización horizontal. 
5.6.2 Matrices de correlación 
Para el cálculo de las matrices de correlación, solo se emplea el bit de signo de la 
señal cuantificada [17], de modo que se vuelven a cuantificar las señales, esta vez a un 
bit. Como el error en el umbral de los ADCs ya se tuvo en cuenta al realizar la 
cuantificación a 8 bits, en este caso no se considera. 
A partir de las componentes en fase y cuadratura de cada señal cuantificadas a un 
bit, se realiza la comparación que dará como resultado la matriz de correlación. Esta 
matriz de correlación se puede dividir en 5 partes según cuales sean las señales que se 
comparan tal y como se muestra en la Fig. 5.10: 
 Diagonal superior: Correlación de las componentes en fase de cada receptor. 
 Diagonal inferior: Correlación de la componente en fase de un receptor con 
la componente en cuadratura de otro. 
 Columna 26: Correlación de la componente en fase de cada receptor con 0. 
 Fila 26: Correlación de la componente en cuadratura de cada receptor con 0. 
 Posición (૛૟,૛૟): Número de muestras de la señal. 
 
Fig. 5.10 Esquema de la matriz de correlación [17] 
Cada subíndice determina el número de receptor al que corresponde la señal en cada 
caso. 
5.7 Acumulación de iteraciones 
En este capítulo se ha descrito cómo se obtienen las señales de una simulación 
dependiendo de la configuración establecida en el interfaz. Hay que tener en cuenta que 
para generar estas señales, dependiendo de la configuración se deben ejecutar 
operaciones en las que se ven implicadas muchas muestras, esto conlleva un gran 
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inconveniente, puesto que MatLab tiene ciertas limitaciones en cuanto a la memoria a 
emplear. Por este motivo, se ha ideado un método que evite errores asociados a la falta 
de memoria.  
Este método consiste en dividir el tiempo de integración en fragmentos que permitan 
al MatLab ejecutar las operaciones sin provocar errores. Cada fragmento se trata 
independientemente, y se van acumulando los resultados a medida que se van 
obteniendo. 
Como sucede en otros procedimientos, a la hora de segmentar el tiempo de 
integración, se hace de forma diferente según se trate de una calibración o de una 
reconstrucción de imagen.  
5.7.1 Calibración 
Cuando se realiza una calibración, la señal con mayor número de muestras 
generadas tendrá dimensiones ௔ܰݔ ௦ܰ, donde ௔ܰ es el número de antenas y ௦ܰ el 
número de muestras correspondientes al tiempo de integración.  
Para determinar cuál será el número de muestras con que se trabaje en cada 
iteración, se establece una cota superior de 90000 muestras, y se determina cual es el 
múltiplo de ௦ܰ más próximo a la cota, de modo que se cumpla la siguiente expresión: 
௦ܰ = ܫ ∙ ௦ܰᇱ, (5.41) 
Siendo ܫ el número de iteraciones y ௦ܰ
ᇱ el número de muestras con que se trabaja en 
cada iteración. 
5.7.2 Reconstrucción de imagen 
Al realizar una reconstrucción de imagen hay que tener en cuenta que las 
dimensiones máximas con las que trabajará MatLab pueden variar, dependiendo de 
cómo se haya configurado la fuente a analizar. Es por esto que a la hora de fijar el 
número de muestras empleadas en cada iteración, también se emplea una cota superior 
variable. Para obtener dicha cota, se han realizado simulaciones incrementando el 
número de fuentes con que se crea la superficie a analizar, y para cada uno de ellos, se 
ha calculado empíricamente cual sería el número de muestras máximo con que MatLab 
podría trabajar.  
Mediante el programa TableCurve se ha parametrizado  la expresión matemática que 
se ajusta más a los valores deducidos a partir de las simulaciones. La expresión (5.42) es 
la ecuación que más se asemeja a los valores obtenidos a partir de las simulaciones. 
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௦ܰ
ᇱ൫ ௙ܰ൯ = ܣ + ܤ ∙ ݈݋݃൫ ௙ܰ൯+ ܥ ∙ ݈݋݃൫ ௙ܰ൯ଶ + ܦ ∙ ݈݋݃൫ ௙ܰ൯ଷ + ܧ ∙ ݈݋݃൫ ௙ܰ൯ସ + ܨ
∙ ݈݋݃൫ ௙ܰ൯
ହ + ܩ ∙ ݈݋݃൫ ௙ܰ൯଺ + ܪ ∙ ݈݋݃൫ ௙ܰ൯଻ + ܫ ∙ ݈݋݃൫ ௙ܰ൯଼ + ܬ
∙ ݈݋݃൫ ௙ܰ൯
ଽ + ܭ ∙ ݈݋݃൫ ௙ܰ൯ଵ଴, (5.42) 
Los coeficientes para la expresión (5.42) son los siguientes: 













A continuación se muestra la gráfica de la ecuación (5.42) en escala logarítmica: 
 
Fig. 5.11 Cota superior para el número de muestras: curva obtenida para la 
expresión (5.42) 
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A partir de las cotas superiores para el número de muestras, tanto para el caso de la 
calibración como para el de la reconstrucción de imagen, se obtienen las matrices de 
correlación y la estimación de potencia pertinentes de forma independiente en cada 
iteración. Con cada nueva iteración, las matrices de correlación resultantes se van 
sumando, de modo que al final se obtiene la correlación de todo el tiempo de 
integración. En el caso de la potencia, además de sumar el resultado de cada iteración se 
deben normalizar. Como se vio en la expresión (5.41), al calcular la potencia se 
normaliza según el número de muestras, que es de ௌܰ
ᇱ en cada iteración, si queremos 
que el resultado total quede normalizado según el número de muestras correspondiente 
al tiempo de integración, se deben tener en cuenta el número de iteraciones que se 
realizan, tal y como se muestra en la expresión (5.43). 
തܲ
் = 1ܫ ෍ തܲ௜ூ
௜ୀଵ
, (5.43) 
Donde ത்ܲ es la potencia total de todo el tiempo de integración y തܲ௜ la potencia 
obtenida en cada iteración. 
5.8 Conclusiones 
En este capítulo se ha mostrado el procedimiento seguido por el interfaz para 
realizar una simulación lo más parecida al comportamiento real del instrumento. Hay 
que tener en cuenta que aunque el comportamiento de algunos componentes no se haya 
simulado exactamente como en la realidad, si que permiten realizar una primera 
aproximación y observar qué resultados cabe esperar del instrumento. A partir de la 
obtención de los datos descritos en este capítulo (matrices de correlación y estimaciones 
de potencia),  el procesado posterior es común, tanto para una simulación como para 
una adquisición de datos procedentes de la FPGA, de modo que la única diferencia entre 


























6 CAPÍTULO 6:  ESTIMACIÓN Y CALIBRACIÓN DE LA FUNCIÓN DE VISIBILIDAD  
6.1 Introducción 
Un radiómetro de apertura real sólo es capaz de mostrar un píxel con cada muestreo, 
siendo necesario realizar una serie de barridos para analizar toda una superficie. Uno de 
los mayores inconvenientes a la hora de utilizar este tipo de radiómetros, además del ya 
mencionado, es que sus dimensiones son demasiado grandes y se hace prácticamente 
imposible embarcarlos en un satélite artificial. 
Como ya se ha mencionado anteriormente, PAU-SA trabaja con un radiómetro de 
apertura sintética, que a diferencia del radiómetro de apertura real, procesa una imagen 
bidimensional de toda la superficie dentro del campo de visión en cada muestreo. En la 
Fig. 6.1 se muestra un esquema con la diferencia entre un radiómetro de apertura real y 
uno de apertura sintética. Además de ser de apertura sintética, el radiómetro utilizado en 
PAU-SA es un interferómetro, es decir, que mide la transformada de Fourier de la 
temperatura de brillo (función de visibilidad), y no la propia distribución de temperatura 
de brillo. Esto implica que debe implementarse un procesado de datos que permita 
recuperar la temperatura de brillo. 
 
Fig. 6.1 Diferencia entre un radiómetro de apertura sintética y uno de apertura real 
Algunos de los factores más críticos en PAU-SA son la recuperación de la función 
de visibilidad y su calibración para corregir posibles errores instrumentales. La 
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calibración debe permitir alcanzar unos niveles de precisión suficientes para el buen 
funcionamiento del radiómetro. En el presente capítulo se detalla el procedimiento para 
estimar y calibrar la función de visibilidad, parámetro fundamental para poder realizar 
la reconstrucción de la temperatura de brillo de la superficie observada. 
En la siguiente figura se muestra el diagrama de flujo de todo el procedimiento 
seguido para obtener la temperatura de brillo de la superficie bajo observación. 
 
Fig. 6.2 Diagrama de flujo empleado en PAU-SA para obtener la reconstrucción de 
imagen 
En los siguientes apartados se describe la obtención de la función de visibilidad, así 
como de los parámetros necesarios para poder llevar a cabo la calibración. 
6.2 Función de visibilidad 
Para estimar la función de visibilidad, son necesarias las matrices de correlación y la 
estimación de potencia de las señales captadas por las antenas. Estos datos se obtienen 
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directamente de la FPGA cuando el instrumento trabaja con medidas reales y en el caso 
de estar realizando una simulación, son emulados por el propio interfaz, tal y como se 
explica en el capítulo 5. En la parte izquierda de la Fig. 6.2 se pueden observar los pasos 
que se llevan a cabo para obtener la función de visibilidad. 
6.2.1 Matriz de correlación digital 
La matriz de correlación ஼ܰ  guarda el número de muestras cuantificadas a 1 bit 
iguales de cada línea de base, tanto para la comparación entre componentes en fase, 
como para componentes en fase y cuadratura (Fig. 6.3). Estas correlaciones pueden 
tomar valores comprendidos entre 0 y ஼ܰ௠௔௫, que se corresponde al número de 
muestras con que se han calculado las correlaciones, y depende del tiempo de 
integración. 
 
Fig. 6.3 Matriz de correlación Nc 
A partir de esta matriz de correlación, se obtiene una nueva matriz de correlación 
digital, que se calcula según la siguiente expresión: 
ܼ = 2 ஼ܰ
஼ܰ௠௔௫
− 1. (6.1) 
El valor ஼ܰ௠௔௫  está localizado en la última posición de la matriz de correlación 
(Fig. 6.3). Para el cálculo de la matriz Z se excluyen las muestras de correlación de las 
componentes en fase y cuadratura con ‘0’, que se corresponden con la columna 26 y la 
fila 26 de la matriz ஼ܰ  respectivamente, con lo que las dimensiones de la matriz Z son 
25x25. A partir de la expresión (6.1) se deduce que las muestras de la matriz digital 
toman valores entre -1 y 1. 
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6.2.2 Matriz de correlación normalizada 
Una vez obtenida la matriz de correlación digital, el interfaz calcula la correlación 
normalizada ߤ, que está relacionada con Z según la siguiente expresión: 
ߤ଴ = ݏ݅݊ ቀߨ2 ܼቁ. (6.2) 
Esta expresión sólo es válida en el caso de que los comparadores de los ADCs no 
tengan offset. Cuando esto no se cumple, para el cálculo de la correlación normalizada 
se utiliza una ecuación no lineal que además de dar como resultado la correlación 
normalizada, permite corregir el error en el offset de los comparadores. La expresión 
(6.3) muestra la ecuación no lineal a partir de la que se obtiene ߤ, que se ejecuta de 






⎛ܼ௠௡ + 2൫ߤ௠௡௜ିଵܺ଴ଵଶ + ߤ௠௡௜ିଵ ଴ܻଵଶ − 2ܺ଴ଵ ଴ܻଵ൯
ට1 − ൫ߤ௠௡௜ିଵ൯ଶ ⎠⎞⎠⎟
⎞, (6.3) 
donde los subíndices m y n determinan la posición de la matriz que se está 
calculando, directamente relacionados con la línea de base a la que se corresponde la 
posición de la matriz. El subíndice i indica la iteración que se está calculando. La 
condición inicial para la ecuación (6.3) es la expresión (6.2). 
Los términos ܺ଴ଵ e ଴ܻଵ son proporcionales a la probabilidad de que las componentes 
en fase o cuadratura de una línea de base determinada sean 0. Para obtener ܺ଴ଵ e ଴ܻଵ se 
emplean las siguientes expresiones: 
ܺ଴ଵ = 14 ( ௑ܲ଴ − ௑ܲଵ),
଴ܻଵ = 14 ( ௒ܲ଴ − ௒ܲଵ),  (6.4) 
donde ௑ܲ଴ y ௒ܲ଴ son la probabilidad de que la componente en fase o cuadratura  
(según corresponda a la posición que se desea calcular) del receptor ܺ o ܻ sea 0. 
Mientras que ௑ܲଵ y ௒ܲଵ son a la probabilidad de que esas mismas componentes sean 1. 
Al realizar la correlación con señales cuantificadas a un bit, la probabilidad de que sus 
muestras sean 1 o 0 está relacionada y se puede calcular una en función de la otra 
gracias al número de muestras de las señales, ஼ܰ௠௔௫. Todos estos valores se obtienen a 
partir de la matriz de correlación ஼ܰ . ܺ଴ଵ e ଴ܻଵ se calculan para cada línea de base, de 
modo que si por ejemplo se está calculando ߤ଼ଷ, ܺ଴ଵ se obtiene a partir de la 
componente en fase de la señal captada por el receptor 8, mientras que ଴ܻଵ se obtiene a 
partir de la componente en cuadratura de la señal captada por el receptor 3. El hecho de 
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que ଴ܻଵ se calcule a partir de la componente en cuadratura se debe a que ߤ଼ଷ se 
encuentra en la parte inferior de la diagonal principal, si estuviera por encima de la 
diagonal principal, ଴ܻଵ también se calcularía a partir de la componente en fase. En el 
caso que la componente implicada sea la fase, ܺ଴ଵ o ଴ܻଵ se calculan como: 
௑ܲ଴ = ஼ܰ(ܺ, 26)
஼ܰ௠௔௫
; ௑ܲଵ = 1 − ௑ܲ଴,
ܺ଴ଵ = 14 ൫ ௑ܲ଴ − (1 − ௑ܲ଴)൯ = 14 (2 ௑ܲ଴ − 1). (6.5) 
Si en vez de ser la componente en fase, se trata de la componente en cuadratura, se 
utiliza la siguiente expresión: 
௒ܲ଴ = ஼ܰ(26,ܻ)
஼ܰ௠௔௫
; ௒ܲଵ = 1 − ௒ܲ଴,
଴ܻଵ = 14 ൫ ௒ܲ଴ − (1 − ௒ܲ଴)൯ = 14 (2 ௒ܲ଴ − 1), (6.6) 
donde ܺ o ܻ serán respectivamente el número de receptor que corresponda. 
Siguiendo el mismo ejemplo anterior, para ߤ଼ଷ X será 8 e Y 3. La condición que se debe 
cumplir para considerar como válido el resultado de la ecuación iterativa (6.3) es la 
siguiente: 
ߤ௠௡௜ − ߤ௠௡௜ିଵ ≤ 1 ∙ 10ି଺. (6.7) 
Este cálculo se debe llevar a cabo para cada posición de la matriz. Al igual que 
sucede con los valores que toma la matriz Z, la matriz ߤ también están comprendidos 
entre -1 y 1. 
6.2.3 Obtención de la función de visibilidad 
Finalmente, a partir de la matriz de correlación normalizada ߤ, es posible obtener la 
función de visibilidad. En primer lugar, recordar que para cada línea de base, la matriz ߤ 
tiene dos posiciones asociadas (con excepción de las líneas de base formadas por una 
única cadena de recepción): una en la parte superior de la diagonal principal, que guarda 
la correlación entre las componentes en fase de los dos receptores; y la segunda en la 
parte inferior de la diagonal principal con la correlación entre la componente en fase y 
cuadratura. Teniendo en cuenta esto, se crea otra matriz que combine las dos 
correlaciones: 
ߤᇱ௞௝ = ߤ௞௝௜௜ + ݆ߤ௞௝௤௜ , (6.8) 
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donde los subíndices ݇ y ݆ hacen referencia a la línea de base, mientras que los 
superíndices ݅݅ y ݍ݅ indican si la correlación es entre las componentes en fase, o entre la 
fase y la cuadratura respectivamente. ߤ′ también se puede expresar como: 
ߤᇱ௞௝ = 1ඥ ௦ܶ௬௦௞ ∙ ௦ܶ௬௦௝ ൫ℜ݁ൣ̃ݎ௞௝௜௜ (0) ෠ܸ௞௝൧ + ݆ℑ݉ൣ̃ݎ௞௝௤௜(0) ෠ܸ௞௝൧൯, (6.9) 
donde ̃ݎ௞௝௜௜ (0) y ̃ݎ௞௝௤௜(0) son las funciones de Fringe Wash, cada una asociada al par 
de filtros indicados por los subíndices y superíndices. La temperatura de sistema ௦ܶ௬௦ en 
el denominador se calcula como: 
௦ܶ௬௦ = ஺ܶᇱ + ோܶ, (6.10) 
donde ோܶ es la temperatura de ruido equivalente inroducido por el receptor, y ஺ܶ′ la 
temperatura de brillo de la señal a la salida de la antena: 
஺ܶ
ᇱ = ஺ܶߟΩ + ௣ܶ௛ೌ(1 − ߟΩ). (6.11) 
En la expresión (6.9), ෠ܸ௞௝  es la función de visibilidad estimada. De forma genérica, 
la expresión de esta visibilidad para la combinación de receptores ݇-ésimo con la 
polarización ݌ y el ݆-ésimo con la polarización q es: 
෠ܸ
௞௝
௣௤ = ඵ ஻ܶ(ߦ, ߟ) − ߜ௣௤ ௣ܶ௛




൰ ݁ି௝ଶగ(௨కା௩ఎ)݀ߦ݀ߟ, (6.12) 
estando la función de Fringe Wash ̃̅ݎ௞௝ ቀ−
௨కା௩ఎ
௙బ






Puesto que para las condiciones de trabajo de PAU-SA la función de Fringe Wash se 
puede aproximar a la unidad, como se demuestra en el apartado 3.5.4, la expresión (6.9) 




∙ ෠ܸ௞௝ , (6.14) 
y por tanto, para recuperar la función de visibilidad sólo es necesario desnormalizar 
la matriz de correlación normalizada por la temperatura de sistema: 




௞௝ = ඥ ௌܶ௒ௌ௞ ௌܶ௒ௌ௝ ∙ ߤ௞௝ᇱ . (6.15) 
6.3 Desnormalización de la función de visibilidad 
Como PAU-SA está caracterizado por un modelo de error independiente de la señal 
de entrada, es posible corregir estos errores inyectados a los receptores ruido interno y 
externo con una estadística conocida. En la Fig. 6.2 (superior derecha o parte punteada) 
se muestra el diagrama de flujo correspondiente para poder calibrar la función de 
visibilidad. 
Antes de calibrar la función de visibilidad es necesario desnormalizarla, siendo 
necesario conocer la temperatura de sistema (ec.(6.15)). Para poder obtener este 
parámetro es necesario determinar la temperatura de ruido en los receptores ோܶ y la 
temperatura a la salida de las antenas ஺ܶᇱ (ec.(6.11)), que depende de sus eficiencias de 
pérdidas óhmicas y la temperatura física a la que se encuentran, que se obtiene gracias a 
un sensor de temperatura. Como se puede apreciar en el diagrama de flujo de la Fig. 6., 
para recuperar estas dos temperaturas son necesarias dos tipos de fuentes de naturaleza 
diferente. Para determinar las eficiencias óhmicas de las antenas es necesario que el 
ruido inyectado al instrumento sea captado por estas. Esto se puede conseguir 
apuntando el instrumento hacia el cenit, donde la temperatura del cielo ௦ܶ௞௬ en 
condiciones atmosféricas óptimas es de 6 ܭ. Por otro lado, para obtener ோܶ es necesario 
inyectar ruido que no se vea afectado por las antenas, o sea, directamente al receptor, 
que se consigue inyectando ruido correlado. 
En la Fig. 6.4 se pueden observar los dos tipos de señales necesarias para recuperar 
௦ܶ௬௦. 
 
Fig. 6.4 Dos tipos de señales procesadas 
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6.3.1 Temperatura de ruido de los receptores 
Como se ha mencionado anteriormente, para obtener la temperatura de ruido de los 
receptores ோܶ, se deben inyectar dos niveles de ruido correlado. A partir de la 
estimación de potencia de las señales de ruido correlado es posible estimar los 
parámetros necesarios para recuperar la temperatura de ruido. La potencia de la señal 
inyectada a uno de los receptores puede expresarse de forma genérica como: 
௡ܲ = ݇஻ܤ ௡ܶ , (6.16) 
donde ௡ܲ es la potencia correspondiente a una fuente de ruido, ݇஻ la constante de 
Boltzman, ܤ el ancho de banda del sistema y ௡ܶ la temperatura de ruido de la señal 
equivalente. Si se tiene en cuenta la aportación de la etapa receptora, la expresión (6.16) 
queda ponderada por la ganancia ܩ e influenciada por la temperatura del receptor de la 
forma: 
௡ܲ = ݇஻ܤܩ( ௡ܶ + ோܶ). (6.17) 
A esta expresión se debe añadir un último término de offset que pueda introducir el 
instrumento a lo largo de todo el procesado: 
௡ܲ = ݇஻ܤܩ( ௡ܶ + ோܶ) + ݋݂݂ݏ݁ݐ. (6.18) 
Si tenemos en cuenta que para los niveles de ruido correlado, la temperatura de la 
señal es conocida, y que  la potencia puede ser estimada gracias a la FPGA, sólo hay 
que determinar dos incógnitas de la expresión (6.18): ோܶ y ݋݂݂ݏ݁ݐ. Es por ello que se 
emplean dos niveles de ruido correlado, para poder formar un sistema de ecuaciones que 
permita calcular dichas incógnitas. Hay que tener en cuenta que PAU-SA tiene 25 
receptores dedicados a la medida de la temperatura de antena (capítulo 3), y que cada 
uno de ellos tiene doble polarización, en total 50 cadenas TPR independientes. 
6.3.1.1 Coeficientes ࢇ y ࢈ 
La expresión (6.18) muestra la potencia de una señal genérica inyectada a un 
receptor. Esta expresión puede reescribirse en función de unos coeficientes, de modo 
que la relación entre la potencia y la temperatura quede caracterizada por una recta: 
൜
ܽ = ݇஻ܤܩ                       
ܾ = ݇஻ܤܩ ோܶ + ݋݂݂ݏ݁ݐ  →      ௡ܲ = ܽ ௡ܶ + ܾ. (6.19) 
Los dos niveles de ruido correlado se generan con una fuente alojada dentro del 
propio instrumento, y se inyectan a los receptores sin necesidad de ser captados por las 
antenas, estos ruidos proceden de la fuente 2 mostrada en la Fig. 6.4. Hay que tener en 
cuenta que el ruido correlado se distribuye a los receptores por medio de una red de 
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inyección de ruido. Ésta altera la señal generada en la fuente de ruido (capítulo 3), de 
modo que para el cálculo de los coeficientes ܽ y ܾ hay que tener en cuenta este efecto. 
Para que la relación entre la potencia estimada y la temperatura de ruido correlado sea la 
correcta, se deben añadir los parámetros S de la red de inyección de ruido a la expresión 
(6.19), de modo que para los dos niveles de ruido, se puede reescribir la relación entre la 
potencia y la temperatura de ruido como: 
ቊ ௛ܲ௢௧
௣ (݉) = ܽ௣(݉) ௛ܶ௢௧|ܵ௠଴|ଶ + ܾ௣(݉),        
௪ܲ௔௥௠
௣ (݉) = ܽ௣(݉) ௪ܶ௔௥௠|ܵ௠଴|ଶ + ܾ௣(݉), (6.20) 
donde el superíndice ݌ indica la polarización y el índice ݉ la cadena de recepción. 
Puesto que cada cadena de recepción puede afectar de forma diferente a la señal, 
también se deben obtener los coeficientes para cada una. A partir del sistema de 
ecuaciones formado en la expresión (6.20) es posible obtener dos ecuaciones a partir de 





⎧ܽ௣(݉) = ௛ܲ௢௧௣ (݉) − ௪ܲ௔௥௠௣ (݉)|ܵ௠଴|ଶ( ௛ܶ௢௧ − ௪ܶ௔௥௠).                   
ܾ௣(݉) = ௪ܲ௔௥௠௣ (݉) ௛ܶ௢௧ − ௛ܲ௢௧௣ (݉) ௪ܶ௔௥௠
௛ܶ௢௧ − ௪ܶ௔௥௠
. (6.21) 
Estos coeficientes ܽ y ܾ son almacenados en memoria y recuperados en el proceso 
de reconstrucción de imagen para calcular la temperatura de antena en cada medición. 
Considerando que en el cálculo de los coeficientes ܽ y ܾ, ya está implícito cualquier 
error que pueda alterar la ganancia del sistema, al aplicar estos coeficientes en la 
estimación de otros parámetros ya se compensa este error.  
6.3.1.2 Offset y Temperatura de ruido de los receptores 
Una vez determinados los coeficientes ܽ y ܾ es posible obtener ோܶ y el offset para 
cada cadena de recepción. Para ello es necesario conocer la estadística de la señal 
inyectada a los receptores. En nuestro caso, la función de densidad de probabilidad de la 
señal de ruido correlado (que se genera como una Gausiana) es: 
ܲ(ߪ,ߤ) = 12 ݁ݎ݂ ൬− ߤ√2ߪ൰ + 12, (6.22) 
donde ߤ es el valor medio, que en el caso ideal debe ser cero, de modo que la 
densidad de probabilidad está perfectamente centrada en cero y la probabilidad de unos 
y ceros es la misma. 
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El correlador utilizado por la FPGA está implementado a partir de una OR exclusiva 
y un acumulador, que en el caso de no ser ideales, provocaran que el número de unos y 
ceros estén desvalanceados, haciendo que el valor medio ߤ no esté centrado en 0. 
Puesto que en las matrices de correlación se guarda la correlación de cada señal con 
cero, es posible calcular el desplazamiento que ha habido con respecto a la posición 
ideal. A partir de esta correlación y la potencia estimada de cada receptor, se puede 
resolver el siguiente sistema de ecuaciones: 
ቐ
ܲ(ߪ, ߤ) = 12 ݁ݎ݂ ൬− ߤ√2ߪ൰ + 12 .
ܲܯܵ = ߪଶ + ߤଶ.                          (6.23) 





⎧ߪ = ඥܲܯܵ − ߤଶ .                                               
ߤଶ = 2ܲܯܵ ∙ ቈ−݁ݎ݂݅݊ݒ ቆ2 ቀܲ(0)− 12ቁቇ቉ଶ1 + 2 ቈ−݁ݎ݂݅݊ݒ ቆ2ቀܲ(0)− 12ቁቇ቉ଶ .
 (6.24) 
Para simplificar esta última expresión, se define la variable c como: 
ܿ = ቈ−݁ݎ݂݅݊ݒ ቆ2൬ܲ(0) − 12൰ቇ቉. (6.25) 
Al esperar que el valor medio sea 0, se puede considerar que el resultado de ߤ en la 
expresión (6.24) se corresponde al offset provocado por los errores en la correlación. 
Puesto que a partir de la matriz de correlaciones es posible obtener ܲ(0) y a partir de la 
estimación, la potencia en cada receptor, es posible calcular el offset como: 
൫݋݂݂ݏ݁ݐ௣(݉)൯ଶ = ൫ߤ௣(݉)൯ଶ = 2ܲܯܵ௣(݉) ∙ ܿଶ1 + 2ܿଶ  . (6.26) 
Hay que aclarar que al igual que sucede con los coeficientes ܽ y ܾ, el offset se debe 
calcular para cada polarización y para cada cadena de recepción. Puesto que el error es 
el mismo tanto si se calcula la correlación del ruido correlado caliente como la del ruido 
correlado templado, se ha decidido emplear para obtener el offset únicamente la matriz 
de correlación y la estimación de potencia del ruido correlado caliente. 
Una vez calculado el offset, es posible recuperar la temperatura de ruido de los 
receptores a partir del propio offset y de los coeficientes ܽ y b: 




௣(݉) = ܾ௣(݉)− ݋݂݂ݏ݁ݐ௣(݉)
ܽ௣(݉) . (6.27) 
Al igual que sucede con resto de parámetros, se calcula una temperatura de ruido 
equivalente por cada receptor y polarización, ya que todas son cadenas independientes. 
6.3.2  Eficiencia óhmica de las antenas 
El radiómetro de PAU-SA se ha diseñado para analizar la temperatura de brillo de 
una superficie. Esto implica que la señal procedente de la superficie debe ser captada 
por la agrupación de antenas. En la Fig. 6.4 se puede observar un esquema en el que la 
señal de interés procede de la fuente 1. Las antenas empleadas pueden no ser ideales, 
con lo que su eficiencia óhmica puede ser menor que 1 y por tanto, al captar la señal 
procedente de la superficie bajo observación, puede verse atenuada y las antenas pueden 
introducir un ruido indeseado. En el caso de que la señal inyectada a los receptores 
proceda de las antenas, la expresión (6.19) puede reescribirse como: 
஺ܲ = ܽ൫ߟΩ ஺ܶ + (1 − ߟΩ) ௣ܶ௛ೌ൯ + ܾ, (6.28) 
en la que ߟΩ es la eficiencia óhmica de las antenas y ௣ܶ௛ೌ la temperatura física a la 
que se encuentra la antena. Para poder recuperar la temperatura de antena 
correctamente, es necesario conocer la eficiencia óhmica de cada antena. Esta eficiencia 
se obtiene gracias a la inyección de una señal de ruido con estadística conocida, que 
debe ser captada por las antenas. Esta señal conocida es el ruido cósmico. La 
temperatura física a la que se encuentran las antenas puede ser medida por unos 
sensores y por tanto, es conocida. 
Puesto que la potencia se obtiene a partir de la estimación de la FPGA, y la 
temperatura de antena para el ruido cósmico es conocida, se pueden utilizar los 
coeficientes ܽ y ܾ para calcular la eficiencia óhmica de cada antena: 
ߟΩ
௣(݉) = ௦ܲ௞௬௣ (݉)− ܾ௣(݉)− ܽ௣(݉) ௣ܶ௛ೌ(݉)
ܽ௣(݉) ቀ ௌܶ௞௬ − ௣ܶ௛ೌ(݉)ቁ . (6.29) 
Al igual que sucedía en el apartado 6.3.1.1, se calcula la eficiencia óhmica para cada 
antena y cada polarización. 
6.3.2.1  Temperatura captada por las antenas 
Una vez obtenidos los coeficientes ܽ y ܾ, y la eficiencia óhmica para cada cadena de 
recepción, es posible recuperar la temperatura de antena. Tan sólo es necesario aplicar 
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la estimación de potencia de la FPGA y los parámetros mencionados a la expresión 
(6.28): 
஺ܶ
௣(݉) = ஺ܲ௣(݉) − ܽ௣(݉) ቀ1 − ߟΩ௣(݉)ቁ ௣ܶ௛ೌ(݉)− ܾ௣(݉)
ܽ௣(݉)ߟΩ௣(݉) . (6.30) 
Una vez obtenidos los dos parámetros que forman la temperatura de sistema, es 
posible aplicarlos para calcular la función de visibilidad. La expresión (6.15) muestra 
cómo se obtiene la función de visibilidad, en la que la temperatura de sistema es: 
ௌܶ௒ௌ
௣ (݉) = ߟΩ௉(݉) ஺ܶ௉ + (1 − ߟΩ௉) ௣ܶ௛ೌ(݉) + ோܶ௣(݉). (6.31) 
6.4 Recuperación de los errores de fase 
La señal captada por las antenas al observar una superficie debe ser procesada por 
los receptores, que envían su salida a los ADCs. Durante el procesado de la señal, es 
posible que ésta se vea afectada por un error que altere su fase, principalmente 
introducido por los LOs de los receptores. Este error puede hacer que los resultados 
obtenidos no sean correctos y por tanto, debe ser corregido. El efecto que éste error 
tiene sobre la fase de la señal puede expresarse como:  
ܵ௢௨௧ ≈ ஺ܵ݁∆ఏ. (6.32) 
Donde ∆ߠ es el error de fase, ஺ܵ la señal captada por las antenas y ܵ௢௨௧ la señal ya 
procesada por los receptores. En esta expresión sólo se ha tenido en cuenta el error que 
afecta a la fase, obviamente, la señal de salida de los receptores depende de más 
factores. 
Para corregir este error se vuelven a utilizar los dos niveles de ruido correlado ( ௛ܶ௢௧ 
y ௪ܶ௔௥௠). Como ya se ha descrito en el capítulo 3, estas dos señales se generan a partir 
de una fuente de ruido y se distribuyen de forma homogénea a todos los receptores. Si la 
red de inyección fuera ideal, se inyectaría la misma señal a todos los receptores. Aunque 
la red no sea ideal y la señal inyectada a cada receptor varíe ligeramente, es posible 
eliminar este efecto y recuperar el error de fase. 
Si consideramos que la fuente de ruido genera la señal con una fase inicial ߠ଴, y 
tenemos en cuenta que la distribución de esta señal hasta el receptor correspondiente 
introduce un error en la fase, se puede expresar la fase de la señal de entrada de cada 
receptor como: 
ߠூே௠ = ߠ଴ + ∆ߠௌ௠ , (6.33) 
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donde el subíndice ݉ hace referencia a cada receptor. Al ser la señal procesada por 
el receptor, este introduce otro error en la fase inicial procedente del LO 
correspondiente: 
ߠ௕௠ = ߠ଴ + ∆ߠௌ௠ + ∆ߠோ௠ , (6.34) 
Una vez la señal ha sido digitalizada en los ADCs, esta ya no se ve afectada por 
ningún otro error que pueda añadirse a la fase, con lo que las señales que procesa la 
FPGA procedentes del ruido correlado tienen la fase descrita en la expresión (6.34). 
En la figura siguiente se puede observar un esquema de la red de inyección de ruido 
y de los errores que se añaden a la fase de la señal útil: 
 
Fig. 6.5 Errores de fase que afectan al ruido interno 
Para obtener la función de visibilidad, la FPGA calcula la correlación para cada 
línea de base. Una vez obtenida esta se puede expresar en función de las señales 
procesadas por cada receptor como: 
௠ܸ௡ = 12 〈ܾ௠ܾ௡∗ 〉. (6.35) 
Si se considera que la fase de ܾ௠ y ܾ௡ son las mostradas en la expresión (6.34), la 
fase de la función de visibilidad para cada línea de base es: 
ߠ௏௠௡ = ߠ଴ + ∆ߠௌ௠ + ∆ߠோ௠ − (ߠ଴ + ∆ߠௌ௡ + ∆ߠோ௡),
ߠ௏௠௡ = ∆ߠௌ௠ − ∆ߠௌ௡ + ∆ߠோ௠ − ∆ߠோ௡ .  (6.36) 
En esta última expresión se puede apreciar como la fase de la fuente de ruido se 
cancela por el propio cálculo de la función de visibilidad. Esto se debe a que las señales 
inyectadas a todos los receptores son correladas y por tanto, se generan con la misma 
fase. 
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El término que se pretende recuperar es el del error de fase introducido por los 
receptores, de modo que es necesario eliminar el término de fase introducido por la red 
de inyección de ruido.  
La red de inyección de ruido ha sido caracterizada, y tanto la atenuación como el 
error de fase que introduce en la señal han sido sintetizados en una matriz de parámetros 
S. Para contrarrestar el término de fase de la función de visibilidad basta con aplicar los 




ᇱ , (6.37) 
siendo ܵ௠଴ y ܵ௡଴ los parámetros S que afectan a la señal generada por la fuente de 
ruido que se inyecta a los receptores m y n respectivamente. La fase de la visibilidad 
una vez aplicados los parámetros S es: 
ߠ௏೘೙ᇲ = ∆ߠௌ௠ − ∆ߠௌ௡ + ∆ߠோ௠ − ∆ߠோ௡ − (∆ߠௌ௠ − ∆ߠௌ௡) = ∆ߠோ௠ − ∆ߠோ௡ . (6.38) 
Si consideramos la fase del primer receptor como fase de referencia e igual a 0º, es 
posible recuperar la fase del resto de receptores a partir de la visibilidad ܸ′, obteniendo 
una calibración relativa para la fase. 
Tabla 6.1 Fase de receptores 
Fase de receptor Fase de visibilidad Fase relativa 
ߠோଵ ߠ௏భభᇲ  ∆ߠோଵ − ∆ߠோଵ 
ߠோଶ ߠ௏మభᇲ  ∆ߠோଶ − ∆ߠோଵ 
⋯ ⋯ ⋯ 
ߠோ௡ ߠ௏೙భᇲ  ∆ߠோ௡ − ∆ߠோଵ 
⋯ ⋯ ⋯ 
ߠோே ߠ௏ಿ భᇲ  ∆ߠோே − ∆ߠோଵ 
6.4.1 Visibilidad diferencial 
Con el fin de mejorar la obtención de la fase relativa de cada receptor, se utilizan las 
dos señales de ruido correlado para calcular las funciones de visibilidad ுܸᇱ  y ௐܸᇱ .  
Para calcular estas funciones de visibilidad se utiliza el mismo procedimiento 
descrito en el apartado 6.2.3, salvo que en este caso ௌܶ௒ௌ se calcula a partir de ௛ܶ௢௧ y 
௪ܶ௔௥௠ respectivamente: 
ௌܶ௒ௌ
ு = ௛ܶ௢௧ + ோܶ,
ௌܶ௒ௌ
ௐ = ௪ܶ௔௥௠ + ோܶ, (6.39) 
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La función de visibilidad diferencial se calcula a partir de la función de visibilidad 




ᇱ , ௐܸ೘೙ᇱ = ௐܸ೘೙ܵ௠଴ܵ௡଴ᇱ ,
ுܸௐ = ுܸ೘೙ᇱ − ௐܸ೘೙ᇱ .  (6.40) 
La fase relativa de cada receptor se obtiene a partir de esta última función de 
visibilidad. Una vez obtenidas las fases relativas de cada receptor, se almacenan en 
memoria para calibrar la función de visibilidad en cada medición. 
6.5 Offset de la función de visibilidad 
En capítulos anteriores se ha mencionado que para el proceso de calibración también 
se inyecta una señal de ruido incorrelado. Esta señal se genera internamente mediante 
una carga de 50 Ω en cada cadena del receptor, una por cada polaridad. 
Esta señal se procesa como el resto, es decir, que se obtienen tanto su estimación de 
potencia como su matriz de correlación. Por el hecho de ser señales incorreladas, al 
realizar la correlación entre dos cadenas diferentes el resultado debería ser 0, de modo 
que la función de visibilidad obtenida a partir del ruido incorrelado es proporcional al 
efecto común entre cadenas. 
Puesto que es un efecto no deseado al realizar una medición, este debe ser calibrado. 
Para ello se emplea directamente la función de visibilidad obtenida para el ruido 




௢௙௙௦௘௧ = ට ௌܶ௒ௌ௞௨௡௖ ௌܶ௒ௌ௝௨௡௖ ∙ ߤ௨௡௖ೖೕᇱ , (6.41) 
donde ߤ௨௡௖ᇱ  es la visibilidad sin normalizar obtenida a partir de la matriz de 
correlación correspondiente al ruido incorrelado, y ௌܶ௒ௌ௨௡௖ es la temperatura de sistema 
correspondiente al ruido incorrelado, que se obtiene como: 
 ௌܶ௒ௌ௞௨௡௖ = ௣ܶ௛(݇) + ௥ܶ௘௖(݇), (6.42) 
siendo ௣ܶ௛ la temperatura física a la que se encuentra el receptor, concretamente la 
carga de 50 Ω. 
Una vez obtenida esta nueva función de visibilidad, y a partir de la estimación de los 
errores de fase es posible calibrar la visibilidad de una medición a partir de la siguiente 
expresión: 




௖௔௟ = ௠ܸ௡݁ି௝൫ఏೃ೘ିఏೃ೙൯ − ௠ܸ௡௢௙௙௦௘௧ , (6.43) 
donde ௠ܸ௡ es la función de visibilidad obtenida a partir de la expresión (6.15), ߠோ೘  
es la fase relativa del receptor correspondiente y ௠ܸ௡
௢௙௙௦௘௧  la función de visibilidad 
correspondiente al ruido incorrelado obtenida en la expresión (6.41). Nótese que los 
subíndices m y n se corresponden al par de receptores implicados en cada línea de base. 
Para el caso de realizar una simulación, este último término de la calibración no 
tiene sentido ya que no se ha tenido en cuenta posible efectos diferentes de los errores 
ya mencionados, y que pueden ser corregidos sin necesidad del ruido incorrelado. Aún 
así, se ha mencionado por la relevancia que tiene en el caso de trabajar con medidas 
reales hechas por el instrumento. De hecho, aunque en la simulación no se utilice, este 
término está implementado en el interfaz y es posible aplicarlo a los datos procedentes 
de la FPGA. 
En una simulación, puesto que la visibilidad obtenida a partir del ruido incorrelado 
no se utiliza, la expresión para calibrar una medición se reescribe como: 
௠ܸ௡
௖௔௟ = ௠ܸ௡݁ି௝൫ఏೃ೘ିఏೃ೙൯. (6.44) 
6.6 Flat Target Response FTR 
Uno de los objetivos de utilizar la respuesta a una fuente plana es el de caracterizar 
el diagrama de radiación promedio de las antenas. Hay que tener en cuenta que al 
tratarse de un instrumento de sus dimensiones (la envergadura de sus brazos es de más 
de 3 metros), se hace imposible introducirlo en la cámara anecoica de que se dispone 
para estudiar los diagramas de radiación empíricamente. Además, también permite 
eliminar términos que realimentan el instrumento a través de las antenas. 
Se considera flat target (fuente plana) [22] a una fuente sin polarización con una 
temperatura de brillo constante para todas las direcciones, es el caso de la radiación 
cósmica de fondo, aunque en banda L hay que seleccionar zonas del cielo libres de la 
galaxia. Teniendo en cuenta que la temperatura de brillo de la flat target es constante, es 
posible reescribir su expresión para la visibilidad como: 
௞ܸ௝
ி்൫ݑ௝௞ , ݒ௝௞൯ = ൫ ி்ܶ − ௥ܶ௞௝൯ܨܴܶ௞௝൫ݑ௝௞ ,ݒ௝௞൯, (6.45) 
Donde ܨܴܶ௞௝൫ݑ௝௞, ݒ௝௞൯ es la respuesta a la flat target, que según la expresión (2.79) 
es: 
ܨܴܶ௞௝ = ඵ ܨ௞(ߦ,ߟ) ∙ ܨ௝∗(ߦ,ߟ)
ඥ1 − ߦଶ − ߟଶඥΩ௞Ω௝ ̃̅ݎ௞௝ ቆ−ݑ௝௞ߦ + ݒ௝௞ߟ଴݂ ቇ݁ି௝ଶగ൫௨ೕೖకା௩ೕೖఎ൯݀ߦ݀ߟ.కమାఎమழଵ  (6.46) 
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Éste término únicamente depende del instrumento. Nótese que para el caso en el que 
la línea de base esté formada por una única antena, ܨܴܶ௞௞ = 1. 
La FTR puede ser procesada a partir de la caracterización de los diagramas de 
radiación de las antenas, o alternativamente, puede ser medido utilizando una flat target 
conocida, como puede ser la radiación cósmica. En cualquier caso, una vez se ha 
obtenido, se puede utilizar para cancelar los términos dependientes de la temperatura de 
receptor de la visibilidad invirtiendo la función: 
௞ܸ௝ + ௥ܶ௞௝ܨܴܶ௞௝. (6.47) 
 Este término dependiente de la temperatura del receptor se produce al generarse en 
este un ruido que se reinyecta al instrumento a través de antenas adyacentes. Además 
también es posible obtener un diagrama de radiación promedio, sin necesidad de 
caracterizarlo para todas las antenas, invirtiendo la FTR. Partiendo de la expresión 
(6.45), la FTR se puede obtener a partir de la función de visibilidad de la radiación 
cósmica de fondo como: 
ܨܴܶ൫ݑ௝௞, ݒ௝௞൯ = ௦ܸ௞௬൫ݑ௝௞ ,ݒ௝௞൯൫ ி்ܶ − ௥ܶ௞௝൯ . (6.48) 
Al trabajar con el interfaz configurado en modo simulador, el término dependiente 
de la temperatura de receptor no se tiene en cuenta, con lo que la FTR se obtiene 
desnormalizando únicamente por la temperatura de la flat target. 
Una vez obtenida la FTR, se invierte para obtener el diagrama de radiación 
promedio, tal y como se muestra en la siguiente expresión: 





En la tabla siguiente se puede observar la relación que guardan las variables de la 
expresión con las empleadas en el resto del proyecto: 
Tabla 6.2 Cambio de variables para el cálculo del diagrama de radiación promedio 
 Cambio en malla hexagonal 
ݑ 
(݇ଵ − ݇ଶ)݀2  
ݒ ݇ଶ݀√32  











Aplicando los cambios de variable descritos en la tabla, la expresión (6.49) se puede 
reescribir como: 
ܣܲ(ߦ,ߟ) = ݀ଶ√32 ෍෍ܨܴܶ(ݑ, ݒ)݁௝ଶగ(௨కା௩ఎ)
௩௨
. (6.50) 
Una vez obtenido el diagrama de radiación promedio, éste se puede aplicar a la 
inversión de la función de visibilidad, de modo que en esta se tengan en cuenta los 
errores propios de los diagramas de radiación. El resultado no será tan bueno como si se 
empleara la matriz G para recuperar la temperatura de brillo, pero si mejor que el 
obtenido a partir de una transformada inversa de Fourier aplicando el diagrama de 
radiación teórico. Gracias a la FTR, es posible caracterizar los diagramas sin necesidad 
de medirlos en una cámara anecoica, y corregir el acoplo que se introduce al 
instrumento por las antenas procedente del ruido de los receptores. 
6.7 Conclusiones 
En este capítulo se ha descrito el procedimiento a seguir para poder obtener la 
función de visibilidad a partir de los datos adquiridos de la FPGA, o alternativamente, 
generados gracias a la simulación. Además, se han tratado con especial interés los  
algoritmos de calibración, que permiten corregir errores propios del instrumento. Esta 
calibración es fundamental para la recuperación de una temperatura de brillo lo más 











7 CAPÍTULO 7:  RESULTADOS OBTENIDOS MEDIANTE SIMULACIÓN 
7.1 Introducción 
En capítulos anteriores se ha descrito el interfaz de usuario de PAU-SA, su entorno 
gráfico y las ecuaciones en las que está basado su funcionamiento. Uno de los aspectos 
que quizás tiene más interés es el de poder utilizar el interfaz para simular el 
comportamiento del instrumento en diferentes situaciones. 
Aunque el interfaz se ha diseñado con el propósito de trabajar a partir de datos 
procedentes de la FPGA, procesarlos y mostrar los resultados, es un aspecto que hasta 
ahora no ha podido ser testeado completamente, ya que PAU-SA todavía no se ha 
acabado de implementar. Únicamente se ha podido utilizar parte del código diseñado 
para el interfaz en pruebas aisladas, en las que se ha trabajado con dos receptores. Aún 
así, es posible realizar pruebas con el simulador para tener una primera aproximación 
del comportamiento que puede tener el instrumento. 
En este capítulo se van a mostrar algunos de los resultados obtenidos a partir del 
simulador del interfaz de PAU-SA. Se van a dividir en tres secciones: simulación de 
fuentes puntuales; simulación de fuentes extendidas; y simulación del efecto que 
producen los errores en la medida. 
7.2 Fuentes puntuales  
Antes de analizar cómo se comporta el instrumento al observar una fuente extendida, 
puede ser interesante ver el resultado de simular una fuente puntual. 
Se han llevado a cabo tres pruebas diferentes: 
 Fuente puntual situada en el boresight. 
 Fuente puntual alejada del boresight. 
 Dos fuentes puntuales separadas. 
Todas las pruebas se han efectuado con fuentes puntuales a una temperatura de brillo 
de 100 K, con un tiempo de integración de 1 segundo y cuantificación a 8 bits. En 
cuanto a la configuración de las características, todas se han simulado ideales. 
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7.2.1 Fuentes puntuales situadas en el boresight 
La primera prueba que se ha realizado ha sido la de simular una fuente puntual 
situada en el boresight (ߦ = 0,ߟ = 0), y ver el efecto que tienen sobre los resultados los 
diferentes enventanados que se han implementado en el interfaz. Para que al comparar 
el resultado de varias ventanas sólo se aprecie su efecto, se ha hecho una simulación 
inicial y para todas las ventanas se ha utilizado la función de visibilidad obtenida en esta 
simulación. Las siguientes figuras se corresponden a los resultados obtenidos a partir de 
estas simulaciones: 
































































Fig. 7.1 Representación de la temperatura de brillo obtenida a partir de una fuente 
puntual situada en el boresight a una temperatura de 100 K. 
Puesto que se ha configurado el instrumento para evitar el efecto de los errores, se 
puede considerar que la relación entre la función de visibilidad y la temperatura de 
brillo están relacionados por una transformada de Fourier, es por ello que se ha aplicado 
la transformada inversa de Fourier para recuperar la temperatura de brillo. Además de 
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mostrar la reconstrucción de la temperatura de brillo en todo el círculo de radio unidad, 
se ha incluido una representación en el plano ߟ = 0, 
En la siguiente tabla se han resumido algunos de los valores que se  obtenido a partir 
de las simulaciones: 
Tabla 7.1 Resultados de la simulación de una fuente puntual en el  boresight para 
los diferentes enventanados 
 Rectangular Triangular Hamming Hanning Blackmann 
Máximo 88.0171 K 39.9443 K 42.6602 K 38.7162 K 29.2366 K 
Valor medio 0.1079 K 0.1174 K 0.1091 K 0.1092 K 0.1099 K 
RMS 3.3255 1.5930 1.7378 1.6452 1.3545 
RMS libre de alias 6.9686 3.4835 3.8176 3.6237 2.9807 
Ancho de haz a -3 dB 0.0664 0.0884 0.0884 0.1106 0.1106 
Como se puede observar, para los diferentes tipos de enventanados se aprecia que 
contra mayor sea el valor máximo, más estrecho es el ancho de haz y mayor la 
contribución de los lóbulos secundarios. 
7.2.2 Fuentes puntuales fuera del boresight 
Una vez analizado el efecto de los diferentes enventanados de que dispone el 
interfaz, se ha hecho una segunda prueba con fuentes puntuales, esta vez situadas fuera 
del boresight (ߦ = 0.1,ߟ = 0.1), aunque todavía dentro de la zona fuera de alias. La 
metodología a seguir ha sido la misma que en la prueba anterior, se ha realizado una 
simulación previa para obtener la función de visibilidad correspondiente, y a partir de 
esta se han aplicado los diferentes enventanados. 
En la siguiente figura se pueden observar las reconstrucciones obtenidas para tres 











Fig. 7.2 Representación de la temperatura de brillo para una fuente puntual situada 
en (ߦ = 0.1,ߟ = 0.1). a) Ventana rectangular. b) Ventana de Hamming.  
c) Ventana de Blackmann 
A continuación se pueden ver algunos de los resultados más destacados para las 
diferentes ventanas: 
Tabla 7.2 Resultados de la simulación de una fuente puntual en (0.1,0.1)  para los 
diferentes enventanados 
 Rectangular Triangular Hamming Hanning Blackmann 
Máximo 74.9641 K 33.9986 K 36.3074 K 32.945 K 24.8853 K 
Valor medio 0.1155 K 0.1268 K 0.1177 K 0.1179 K 0.1184 K 
RMS 2.9004 1.3776 1.5013 1.4204 1.1688 
RMS libre de alias 6.0274 2.9970 3.2827 3.1143 2.5574 
ܯܽݔ(଴,଴)
ܯܽݔ(଴.ଵ,଴.ଵ) 1.1741 1.1749 1.1750 1.1751 1.1749 
Como se puede observar, la relación entre máximos de fuentes situadas en diferentes 
posiciones no es la unidad, como debería ser. Además, si observamos la Fig. 7.2, se 
puede apreciar que aparece una réplica a una temperatura mucho menor situada de 
forma simétrica. Se ha realizado la misma prueba con diferentes filtros paso bajo 
digitales, y se ha comprobado que este efecto se atenúa al trabajar con filtros más 
abruptos. 
En la siguiente figura se pueden observar los resultados para tres filtros diferentes: 
filtro paso bajo implementado en la FPGA; filtro paso bajo de orden 5; filtro paso bajo 
de orden 15. Todos los resultados se han obtenido para una ventana de Blackmann: 
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 Fig. 7.3 Reconstrucción de imagen para fuente puntual situada en (0.1,0.1) a una 
temperatura de 100 K y con diferentes filtros paso bajo digitales: a) Filtro implementao 
en FPGA b) Filtro de orden 5 c) Filtro de orden 15 
7.2.3 Resolución angular 
La resolución angular es un parámetro muy importante en un radiómetro. Determina 
la mínima separación angular que debe haber entre dos fuentes próximas para poder ser 
interpretadas como fuentes separadas. Esta resolución depende del enventanado que se 
aplique a la función de visibilidad. En el capítulo 5 se ha determinado el ancho de haz a 
-3 dB para los diferentes tipos de enventanado, y en el apartado 7.2.1 se ha comprobado 
empíricamente este valor. A continuación se muestra una tabla a modo de resumen de 
los valores esperados y los obtenidos mediante la simulación: 
Tabla 7.3 Ancho de haz a -3 dB para las diferentes ventanas. Valores teóricos y 
empíricos 
 Rectangular Triangular Hamming Hanning Blackmann 
Valor teórico 0.0695 0.0862 0.0876 0.0924 0.1029 
Valor empírico 0.0664 0.0884 0.0884 0.1106 0.1106 
Hay que tener en cuenta que los valores obtenidos en apartado 7.2.1 están sujetos al 
carácter discreto de la malla empleada para la reconstrucción de imagen, con lo que se 
puede producir un error al determinar el ancho de haz. 
Si se colocan dos fuentes puntuales separadas entre ellas una distancia igual al ancho 
de haz a -3 dB, el resultado es que en el punto de caída a -3 dB, las dos fuentes tienen 
una temperatura igual a la mitad del máximo, y al sumar las dos contribuciones no se 
apreciará separación. A medida que las fuentes se van separando más, se va haciendo 
cada vez más fácil diferenciar una de la otra. 
Para determinar la resolución angular, en primer lugar se debería decidir un criterio 
para diferenciar una fuente de otra. Una posibilidad sería definir un umbral y considerar 
que las fuentes están separadas si no existe solapamiento por encima de este umbral. 
Contra más bajo sea el umbral, mayor será la separación entre fuentes necesaria para 
diferenciarlas, y por tanto, la resolución angular será peor. 
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Para esta prueba se han hecho dos simulaciones, cada una con una separación 
diferente. La primera simulación se ha hecho con una separación suficiente para poder 
apreciar dos fuentes con la ventana rectangular y un umbral a -3 dB del máximo, y la 
segunda para que se puedan apreciar como separadas dos fuentes con una ventana de 
Blackmann y el mismo umbral.  
A continuación se muestran las imágenes obtenidas para ambas simulaciones y todos 
los enventanados posibles. Para que las imágenes se aprecien mejor, solo se han 
representado en el plano ߟ = 0. 
































































Fig. 7.4 Representación en el plano ߟ = 0 para la simulación de dos fuentes 
puntuales separadas 
Las simulaciones se han llevado a cabo para umbrales situados en -3 dB, pero podría 
considerarse uno menos restrictivo, que diera como resultado separaciones mínimas 
entre fuentes menores, y por tanto, mejor resolución angular. 
7.3 Fuentes extendidas 
En el capítulo 4 se han descrito las opciones que el interfaz ofrece a la hora de 
simular fuentes extendidas. Éste permite trabajar con fuentes extendidas circulares, o 
cuadradas. Puesto que el simulador ofrece la posibilidad de trabajar con ambas 
polarizaciones, se ha aprovechado este hecho para poder comprobar el resultado de la 
reconstrucción de imagen para los dos tipos de fuentes en una misma simulación. Se ha 
generado una fuente extendida circular en la polarización horizontal, y una fuente 
extendida cuadrada en la polarización vertical. Al igual que en las pruebas para fuentes 
puntuales, para reducir el tiempo de procesado, se ha realizado una primera simulación, 
y a la visibilidad obtenida se han ido aplicando los diferentes enventanados, de modo 
que se pueda comparar, como se ha hecho en el caso de las fuentes puntuales, el efecto 
de la ventana sobre la recuperación de la temperatura de brillo. 
Para esta prueba se han simulado fuentes extendidas con el centro en el boresight y 
una temperatura de brillo constante de 100 K. En el caso de la fuente circular, se ha 
generado con un radio de 0.35, y la fuente cuadrada, con un lado de 0.55, de modo que 
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en ningún caso las fuentes salgan de la zona libre de alias. En cuanto a las 
características, se han configurado todos los errores ideales, para que no afecten a las 
señales útiles. A continuación se muestran las imágenes obtenidas a partir de la 
simulación, tanto para la fuente circular como para la fuente cuadrada: 































































Fig. 7.5 Representación de la simulación de fuentes extendidas 
Como para el caso de las fuentes puntuales, para esta prueba también se han 
calculado algunos parámetros de interés. A continuación se muestra una tabla con 
dichos resultados para ambos tipos de fuentes extendidas: 
Tabla 7.4 Resultados obtenidos para la simulación de fuentes extendidas calculado 
en Fig. 7.6 
 Fuente circular Fuente cuadrada 
Valor medio RMS Valor medio RMS 
Rectangular 101.43 K 3.7604 102.58 K 5.7778 
Triangular 96.58 K 1.4077 96.08 K 1.869 
Hamming 101.93 K 1.1999 102.21 K 1.6751 
Hanning 101.98 K 1.0835 102.18 K 1.4662 
Blackmann 101.69 K 0.5980 101.15 K 1.5526 
En esta prueba es importante que los parámetros de interés se calculen en un área 
libre del efecto de Gibbs (Fig. 7.6) que se produce en los extremos de la fuente una vez 
recuperada. En las imágenes mostradas en la Fig. 7.5 se pueden apreciar áreas 
delimitadas por un círculo o un cuadrado negro (dependiendo del tipo de fuente). Para 
esta prueba se ha calculado el valor medio y el RMS dentro de esta área. 
Como se puede observar, el valor medio es muy aproximado al valor introducido en 
la simulación (100 K), mientras que el RMS varía según el enventanado.  
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La determinación del área en la que se han calculado estos parámetros se ha 
determinado empíricamente a partir del corte en el plano ߟ = 0 de la temperatura de 
brillo obtenida para una ventana rectangular. En la siguiente figura se muestran las 
imágenes de este corte para los dos tipos de fuentes: 
 
Fig. 7.6 Corte en el plano ߟ = 0 de la temperatura de brillo a partir de ventana 
rectangular 
7.4 Efecto de los errores en la reconstrucción de imagen 
Todas las pruebas que se han mostrado hasta ahora se han hecho sin tener en cuenta 
ningún tipo de error. Aunque son importantes a nivel académico, estas simulaciones no 
reflejan el comportamiento real del instrumento, ya que éste si se ve sujeto a errores a lo 
largo de todo el procesado de datos. Para ver el efecto que tienen sobre los datos estos 
errores, se han llevado a cabo algunas simulaciones introduciendo todos los errores que 
se pueden implementar en el interfaz uno a uno. 
Para todas las pruebas que se describen a continuación se ha utilizado el método de 
inversión de imagen de la IFFT. Además, no se han empleado los algoritmos de 
calibración, ya que estos no permitirían ver con toda claridad el efecto de los errores 
sobre la señal. 
Para no mostrar información redundante, los resultados se han obtenido únicamente 
para una ventana de Hamming. Además, para tener una referencia con la que 
compararlos, las secuencias aleatorias que forman la señal captada por las antenas se 
han generado con las mismas raíces que en apartados anteriores. 
7.4.1 Error de fase 
Estos errores afectan directamente a la señal captada por las antenas, pudiendo hacer 
que la función de visibilidad obtenida difiera de la que debería obtenerse. A 
continuación se muestran dos imágenes, una para cada tipo de fuente, a las que se han 
aplicado errores en la fase tal y como se describe en el capítulo 5: 
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Fuente extendida circular Fuente extendida cuadrada 
  
Fig. 7.7 Temperatura de brillo de fuentes extendidas con error en la fase 
Como se puede apreciar, un error sin corregir en la fase de la señal puede hacer que 
la reconstrucción de imagen pierda toda coherencia. 
7.4.2 Error en la ganancia 
Puesto que la ganancia sólo afecta a la estimación de potencia, si en ésta hay un 
error no corregido, el efecto sólo se traduce en un valor de la temperatura de brillo 
diferente al esperado. La diferencia dependerá de cuán grande es el error de ganancia. A 
continuación se pueden ver los resultados de una simulación a la que se ha aplicado este 
error, como en el caso de la fase, no se ha calibrado el error para poder analizar el 
efecto: 
Tabla 7.5 Simulación de fuentes extendidas con error en la ganancia 
Fuente extendida circular Fuente extendida cuadrada 
  
Valor medio 102.18 K Valor medio 102.44 K 
RMS 1.2150 RMS 1.8329 
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Los valores mostrados para el valor medio y el RMS se han calculado en la misma 
área utilizada en el apartado 7.3. Como ya se ha mencionado, al realizar simulaciones 
diferentes, todas las secuencias aleatorias se generan con la misma raíz en cada 
simulación, con lo que los resultados deberían ser los mismos que en el apartado 7.3. La 
diferencia que se aprecia entre la prueba libre de error y esta es debida al error en la 
ganancia. 
7.4.3 Ruido introducido por los receptores 
Los receptores, por el hecho de estar a una temperatura superior a 0 K, generan un 
ruido que se añade a la señal útil, pudiendo enmascararla y hacer que los resultados no 
se correspondan a los esperados de la superficie observada. Este ruido se genera 
independiente en cada cadena de recepción, con lo que está incorrelado. Esto es una 
ventaja ya que al trabajar con tiempos de integración altos, se puede atenuar el efecto 
negativo que produce. Además, gracias a la calibración es posible conocer la 
temperatura equivalente a la que se genera este ruido y tenerlo en cuenta al reconstruir 
la temperatura de brillo de una medición. 
A continuación se muestran las imágenes obtenidas de la simulación de una fuente 
extendida a la que se ha añadido el ruido generado por los receptores, ruido con una 
temperatura equivalente de 250 K. Al tratarse de señales incorreladas, el efecto de este 
ruido será mayor cuanto menor sea el tiempo de integración, de modo que en este caso 
la simulación se ha realizado con un tiempo de integración de 10 ms: 















Fig. 7.8 Temperatura de brillo para la simulación de fuentes extendidas con ruido 
térmico generado en los receptores. ߬ = 1 ݏ, ோܶ = 250 ܭ, ஺ܶ = 100 ܭ 
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7.4.4 Error en los ADCs 
En el caso de los ADCs, el error se traduce en una cuantificación incorrecta de la 
señal. La simulación de este error consiste en generar un offset en los umbrales de 
decisión de los ADCs, que se añaden directamente a la señal correspondiente, ya que el 
efecto es el mismo que desplazar los umbrales. A continuación se muestran los 
resultados de una simulación a la que se ha aplicado el error en los ADCs, en esta se ha 
vuelto a emplear un tiempo de integración de 1 segundo: 
Tabla 7.6 Fuentes extendidas con error en el umbral de los ADCs. Error Gausiano 
con desviación estándar de 0.5 ܸ݉ 
Fuente extendida circular Fuente extendida cuadrada 
  
Valor medio 101.95 K Valor medio 102.22 K 
RMS 1.2012 RMS 1.6770 
7.4.5 Error en la posición de las antenas 
En el capítulo 5 se han descrito los errores asociados a las antenas que se pueden 
simular con el interfaz, en total hay tres posibles errores a simular: error en la posición 
de las antenas; acoplamiento entre antenas; y error en la eficiencia de pérdidas óhmicas. 
En esta prueba se ha realizado una simulación añadiendo un error en la posición de las 










Tabla 7.7 Fuentes extendidas con error en la posición de las antenas. Error 
Gausiano de 0.2 ݉݉ en el plano ݖ = 0 
Fuente extendida circular Fuente extendida cuadrada 
  
Valor medio 101.94 K Valor medio 102.21 K 
RMS 1.1996 RMS 1.6785 
7.4.6 Acoplo entre antenas 
Otro de los efectos que se pueden simular para acercar el comportamiento de las 
antenas a la realidad es el acoplo que se produce entre ellas, y que afecta al diagrama de 
radiación, tanto en la amplitud como en la fase. Al obtener la temperatura de brillo 
como la IFFT de la función de visibilidad, el resultado se pondera por el diagrama de 
radiación teórico para compensar su efecto en la adquisición de la señal. Puesto que no 
se tiene en cuenta el acoplo entre las antenas, el diagrama de radiación teórico no 
compensa correctamente la temperatura de brillo. 
A continuación se muestran los resultados obtenidos a partir de una simulación, a la 
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Tabla 7.8 Fuentes extendidas con acoplo entre antenas 
Fuente extendida circular Fuente extendida cuadrada 
  
Valor medio 70.11 K Valor medio 70.41 K 
RMS 8.7694 RMS 8.6264 
7.4.7 Error en la eficiencia de pérdidas óhmicas 
El último error relacionado con las antenas que se puede simular en el interfaz es el 
relacionado con su eficiencia de pérdidas óhmicas. Este error hace que la potencia de la 
señal captada por las antenas se vea atenuada, además de estar relacionado con la 
generación de un ruido. Este ruido afecta a la señal útil, y su potencia también está 
relacionada con la eficiencia de pérdidas óhmicas. Cuanto más baja sea la eficiencia, 
mayor será la potencia del ruido, y menor la de la señal útil. Para esta prueba se ha 
fijado la eficiencia de pérdidas óhmicas de todas las antenas a 0.8. A continuación se 
muestran los resultados obtenidos a partir de una simulación con 1 segundo de tiempo 
de integración: 
Tabla 7.9 Simulación de fuentes extendidas con eficiencia óhmica menor que 1 
Fuente extendida circular Fuente extendida cuadrada 
  
Valor medio 137.19K Valor medio 137.21 K 
RMS 2.2438 RMS 2.0937 
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7.4.8 Resumen de los errores del sistema 
En el apartado 7.4 se ha mostrado el efecto que tienen algunos errores sobre la 
reconstrucción de la temperatura de brillo. Para completar el análisis de los errores, se 
ha creado la siguiente tabla a modo de resumen: 
Tabla 7.10 Resumen de los errores del sistema para ventana Rectangular 














Discretización plano (ݑ, ݒ).   3.7604 K   
Ruido térmico.  
ோܶ = 250 ܭ, ஺ܶ = 100 ܭ, 























Acoplo  (| ଵܵଶ|௠௔௫ = 25 ݀ܤ)  5.3062 K   
In-plane osc. (2 mm) 0.025/mm  0.05 K  











 In-phase ൫ߪథ = 1º൯ 2.06/º 2.06 K   
Errores de amplitud 
(TPRad) 
   1.43 K 
Total (suma cuadrática)  11.12 K 14.89 K 1.43 K 
En esta tabla se puede apreciar el efecto de algunos de los errores más destacados 
simulados en el interfaz sobre una fuente extendida, aplicando una ventana rectangular a 
la función de visibilidad antes de recuperar la temperatura de brillo. Hay que tener 
cuenta que la ventana rectangular es la que presenta mayores errores, siendo este el caso 
más desfavorable, obteniendo una sensibilidad de aproximadamente 15 K, mientras que 
para la ventana de Blackmann podría reducirse hasta 6 K. 
Otro de los resultados que se han obtenido, aunque éste no depende del instrumento, 
es el error numérico que tiene el simulador por el hecho de trabajar con integrales 
discretizadas. El error resultante es de 0.24 ܭ. Si al generar las fuentes extendidas se 
trabajara con una malla de puntos menos separados entre sí, este error podría reducirse, 
pero siempre habría un error intrínseco a la utilización de MatLab, por el hecho de no 
permitir trabajar con señales continuas. 
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7.5 Calibración del instrumento 
En el apartado anterior se ha mostrado el efecto que tiene sobre la reconstrucción de 
imagen los errores del instrumento. Para corregir el efecto de algunos de estos errores 
sobre la medida, se emplean los algoritmos de calibración descritos en el capítulo 6, 
además. En este apartado se pretende analizar la eficacia de estos algoritmos de 
calibración, para ello, se han llevado a cabo dos pruebas. En primer lugar se ha 
realizado la simulación de una fuente extendida aplicándole varios de los errores 
analizados en el apartado anterior. A continuación, se llevará a cabo una calibración con 
un tiempo de integración de un segundo, y finalmente se volverá a realizar la simulación 
de una fuente extendida afectada por los errores, pero esta vez aplicando las 
correcciones propias de la calibración. 
7.5.1 Efecto de varios errores sobre una fuente extendida 
Como en las pruebas anteriores, en esta se ha realizado una simulación para la 
medición de una fuente extendida durante un tiempo de integración de un segundo, con 
una cuantificación a 8 bits y generando una fuente extendida diferente en cada 
polarización (fuente extendida circular de radio 0.35 para la polarización horizontal, y 
fuente extendida cuadrada de lado 0.55 para la polarización vertical). Los errores que se 
han simulado son: error de fase introducido por el receptor; error en la ganancia; ruido 
térmico de los receptores; y error en la eficiencia de pérdidas óhmicas de las antenas. La 
siguiente figura muestra el resultado de esta simulación: 
Fig. 7.9 Fuentes extendidas aplicando errores: en la fase; en la ganancia; ruido 
térmico de los receptores ( ோܶ = 250 ܭ) y en la eficiencia de pérdidas óhmicas. 
Calibración no aplicada. a) Fuente extendida circular b) Fuente extendida cuadrada 
Como sucede en el apartado 7.4, no se han aplicado los algoritmos de calibración a 
la función de visibilidad, con el fin de poder apreciar claramente el efecto de los errores 
sobre la medida. El método de inversión empleado ha sido el de la IFFT. 
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7.5.2 Resultados de la calibración 
Para poder trabajar con los algoritmos de calibración, son necesarias varias señales 
con estadística conocida, como ya se ha mencionado en capítulos anteriores. A partir de 
estas señales se recuperan algunos de los errores que afectan a la señal útil. Una vez 
obtenidos estos errores, se emplean en el proceso de obtención de la temperatura de 
brillo para corregirlos. Para poder comprobar la eficacia a la hora de recuperar estos 
errores, se han llevado a cabo varias simulaciones de una calibración inicial (teniendo 
en cuenta los errores de antena), y se han comparado los valores obtenidos con los que 
se han generado en la simulación. En la tabla siguiente se pueden apreciar los resultados 
obtenidos: 
Tabla 7.11 Resultados de una calibración inicial con tiempo de integración de 1 
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1 0 0 0 1.36e-4 1.39e-4 1.41e-6 250 249.673 0.326 0.9 0.899 6.21e-4 
2 -0.045 -0.044 -0.001 1.29e-4 1.27e-4 1.73e-6 250 250.298 -0.298 0.9 0.899 0.0013 
3 -1.148 -1.158 0.01 1.39e-4 1.43e-4 -3.41e-6 250 241.058 8.942 0.9 0.904 -0.004 
4 -0.321 -0.321 -1.2e-4 1.40e-4 1.41e-4 -6.82e-7 250 245.808 4.192 0.9 0.902 -0.0017 
5 -1.842 -1.839 -0.003 1.32e-4 1.33e-4 -1.09e-6 250 244.693 5.307 0.9 0.901 -0.0013 
6 -0.162 -0.161 -8.1e-4 1.45e-4 1.46e-4 -3.49e-7 250 246.404 3.596 0.9 0.901 -0.0012 
7 -2.280 -2.297 0.016 1.45e-4 1.45e-4 1.09e-6 250 248.549 1.451 0.9 0.898 0.002 
8 -1.510 -1.507 -0.003 1.38e-4 1.41e-4 -2.43e-6 250 242.454 7.546 0.9 0.902 -0.0022 
9 -2.235 -2.248 0.013 1.40e-4 1.40e-4 9.69e-7 250 248.535 1.465 0.9 0.899 6.42e-4 
10 -2.075 -2.081 0.006 1.39e-4 1.39e-4 1.02e-6 250 248.571 1.429 0.9 0.899 8.51e-4 
11 0.206 0.200 0.006 1.37e-4 1.25e-4 1.23e-5 250 271.078 -21.078 0.9 0.889 0.0108 
12 -0.197 -0.195 -0.002 1.43e-4 1.31e-4 1.17e-5 250 268.743 -18.743 0.9 0.889 0.0102 
13 -1.384 -1.389 0.005 1.35e-4 1.27e-4 8.5e-6 250 263.474 -13.474 0.9 0.893 0.0073 
14 0.604 0.587 0.017 1.51e-4 1.38e-4 1.38e-5 250 271.768 -21.768 0.9 0.888 0.0118 
15 -2.272 -2.287 0.015 1.38e-4 1.26e-4 1.19e-5 250 270.525 -20.525 0.9 0.890 0.0096 
16 -1.002 -1.017 0.015 1.39e-4 1.31e-4 8.44e-6 250 262.579 -12.579 0.9 0.892 0.0078 
17 -1.182 -1.195 0.013 1.45e-4 1.36e-4 8.57e-6 250 262.459 -12.459 0.9 0.893 0.0066 
18 0.024 0.026 -0.002 1.39e-4 1.37e-4 2.23e-6 250 250.799 -0.799 0.9 0.897 0.0027 
19 0.117 0.114 0.003 1.38e-4 1.37e-4 1.43e-6 250 249.123 0.877 0.9 0.898 0.0018 
20 -1.793 -1.787 -0.006 1.34e-4 1.35e-4 -9.04e-7 250 244.965 5.034 0.9 0.902 -0.0021 
21 -0.842 -0.855 0.013 1.40e-4 1.43e-4 -2.38e-6 250 242.732 7.268 0.9 0.904 -0.0045 
22 -0.981 -0.996 0.016 1.31e-4 1.34e-4 -2.83e-6 250 241.748 8.252 0.9 0.903 -0.0035 
23 -0.350 -0.350 8.5e-4 1.43e-4 1.43e-4 -4.08e-7 250 246.121 3.879 0.9 0.901 -0.0011 
24 -0.152 -0.150 -0.001 1.48e-4 1.47e-4 1.22e-6 250 248.579 1.421 0.9 0.899 0.0014 
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25 -0.009 -0.008 -8.5e-4 1.35e-4 1.34e-4 1.25e-6 250 248.779 1.221 0.9 0.898 0.0021 
En este caso se han simulado los errores en ambas polarizaciones iguales, pero el 
procesado es completamente independiente para cada una. Para el caso del error de fase, 
para poder comparar con mayor claridad la diferencia entre el error aplicado en la 
simulación, y el error recuperado en la calibración, se ha mostrado el primero como la 
diferencia de error entre la fase de cada receptor y el primero. 
Por último, se han aplicado los resultados de la calibración a la reconstrucción de 
imagen de una fuente extendida. La figura siguiente muestra los resultados obtenidos: 
  
Fig. 7.10 Representación de la temperatura de brillo obtenida a partir de la 
simulación de fuentes extendidas aplicando errores del instrumento y calibración: 
߬ = 1 ݏ, ோܶ = 250 ܭ a) Fuente extendida circular b) Fuente extendida cuadrada 
Como se puede apreciar en la figura anterior, la mejora es considerable, aunque se 
siga apreciando el efecto del ruido térmico alrededor de la superficie bajo observación. 
Este efecto de ruido se podría reducir a medida que se aumenta el tiempo de integración. 
7.5.3 Flat Target Response 
La calibración inicial se lleva a cabo para poder corregir los errores propios de las 
antenas. Para ello, se apunta al instrumento a una fuente conocida y constante en todas 
direcciones, la radiación cósmica de fondo. Gracias a la observación de esta fuente, es 
posible realizar una estimación del diagrama de radiación promedio de las antenas, 
incluyendo sus errores y el efecto del acoplo entre antenas. Para que el resultado sea 
aceptable, es necesario que el tiempo de integración durante el cual se analiza esta 
fuente se elevado. A continuación se muestra la representación del diagrama de 
radiación promedio estimado a partir del concepto de la FTR para una simulación de 10 
segundos. 




Fig. 7.11 Diagrama de radiación: a) Promedio estimado a partir de la FTR de 10 
segundos b) Diagrama de radiación teórico 
La utilización del diagrama de radiación promedio obtenido a partir de la FTR solo 
es válida dentro de la zona libre de alias, fuera de ella la contribución de varios alias 
hace que el resultado no sea útil. 
7.6 Conclusiones 
Este capítulo ha estado dedicado a testear el comportamiento del instrumento. Se ha 
visto el efecto que tiene sobre la obtención de la temperatura de brillo, el hecho de 
emplear los diferentes tipos de enventanado disponibles en el interfaz. Además, también 
se ha trabajado con los errores del instrumento y los algoritmos de calibración, que 
permiten corregir el error a partir del análisis de fuentes con estadística conocida. En 
cuanto a los errores, se ha podido comprobar que gracias a los algoritmos de calibración 
es posible estimar estos errores para que después puedan ser corregidos en la función de 
visibilidad. Estos resultados han sido obtenidos gracias al interfaz de PAU-SA 
trabajando en modo simulación, y una vez se haya completado la integración del 









































8 CAPÍTULO 8: ENSAMBLADO VIRTUAL DE PAU-SA 
8.1 Introducción 
En el capítulo 3 se han descrito los elementos que forman el radiómetro de PAU-SA, 
así como sus características y funcionamiento. 
Además de hacer un análisis de estos elementos y de simular su funcionamiento para 
poder estudiar su comportamiento, en este proyecto también se ha realizado un estudio 
de la distribución de estos componentes dentro de una estructura física para poder 
demostrar la viabilidad de su integración. En este estudio no solo se han tenido en 
cuenta los elementos citados en el capítulo 3, además de estos se han incluido otros 
elementos necesarios tales como las fuentes de alimentación. 
8.2 Armazón de PAU-SA 
La distribución de todos los elementos que forman el instrumento está condicionada 
a las dimensiones de un armazón de aluminio, que se ha diseñado con el fin de poder 
colocar todos los elementos en su interior. 
 
Fig. 8.1 Imagen virtual en 3D del armazón de PAU-SA 
Puesto que la forma de la agrupación ya está determinada, este armazón debe seguir 
la forma de la agrupación, es por ello que se ha diseñado con tres brazos en forma de Y 
para situar las antenas. Además de los brazos, el armazón también está formado por una 
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parte central, llamada hub, con un volumen útil suficiente para poder ubicar los 
elementos que no puedan ir situados en los brazos.  
Las antenas y los receptores se colocan siguiendo la forma de la agrupación. Estos se 
han dividido en 4 grupos, uno por cada brazo y otro en la parte central. Cada grupo está 
formado por 7 antenas útiles, haciendo un total de 28 (25 para radiometría y 3 
adicionales para reflectometría). Hay que recordar que además de las antenas útiles, se 
colocan tres antenas adicionales dummy en los extremos de la agrupación para 
compensar el diagrama de radiación. 
En los laterales del hub se han colocado unos soportes a los que fijar un brazo 
hidráulico que permitirá orientar el instrumento a la hora de realizar las mediciones. La 
Fig. 8.1 muestra una representación virtual del armazón de PAU-SA en 3D. 




Fig. 8.2 Visión en planta y alzado del armazón 
Por otro lado, para que el control térmico sea eficiente se debe aislar térmicamente 
del exterior, preferentemente de forma estanca. Esto se llevará a cabo con un radomo en 
fase de diseño. 
8.3 Plano de masa 
En la parte inferior del armazón de PAU-SA se coloca un plano de masa en forma de 
Y. El hecho de que tenga forma de Y es para que se adapte a la forma de la agrupación, 
al igual que el armazón. El plano de masa consta de una plancha metálica de 3 mm de 
grosor cortada con la forma apropiada. En la figura siguiente se muestra una imagen 
virtual del plano de masa con sus dimensiones: 




Fig. 8.3 Plano de masa de PAU-SA 
En el plano de masa se han practicado una serie de agujeros con el fin de anclarlo al 
armazón y fijar algunos de los componentes que forman el instrumento, como por 
ejemplo los receptores y las antenas, además del radomo. 
Debido a la precisión necesaria tanto en el corte del plano de masa como en el 
agujereado del mismo para minimizar los errores de posicionamiento de las antenas, se 
ha realizado en RECAM LASER S.L., empresa especializada en el corte mediante laser 
con una precisión de 0.1 mm. 
8.3.1 Agujereado del plano de masa 
Hay varios componentes que deben ser fijados al plano de masa, además de ser 
necesario atornillar este al armazón de PAU-SA para que quede bien sujeto. Para que 
todo ello sea posible, se han practicado una serie de agujeros en todo el plano de masa. 
El armazón de PAU-SA está formado por unos perfiles de aluminio modelo 
0.0.419.02 adquiridos en SINERGES tecmon S.A., que tienen la forma mostrada en la 
Fig. 8.4.a. En el interior de los huecos del perfil de aluminio se pueden introducir unos 
anclajes modelo 0.0.026.23 para atornillar algunos objetos al perfil de aluminio tal y 
como se muestra en la Fig. 8.4.b. 
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Fig. 8.4 a) Perfil del armazón de PAU-SA b) Imágenes de anclaje para armazón de 
PAU-SA 
8.3.1.1 Fijación del plano de masa al armazón 
Los agujeros para fijar el plano de masa al armazón se han hecho para utilizar 
tornillos de 4 mm de diámetro. Estos se han distribuido de forma estratégica de modo 
que cumplan las especificaciones de las cotas y además queden encarados con las 
ranuras de las piezas que forman el armazón, y así poder atornillarlo gracias a los 
anclajes mencionados anteriormente. Los agujeros se han dispuesto con una separación 
de 20 cm entre ellos a lo largo de cada brazo de la Y, y de 14 cm en los extremos de 
estos. Por último, en la parte correspondiente al hub del plano de masa también se ha 
tenido que dejar una separación diferente debido a coincidencias con otras piezas 
integrantes del instrumento. En la siguiente figura se pueden apreciar las separaciones 
entre agujeros para fijar el plano de masa al armazón: 
  
Fig. 8.5 Planos en 2D de los agujeros para anclar el plano de masa al armazón de 
PAU-SA: a) Extremo de uno de los brazos. b) Centro del plano de masa 
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Los tornillos empleados para este propósito siguen la normativa DIN965 y son de 
M4x10 (4 mm de diámetro y 10 mm de largo) con cabeza cónica tipo philips. En total se 
necesitan 47 tornillos para poder fijar el plano de masa al armazón. 
8.3.1.2 Atornillado del radomo 
Con una distribución muy similar a la de los agujeros empleados para fijar el plano 
de masa al armazón, se han hecho otra serie de agujeros con el fin de poder atornillar el 
radomo que protege todo el instrumento. Estos agujeros también se han pensado para 
tornillos de 4 mm de diámetro y también están separados 20 cm entre ellos a lo largo de 
cada brazo. En la siguiente figura se muestran unas réplicas de los planos de la Fig. 8.5 
en los que se han marcado las distancias de separación entre los nuevos agujeros: 
  
Fig. 8.6 Planos en 2D de los agujeros para fijar el radomo al plano de masa.  
a) Extremo de uno de los brazos. b) Centro del plano de masa 
Los tornillos que se utilizarán para fijar el radomo también siguen la normativa 
DIN965, y sus dimensiones son M4x16 con cabeza cónica tipo Philips. En total se 
necesitan 51 tornillos de este tipo. 
Hay que tener en cuenta que para que el plano de masa se comporte como tal es muy 
importante que la superficie exterior sea lo más lisa posible. Es por ello que tanto para 
fijar el plano de masa al armazón como para atornillar el radomo a esta se han empleado 
tornillos con cabeza cónica y se han avellanado los agujeros, de modo que la cabeza de 
los tornillos quede oculta en el interior del plano de masa. 
8.3.1.3 Atornillado de las antenas 
En el capítulo 3 se describen las antenas empleadas en PAU-SA. Estas antenas son 
de tipo impreso con dos polarizaciones, integradas sobre una placa de fibra de vidrio de 
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0.6 mm de grosor. Estas antenas se fijan al plano de masa mediante unos tornillos de 
nylon de 6 mm de diámetro y 20 mm de longitud. Las antenas se colocan en la parte 
inferior del plano de masa, y a una separación de este de 9 mm. Esta separación se 
consigue apoyando las antenas sobre una agrupación de tuercas y arandelas. El orden de 
los elementos es:  




En este caso, el tornillo se coloca con la cabeza en la parte interior del plano de 
masa, con lo que no es necesario que sea cónica, de modo que no es necesario avellanar 
los agujeros hechos en el plano de masa, y se emplean tuercas para fijar la separación de 
la antena. En la siguiente figura se muestra un plano en 2D de los agujeros practicados 
en el plano de masa para colocar dos antenas, además de una imagen virtual en 3D del 
aspecto que tienen estas una vez colocadas: 
  
Fig. 8.7  a) Plano en 2D de los agujeros para antenas. b) Imagen virtual de dos 
antenas fijadas al plano de masa 
En la Fig. 8.7.a se puede observar como además de los 4 agujeros de 6 mm de 
diámetro, hay otros tres agujeros para cada antena. Estos agujeros de 3 mm de diámetro 
y se utilizan para: 
a) Conectar cada polarización de las antenas a su respectiva entrada del receptor. 
b) Separador metálico hexagonal de 10 mm modelo SP1510 adquirido en Onda 
Radio S.A.. Además de evitar que la antena se flexione, este separador permite 
conectar eléctricamente la antena al plano de masa. 
8.3.1.4 Receptores 
Los receptores son otro de los elementos que van sujetos al plano de masa. Estos se 
fijan por medio de 4 agujeros practicados en el plano de masa. La distribución de los 
receptores se ha hecho de tal manera que las conexiones entre antena y receptor sean lo 
más directas posibles. A continuación se muestra una imagen con los agujeros hechos 
en el plano de masa para uno de los receptores: 




Fig. 8.8  Agujeros para receptor 
Los tornillos empleados para fijar el receptor al plano de masa son DIN965 de 
M3x12 con cabeza cónica tipo Philips. Además de estos, también son necesarios otros 
agujeros para poder fijar los conectores del receptor. Para ello, se utilizan tornillos 
DIN963 de M2.5x4, también de cabeza cónica tipo Philips. Puesto que todos los 
tornillos utilizados para el receptor tienen cabeza cónica, los agujeros en el plano de 
masa deben ser avellanados. 
8.3.1.5 Agujeros para los divisores de potencia 
En el capítulo 3 se citan todos los componentes que forman la red de inyección de 
ruido. Esta red se vasa en una fuente de ruido y en una serie de distribuidores que hacen 
llegar la señal a cada uno de los receptores. El último elemento antes de inyectar la 
señal a los receptores es un divisor de potencia de 8 salidas. 
Puesto que en PAU-SA hay un total de 28 receptores, son necesarios 4 divisores de 
potencia (capítulo 3). Para aprovechar al máximo el espacio disponible, se ha optado 
por colocar 3 de los cuatro divisores de potencia en los extremos de cada brazo del 
armazón, en la posición que correspondería al receptor correspondiente a la antena 
dummy en el caso de que esta lo necesitara, mientras que el cuarto irá colocado en el 
hub. De este modo, se puede separar la distribución de ruido en cuatro grupos, uno por 
cada brazo, en los que irán conectados los 7 últimos receptores de estos, y el del centro, 
al que se conectan los 4 receptores de radiometría restantes y los 3 de reflectometría 
adicionales. 
Los divisores de potencia de 8 salidas tienen forma cúbica de dimensiones (17.9 ܿ݉, 7.9 ܿ݉, 2.2 ܿ݉) con 4 agujeros pasantes de 4 mm de diámetros. Al hacer los 
agujeros al plano de masa se han hecho de modo que el divisor de potencia quedara 
paralelo al extremo de cada brazo y dejando una distancia suficiente para poder conectar 
los cables, tanto a la entrada como a las salidas. 
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Fig. 8.9  a) Plano en 2D de los agujeros para distribuidor de potencia. b) Imagen de 
uno de los divisores de potencia de los brazos 
Para no confundir los agujeros se han marcado en rojo los correspondientes al 
divisor de potencia, dejando sin marcar los previamente vistos de las antenas. Hay que 
destacar que, como sucedía en el caso de los tornillos empleados para fijar el plano de 
masa al armazón, los que se utilizan para los divisores de potencia tampoco pueden 
sobresalir del plano de masa, por lo que se han hecho los agujeros avellanados. 
Aunque las antenas de los extremos de la agrupación no estén conectadas a ningún 
receptor, éstas deben estar adaptadas, por lo que a la salida de cada polarización se les 
tiene que conectar una carga con este fin. Esto hace que los divisores de potencia no 
queden apoyados directamente contra el plano de masa, ya que de ser así no habría 
espacio suficiente para las cargas de 50 Ω. 
8.3.2 División del plano de masa 
Como ya se ha mencionado en el apartado 8.3, la fabricación del plano de masa se 
ha encargado a RECAM LASER S.L., que ofrece la posibilidad de realizar cortes de 
alta precisión mediante tecnología laser en superficies que no excedan de los 300 x 150 
cm. Esto es un inconveniente puesto que como se puede apreciar en la Fig. 8., implica 
que es imposible fabricar el plano de masa de una sola pieza. Es por ello que se ha 
dividido el plano de masa en tres partes, haciendo posible trabajar con cada pieza 
individualmente. 
La división del plano de masa se ha hecho de modo que coincida con el espacio 
entre dos receptores, de manera que se pueda aprovechar este espacio para colocar un 
pasamanos que una las piezas del plano de masa. 
A continuación se muestran las tres secciones en que se ha dividido el plano de 
masa: 




Fig. 8.10 a) Plano de masa de PAU-SA dividido en tres secciones. b) Tres secciones 
del plano de masa y componentes fijados a cada una de ellas 
Como se puede apreciar en la Fig. 8.10.b, al realizar la división del plano de masa no 
hay ningún elemento que quede en la unión de dos de ellos. Es muy importante que así 
sea ya que para dar mayor solidez a las uniones de las tres secciones del plano de masa 
se utilizan unos refuerzos que se atornillan a ambas secciones en cada unión. 
8.3.2.1 Refuerzos en la unión entre secciones del plano de masa 
Para que las secciones del plano de masa queden bien unidas, se han utilizado unas 
barras metálicas que refuerzan la unión entre dos secciones. 
Estos refuerzos se han cortado en planchas de 3 mm de grosor, y con las máximas 
dimensiones posibles teniendo en cuenta la disposición de los componentes sobre el 
plano de masa. Ya que el plano de masa se ha dividido en tres secciones, son necesarios 
dos refuerzos uno para cada intersección. Hay que tener en cuenta que el plano de masa 
va atornillado directamente al armazón, de modo que para evitar el contacto de los 
refuerzos con el armazón, estos se han dividido en tres partes: una central y dos que 
quedan fuera del armazón. En la figura siguiente se pueden apreciar los dos grupos de 
refuerzos utilizados: 
  
Fig. 8.11 Planos en 2D de los refuerzos para los puntos de unión entre varias 
secciones del plano de masa: a) Unión entre la parte superior e inferior del plano de 
masa. b) Unión entre la parte inferior y el extremo del brazo B 
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Como se puede apreciar, los refuerzos se atornillan al plano de masa mediante 
tornillos de 4 mm de diámetro. Los tornillos son iguales a los empleados para fijar el 
plano de masa al armazón, DIN965 de M4x10 con cabeza cónica tipo Philips. Los 
agujeros correspondientes se han avellanado. 
Para evitar que los refuerzos entren en contacto con algunos de los elementos 
dispuestos sobre el plano de masa se han tenido que practicar dos cortes, uno en la pieza 
central de cada refuerzo. En el caso del refuerzo que une las dos piezas principales del 
plano de masa, este corte se ha hecho para poder colocar uno de los receptores. Para el 
refuerzo que une el extremo del brazo B con el resto del plano de masa, el corte se ha 
hecho para que se pueda colocar correctamente uno de los tornillos que sujetan a una 
antena. En la siguiente figura se puede ver una representación virtual de las dos uniones 
con los elementos a su alrededor: 
 
 
Fig. 8.12 Imágenes virtuales de los puntos de unión entre secciones del plano de 
masa 
Para que la imagen no sea excesivamente compleja se han dejado únicamente los 
agujeros de sujeción de las antenas y los elementos que realmente determinan la forma 
de los refuerzos. 
En la Fig. 8.12 se puede ver cómo el divisor de potencia del brazo B se solapa con el 
refuerzo. Ésto es posible por el hecho de que para poder conectar la antena dummy que 
se encuentra a la misma altura del divisor de potencia, este se debe colocar con separado 
del plano de masa. El refuerzo en ese punto también sirve como apoyo al divisor de 
potencia. 
8.4 Distribuidor de alimentación para los receptores 
Para distribuir la corriente a todos los receptores, se ha ideado una red similar a la de 
inyección de ruido, con dos fases: la primera que separa la alimentación en cuatro, una 
para el hub y las otras tres para cada brazo; y la segunda que alimenta a los 7 receptores 
correspondientes de cada sección. 
Estos últimos distribuidores de alimentación se han diseñado para que ocupen una 
superficie muy similar a la de los divisores de potencia de la red de inyección de ruido, 
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de modo que se puedan colocar juntos, uno encima del otro. Con el fin de proteger estos 
distribuidores se han fabricado unos recipientes de aluminio que además de tener unas 
dimensiones muy similares a las de los divisores de potencia, los agujeros que permiten 
fijarlas al plano de masa están situados en la misma posición que en los divisores de 
potencia, de modo que con 4 tornillos sea posible fijar tanto el divisor de potencia como 
el distribuidor de alimentación. En la siguiente figura se puede observar una imagen 
virtual del recipiente diseñado para los distribuidores de alimentación, con una 
aclaración de la utilidad de todos los agujeros:  
 
Fig. 8.13 Imágenes virtuales de los recipientes para la distribución de alimentación 
En el interior del recipiente se ha mantenido un pedestal sobre el que reposar la 
placa de silicio para evitar que las conexiones toquen con la parte inferior del recipiente, 
además, este pedestal permite atornillar la placa. La distribución de alimentación se 
realiza por medio de cable Ethernet, de modo que se han hecho 7 agujeros en la parte 
frontal del recipiente de la medida justa para poder colocar sus respectivos conectores 
RJ45, del mismo modo, en la parte posterior se ha hecho otro agujero para poder 
conectar las fuentes de alimentación al distribuidor. 
En la siguiente figura se pueden ver con detalle las dimensiones del recipiente: 
 
Fig. 8.14 Imágenes virtuales de los recipientes para la distribución de alimentación 
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A continuación se muestran unas imágenes del recipiente ya fabricado: 
  
  
Fig. 8.15 Recipiente para los distribuidores de alimentación de 7 salidas colocados 
en los extremos de cada brazo 
Como ya se ha mencionado, puesto que se han hecho los agujeros siguiendo la 
misma distribución que los del divisor de potencia de la red de inyección de ruido, es 
posible fijar ambos componentes con los mismos tornillos. En la siguiente imagen se 
pueden observar ambos elementos ya colocados sobre el plano de masa: 
 
Fig. 8.16 Power Splitter y distribuidor de alimentación 
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Estos tornillos son de 4 mm de diámetro y de una longitud de 60 mm. Puesto que los 
tornillos deben quedar ocultos en el plano de masa, se han tenido que avellanar los 
agujeros. 
En este caso en particular, debido a la longitud necesaria para estos tonillos no ha 
sido posible encontrar una alternativa útil en el mercado, de modo que ha sido necesario 
trabajar con tornillos con cabeza cilíndrica y practicarles el avellanado manualmente. 
En la siguiente figura se muestra una imagen virtual de uno de los brazos de PAU-
SA incluyendo algunos de los elementos que se colocan en su interior: 
 
 
Fig. 8.17 Imagen virtual de uno de los brazos de PAU-SA. a) Vista superior  
b) Vista inferior 
8.5 Avellanado 
En los planos del plano de masa enviados a RECAM LASER también se han 
incluido esquemas detallando el avellanado de todos los agujeros que lo precise. En 
total hay tres tipos de avellanados distintos, dependiendo del diámetro de los tornillos 
empleados (2.5mm; 3mm; y 4mm). 
   
Fig. 8.18 Esquema de los avellanados para el plano de masa 
Los diámetros que se han enviado para realizar tanto los agujeros como los 
avellanados no coinciden con las dimensiones teóricas para tolerar la precisión del laser 
con el que se realiza el corte y de los mismos tornillos. 
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8.6 Cableado para la red de inyección de ruido 
Otro de los estudios realizados para la integración del instrumento es la distribución 
de la señal de ruido a los receptores. Como ya se ha mencionado anteriormente, esta 
señal debe llegar a todos los receptores con la mayor similitud posible, por lo que es 
necesario que la longitud de los cables sea igual para todos los recorridos. En la Tabla 
3.2 se presentó un resumen de la atenuación sufrida por la señal de ruido al atravesar la 
red de inyección, incluyendo la longitud de los cables empleados para su distribución. 
En la siguiente figura se puede observar una imagen virtual de la disposición del 
cableado para la red de inyección de ruido en uno de los brazos del instrumento: 
 
 
Fig. 8.19 Imagen del cableado en uno de los brazos. a) Imagen virtual en 3D  
b) Imagen real 
8.7 Conclusiones 
Este capítulo se ha dedicado a mostrar  algunas de las decisiones tomadas en cuanto 
al ensamblado de PAU-SA. Muchas de ellas, como el agujereado del plano de masa, o 
el atornillado de los receptores y antenas ya se han llevado a cabo, pero todavía quedan 
muchas decisiones por tomar en cuanto a la integración del instrumento. Gracias a los 
planos virtuales realizados en este proyecto será más fácil comprobar la viabilidad de 







9 CAPÍTULO 9: CONCLUSIONES FINALES Y FUTURAS LÍNEAS DE TRABAJO 
9.1 Conclusiones finales 
Este proyecto se inició con el propósito de desarrollar un interfaz para el instrumento 
PAU-SA. Este interfaz debía ser capaz de interactuar directamente con la FPGA para 
que, a partir de las matrices de correlación y la estimación de potencia obtenidas en ella, 
se pudieran reconstruir la temperatura de brillo de la superficie bajo observación. Otro 
de los objetivos fundamentales de este proyecto era el conseguir que el simulador del 
interfaz fuera capaz de trabajar con fuentes extendidas. Paralelamente al desarrollo del 
interfaz, también se pretendía que con este proyecto se diera apoyo a la integración 
física del instrumento. Es decir, que los objetivos de este proyecto eran: 
1. Implementar un interfaz capaz de interactuar con el instrumento PAU-SA. 
2. Permitir realizar simulaciones de fuentes extendidas mediante este mismo 
interfaz. 
3. Apoyar la integración física del instrumento. 
 Antes de poder trabajar en el interfaz, ha sido necesario familiarizarse con el 
instrumento. Para poder implementar el interfaz, ha sido necesario estudiar los 
principios básicos de la radiometría, y más concretamente los que establecen el 
comportamiento de PAU-SA. 
Se han tomado como referencia anteriores programas también basados en PAU-SA. 
Estos programas se centraban en la simulación de fuentes puntuales observadas por el 
instrumento. Una vez comprendido el funcionamiento del simulador, y conocer todos 
los elementos que forman el instrumento, ha sido posible trabajar directamente en el 
desarrollo del interfaz. 
Aunque el objetivo principal era el de desarrollar un interfaz capaz de simular 
fuentes extendidas, antes de llegar hasta ese punto, ha sido necesario trabajar primero 
con fuentes puntuales. Se han tenido que hacer varias modificaciones al programa base 
para que éste simulara correctamente el comportamiento de PAU-SA. Además, también 
se han tenido que hacer cambios en los conceptos de procesado de datos, más 
concretamente en la calibración. Una vez la simulación de fuentes puntuales estaba bien 
enfocada, se pudo comenzar con el diseño de un método para simular fuentes 
extendidas.  
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El hecho de trabajar con fuentes puntuales es una situación ideal, que no existe al 
trabajar físicamente con un radiómetro. En este proyecto se ha conseguido simular una 
situación más próxima a la realidad gracias a la incorporación de fuentes extendidas. 
A medida que se ha ido avanzando en el desarrollo del proyecto, también se ha ido 
mejorando el entorno gráfico del interfaz, para que éste ofrezca más posibilidades al 
usuario. 
Gracias a este interfaz ha sido posible hacer un estudio inicial del comportamiento 
de PAU-SA, que ha permitido obtener los primeros resultados. Puesto que PAU-SA 
todavía se encuentra en fase de desarrollo, el interfaz permitirá avanzar en la 
implementación y obtención de resultados sin tener que implementarlo físicamente. 
Además permite obtener posibles soluciones a problemas sin necesidad de trabajar 
directamente con el instrumento, consiguiendo una integración más eficiente.  
Otra de las conclusiones a la que se ha llegado gracias al interfaz, es que el número 
de bits puede ser un factor determinante al trabajar con fuentes puntuales. Puesto que se 
trata de fuentes con una potencia baja (1.14 ∙ 10ିହܹ para una fuente de 100 K situada 
en el boresight), a la hora de realizar la cuantificación es muy posible que las señales 
captadas tengan variaciones mucho más bajas que los pasos de cuantificación de los 
ADCs (para 8 bits, el primer umbral de decisión es de 0.0078 ܸ). Esto hace que el valor 
estimado de la potencia difiera de la potencia real. Cuando se trabaja con fuentes 
extendidas el efecto también existe, pero como la potencia de la señal captada es mucho 
mayor se vuelve menos relevante. 
Se ha observado que al simular fuentes puntuales situadas fuera del boresight, se 
genera un alias. Después de realizar varias simulaciones se ha comprobado que este 
efecto puede atenuarse mejorando el orden del filtro digital implementado en la FPGA.  
Se puede considerar que todos los objetivos fijados han sido cumplidos. Se ha 
conseguido diseñar un interfaz capaz de simular el comportamiento del instrumento y de 
conectarse a este para poder analizar los datos adquiridos en una medición real. 
9.2 Futuras líneas de trabajo 
Todavía hay muchas líneas de trabajo posibles para mejorar el interfaz, y cómo no, 
todavía hay mucho trabajo hasta completar el montaje y puesta en marcha del 
instrumento. 
Por lo que al interfaz se refiere, todavía se deben realizar muchas pruebas enfocadas 
al testeo de la comunicación entre el interfaz y la FPGA, puesto que hasta la fecha no se 
han acabado de conectar los receptores a la FPGA, no ha sido posible realizar este tipo 
de pruebas, pero sí que se ha trabajado con dos receptores y parte del código del 
interfaz. Por otra parte, se debe estudiar con más detalle el efecto que tiene el procesado 
de datos por parte del interfaz sobre la conexión. Se deben fijar tiempos de espera para 
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la FPGA suficientemente grandes para permitir al interfaz procesar los datos en todo 
momento. 
Uno de los factores que se han tratado de mejorar en este proyecto es el del tiempo 
empleado para llevar a cabo una simulación. Dependiendo del tipo de integración, y de 
las características del ordenador en el que se ejecute, este tiempo puede ser 
considerablemente alto, y aunque en cierto modo se ha reducido con respecto al tiempo 
empleado por versiones previos, todavía se puede trabajar para optimizar aun más este 
tiempo de ejecución, como por ejemplo, eliminado código redundante, o perfeccionando 
el método de simulación de fuentes extendidas. 
La simulación de algunos elementos del instrumento todavía se puede ajustar más a 
la realidad. Para la red de inyección de ruido por ejemplo, no se ha tenido en cuenta el 
acoplo de la señal procedente de una salida sobre el resto, únicamente se han simulado 
las pérdidas y el cambio de fase que sufre la señal inyectada al alcanzar cualquiera de 
las salidas. También se debería hacer un estudio más exhaustivo de los diagramas de 
radiación reales de las antenas para poderlos incorporar.  
En cuanto al montaje del instrumento, todavía queda mucho trabajo por hacer. Es 
necesario ubicar dentro del armazón, respetando el centro de masas, una serie de 
componentes fundamentales para el funcionamiento de PAU-SA: fuentes de 
alimentación; reguladores de temperatura; sensores; cableado; etc. También es necesario 
integrar la parte correspondiente a PAU-GNSS-R y al radiómetro de infrarrojos (IR) 
para que conjuntamente con el radiómetro, sea posible obtener una medida válida de la 
salinidad de la superficie marina. 
Además, también hay que diseñar un radomo que cubra todo el instrumento, 
protegiéndolo de condiciones atmosféricas adversas. Por último, PAU-SA debe ser 
ubicado en de una unidad móvil que permita desplazar el instrumento y realizar medidas 
desde una altura de 8 m.    





























10 ANEXO A 
ACRONIMOS 
 ADC: Analog to Digital Converter. 
 CAG : Control Automático de Ganancia (AGC: Automatic Gain Control). 
 CDMA : Code Division Multiple Access. 
 DDC: Digital Down Converter. 
 DMSS: Directional Squared Mean Slope. 
 ENR: Excess Noise Ratio. 
 ESA: European Space Agency. 
 ESF: European Science Foundation. 
 EURYI: EURopean Young Investigation. 
 FA: Factor de array. 
 FI: Frecuencia Intermedia. 
 FOV: Field of View. Campo de visión. 
 FPGA: Field Programmable Gate Array. 
 GNSS: Global Navigation Satellit System. 
 GNSS-R: Global Navigation Satellit System Reflections. 
 GPS: Global Positioning System. 
 IFFT: Inverse Fast Fourier Transform. 
 IR: Infrarojos. 
 LEO: Low Earth Orbit. 
 LICEF: Light-wight Cost-Effective Front-end.  
 LNA: Low Noise Amplifier. 
 LO: Local Oscillator.  
 MATLAB: MATrix LABoratory. 
 MIRAS: Microwave Imaging Radiometer by Aperture Synthesis. 
 PARIS: Passive Reflectometry and Interferometry System. 
 PAU: Passive Advanced Unit. 
 PAU-GNSS-R: Passive Advanced Unit - Global Navigation Satellit System 
Reflectometer. 
 PAU-RAD: Passive Advanced Unit - Radiometer. 
 PAU-SA: Passive Advanced Unit – Synthetic Aperture. 
 PLL: Phase Locked Loop. 
 PMS: Power Measurement Signal. 
 RF: Radio Frecuencia. 
 RMS: Root Mean Square. 
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 SDRAM: Single Data Rate Synchronous Dynamic Random Access Memory. 
 SMA: SubMiniature version A. 
 SMOS: Soil Moisture and Ocean Salinity. 
 SSS: Sea Surface Salinity. 
 SWH: Significant Wave Height. 




11 ANEXO B 
Definiciones matemáticas 
 ܣ௘: Area efectiva de antena. 
 ܣ௧: Area total radiante de un cuerpo gris. 
 ܾ: Campo escalar. 
 ܤ: Brillo de un cuerpo gris. 
 ܤ௕௕: Brillo emitido por un cuerpo negro en todo el espectro. 
 ܤ௙: Densidad espectral de brillo. 
 ܤ௜: Brillo incidente sobre una antena. 
 ܤ௪: Ancho de banda 
 ܿ = 3 · 10଼ ݉ ∙ ݏିଵ: Velocida de propagación de la luz. 
 ݀: Distancia entre puntos de observación. 
 ∈௡: Nivel energetic atomic. 
 ݁: Emisividad de un cuerpo gris. 
 ݂: Frecuencia. 
 ܨ௡: Diagrama de radiación normalizado de una antena. 
 ܨௌ: Frecuencia de muestreo del ADC 
 ܨ௧: Diagrama de emisión de un cuerpo gris. 
 ℎ = 6,63 · 10ିଷସ  ܬ ∙ ܭ: Constante de Plank. 
 ܪ௡(݂): Respuesta frecuencial del conjunto antena-receptor n-esimo. 
 ܫ: Componente en fase. 
 ݆: Unidad imaginaria. 
 ݇: Número de onda. 
 ݇஻ = 1,38 · 10ିଶଷ ܬ ∙ ܭିଵ: Constante de Boltzmann. 
 ܮ: Atenuación. 
 ܮ௔ : Pérdidas producidas por la atmosfera. 
 ܲ: Potencia captada por una antena. 
 ௕ܲ௕: Potencia de un cuerpo negro captada por una antena. 
 ௜ܲ : Potencia incidente. 
 ௥ܲ: Potencia reflejada. 
 ܳ: Componente en cuadratura. 
 ݎ: Distancia entre punto de observación y fuente emisora. 
 ̃ݎ: Función de Fringe Wash. 
 ܴ: Distancia desde la antena hasta la superficie radiante. 
 ஺ܶ: Temperatura de antena. 
 ஺ܶ௉: Temperatura aparente. 
Análisis e integración de un radiómetro de apertura sintética 
180 
 ஻ܶ: Temperatura de brillo. 
 ௛ܶ௢௧: Temperatura equivalente del ruido correlado caliente. 
 ௣ܶ௛: Temperatura física absoluta de un cuerpo. 
 ௌܶ஼  : Radiación atmosférica dispersada por una superficie. 
 ௎ܶ௉: Radiación atmosférica ascendente. 
 ௪ܶ௔௥௠: Temperatura equivalente del ruido correlado templado. 
 ݑ: Distancia entre puntos de observación en función de la longitud de onda 
para la coordenada en X. 
 ݒ: Distancia entre puntos de observación en función de la longitud de onda 
para la coordenada en Y. 
 ܸ: Visibilidad. 
 ݓ: Distancia entre puntos de observación en función de la longitud de onda 
para la coordenada en Z. 
 ܹ: Enventanado de procesado. 
 ߙ: Ganancia de un receptor. 
 ߪ = 5,673 · 10ି଼  ܹ݉ିଶܭିସݏݎିଵ: Constante de Stefan-Boltzmann. 
 ߣ: Longitu de onda. 
 ߴ: Ángulo de incidencia segun Theta en coordenadas esféricas. 
 ߮: Ángulo de incidencia segun Phi en coordenadas esféricas. 
 ߗ௧: Ángulo sólido de una antena. 
 ߁: Coeficiente de reflexión especular (Fresnel). 
 ߱: Frecuencia angular. 
 ߚ: Campo en el dominio frecuencia. 
 ߦ: Coseno director respecto eje ܺ. 
 ߟ: Coseno director respecto eje ܻ. 
 ߛ: Coseno director respecto eje ܼ. 
 ߬: Tiempo de integración. 
 ߝ௥: Permitividad eléctrica. 
 ∆ߦିଷௗ஻௥௘௖௧ : Sensivilidad radiométrica. 
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