Abstract A mixed dominating set of a graph G = (V, E) is a mixed set D of vertices and edges, such that for every edge or vertex, if it is not in D, then it is adjacent or incident to at least one vertex or edge in D. The mixed domination problem is to find a mixed dominating set with a minimum cardinality. It has applications in system control and some other scenarios and it is N P -hard to compute an optimal solution. This paper studies approximation algorithms and hardness of the weighted mixed dominating set problem. The weighted version is a generalization of the unweighted version, where all vertices are assigned the same nonnegative weight w v and all edges are assigned the same nonnegative weight w e , and the question is to find a mixed dominating set with a minimum total weight. Although the mixed dominating set problem has a simple 2-approximation algorithm, few approximation results for the weighted version are known. The main contributions of this paper include:
Introduction
Domination is an important concept in graph theory. In a graph, a vertex dominates itself and all neighbors of it, and an edge dominates itself and all edges sharing an endpoint with it. The Vertex Dominating Set problem [11] (resp., Edge Dominating Set problem [22] ) is to find a minimum set of vertices to dominate all vertices (resp., a minimum set of edges to dominate all edges) in a graph. These two domination problems have many applications in different fields. For example, in a network, structures like dominating sets play an important role in global flooding to alleviate the so-called broadcast storm problem. A message broadcast only in the dominating set is an efficient way to ensure that it is received by all transmitters in the network, both in terms of energy and interference [18] . More applications and introduction to domination problems can be found in the literature [10] .
Domination problems are rich problems in the field of algorithms. Both Vertex Dominating Set and Edge Dominating Set are N P -hard [8, 22] . There are several interesting algorithmic results about the polynomial solvability on special graph [23, 15] , approximation algorithms [13, 7, 6] , parameterized algorithms [20, 21] and so on.
In this paper, we consider a related domination problem, called the Mixed Domination problem. Mixed domination is a mixture concept of vertex domination and edge domination, and Mixed Domination requires to find a set of edges and vertices with the minimum cardinality to dominate other edges and vertices in a graph. Mixed Domination was first proposed by Alavi et al. based on some specific application scenarios and it was named as the Total Covering problem initially [2] . Although we prefer to call this problem a "domination problem" at present, it has some properties of "covering problems" and can also be treated as a kind of covering problems. For applications of Mixed Domination, a direct application in system control was introduced by Zhao et al. [23] . They used it to minimize the number of phase measurement units (PMUs) needed to be placed and maintain the ability of monitoring the entire system. We can see that Mixed Domination has drawn certain attention since its introduction [15, 16, 3, 23, 12] .
Mixed Domination is N P -hard even on bipartite and chordal graphs and planar bipartite graphs of maximum degree 4 [16] . Most of known algorithmic results of Mixed Domination are about the polynomial-time solvable cases on special graphs. Zhao et al. [23] showed that this problem in trees can be solved in polynomial time. Lan et al. [15] provided a linear-time algorithm for Mixed Domination in cacti, and introduced a labeling algorithm based on the primal-dual approach for Mixed Domination in trees. Recently, Mixed Domination was studied from the parameterized perspective [12] . Several parameterized complexity results under different parameters have been proved.
In terms of approximation algorithms, domination problems have also been extensively studied. It is easy to observe that a maximum matching in a graph is a 2-approximation solution to Edge Dominating Set. But for Vertex Dominating Set, the best known approximation ratio is log |V | + 1 [13] . As a combination of Edge Dominating Set and Vertex Dominating Set, Mixed Domination has a simple 2-approximation algorithm [9] .
We will study approximation algorithms for weighted mixed domination problems. A mixed dominating set contains both edges and vertices. Mixed Domination does not distinguish them in the solution set, and only considers the cardinality. However, edge and vertex are two different elements and they may have different contributions or prices in practice. In the application example in [23] , we select vertices and edges to place phase measurement units (PMUs) on them to monitor their mixed neighbors' state variables in an electric power system. The price to place PMUs on edges and vertices may be different due to the different physical structures. It is reasonable to distinguish edge and vertex by setting different weights to them. So we introduce the following weighted version problem.
Weighted Mixed Domination (WMD)
Instance: A single undirected graph G = (V, E), and two nonnegative values w v and w e . Question: To find a vertex subset V D ⊆ V and an edge subset
(ii) any edge in E \ E D has at least one endpoint that is either an endpoint of an edge in E D or a vertex in V D ; (iii) the value w v |V D | + w e |E D | is minimized under the above constraints.
In Weighted Mixed Domination, all vertices (resp., edges) receive the same weight. Although the weight function may not be very general, the hardness of the problem increases dramatically, especially in approximation algorithms. It is easy to see that the 2-approximation algorithm for the unweighted version in [9] cannot be extended to the weighted version. In fact, for most domination problems, the weight version may become much harder. For example, it is trivial to obtain a 2-approximation algorithm for Edge Dominating Set. But for the weighted version of Edge Dominating Set, it took years to achieve the same approximation ratio [7] . In order to obtain more tractability results for Weighted Mixed Domination, we consider two cases: Vertex-Favorable Mixed Domination (VFMD) and EdgeFavorable Mixed Domination (EFMD). If we add one more requirement w v ≤ w e in Weighted Mixed Domination, then it becomes VertexFavorable Mixed Domination. Edge-Favorable Mixed Domination is defined in a similar way by adding a requirement w e ≤ w v . In fact, we will further distinguish two cases of Vertex-Favorable Mixed Domination to study its complexity. We summarize our main algorithmic and complexity results for Weighted Mixed Domination in Table 1 , where ε is any value > 0. This paper is organized as follows. Sections 2 and 3 introduce some basic notations and properties. Section 4 deals with Vertex-Favorable Mixed 
Domination. The results for the case that 2w v ≤ w e are obtained by proving its equivalence to the Vertex Cover problem. The case that w v ≤ w e < 2w v is harder. Our 2-approximation algorithm is based on a linear programming for Vertex Cover. The lower bounds are obtained by a nontrivial reduction from Vertex Cover. Section 5 proves lower bounds for Edge-Favorable Mixed Domination based on a reduction from the Set Cover problem. Finally, some concluding remarks are given in Section 6.
Preliminaries
In this paper, a graph G = (V, E) stands for an undirected simple graph with a vertex set V and an edge set E. We use n = |V | and m = |E| to denote the sizes of the vertex set and edge set, respectively. Let X be a subset of V . We use G − X to denote the graph obtained from G by removing vertices in X together with all edges incident to vertices in X.
For a subgraph or an edge set G , we use V (G ) to denote the set of vertices in G . In a graph, a vertex dominates itself, all of its neighbors and all edges taking it as one endpoint; an edge dominates itself, the two endpoints of it and all other edges having a common endpoint. A mixed set of vertices and edges D ⊆ V ∪ E is called a mixed dominating set, if any vertex and edge are dominated by at least one element in D. For a mixed set D of vertices and edges, a vertex (resp., edge) in D is called a vertex element (resp., edge element) of D, and the set of vertex elements (resp., edge elements) may be denoted by V D (resp.,
Mixed Domination is to find a mixed dominating set of the minimum cardinality, and Weighted Mixed Domination is to find a mixed dominating set D such that w v |V D | + w e |E D | is minimized. A weighted instance is a graph with each vertex assigned the same nonnegative weight w v and each edge assigned the same nonnegative weight w e . In a weighted instance, for a mixed set D of vertices and edges (it may only contain vertices or edges), we define w(D) = w v |D ∩ V | + w e |D ∩ E|.
A vertex set in a graph is called a vertex cover if any edge has at least one endpoint in this set and a vertex set is called an independent set if any pair of vertices in it are not adjacent in the graph. The Vertex Cover problem is to find a vertex cover of the minimum cardinality. We may use S md , S wmd and S vc to denote an optimal solution to Mixed Domination, Weighted Mixed Domination and Vertex Cover, respectively.
Properties
We introduce some basic properties of Mixed Domination and Weighted Mixed Domination in this section.
Lemma 1 Any mixed dominating set of a graph contains all isolating vertices (i.e. the vertices of degree 0) as vertex elements.
This lemma follows from the definition of mixed dominating sets directly. Based on this lemma, we can simply include all isolating vertices in the graph to the solution set and assume the graph has no isolating vertices. We have said that Mixed Domination is also related to covering problems. Next, we reveal some relations between Mixed Domination and Vertex Cover. By the definitions of vertex covers and mixed dominated sets, we get Lemma 2 In a graph without isolating vertices, any vertex cover is a mixed dominating set.
Recall that for a mixed dominating set D, we use V (D) to denote the set of vertices appearing in D. On the other hand, we have that Lemma 3 For any mixed dominating set D, the vertex set V (D) is a vertex cover.
Recall that S wmd and S vc denote an optimal solution to Weighted Mixed Domination and Vertex Cover respectively. It is easy to get the following results from above lemmas.
Corollary 1 For any mixed dominating set D, it holds that
Lemma 4 Let G be an instance of Vertex-Favorable Mixed Domination having no isolating vertices. For any mixed dominating set D and vertex cover C in G, it holds that
Proof. The first inequality follows from Lemma 2 directly. By Corollary 1 and
Corollary 2 Let G be an instance of Vertex-Favorable Mixed Domination having no isolating vertices. It holds that
Lemma 4 and Corollary 2 imply the following result.
Theorem 1 For any α ≥ 1, given an α-approximation solution to Vertex Cover, a 2α-approximation solution to Vertex-Favorable Mixed Domination on the same graph can be constructed in linear time.
Proof. For a weighted instance G, let I be the set of degree-0 vertices in it. Let G = G − I. Let C be an α-approximate solution to Vertex Cover in G, which is also an α-approximate solution to Vertex Cover in G . Let S vc be a minimum vertex cover in G , and S wmd be an optimal solution to Weighted Mixed Domination in G . We will show that C ∪ I is a 2α-approximation solution to Vertex-Favorable Mixed Domination in G. By Lemmas 1 and 2, we know that C ∪ I is a mixed dominating set in G. By Corollary 2, we know that
In G, the set S wmd = S wmd ∪ I is an optimal solution to Weighted Mixed Domination. We have
which implies that C∪I is a 2α-approximation solution to Vertex-Favorable Mixed Domination in G. Furthermore, the set I can be computed in linear time.
Vertex Cover allows 2-approximation algorithms and then we have that Corollary 3 Vertex-Favorable Mixed Domination allows polynomialtime 4-approximation algorithms.
Vertex-Favorable Mixed Domination
We have obtained a simple 4-approximation algorithm for Vertex-Favorable Mixed Domination. In this section, we improve the ratio to 2 and also show some lower bounds. We will distinguish two cases to study it: 2w v ≤ w e ; w v ≤ w e < 2w v .
The case that 2w v ≤ w e
This is the easier case. In fact, we will reduce this case to Vertex Cover and also reduce Vertex Cover to it, keeping the approximation ratio. Thus, for this case we will get the same approximation upper and lower bounds as that of Vertex Cover.
Lemma 5 Let G be a graph having no isolating vertices. Any minimum vertex cover S vc in G is also an optimal solution to Weighted Mixed Domination with w e ≥ 2w v in G.
Proof. Let S wmd be an optimal solution to Weighted Mixed Domination. The vertex set V (S wmd ) is still a mixed dominating set by Lemmas 3 and 2. It holds that w(
is also an optimal solution to Weighted Mixed Domination. A minimum vertex cover S vc is a mixed dominating set by Lemma 2. Note that V (S wmd ) is a vertex cover by Lemma 3 and then w(S vc ) ≤ w(V (S wmd )). Thus, S vc is an optimal solution to Weighted Mixed Domination.
Lemma 6 For a weighted instance G having no isolating vertices, if it holds that w e ≥ 2w v , then any α-approximation solution to Vertex Cover is also an α-approximation solution to Weighted Mixed Domination in G.
Proof. Let C be an α-approximation solution to Vertex Cover. The set C is a vertex cover and then it is a mixed dominating set by Lemma 2. Next, we consider w(C). Let S wmd and S vc be an optimal solution to Weighted Mixed Domination and Vertex Cover, respectively. Since |C| ≤ α|S vc |, we have that w(C) ≤ αw(S vc ). By Lemma 5, we have that w(S vc ) = w(S wmd ). Thus, w(C) ≤ αw(S wmd ) and C is also an α-approximation solution to Weighted Mixed Domination.
The best known approximation ratio for Vertex Cover is 2. Theorem 6 implies that Theorem 2 Weighted Mixed Domination with 2w v ≤ w e allows polynomialtime 2-approximation algorithms.
For lower bounds, we show a reduction from another direction.
Lemma 7 Let G be an instance having no isolating vertices, where w e ≥ 2w v . For any α-approximation solution D to Weighted Mixed Domination in G, the vertex set V (D) is an α-approximation solution to Vertex Cover in G.
Proof. Let S wmd and S vc be an optimal solution to Weighted Mixed Domination and Vertex Cover, respectively. By Lemma 5, we have that
is a vertex cover by Lemma 3. We know that V (D) is an α-approximation solution to Vertex Cover.
Dinur and Safra [4] proved that it is N P -hard to approximate Vertex Cover within any factor smaller than 10 
To simplify the arguments, in this section, we always assume the initial graph has no degree-0 vertices. Note that we can include all degree-0 vertices to the solution set directly according to Lemma 1, which will not affect our upper and lower bounds.
Upper bounds
We show that this case also allows polynomial-time 2-approximation algorithms.
Linear programming is a powerful tool to design approximation algorithms for Vertex Cover and many other problems. Lemma 4 and Theorem 1 reveal some connections between Weighted Mixed Domination and Vertex Cover. Inspired by these, we investigate approximation algorithms for Weighted Mixed Domination starting from a linear programming model for Vertex Cover. For a graph G = (V, E), we assign a variable x v ∈ {0, 1} for each vertex v ∈ V to denote whether it is in the solution set. We can use the following integer programming model (IPVC) to solve Vertex Cover:
If relax the binary variable x v to 0 ≤ x v ≤ 1, we get a linear relaxation for Vertex Cover, called LPVC. We will use X = {x v |v ∈ V } to denote a feasible solution to LPVC and w(X ) to denote the objective value under X on the graph G. LPVC can be solved in polynomial time. However, a feasible solution X to LPVC may not be corresponding to a feasible solution to Vertex Cover since the values in X may not be integers. A feasible solution X to LPVC is half integral if x v ∈ {0, 1 2 , 1} for all x v ∈ X . Nemhauser and Trotter [17] proved some important properties for LPVC.
Theorem 4 [17]
Any basic feasible solution X to LPVC is half integral. A half-integral optimal solution to LPVC can be computed in polynomial time.
We use X * = {x * v |v ∈ V } to denote a half-integral optimal solution to LPVC. We partition the vertex set V into three parts V 1 , V 1 2 and V 0 according to X * , which are the sets of vertices with the corresponding value x * v being 1, 
Lemma 8 implies that (V
) is a crown decomposition (see [1] for the definition) and a half-integral optimal solution can be used to construct a 2-approximation solution and a 2k-vertex kernel for Vertex Cover. . We assume that |C| < |V 1 2 | − m and show a contradiction that X is not optimal under the assumption.
We partition the vertex set V 1 2 into two parts C and I = V 1 2 \ C. Note that C is a vertex cover and then I is an independent set. Let R I = R \ C and R C = R ∩ C. Since |C| < |V 1 2 | − m and C contains at least one vertex in each edge in M , we know that R I = C \ R is not an empty. A path P in G 1 2 that alternates between edges not in M and edges in M is called an M -alternating path. We use C 1 (resp., I 1 ) to denote the set of vertices in C (resp., in I) that are contained in some M -alternating paths beginning at a vertex in R I . Let C 2 = C \ C 1 and I 2 = I \ I 1 .
We show that
(ii) there is no edge between a vertex in I 1 and a vertex in C 2 .
For (i), if |C 2 ∩V M | < |I 2 ∩V M |, then there exists an edge ab ∈ M such that a ∈ C 1 and b ∈ I 2 . Note that a ∈ C 1 and then a is the end of an M -alternating path P beginning at a vertex in R I . Since a is the endpoint of an edge ab in M , we know that the last edge in the path P is not in M . Thus, P plus edge ab is another M -alternating path beginning at a vertex in R I and them b must be in
For (ii), if there is an edge between a ∈ I 1 and b ∈ C 2 , we will show a contradiction that M is not a maximum matching. First of all, we have that a ∈ R I otherwise ab can be added into M to get a larger matching. So we know that a is the endpoint of an edge in M and this edge is between I 1 and C 1 . Furthermore, a is the end of an M -alternating path P beginning at a vertex in R I since a ∈ C 1 . So we can get an M -alternating path P by adding edge ab at the end of P . Note that P is an M -alternating path with the first edge In the whole graph G, the vertex set V 0 is an independent set of vertices with neighbors only in V 1 . So there is no edge between V 0 and I 1 . We know that V 0 ∪ I 1 is an independent set of vertices with neighbors only in
We can see that X is a feasible half integral solution to LPVC. Since |I 1 | > |C 1 |, we know that the objective value of X is smaller than the objective value of X , which is a contradiction to the fact that X is an optimal half integral solution to LPVC.
We are ready to describe our algorithm now. Our algorithm is based on a half-integral optimal solution X * to LPVC. We first include all vertices in V 1 to the solution set as vertex elements, which will dominate all vertices in V 0 ∪V 1 and all edges incident on vertices in V 1 . Next, we consider the subgraph G[V We prove the correctness of this algorithm. First, the algorithm can stop in polynomial time, because Step 1 uses polynomial time by Theorem 4 and all other steps can be executed in polynomial time. Second, we prove that the solution set returned by the algorithm is a mixed dominating set.
All vertices in V 0 ∪ V 1 and all edges incident on vertices in V 0 ∪ V 1 are dominated by vertices in V 1 because the graph has no degree-0 vertices and X * is a feasible solution to LPVC. All vertices and edges in G[V 
Let D denote an optimal mixed dominating set in G. By Corollary 1, we have that |V D | + 2|E D | ≥ |S vc |. By this and 2w v > w e , we have that
Let D denote a mixed dominating set returned by Algorithm 2. We have that
by (2) Theorem 5 Weighted Mixed Domination with w v ≤ w e < 2w v allows polynomial-time 2-approximation algorithms.
Lower bounds
In this section, we give lower bounds for Weighted Mixed Domination with w v ≤ w e < 2w v . These hardness results are also obtained by a reduction preserving approximation from Vertex Cover. Lemma 1 shows that an α-approximation algorithm for Vertex Cover implies a 2α-approximation algorithm for Vertex-Favorable Mixed Domination. For Weighted Mixed Domination with w e ≥ 2w v , we have improved the expansion from 2α to α in Lemma 7. For Weighted Mixed Domination with w v ≤ w e < 2w v , it becomes harder. We will improve the expansion from 2α to 2α − 1.
Lemma 11 For any α ≥ 1, if there is a polynomial-time α-approximation algorithm for Weighted Mixed Domination with w v ≤ w e < 2w v , then there exists a polynomial-time (2α − 1)-approximation algorithm for Vertex Cover.
Proof. For each instance G = (V, E) of Vertex Cover, we construct |V | instances G i = (V i , E i ) of Weighted Mixed Domination with w v ≤ w e < 2w v such that a (2α − 1)-approximation solution to G can be found in polynomial time based on an α-approximation solution to each G i . For each positive integer 1 ≤ i ≤ |V |, the graph G i = (V i , E i ) is constructed in the same way. Informally, G i contains a star T of 2n + 1 vertices and an auxiliary graph G i such that the center vertex c 0 of the star T is connected Fig. 1: An illustration of the construction of G 3 to all vertices in G i , where G i contains a copy of G, an induced matching M i with size |M i | = i, and a complete bipartite graph between the vertices of G and the left part of the induced matching M i . This is to say,
, H i = {va j |v ∈ V, j ∈ {1, . . . , i}}, and F i = {c 0 u|u ∈ V i \ {c 0 }}. We give an illustration of the construction of G i for i = 3 in Figure 1 . In the graphs G i , the values of w v and w e can be any values satisfying w v ≤ w e < 2w v .
Let τ be the size of a minimum vertex cover of G. We first show that we can get a (2α − 1)-approximation solution to G in polynomial time based on an α-approximation solution to G τ .
We define a function w * (G ) on subgraphs G of G as follows. For a subgraph G of G,
It is easy to see that Lemma 12 Let S wmd be an optimal solution to Weighted Mixed Domination on G. It holds that
and for any subgraph G of G and any subgraph G 1 of G , it holds that
Let D τ be an optimal solution to G τ and S vc be a minimum vertex cover of G. By Lemma 12 and the definition of the function w * (), we know that
Note that T is a star and then w * (T ) = w v . For G τ , we know that the size of a minimum vertex cover of it is at least 2τ because M τ is an induced matching of size τ that needs at least τ vertices to cover all edges and the size of a minimum vertex cover of G is τ . By Lemma 3 and w e < 2w v , we know that
On the other hand, D τ = {c 0 }∪M is a mixed dominating set with w(D τ ) = w v + τ w e , where M is a perfect matching between S vc and {a j } τ j=1 with size |M | = τ . So we have w(D τ ) = w v + τ w e .
Let D * τ be an α-approximation solution to G τ . We consider two cases. Case 1: the vertex c 0 is not a vertex element in D * τ . We will show that the whole vertex set V of G is of size at most (2α − 1)τ , which implies that the whole vertex set is a (2α−1)-approximation solution to G. For all the degree-1 vertices {c j } 2n j=1 in G τ , Since all the degree-1 vertices {c j } 2n j=1 in G τ should be dominated and their only neighbor c 0 is not a vertex element in the mixed dominating set, we know that
subgraph of G τ , the size of a minimum vertex cover of it is at least 2τ . Let D τ ⊆ D * τ be the set of vertices and edges in G τ . By w e < 2w v , we know that w(D τ ) ≥ τ w e . Thus,
On the other hand, we have that
Therefore, (n + τ )w e < α(1 + τ )w e . Thus, n < α + ατ − τ ≤ (2α − 1)τ .
Case 2: the vertex c 0 is a vertex element in D * τ . For this case, we show that
is a vertex cover of G with size at most (2α−1)τ +(2α−1). Since w(D * τ ) ≤ α(w v + τ w e ) and w v ≤ w e < 2w v , we know that |V (D * τ )| is at most α(2 + 2τ ). Since M τ is an induced matching and T is a star, we know that V (D * τ ) contains at least τ vertices in M τ and at least one vertex in T . Therefore,
We know that U τ is a (2α − 1 + )-approximation algorithm for G, where = 2α−1
τ . In fact, we can also get rid of in the above ratio by using one more trick. We let G be 2 α copies of G, and construct G i in the same way by taking G as G. The size of the minimum vertex cover of G is 2 α τ now. For this case, we will get |U τ | ≤ (2α − 1)2 α τ + 2α − 1. Due to the similarity of each copy of G in G , we know that for each copy of G the number of vertices in U τ ∩ V (G) is at most (2α − 1)τ + 2α−1 2 α . The number of vertices is an integer. So we know that U τ ∩ V (G) is a vertex cover of G with size at most (2α − 1)τ .
However, it is N P -hard to compute the size τ of the minimum vertex cover of G. we cannot construct G τ in polynomial time directly. Our idea is to compute U i for each G i with i ∈ {1, · · · , |V (G)|} and return the minimum one U i * . Therefore, U i * is a vertex cover of G with size |U i * | ≤ |U τ |.
Vertex
Cover cannot be approximated within any factor smaller than 10 √ 5 − 21 in polynomial time unless P = N P [4] and cannot be approximated within any factor smaller than 2 in polynomial time under UGC [14] . These results and Lemma 11 imply that Theorem 6 For any ε > 0, Weighted Mixed Domination with w v ≤ w e < 2w v is not (5 √ 5 − 10 − ε)-approximable in polynomial time unless P = N P , and not ( 
Edge-Favorable Mixed Domination
We show that Edge-Favorable Mixed Domination does not allow polynomialtime constant-ratio approximation algorithms if P = N P . The hardness result is obtained by a reduction from the Set Cover problem.
In an instance of Set Cover, we are given a set of elements U = {1, 2, . . . , n} and a collection S of m nonempty subsets of U whose union equals U , and the problem is to find a smallest number of subsets in S whose union equals U . For an instance I of Set Cover, we construct an instance I = (G, w v , w e ) of Edge-Favorable Mixed Domination. The graph G = (V = V S ∪ V U , E) is a bipartite graph containing m+n(q 2 +1) vertices, where q = m ln n . The set V S contains m vertices and each vertex in V S is corresponding to a subset in S. The set V U contains n(q 2 +1) vertices in total and
, where |V i | = n and each vertex in V i is corresponding to an element in U for each i ∈ {1, 2, . . . , q 2 + 1}. A vertex v ∈ V S is adjacent to a vertex u ∈ V U if and only if the subset corresponding to v contains the element corresponding to u. Thus, if a subset contains x elements, then the corresponding vertex in V S has degree exactly x(q 2 + 1). Let w v = 1 and w e = 1 q . We first prove the following result.
Property 1: For any ratio δ ≤ ln n, a δ-approximation solution D * to I will hold that (i) V S ⊆ V (D * ), and (ii) the set of subsets corresponding to V D * ∩ V S is a set cover of U .
Assume to the contrary that there is a vertex v ∈ V S such that v is not in V (D * ). Then all neighbors of v should be in V (D * ). Since v has at least q 2 + 1 neighbors in V U , which are not adjacent to each other, we know that D * contains at least q 2 + 1 elements and w(D * ) ≥ w e (q 2 + 1) > q. Note that the vertex set V S is a mixed dominating set and then w(S wmd ) ≤ m for an optimal solution S wmd to I . Therefore,
w(S wmd ) > q m ≥ ln n, a contradiction. Also assume to the contrary that the set of subsets corresponding to V D * ∩ V S is not a set cover of U . Thus there is a vertex u ∈ V U such that no neighbor of it is a vertex element in D * , which implies that u and its q 2 twins (vertices in V D corresponding to the same element in U ) are in V (D * ). Therefore, D * contains at least q 2 + 1 elements and w(D * ) ≥ w e (q 2 + 1) > q. In the same way, we can show a contradiction. So Property 1 holds.
Recall that we use S sc to denote a minimum set cover to I and S wmd denote an optimal mixed dominating set to I . We show that w(S wmd ) = |S sc | + m − |S sc | q .
The optimal solution S wmd can be regarded as a 1-approximation solution to I . By Property 1, we know that S wmd contains at least m elements in total and at least |S sc | vertex elements. Therefore, w(S wmd ) ≥ w v |S sc | + w e (m − |S sc |) = |S sc | + m − |S sc | q .
Next, we can construct a mixed dominating set D such that w(D ) = |S sc | + m−|Ssc| q
. The mixed dominating set D is constructed as follows: for each vertex in V S corresponding to a set in S sc , we include it to D as a vertex element; for each other vertex in V S , we include an arbitrary edge incident on it to D as an edge element. The set D constructed above is a mixed dominating set because S sc is a set cover (and thus, all vertices in V U are dominated by vertices in V S ) and all vertices in V S have been included to D (and thus, all edges will be dominated). , and (3) holds.
Equipped with Property 1 and (3), we are ready to prove the final result. Let D * be an α-approximation solution to I and V D * be the set of vertex elements in D * , where α ≤ ln n. We prove that the set C * of subsets corresponding to V D * ∩ V S is an α-approximation solution to I. By Property 1, we know that C * is a set cover. Next, we analyze the size of C * . Since D * is an α-approximation solution to I , we know that w(D 
Lemma 13
For any α ≤ ln n, if Edge-Favorable Mixed Domination can be approximated in polynomial time within a factor of α, then Set Cover can be approximated in polynomial time within a factor of α.
It is known that for any > 0, Set Cover cannot be approximated to (1 − ) ln n in polynomial time unless P = N P [5] . By this result together with Lemma 13, we get a lower bound for Edge-Favorable Mixed Domination.
Theorem 7 Edge-Favorable Mixed Domination cannot be approximated to (1 − ) ln n in polynomial time unless P = N P , for any > 0.
Concluding Remarks
Domination problems are important problems in graph theory and graph algorithms. In this paper, we give several approximation upper and lower bounds on Weighted Mixed Domination, where all vertices have the same weight and all edges have the same weight. For the general weighted version of Mixed Domination such that each vertex and edge may receive a different weight, the hardness results in this paper show that it will be even harder and we may not be easy to get significant upper bounds. For further study, it will be interesting to reduce the gap between the upper and lower bounds in this paper.
