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RESTRICTION OF FOURIER TRANSFORMS TO CURVES:
AN ENDPOINT ESTIMATE
WITH AFFINE ARCLENGTH MEASURE
JONG-GUK BAK DANIEL M. OBERLIN ANDREAS SEEGER
Abstract. Consider the Fourier restriction operators associated to curves
in Rd, d ≥ 3. We prove for various classes of curves the endpoint re-
stricted strong type estimate with respect to affine arclength measure
on the curve. An essential ingredient is an interpolation result for mul-
tilinear operators with symmetries acting on sequences of vector-valued
functions.
1. Introduction
Let t 7→ γ(t) define a curve in Rd, defined for t in a parameter interval I.
We shall assume that γ is at least of class Cd on I.
In this paper we investigate the mapping properties of the Fourier restric-
tion operator associated to the curve, given for Schwartz functions on Rd
by
Rf(t) = f̂(γ(t));
here the Fourier transform is defined by f̂(ξ) =
∫
f(y)e−i〈y,ξ〉dξ. Rf will be
measured in Lebesgue spaces Lq(I; dλ) where dλ = w(t)dt is affine arclength
measure with weight
(1) w(t) = |τ(t)| 2d2+d where τ(t) = det(γ′(t), . . . , γ(d)(t)).
The relevance of affine arclength measure for harmonic analysis has been
discussed in [19] and [31]. There is an invariance under change of variables
and reparametrizations. Fourier restriction theorems for the case of ‘non-
degenerate’ curves (with nonvanishing τ) are supposed to extend to large
classes of ‘degenerate’ curves when arclength measure is replaced by affine
arclength measure, with uniform constants in the estimates. Finally the
choice of affine arclength measure is optimal up to multiplicative constants,
in a sense made precise in the next section.
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2 AN ENDPOINT ESTIMATE WITH AFFINE ARCLENGTH MEASURE
For nondegenerate curves affine arclength measure is comparable to the
standard arclength measure on any compact interval. Note that for the
model case (t, t2, . . . , td) the weight w is constant (equal to (d!)
2
d2+d ). The
sharp Lp → Lσ estimates for this case have been obtained by Zygmund [38]
and Ho¨rmander [24] in the case d = 2 and by Drury [18] in higher dimensions.
Namely, one gets Lp(Rd) → Lσ(R) boundedness for 1 < p < pd := d2+d+2d2+d ,
p′ = σ d(d+1)2 . A nonisotropic scaling reveals that for a global estimate this
relation between p and σ is necessary in this case. Moreover, it follows from
a result by Arkhipov, Chubarikov and Karatsuba [1] that the given range
of p is optimal. One can ask for weaker estimates at the endpoint pd which
imply the Lp → Lσ estimates by interpolation. The iterative method by
Drury fails to give information at the endpoint. In two dimensions, Beckner,
Carbery, Semmes and Soria [8] have shown that even the restricted weak
type estimate fails at the endpoint p2 = 4/3. However, in [6] the authors
proved for the nondegenerate model case that in dimensions d ≥ 3 the
Fourier restriction operator is of restricted strong type (pd, pd), i.e. maps the
Lorentz space Lpd,1(Rd) to Lpd(R, dt). This result is optimal with respect
to the secondary Lorentz exponents.
It is natural to ask whether for more general classes of curves the endpoint
inequality
(2)
( ∫
I
|f̂ ◦ γ|pddλ
)1/pd
. ‖f‖Lpd,1(Rd), pd =
d2 + d+ 2
d2 + d
,
holds true with affine arclength measure dλ. This estimate of course implies
the best possible Lp(dλ)→ Lq bounds which for some classes of curves were
proved in the first two papers of this series [6], [7], building on earlier work
by Drury and Marshall [20], [21]. See also the very recent work by Mu¨ller
and Dendrinos [16] for further extensions. In two dimensions the endpoint
bound fails and sharp Lebesgue space estimate can be found in [33], [30].
Here we prove (2) for two classes of curves. We first consider the case of
“monomial” curves of the form
(3) t 7→ γa(t) = (ta1 , ta2 , . . . , tad), 0 < t <∞
where a = (a1, . . . , ad) are arbitrary real numbers, d ≥ 3.
Theorem 1.1. Let d ≥ 3 and let wadt denote the affine arclength measure
for the curve (3). Then there is C(d) <∞ so that for all f ∈ Lpd,1(Rd)
(4)
(∫ ∞
0
|f̂(γa(t))|pdwa(t)dt
)1/pd ≤ C(d)‖f‖Lpd,1(Rd).
Note that the constant in (4) is universal in the sense that it does not
depend on a1, . . . , ad.
A similar result holds for ‘simple’ polynomial curves in Rd, d ≥ 3,
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(5) Γb(t) =
(
t,
t2
2!
, · · · , t
d−1
(d− 1)! , Pb(t)
)
, t ∈ R,
where Pb is an arbitrary polynomial of degree N ≥ 0, with the coefficients
(b0, · · · , bN ) = b ∈ RN+1, that is, Pb(t) =
∑N
j=0 bjt
j . Note that the affine ar-
clength measure in this case is given byWb(t)dt whereWb(t) = |P (d)b (t)|
2
d2+d .
Then we have
Theorem 1.2. There is C(N) <∞ so that for all f ∈ Lpd,1(Rd), b ∈ RN+1,
(6)
(∫ ∞
0
|f̂(Γb(t))|pdWb(t)dt
)1/pd ≤ C(N)‖f‖Lpd,1(Rd).
It would be interesting to prove a similar theorem for general polynomial
curves (P1(t), . . . , Pd(t)), with a bound depending only on the highest de-
gree. However, currently we do not even know the sharp Lp → Lq(w) bounds
in the optimal range p ∈ [1, d2+d+2d2+d ). For the smaller range 1 ≤ p < d
2+2d
d2+2d−2
(corresponding to the range in Christ’s paper [12] for the nondegenerate
case), such universal Lp → Lq(w) bounds have been recently proved by
Dendrinos and Wright [17]. Their result can be slightly extended by com-
bining an argument by Drury [19] with estimates by Stovall [37] on averaging
operators, see §8.
An interpolation theorem. As in previous papers on restriction theorems
for curves the results rely on the analysis of multilinear operators with a high
degree of symmetry. In [6] the operators acted on n-tuples of functions in
Lebesgue or Lorentz spaces, and it was important to use an interpolation
procedure introduced by Christ in [12] (cf. also [26], [23] for related results).
In the presence of weights one is led to consider interpolation results for n-
linear operators acting on products of ℓps(X) spaces and which have values
in a Lorentz space; here X is a quasi-normed space and ℓps(X) is the space
of X valued sequences {fk}k∈Z for which (
∑
k∈Z 2
ksp‖fk‖pX)1/p < ∞. For
the relevance to the restriction problem see also the remarks following the
statement of Theorem 1.3 below.
We recall some terminology from interpolation theory. A quasi-norm on
a vector space has the same properties as a norm except that the triangle
inequality is weakened to ‖x+ y‖ ≤ C(‖x‖+ ‖y‖) for some constant C. Let
0 < r ≤ 1. The topology generated by the balls defined by this norm is
called r-convex if there is a constant C1 so that
(7)
∥∥∥ n∑
i=1
xi
∥∥∥
X
≤ C1(
n∑
i=1
‖xi‖rX)1/r
holds for any finite sums of elements in X. The Aoki-Rolewicz theorem
states that every quasi-normed space is r-convex for some r > 0 (see also
§3.10 in [9] for a generalization). Obviously any normed space is 1-convex.
Hunt [25] showed that Lorentz spaces Lpq are r-convex for r < min{1, p, q}
4 AN ENDPOINT ESTIMATE WITH AFFINE ARCLENGTH MEASURE
and they are normable for p, q > 1. The Lorentz space Lr,∞ is r-convex for
0 < r < 1; this is a result by Kalton [27] and by Stein, Taibleson and Weiss
[34]. This fact plays a role in the proof of sharp endpoint theorems, in [6]
as well as in the present paper.
The Lions-Peetre interpolation theory can be extended to quasi-normed
spaces (see §3.11 of [9]). Here one works with couples X = (X0,X1) of
compatible quasi-normed spaces, i.e. both X0 and X1 are continuously em-
bedded in some topological vector space. We shall use both theK-functional
defined on X0+X1, given by K(t, f ;X) = inff=f0+f1 [‖f0‖X0 + t‖f1‖X1 ] and
the J-functional defined on X0 ∩ X1 by J(t, f,X) = max{‖f‖X0 , t‖f‖X1}.
For 0 < θ < 1, 0 < q < ∞ the interpolation space Xθ,q is the space of
f ∈ X0+X1 for which ‖f‖Xθ,q = (
∑
l∈Z[2
−lθK(2l, f ;X)]q)1/q is finite. Sim-
ilarly one defines Xθ,∞ with quasi-norm ‖f‖Xθ,∞ = supl∈Z 2−lθK(2l, f ;X).
The space X0 ∩X1 is dense in Xθ,q but not necessarily in Xθ,∞; the closure
of X0 ∩ X1 in Xθ,∞ is denoted by X0θ,∞ and consists of all f ∈ Xθ,∞ for
which 2−lθK(2l, f : X) tends to 0 as l→ ±∞. An equivalent norm on Xθ,q
is given by ‖f‖Xθ,q;J = inf(
∑
l∈Z[2
−lθJ(2l, ul;X)]
q)1/q, where the infimum is
taken over all representations f =
∑
l ul, ul ∈ X0 ∩X1, with convergence in
X0 +X1 (see the equivalence theorem 3.11.3 in [9]).
For the formulation and proofs of interpolation results for multilinear
operators with symmetries it is convenient to use the notion of a doubly
stochastic n×n matrix, i.e. a matrix A = (aij)i,j=1,...,n for which aij ∈ [0, 1],
i, j = 1, . . . , n,
∑n
j=1 aij = 1, i = 1, . . . , n and
∑n
i=1 aij = 1, j = 1, . . . , n.
Doubly stochastic matrices arise naturally in the interpolation of operators
with symmetries under permutations; this is because of Birkhoff’s theorem
([10], [29]) which states that the set of all doubly stochastic matrices (also
called the Birkhoff polytope) is precisely the convex hull of the permutation
matrices. We shall denote by DS(n) the set of all doubly stochastic n × n
matrices and byDS◦(n) the subset of matrices inDS(n) for which all entries
lie in the open interval (0, 1). In what follows given n numbers s1, . . . , sn we
let ~s be the column vector with entries si, and ~em be the mth coordinate
vector.
The following interpolation theorem plays a crucial role in the proof of
Theorems 1.1 and 1.2.
Theorem 1.3. Suppose we are given m ∈ {1, . . . , n} and δ1, . . . , δn ∈ R so
that the numbers δi with i 6= m are not all equal. Let 0 < r ≤ 1, and let
q1, . . . , qn ∈ [r,∞] such that
∑n
i=1 q
−1
i = r
−1. Let V be an r-convex Lorentz
space, and let X = (X0,X1) be a couple of compatible complete quasi-normed
spaces. Let T be a multilinear operator defined on n-tuples of X0+X1 valued
sequences and suppose that for every permutation π on n letters we have the
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inequality
(8) ‖T (fπ(1), . . . , fπ(n))‖V ≤ ‖fm‖ℓrδm (X1)
∏
i 6=m
‖fi‖ℓrδi (X0) .
Then for every A ∈ DS◦(n) and every B ∈ DS(n) such that
B~em = (r/q1, . . . , r/qd)
T
there is C = C(A,B,~δ, r) so that for ~s = BA~δ and ~θ = BA~em
(9) ‖T (f1, . . . , fn)‖V ≤ C
n∏
i=1
‖fi‖ℓqisi (Xθi,qi ) ,
for all (f1, . . . , fn) ∈
∏n
i=1 ℓ
qi
si(Xθi,qi).
In particular
(10) ‖T (f1, . . . , fn)‖V .
n∏
i=1
‖fi‖ℓnrσ (X 1
n ,nr
) , σ =
1
n
n∑
i=1
δi .
Here, and in what follows we write . if the inequality involves an implicit
constant. For the proof of our restriction estimates only the special case
(10) is used; it follows from (9) by choosing aij = bij = 1/n for all i, j.
Relevance for the adjoint restriction operator. One would like to extend the
proof of the endpoint estimate for the adjoint restriction operator in [6] by
using weighted Lorentz spaces, but there is the immediate difficulty that the
real interpolation spaces of weighted Lebesgue or Lorentz spaces may not be
weighted Lorentz spaces, and other scales of spaces have to be considered
(cf. the papers by Freitag [22] and Lizorkin [28] on interpolation spaces of
weighted Lp spaces).
Let X be a Lorentz space of functions on an interval I (with Lebesgue
measure), and a positive measurable weight function w on I. Let Ω[w, k] =
{t ∈ I : 2k ≤ w(t) < 2k+1}. We define the block Lorentz space bqs(w,X) to
be the space of measurable functions for which
(11) ‖f‖bqs(w,X) :=
(∑
k∈Z
[
2ks‖χΩ[w,k]f‖X
]q)1/q
is finite. These spaces arise in real interpolation of weighted Lorentz spaces
with change of measure (see [2], [3]). We are not necessarily interested in
the block Lorentz spaces per se, but use them as a vehicle to prove our result
on Lp(w) = bp1/p(w,L
p).
The connection with results on ℓqs(X) spaces is immediate, namely b
q
s(w,X)
is a retract of ℓqs(X): Define ı : b
q
s(w,X) → ℓqs(X) by [ı(f)]k = χΩ[w,k]f
and ς : ℓqs(X) → bqs(w,X) by ς(F ) =
∑
k χΩ[w,k]Fk then ı and ς have
operator norm 1 and ς ◦ ı is the identity operator on bqs(w,X); moreover
[ı ◦ ς(F )]k = χΩ[w,k]Fk. If L is a linear operator mapping bqs(w,X) bound-
edly to a quasi-normed space V then L ◦ ς : ℓqs(X) → V and if L is a
linear operator mapping ℓqs(X) to V then L ◦ ı : bqs(w,X) → V . Analogous
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observations can be made for multilinear operators acting on products of
such spaces. Thus Theorem 1.3 implies an immediate analog for multilinear
operators acting on
∏
bqisi(w,Xϑi,qi) which will be used in our estimates for
adjoint restriction operators.
This paper. In §2 we discuss the optimality of affine arclength measure in
estimates for the Fourier restriction operators associated with curves. In §3
we prove Theorem 1.3. In §4 we formulate geometrical hypotheses for our
main result on Fourier restriction from which Theorems 1.1 and 1.2 can be
derived. This result is proved in §5. Theorem 1.1 is proved in §6. In §7 we
make some observations on curves of simple type and prove Theorem 1.2.
In §8 we give the proof of the partial result for general polynomial curves
alluded to above. Some background needed for the interpolation section is
provided in Appendix A.
2. Optimality of the affine arclength measure
Let τ(t) be as in (1). For p > 1 let σ(p) = 2p
′
d2+d , with p
′ = pp−1 (the
critical σ for Lp → Lσ boundedness of Fourier restriction with respect to
Lebesgue measure in the nondegenerate case). In particular σ(pd) = pd for
pd =
d2+d+2
d2+d .
Proposition 2.1. Let I be an interval and γ : I → Rd be of class Cd. Let
µ be a positive Borel measure on I and suppose that the inequality
(12)
(∫
I
∣∣f̂ ◦ γ∣∣σ(p) dµ)1/σ(p) ≤ B‖f‖Lp,1
holds for all f ∈ Lp,1(Rd).
Then µ is absolutely continuous with respect to Lebesgue measure on I,
so that dµ = ω(t)dt for a nonnegative locally integrable ω, and there exists
a constant Cd so that
(13) ω(t) ≤ CdBσ(p)|τ(t)|
2
d2+d
for almost every t ∈ I.
Proof. We argue as in the proof of Proposition 2 in [31] and use a ‘Knapp
example’ to see that (12) implies
(14)
∫
χP (γ(t)) dµ(t) ≤ C1(d)Bσ(p)|P |
2
d2+d
for any parallelepiped P . Indeed if P = AQ + b where Q = [0, 1]d, b ∈
Rd and A is an invertible linear transformation then we choose f so that
f̂(ξ) = exp(−|A−1(ξ − b)|2). Now |f̂(ξ)| ≥ e−d for ξ ∈ P , and ‖f‖Lp,1 ≤
C2(d)|det(A)|1/p′ , and then (14) is an immediate consequence of the relation
σ(p)/p′ = 2/(d2 + d) and |P | = |detA|.
We first show that µ is absolutely continuous with respect to Lebesgue
measure. Let I ′ be a compact subinterval of I. Absolute continuity follows
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if we can show that µ(J) ≤ C(I ′)|J | for every subinterval J of I ′ with
length |J | < 1/2. By the Radon-Nikodym theorem dµ = ω(t)dt with locally
integrable ω (in fact ω will be locally bounded by the estimate on µ(J)).
Fix such a J ⊂ I ′ and let t be the center of J , and let |J | = 2h. Consider
the Taylor expansion
(15) γ(t+ u) =
d∑
j=0
uj
j!
γ(j)(t) + o(ud) .
Let K = Kt denote the dimension of the linear span Vt of γ
′(t), ..., γ(d)(t).
Choose 1 ≤ j1 < · · · < jK ≤ d so that the span of γ(j1)(t), . . . , γ(jK)(t)
is equal to Vt and so that for each j = 1, . . . d the vector γ
(j)(t) belongs
to span({γ(jk)(t), jk ≤ j}). Choose an orthonormal basis {vk(t)}1≤k≤d so
that span({v1(t), . . . , vl(t)}) is equal to span({γ(jk)(t), k = 1, . . . , l}), for
l = 1, . . . ,K.
Then there is a constant C (depending on I ′ and the Cd bounds of γ) so
that γ(s), s ∈ J , belongs to the parallelepiped
PC(h, t) = γ(t) +
{ d∑
j=1
Cbjvj(t) : 0 ≤ bj ≤ hj}
which has volume O(h
d2+d
2 ). By (14) we get
µ(J) ≤ C1(d)|PC (h, t)|
2
d2+d ≤ C(d, I ′, γ)|h|
which shows the absolute continuity of µ.
In order to obtain (13) it suffices, by the Lebesgue differentiation theorem,
to prove
(16) lim sup
h→0+
1
h
∫ h
0
ω(t+ u)du ≤ CdBσ(p)|τ(t)|
2
d2+d
for every t in the interior of I. In what follows fix such a t and consider the
Taylor expansion (15). We distinguish the cases τ(t) = 0 and τ(t) 6= 0.
If τ(t) = 0 then Kt ≤ d − 1 and using the orthonormal basis above the
Taylor expansion can be rewritten as
γ(t+ u) = γ(t) +
K∑
l=1
(cl(t)u
jl + gl(u, t)u
d) vl(t) + u
d
d∑
l=K+1
gl(u, t)vl(t)
where gl(u, t) → 0 as u → 0. Let ρ(h, t) = maxK+1≤l≤d sup0≤u≤h |gl(u, t)|
and
P (h, t, C) = γ(t) +
{ d∑
k=1
Cbkvk(t) :
0 ≤ bk ≤ hjk , k = 1, . . . ,K; |bk| ≤ ρ(h, t)hd, k = K + 1, . . . , d
}
.
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If C is sufficiently large then there is h0(t) > 0 so that γ(t+ u) ∈ P (h, t, C)
whenever h ≤ h0(t) and 0 ≤ u ≤ h. Also |P (h, t, C)| . h(d2+d)/2ρ(h, t).
Thus (14) yields∫ h
0
w(t+ u) du . Bσ(p)hρ(h, t)
2
d2+d = o(h)
and we have verified (16) for the case τ(t) = 0.
If τ(t) 6= 0 we may replace the above orthonormal basis by the basis
γ′(t),...,γ(d)(t) to rewrite the Taylor expansion (15) as
γ(t+ u) =
d∑
j=0
uj + udej(u, t)
j!
γ(j)(t)
where limu→0+ |ej(u, t)| = 0. Let
P (h, t) := γ(t) +
{ d∑
j=1
bj
j!
γ(j)(t) : 0 ≤ bj ≤ 2hj
}
.
Then |P (h, t)| = C3(d)h d
2+d
2 |τ(t)| with C3(d) = 2d
∏d
j=1
1
j! and there is
h0(t) > 0 so that for h < h0(t) we have γ(t + u) ∈ P (h, t) for 0 ≤ u ≤ h.
Thus, by (14) we see that for h ≤ h0(t)∫ h
0
ω(t+ u)du ≤ C1(d)Bσ(p)h
(
C3(d)|τ(t)|
) 2
d2+d
which yields (16) in the case τ(t) 6= 0. 
3. Interpolation of multilinear operators with symmetries
We shall now prove several lemmata involving real interpolation of mul-
tilinear operators with symmetry that have values in an r-convex quasi-
normed space V . These will lead to the proof of Theorem 1.3. The reader
may consult Appendix A for some results from interpolation theory needed
here.
The following notation, for a couple X = (X0,X1) of compatible quasi-
normed spaces, will be convenient. Set, for 0 < q ≤ ∞,
(17) X˜θ,q =

X0, if θ = 0,
Xθ,q, if 0 < θ < 1,
X1, if θ = 1.
With this notation we formulate a version of Lemma A.3 for operators with
symmetry.
Lemma 3.1. Suppose r ≤ 1, and δ1, . . . , δn ∈ R. Let (X0,X1) be a couple
of compatible complete quasi-normed spaces. Let T be a multilinear operator
defined on n-tuples of X0+X1 valued sequences, with values in an r-convex
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space V and suppose that for every permutation π on n letters we have the
inequality
(18) ‖T (fπ(1), . . . , fπ(n))‖V ≤ ‖f1‖ℓrδ1 (X1)
n∏
i=2
‖fi‖ℓrδi (X0) .
Then there is a constant C such that for every doubly stochastic matrix
A = (aij)i,j=1,...n, for si =
∑n
j=1 aijδj , θi = ai,1, i = 1, . . . , n and every
permutation π,
(19) ‖T (fπ(1), . . . , fπ(n))‖V ≤ C
n∏
i=1
‖fi‖ℓrsi (X˜θi,r) .
Proof. Because of the permutation invariance of the assumption it suffices
to prove (18) for π = id.
The assumption says that ‖T [g1, . . . , gn]‖V is dominated by ‖gπ−1(1)‖ℓrδ1 (X1)
× ∏nk=2 ‖gπ−1(k)‖ℓrδk (X0). This can be rewritten as
(20)
‖T [g1, . . . , gn]‖V ≤
n∏
i=1
‖gi‖ℓrδpi(i) (X˜θi,r)
where θi = 1 if π(i) = 1 and θi = 0 if π(i) 6= 1;
recall that by definition X˜0,r = X0 and X˜1,r = X1. Let Pπ be the permuta-
tion matrix which has 1 in the positions (i, π(i)), i = 1, . . . , n, and 0 in the
other positions. Then the conditions si = δπ(i) and θi is as in (20) can be
rewritten as ~s = Pπ~δ and ~θ = Pπ~e1 (here the vectors are all understood as
columns).
For a doubly stochastic matrix A let H(A) be the statement that the
conclusion
‖T (f1, . . . , fn)‖V ≤ C(A)
n∏
i=1
‖fi‖ℓrsi (X˜θi,r)
holds for the vectors ~s = A~δ, ~θ = A~e1. Now (20) is just saying that the
statement H(Pπ) holds. By Birkhoff’s theorem every A ∈ DS(n) is a convex
combination of permutation matrices and therefore the general statement in
(19) follows immediately from repeated applications of a convexity property:
Namely, if H(A+) and H(A−) hold for two doubly stochastic matrices A+
and A− then the statement H((1− γ)A+ + γA−) holds for 0 < γ < 1.
We now verify this convexity property. Let A+ and A− be doubly sto-
chastic matrices for which H(A+) and H(A−) hold, thus we have
‖S(f1, . . . , fn)‖V ≤ C(A+)
n∏
i=1
‖fi‖ℓr
s+
i
(X˜
θ+
i
,r
)
‖S(f1, . . . , fn)‖V ≤ C(A−)
n∏
i=1
‖fi‖ℓr
s−
i
(X˜
θ−
i
,r
)
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for column vectors ~s± = A±~δ, ~θ± = A±~e1. By taking generalized geometric
means we also have
‖S(f1, . . . , fn)‖V ≤ C(A+)1−γC(A−)γ
n∏
i=1
(‖fi‖1−γ
ℓr
s+
i
(X˜
θ+
i
,r
)
‖fi‖γ
ℓr
s−
i
(X˜
θ−
i
,r
)
)
for 0 < γ < 1.
Now let temporarily Wi,0 = ℓ
r
s+i
(X˜θ+i ,r
), and Wi,1 = ℓ
r
s−i
(X˜θ−i ,r
). By the
last displayed formula and Lemma A.3 we get
‖S(f1, . . . , fn)‖V ≤ C C(A+)1−γC(A−)γ
n∏
i=1
‖fi‖(Wi,0,Wi,1)γ,r .
By the reiteration theorem we have(
X˜θ+i ,r
, X˜θ−i ,r
)
γ,r
= X˜(1−γ)θ+i +γθ
−
i ,r
, 0 < γ < 1 ,
and then, by Lemma A.4 there is the continuous embedding
ℓr
(1−γ)s+i +γs
−
i
(X˜(1−γ)θ+i +γθ
−
i ,r
) →֒ (Wi,0,Wi,1)γ,r .
Hence, for some C
(21) ‖S(f1, . . . , fn)‖V ≤ C
n∏
i=1
‖fi‖ℓr
(1−γ)s+
i
+γs−
i
(X˜
(1−γ)θ+
i
+γθ−
i
,r
) .
Let A(γ) = (1 − γ)A+ + γA− then (1 − γ)s+i + γs−i =
∑n
j=1 a
(γ)
ij δj and
(1− γ)θ+i + γθ−i = a(γ)i1 and thus (21) is just H((1− γ)A+ + γA−). 
We shall now apply an iterated version of the interpolation method by
Christ [12] to upgrade n − 1 of the n spaces ℓrsi(X˜θi,r) to ℓ∞si (X˜θi,∞), pro-
vided that the parameters correspond to doubly stochastic matrices in the
interior of the Birkhoff polytope, the set DS◦(n) of doubly stochastic n×n
matrices A = (aij) for which all entries lie in the open interval (0, 1). In the
following lemma we assume the conclusion of the previous lemma and also
an additional assumption on ~δ.
Lemma 3.2. Suppose n ≥ 3, 0 < r ≤ 1, and δ1, . . . , δn ∈ R. Assume that
there are two indices i1, i2 with 2 ≤ i1 < i2 ≤ n so that δi1 6= δi2 . Let X0,
X1 be compatible, complete quasi-normed spaces and let T be an n-linear
operator defined on n-tuples of X0 +X1-valued sequences, with values in an
r-convex space V . Suppose that for every A ∈ DS◦(n) there is C(A) such
that
(22) ‖T (f1, . . . , fn))‖V ≤ C(A)
n∏
i=1
‖fi‖ℓrσi (Xµi,r)
whenever ~σ = A~δ, ~µ = A~e1.
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Then for every A ∈ DS◦(n) there is C˜(A) such that
(23) ‖T (f1, . . . , fn)‖V ≤ C˜(A)‖f1‖ℓrs1 (Xθ1,r)
n∏
i=2
‖fi‖ℓ∞si (Xθi,∞)
with ~s = A~δ, ~θ = A~e1.
Proof. Let A ∈ DS◦(n), and let 2 ≤ k ≤ n + 1. Let Hn+1(A) denote the
statement that (22) is true for ~σ = A~δ, ~µ = A~e1.
Let Hn+1 denote the hypothesis (22) for all A ∈ DS◦(n). For 2 ≤ k ≤ n
let Hk(A) denote the statement that there is C depending on A so that the
inequality
(24) ‖T (f1, . . . , fn)‖V ≤ C
( k−1∏
i=1
‖fj‖ℓrsi (Xθi,r)
)( n∏
i=k
‖fi‖ℓ∞si (Xθi,∞)
)
holds for all (f1, . . . , fk−1) ∈
∏k−1
i=1 ℓ
r
si(Xθi,r), (fk, . . . , fn) ∈
∏n
i=k ℓ
∞
si (Xθi,∞),
under the condition ~s = A~δ, ~θ = A~e1. Let Hk denote the statement that
Hk(A) holds for all A ∈ DS◦(n).
We seek to prove H2. In what follows we thus need to show for 2 ≤ k ≤ n,
A ∈ DS◦(n) that Hk+1 implies Hk(A). We assume in our writeup that
k ≤ n− 1 but the proof carries through to cover the initial case k = n if we
interpret
∏n
i=n+1 . . . as 1.
Assuming Hk+1 we shall first prove a preliminary inequality Hprelk (A),
namely
(25) ‖T (f1, . . . , fn)‖V ≤
C
( k−1∏
i=1
‖fj‖ℓrsi (Xθi,r)
)
‖fk‖ℓrsk (X˜θk,∞)
( n∏
i=k+1
‖fi‖ℓ∞si (Xθi,∞)
)
.
We denote by Hprelk the statement that Hprelk (A) holds for every A ∈ DS◦(n).
Proof that Hk+1 implies Hprelk . Fix A ∈ DS◦(n) and let ε > 0 with the
property that all entries of A lie in the open interval (2ε, 1− 2ε). We define
two n× n matrices A+ = A+(k) and A− = A−(k) by letting
(26) a±µν =

aµν if (µ, ν) /∈
{
(1, 1), (1, k), (k, 1), (k, k)
}
aµν ± ε if (µ, ν) = (1, 1) or (µ, ν) = (k, k) ,
aµν ∓ ε if (µ, ν) = (1, k) or (µ, ν) = (k, 1) .
It is easy to see that A± belong to DS◦(n). Also if ~s = A~δ, ~θ = A~e1, and
~s± = A±~δ, ~θ± = A±~e1, then s
±
i = si if i /∈ {1, k}, s±1 = s1 ± ε(δ1 − δk),
s±k = sk±ε(δk−δ1), moreover θi = θ±i if i /∈ {1, k}, θ±1 = θ1±ε, θ±k = θk∓ε.
We interpolate the linear operator Lk given by
(27) g 7→ Lkg = T (f1, . . . , fk−1, g, fk+1, . . . , fn)
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using the real interpolation Kϑ,q method with parameters ϑ = 1/2 and
q =∞. Since θ+k 6= θ−k we have by Lemma A.4 and the reiteration theorem
ℓrsk(Xθk,∞) = ℓ
r
sk
(
(Xθ+k ,r
,Xθ−k ,r
) 1
2
,∞
) →֒ (ℓr
s+k
(Xθ+k ,r
), ℓr
s−k
(Xθ−k ,r
)
)
1
2
,∞
.
Thus we obtain by interpolation of Lk (using Hk+1(A±))
‖T (f1, . . . , fn)‖V ≤ C
k−1∏
i=1
(
‖fj‖1/2ℓr
s+
i
(X
θ+
i
,r
)
‖fi‖1/2ℓr
s−
i
(Xθi,r)
)
×
‖fk‖ℓrsk (Xθk,∞)
( n∏
i=k+1
‖fi‖ℓ∞si (Xθi,∞)
)
.
By Lemma A.3 and the reiteration theorem we get
‖T (f1, . . . , fn)‖V ≤
C ′
( k−1∏
i=1
‖fi‖ℓrsi (Xθi,r)
)
‖fk‖ℓrsk (X˜θk,∞)
( n∏
i=k+1
‖fi‖ℓ∞si (Xθi,∞)
)
.
This finishes the proof of the implication Hk+1 =⇒ Hprelk .
Proof that Hprelk implies Hk. Fix A ∈ DS◦(n) and let ε > 0 so that all entries
of A lie in the open interval (2ε, 1 − 2ε). We define two n× n matrices A+
and A− (depending on k and different from the ones in the first step) by
letting
(28) a±µν =

aµν if (µ, ν) /∈
{
(1, i1), (1, i2), (k, i1), (k, i2)
}
aµν ± ε if (µ, ν) = (1, i1) or (µ, ν) = (k, i2) ,
aµν ∓ ε if (µ, ν) = (k, i1) or (µ, ν) = (1, i2) .
Then A+ and A− are inDS◦(n). It is important for our argument that the
first column of A± is equal to the first column of A. Let ~s± = A±~δ, ~s = A~δ;
then s±i = si for i /∈ {1, k} and s±1 = s1± (δi1 − δi2), s±k = sk± (δi2 − δi1), so
that by the assumption δi1 6= δi2 we have s+k 6= s−k and sk is the arithmetic
mean of s+k and s
−
k . Moreover s
±
i = si if i /∈ {1, k}.
We interpolate the linear operator Lk as in (27). This time we use
Hprelk (A±) and the formula
(29)
(
ℓr
s+k
(Xθk,∞), ℓ
r
s−k
(Xθk,∞)
)
1
2
,∞
= ℓ∞sk(Xθk,∞)
which is a special case of formula (89) in the appendix. This yields
‖T (f1, . . . , fn)‖V ≤
C
( k−1∏
i=1
(‖fi‖1/2ℓr
s+
i
(Xθi,r)
‖fi‖1/2ℓr
s−
i
(Xθi,r)
)
)( n∏
i=k
‖fi‖ℓ∞si (Xθi,∞)
)
.
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By Lemma A.3 and the reiteration theorem we also get
‖T (f1, . . . , fn)‖V ≤ C ′
( k−1∏
i=1
(‖fi‖ℓrsi (Xθi,r)
)( n∏
i=k
‖fi‖ℓ∞si (Xθi,∞)
)
which is Hk(A). 
We are now in the position to give the
Proof of Theorem 1.3. We first reduce to the case m = 1. If π denotes
the permutation that interchanges 1 and m, with π(i) = i for i /∈ {1,m}, we
define
(30) Tπ[f1, . . . , fn] = T [fπ(1), . . . , fπ(n)].
If T satisfies the assumptions of Theorem 1.3 then Tπ satisfies the assump-
tions with the choice m = 1 and the parameters (δ1, . . . , δn) replaced with
(δπ(1), . . . , δπ(n)). By symmetry we get the statement for T from the state-
ment for Tπ.
After this reduction we may assume m = 1 in what follows. Let A ∈
DS◦(n). For any B ∈ DS(n) let HA(B) denote the statement that there is
C > 0 so that the inequality
‖T (f1, . . . , fn)‖V ≤ C
n∏
i=1
‖fi‖ℓqisi (Xθi,qi )
holds for all (f1, . . . , fn) ∈
∏n
i=1 ℓ
qi
si(Xθi,qi), under the condition that
~s = BA~δ, ~θ = BA~e1,
r/q1...
r/qn
 = B~e1 .
As an immediate consequence of Lemma A.2 we see that given A ∈ DS◦(n)
the matrices B satisfying HA(B) satisfy a convexity property, namely, if
HA(B(0)), HA(B(1)) hold for B(0) ∈ DS(n), B(1) ∈ DS(n) then for 0 <
ϑ < 1, B(ϑ) = (1 − ϑ)B(0) + ϑB(1) the statement HA(B(ϑ)) also holds. By
Birkhoff’s theorem HA(B) holds for all B ∈ DS(n) once we have shown it
for all permutation matrices.
For this we first apply Lemma 3.1, and then, by the conclusion of that
lemma we can apply Lemma 3.2 to the multilinear operators Tπ in (30). As
a consequence there is, for every A ∈ DS◦(n), a constant C(A) so that for
sj =
∑n
j=1 aijδj , θi = ai,1 and every permutation π
(31) ‖T (fπ(1), . . . , fπ(n))‖V ≤ C‖f1‖ℓrs1 (X˜θ1,r)
n∏
i=2
‖fi‖ℓ∞si (X˜θi,∞) .
It is straightforward to check that this conclusion is exactly statementHA(P )
for all permutation matrices P . 
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4. Hypotheses for the restriction theorem
Given a parameter interval I we shall consider a class C of vector valued
functions γ : Jγ → Rd of class Cd defined on subintervals Jγ of I. For every
γ ∈ C the restrictions of γ to subintervals of Jγ will also be in C.
Definition. (i) Let J be an interval and let κ = (κ1, . . . , κd) so that κ1 ≤
κ2 ≤ · · · ≤ κd , κd − κ1 ≤ |J | and one of the coordinates κi is equal to 0.
Let Jκ = {t : t + κ1 ∈ J, t + κd ∈ J}. Then given a curve t 7→ γ(t) ∈ Rd,
t ∈ J we define the κ-offspring curve γκ on Jκ by
γκ(t) =
d∑
j=1
γ(t+ κj).
(ii) Let τ = τγ be as in (1). We denote by τγκ the corresponding expression
for the offspring curve, i.e.
τγκ = det
( d∑
j=1
γ′(t+ κj), . . . ,
d∑
j=1
γ(d)(t+ κj)
)
.
Let
(32) Q =
d2 + d+ 2
2
so that Q = p′d with pd as in (2). For γ ∈ C defined on I we shall consider
the adjoint operator
Ewf(x) =
∫
I
e−i〈x,γ(t)〉f(t)w(t)dt
with w(t) ≡ wγ(t) = |τγ(t)|2/(d2+d) and then examine the LQ(w; I) →
LQ,∞(Rd) operator norms (here we work with a fixed equivalent norm on
LQ,∞(Rd)). We consider LQ,∞(Rd) as a normed space, the norm being
‖h‖∗∗
LQ,∞
= supt>0 t
1/Qh∗∗(t) where h∗∗ is as in (83) with ρ = 1. We also
continue to use ‖h‖LQ,∞ = supα(meas({|h| > α}))1/Q, the usual equivalent
quasinorm (and the constants in this equivalence are independent of the
measure space).
We shall make the a priori assumption that
(33) B ≡ B(C) := sup
γ∈C
sup
‖f‖
LQ(wγ )
≤1
‖Ewf‖∗∗LQ,∞
is finite and the main goal is to give a geometric bound for the constant
B. We remark that the finiteness of B has been shown in [6] for certain
classes of smooth curves with nonvanishing torsion. Once a more effective
bound for B is established one can prove Theorems 1.1 and 1.2 by limiting
arguments.
We now formulate the hypotheses of our main estimate. Two of them
were relevant already in [20], [21].
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Hypotheses 4.1. Let C be a class of curves with base interval I◦. For γ ∈ C
defined on I ⊂ I◦ let
(34) E = {(t1, . . . , td) : t1 ∈ I, td ∈ I, t1 < t2 < · · · < td}.
(i) There is N1 ≥ 1 so that for every γ ∈ C the map Φγ : E → Rd with
(35) Φγ(t1, . . . , td) =
d∑
j=1
γ(tj)
is of multiplicity at most N1.
(ii) Let JΦγ denote the Jacobian of Φγ,
JΦγ (t1, . . . , td) = det
(
γ′(t1), . . . , γ
′(td)
)
.
Then there is c1 > 0 such that for every (t1, . . . , td) ∈ Id with t1 < · · · < td
we have the inequality
(36) |JΦγ(t1, . . . , td)| ≥ c1
( d∏
i=1
τγ(ti)
)1/d ∏
1≤j<k≤d
(tk − tj) .
(iii) Every offspring curve of a curve in C is (after possible reparametriza-
tion) the affine image of a curve in C.
(iv) There is c2 > 0 so that for every γ ∈ C and every offspring curve γκ
of γ we have the inequality
(37) |τγκ(t)| ≥ c2 max
j=1,...,d
|τγ(t+ κj)| .
Inequality (37) is a strengthening of a weaker inequality which was used
in [20], [21], [6], [7], namely
(38) |τγκ(t)| &
d∏
j=1
|τγ(t+ κj)|1/d.
The stronger inequality allows us to replace the geometric mean on the
right hand side of (38) by generalized geometric means
∏d
j=1 |τγ(t + κj)|ηj
for nonnegative ηj with
∑d
j=1 ηj = 1. Our main result is
Theorem 4.2. Let C be a class of curves satisfying Hypothesis 4.1 and
B(C) <∞. Then
(39) B(C) ≤ C(d,N1, c−11 , c−12 ).
For an explicit constant see (57) below.
5. Proof of Theorem 4.2
Let w ≡ wγ define the affine arclength measure of γ. We start with
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Observation 5.1. If γ ∈ C is defined on I and w˜ is a nonnegative measur-
able weight satisfying w˜(t) ≤ w(t) then there is a constant C such that∥∥Ew˜f∥∥LQ,∞(Rd) ≤ CB(∫
I
|f(t)|Qw˜(t) dt
)1/Q
.
Proof. One can use a duality argument (as in the submitted version) to
deduce the claim from ‖ĝ ◦ γ‖LQ′ (w˜) ≤ ‖ĝ ◦ γ‖LQ′ (w). The referee suggested
a simpler and more direct argument: Write w˜ = hw where 0 ≤ h ≤ 1 and
use that Ew˜f = Ew(hf) and hQ ≤ h. 
We aim to prove estimates for the d-linear operator M defined by
M[f1, . . . , fd](x) =
d∏
i=1
Ewfi(x)
=
∫
Id
exp(−i〈x,
d∑
j=1
γ(tj)〉)
d∏
i=1
[fj(tj)w(tj)] dt1 . . . dtd
Denote by V (t1, . . . , td) =
∏
1≤i<j≤d(tj − ti) the Vandermonde determinant
and let, for l ∈ Z,
El = {(t1, . . . , td) ∈ Id : 2−l−1 < |V (t)| ≤ 2−l}.
Following the reasoning in [4], [6] for the nondegenerate case we decompose
M =∑l∈ZMl where
(40)
Ml[f1, . . . , fd](x) =
∫
El
exp(−i〈x,
d∑
j=1
γ(tj)〉)
d∏
i=1
[fi(tj)w(ti)] dt1 . . . dtd .
An important ingredient is an estimate for the sublevel sets of the restric-
tion of V to Rd−1, namely
(41)
meas
({
(h1, . . . , hd−1) : |h1 · · · hd−1|
∏
1≤i<j≤d−1
|hj − hi| ≤ α
}) ≤ Cdα2/d
where the measure is Lebesgue measure in Rd−1. This was proved in [20]
(cf. also the exposition in [6]).
Lemma 5.2. (a) Let ρi ∈ [2,∞] be such that
∑d
i=1 ρ
−1
i = 1/2. Then
(42) ‖Ml[f1, . . . , fd]‖L2 . (N1/c1)1/22l
d−2
2d
d∏
i=1
∥∥fiw 3−d4 ∥∥ρi .
(b) Let ηi ∈ [0, 1] so that
∑d
i=1 ηi = 1, and qi such that
∑d
i=1 q
−1
i = 1/Q.
Then
(43) ‖Ml[f1, . . . , fd]‖LQ,∞ . Bc−1/Q2 2−2l/d
d∏
i=1
∥∥fiw1− ηiQ′ ∥∥qi .
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Proof. For every permutation π on d letters set
Eπ = {(t1, . . . , td) : tπ(1) < · · · < tπ(d)}.
By assumption the map Φ : (t1, . . . , td) 7→
∑d
i=1 γ(ti) is of bounded mul-
tiplicity d!N1 on ∪πEπ. We apply the change of variable, followed by
Plancherel’s theorem, followed by the inverse change of variable to bound
‖Ml[f1, . . . , fd]‖2 .
(
N1
∫
El
∣∣ d∏
i=2
[fi(ti)w(ti)
∣∣2 dt1 . . . dtd
|JΦ(t1, . . . , td)|
)1/2
.
By our assumption (36), the right hand side is dominated by(
N1
∫
El
∣∣ d∏
i=1
fi(ti)w(ti)
∣∣2 dt1 . . . dtd
c1|V (t)|
∏d
i=1 w(ti)
d+1
2
)1/2
.
(N1
c1
∫
El
∣∣ d∏
i=1
fi(ti)w(ti)
3−d
4
∣∣2 dt1 . . . dtd
|V (t)|
)1/2
The sublevel set estimate (41) with α = 2−l yields( ∫
El
∣∣ d∏
i=1
gi(ti)
∣∣2dt1 . . . dtd
|V (t)|
)1/2
. 2l
d−2
2d ‖gd‖2
d−1∏
i=1
‖gi‖∞ .
By symmetry we get a similar statement with the variables permuted and
then by complex interpolation also
(44)
(∫
El
∣∣ d∏
i=1
gi(ti)
∣∣2 dt1 . . . dtd
|V (t)|
)1/2
. 2l
d−2
2d
d∏
i=1
‖gi‖ρi
where
∑d
i=1 ρ
−1
i = 1/2. If we apply this statement with gi = fiw
3−d
4 we
obtain (42).
To prove (43) it suffices to show that for fixed (η1, . . . , ηd) with ηi ≥ 0
and
∑d
i=1 ηi = 1
(45) ‖Ml[f1, . . . , fd]‖LQ,∞ . Bc−1/Q2 2−2l/d
∥∥f1w1− η1Q′ ∥∥Q d∏
i=2
∥∥fiw1− ηiQ′ ∥∥∞.
Once this inequality is verified, we also get, by the symmetry of Ml, the
bound Bc−1/Q2 2−2l/d‖fmw1−
ηm
Q′ ‖Q
∏
i 6=m
∥∥fiw1− ηiQ′ ‖∞ and then the inequal-
ity (43) follows by complex interpolation.
Let, for any permutation π on d letters
Eπl = {(t1, . . . , td) ∈ Id : tπ(1) < · · · < tπ(d), 2−l−1 < V (t1, . . . , td) ≤ 2−l}.
To prove (45) we split Ml =
∑
πM
π
l where
Mπl [f1, . . . , fd](x) =
∫
Epil
exp(−i〈x,
d∑
j=1
γ(tj)〉)
d∏
i=1
[fi(ti)w(ti)] dt1 . . . dtd .
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We need to bound ‖Mπl [f1, . . . , fd]‖LQ,∞ by the right hand side of (45).
Now let ν = π−1(1) and let Hν be the hyperplane {(κ1, . . . , κd) : κν = 0}.
We change variables
s = t1, κj = tπ(j) − t1, j 6= ν
hence ti = s + κπ−1(i), i = 1, . . . , d, and thus t1 = s. Note that with this
identification
|V (s, s+ κπ−1(2), . . . , s+ κπ−1(d))|
=
d∏
i=2
|κπ−1(i)|
∏
2≤i<j≤d
|κπ−1(j) − κπ−1(i)| =
∏
i 6=ν
|κi|
∏
1≤i<j≤d
i 6=ν, j 6=ν
|κj − κi|
and
∑d
j=1 γ(s+ κπ−1(j)) = γ(s) +
∑
i 6=ν γ(s+ κi).
If I = [aL, aR] we define I
κ = [aL − κ1, aR − κd] and
Dνl =
{
κ : κ1 < κ2 < · · · < κd, κν = 0, κd − κ1 ≤ aR − aL,
2−l−1 ≤
∏
i 6=ν
|κi|
∏
1≤i<j≤d
i 6=ν, j 6=ν
|κj − κi| < 2−l
}
.
Let dm
Hν
denote Lebesgue measure on Hν (in d − 1 dimensions). Let, for
κ ∈ Hν , denote by γκ the offspring curve γκ(s) = γ(s) +
∑
i 6=ν γ(s + κi) =∑d
i=1 γ(s+ κi). Then
(46) Mπl [f1, . . . , fd](x) =
∫
Dνl
∫
Iκ
exp(−i〈x, γκ(s)〉)×
fπ(ν)(s)w(s)
∏
i 6=ν
[fπ(i)(s+ κi)w(s + κi)] ds dmHν (κ) .
Let
wκ(t) = |τγκ(t)|
2
d2+d ,
the weight for the affine arclength measure associated to γκ. By assumption
the offspring curve γκ is (after possible reparametrization) an affine image
of a curve in the family C. Thus, by affine invariance and invariance under
reparametrizations we have the inequality∥∥∥ ∫
Iκ
exp(−i〈·, γκ(s)〉)g(s)wκ(s) ds
∥∥∥
LQ,∞
≤ B‖g‖LQ(wκ).
By hypothesis (37), and
∑d
i=1 ηπ(i) =
∑d
i=1 ηi = 1,
wκ(s) ≥ c
2
d2+d
2
d∏
i=1
w(s + κi)
ηpi(i) , s ∈ Iκ .
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By Observation 5.1 we then also have
∥∥∥∫
Iκ
exp(−i〈·, γκ(s)〉)g(s)c
2
d2+d
2
d∏
i=1
w(s + κi)
ηpi(i)ds
∥∥∥
LQ,∞
. B
(∫
Iκ
|g(s)|Qc
2
d2+d
2
d∏
i=1
w(s + κi)
ηpi(i)ds
)1/Q
.
We apply this with
g(s) ≡ Gκ(s) := fπ(ν)(s)w(s)1−ηpi(ν)
∏
i 6=ν
[fπ(i)(s+ κi)w(s + κi)
1−ηpi(i) ]
and, using the relation 2
d2+d
( 1Q − 1) = − 1Q , we arrive at
(47)
∥∥∥ ∫
Iκ
exp(−i〈·, γκ(s)〉)Gκ(s)
d∏
i=1
w(s + κi)
ηpi(i)ds
∥∥∥
LQ,∞
. Bc−1/Q2
(∫
Iκ
|Gκ(s)|Q
d∏
i=1
w(s + κi)
ηpi(i)ds
)1/Q
.
Now use the triangle inequality for an equivalent norm in the space LQ,∞
and apply the analogue of the integral Minkowski inequality to get∥∥Mπl [f1, · · · , fd]‖LQ,∞
.
∫
Dνl
∥∥∥∫
Iκ
ei〈·,γκ(s)〉Gκ(s)
d∏
i=1
w(s+ κi)
ηpi(i) ds
∥∥∥
LQ,∞
dm
Hν
(κ)
. c
−1/Q
2 B
∫
Dνl
(∫
Iκ
∣∣fπ(ν)(s)w(s)1−ηpi(ν) ∏
i 6=ν
[fπ(i)(s+ κi)w(s + κi)
1−ηpi(i) ]
∣∣Q
×
d∏
i=1
w(s+ κi)
ηpi(i) ds
)1/Q
dm
Hν
(κ)
which is
. c
−1/Q
2 B
∫
Dνl
( ∫
|fπ(ν)(s)w(s)1−ηpi(ν)/Q
′ |Qds
)1/Q
×
∏
i 6=ν
‖fπ(i)w1−ηpi(i)/Q
′‖∞dmHν (κ) .
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By (41) we have m
Hν
(Dνl ) . 2
−2l/d. Thus the last displayed quantity is less
than a constant times
2−2l/dc
−1/Q
2 B
∥∥fπ(ν)w1−ηpi(ν)/Q′∥∥Q∏
i 6=ν
‖fπ(i)w1−ηpi(i)/Q
′‖∞
=2−2l/dc
−1/Q
2 B
∥∥f1w1−ηd/Q′∥∥Q d∏
j=2
‖fjw1−ηj/Q′‖∞
and (45) is proved. 
Lemma 5.3. Let qi ∈ [Q,∞], ρi ∈ [2,∞], ϑi ∈ [0, 1] satisfy
d∑
i=1
( 1
qi
,
1
ρi
, ηi
)
=
( 1
Q
,
1
2
, 1
)
.
Let
1
pi
=
d− 2
d+ 2
1
qi
+
4
d+ 2
1
ρi
,(48)
βi =
d− 2
d+ 2
(
1− ηi
Q′
)
+
3− d
d+ 2
.(49)
Then
∑d
i=1 p
−1
i = d/Q,
∑d
i=1 βi = d/Q, and we have
(50)
∥∥M[f1, . . . , fd]∥∥LQ/d,∞ . CB d−2d+2 d∏
i=1
‖fi‖b1βi (w,Lpi,1)
with
(51) C = (N1/c1) d−22(d+2) c− 4(d+2)Q2 .
Proof. We may interpolate the L2 bounds and the LQ,∞ bounds for Ml
to get a satisfactory estimate for the LQ/d,∞ norm of each Ml but the
resulting estimates cannot be summed in l. We use a familiar trick from
[11], estimating
∑
lMl using the bound (42) for 2l ≤ Λ and the bound (43)
for 2l > Λ, for Λ to be determined. For fixed α > 0 we need to estimate the
measure of Gα = {x : |Ml[f1, . . . , fd]| > 2α}. By Tshebyshev’s inequality,
meas(Gα) ≤ α−2
∥∥ ∑
2l≤Λ
Ml[f1, . . . , fd]
∥∥2
2
+ α−Q‖
∑
2l>Λ
Ml[f1, . . . , fd]‖QLQ,∞
and applying Lemma 5.2 we obtain
(52) meas(Gα) ≤ α−2Λ
d−2
d Γ2 + α−QΛ−2Q/d∆Q ,
with
Γ := (N1/c1)
1/2
d∏
i=1
∥∥fiw 3−d4 ∥∥ρi , ∆ := Bc−1/Q2 d∏
i=1
∥∥fiw1− ηiQ′ ∥∥qi .
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We choose Λ so that the two expressions on the right hand side of (52)
balance, i.e. Λ = (α2−QΓQ/∆2)
d
d−2+2Q . This leads to the bound meas(Gα) .(
α−1∆
d−2
d+2Γ
4
d+2
) (d+2)Q
d−2+2Q and we have (d+2)Qd−2+2Q =
Q
d for Q =
d2+d+2
2 . Thus
‖M[f1, · · · , fd]‖LQ/d,∞ . CB
d−2
d+2∆
d−2
d+2Γ
4
d+2
with C as in (51).
By Lemma A.3 the previous display implies that
(53) ‖M[f1, · · · , fd]‖LQ/d,∞ . CB
d−2
d+2
d∏
i=1
‖fi‖Y i 4
d+2
,1
where the interpolation space refers to the couple Y
i
with
Y i0 = b
1
1−
ηi
Q′
(w,Lqi) , Y i1 = b
1
3−d
4
(w,Lri) .
Since the block Lorentz spaces are retracts of sequence spaces (cf. the dis-
cussion following (11)) the formula (90) implies the continuous embedding
b1
(1−ϑ)(1−
ηi
Q′
)+ϑ 3−d
4
((Lqi , Lρi)ϑ,1) →֒ (b11− ηi
Q′
(w,Lqi), b13−d
4
(w,Lρi))ϑ,1
We apply this with ϑ = 4/(d + 2). Then if pi, βi are in (48), (49) the usual
interpolation formula for Lorentz spaces gives
(Lqi , Lρi) 4
d+2
,1 = L
pi,1 .
and it follows that b1βi(w,L
pi,1) is continuously embedded in Y
i
4/(d+2),1. Now
(50) follows from (53). 
As stated above the conditions (48), (49) give
∑d
i=1 p
−1
i =
∑d
i=1 βi = d/Q.
In particular we may choose pi = Q and βi = 1/Q and this choice yields an
estimate for fi ∈ b11/Q(w,LQ,1), in particular (after setting all fi equal to f)
(54) ‖Ewf‖LQ,∞ . C1/dB
d−2
d2+2d ‖f‖b1
1/Q
(LQ,1) .
However we need a better estimate for fi in the larger space b
Q
1/Q(w,L
Q) =
LQ(w). In what follows write bps(Lp) = b
p
s(w,Lp) as the weight w will be
fixed.
Proof of Theorem 4.2, cont. We choose n > Q and estimate the n-linear
operator
T [f1, . . . , fn] =
n∏
i=1
Ewfi
in Lr,∞ where r = Q/n < 1.
For every permutation π on n letters we may write
T [f1, . . . , fn] =M[fπ(1), . . . , fπ(d)]
n∏
i=d+1
Ewfπ(i) .
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Notice that by Ho¨lder’s inequality for Lorentz spaces
(55)∥∥T [f1, . . . , fn]‖Lr,∞ ≤ C‖M[fπ(1), . . . , fπ(d)]‖LQ/d,∞ n∏
i=d+1
‖Ewfπ(i)‖LQ,∞ .
We apply Lemma 5.3 for special choices of the parameters qi, ρi. Let µ
be a small parameter (say |µ| ≪ (10Qd2)−1), put ρi = 2d, i = 1, . . . , d, let
1
q3
=
1
Qd
+ µ
d+ 2
d− 2 ,
1
q2
=
1
Qd
+ µ
d+ 2
n− 2 ,
1
q1
=
1
Qd
− µ(d+ 2)n− 1
n− 2 ,
and set qd = · · · = q3. Then
∑d
i=1 q
−1
i = Q
−1 and q3 < q2 < Qd < q1
if µ > 0 (for µ < 0 these inequalities are reversed). Now by (48), p−1i =
d−2
d+2q
−1
i +
2
d(d+2) and since Q =
d2+d+2
2 we have
d−2
(d+2)Q +
2
d+2 =
d
Q and thus
p−1i = Q
−1 + (q−1i − (Qd)−1)d−2d+2 . Hence p3 = · · · = pd and
1
p3
=
1
Q
+ µ ,
1
p2
=
1
Q
+ µ
d− 2
n− 2 ,
1
p1
=
1
Q
− µ(d− 2)n− 1
n− 2 .
Then
∑d
i=1 p
−1
i = d/Q, moreover p3 < p2 < Q < p1 if µ > 0. A crucial
property of our choices is
(56)
1
p2
=
d− 2
n− 2
1
p3
+
n− d
n− 2
1
Q
.
Let βi be as in (49) (with η3 = · · · = ηd and the choice of η2 and η3 to be
determined later). With these choices we use (55), and apply (50) for the
term involving M and (54) for the remaining n− d terms. This results in
∥∥T [f1, . . . , fn]‖Lr,∞ . B d−2d+2 ‖fπ(1)‖b1β1 (Lp1,1)‖fπ(2)‖b1β2 (Lp2,1)
×
d∏
i=3
‖fπ(i)‖b1β3 (Lp3,1)
n∏
j=d+1
[C1/dB
d−2
d2+2d ‖fπ(j)‖b1
1/Q
(LQ,1)] .
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Now fix the first two entries and take generalized geometric means of these
estimates to get∥∥T [f1, . . . , fn]‖Lr,∞ . CBn−d+ d−2d+2 ‖fπ(1)‖b1β1 (Lp1,1)‖fπ(2)‖b1β2 (Lp2,1)
×
n∏
i=3
[‖fπ(i)‖ d−2n−2b1β3 (Lp3,1)‖fπ(i)‖n−dn−2b11/Q(LQ,1)].
By (56), and Lemma A.3, we get∥∥T [f1, . . . , fn]‖Lr,∞ . CB d−2d+2 (C 1dB d−2d2+2d )n−d‖fπ(1)‖b1β1 (Lp1,1)‖fπ(2)‖b1β2 (Lp2,1)
×
n∏
i=3
‖fπ(i)‖(b1β3 (Lp3,1),b11/Q(LQ,1))n−dn−2 ,r
.
The constant simplifies to (CB d−2d+2 )n/d. By Lemma A.4 and a trivial embed-
ding for the first two factors we also get∥∥T [f1, . . . , fn]∥∥Lr,∞ .
(CB d−2d+2 )n/d‖fπ(1)‖brδ1 (Lp1,r)‖fπ(2)‖brδ2 (Lp2,r)
n∏
i=3
‖fπ(i)‖brδ3 (Lp2,r)
where δ1 = β1, δ2 = β2 and
δ3 =
d− 2
n− 2β3 +
n− d
n− 2
1
Q
.
We may choose η2, η3, so that δ2 6= δ3. This is needed for the application of
Theorem 1.3. We choose X0 = L
p2,1, X1 = L
p1,1 and by the conclusion (10)
of that theorem we obtain∥∥T [f1, . . . , fn]‖Lr,∞ . (CB d−2d+2 )n/d n∏
i=1
‖fi‖bnrs ((X0,X1)1/n,nr),
with s = 1n(δ1 + δ2 + (n − 2)δ3). Now r = Q/n and s = 1/Q since
sn =
n∑
i=1
δi = δ1 + δ2 + (n− 2)
(d− 2
n− 2β3 +
n− d
n− 2
1
Q
)
= β1 + β2 + (d− 2)β3 + n− d
Q
=
d∑
i=1
(d− 2
d+ 2
(1− ηi
Q′
) +
3− d
d+ 2
)
+
n− d
Q
=
d− 2
d+ 2
(d− 1 + 1
Q
) +
d(3− d)
d+ 2
+
n− d
Q
=
d
Q
+
n− d
Q
.
Also n−1n
1
p2
+ 1n
1
p1
= 1Q and thus (X0,X1)1/n,nr = (L
p2,r, Lp1,r)1/n,nr = L
Q,
and therefore bnrs (w, (X0,X1)1/n,nr) = b
Q
1/Q(w,L
Q) = LQ(w).
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Take f1 = · · · = fn = f and since∥∥T [f, . . . , f ]∥∥
Lr,∞
≈ ∥∥Ewf∥∥nLQ,∞
we get Bn . (CB d−2d+2 )n/d or B . C1/dB d−2d(d+2) , and this finally implies
(57) B ≤ C(d)C
d+2
d2+d+2
where C is as in (51). 
6. Proof of Theorem 1.1
The crucial idea, due to Drury and Marshall [21], is to use an exponential
parametrization. Fix R > 0, IR = [0, R] let b = (b1, . . . , bd) ∈ Rd, bi 6= 0,
γ(t) ≡ Γb(t) = (b−11 eb1t, . . . , b−1d ebnt) ,
and let Cb,R be the class consisting of Γ
b and restrictions of Γb to subintervals.
The objective is to prove the bound ‖Ewf‖LQ,∞ ≤ C(
∫ R
0 |f(t)|Qw(t)dt)1/Q
with a constant independent of b and R. This inequality is trivial if some of
the bi coincide since then w = 0 and thus Ew = 0. When the bi are pairwise
different a priori we at least know that the quantity B(Cb,R) is finite, but
with a bound possibly depending on b and R. To see this one may apply the
result of [6] since the torsion τ is positive and Γb is smooth on the compact
interval IR.
We need to check Hypotheses 4.1. Most of this work has already been
done in [21]. If we form the κ-offspring curves γκ (see the definition in §4),
then γκ(t) = γ(t)E(κ) where E(κ) denotes the diagonal matrix with entries
Eii(κ) =
d∑
j=1
ebiκj
and thus is an affine image of a curve in C. The bounded multiplicity
hypothesis is valid by the discussion in [21], p. 549 (this goes back to a
paper by Steinig [36]). The crucial inequality (36) has already been verified
by Drury and Marshall who proved the relevant ‘total positivity’ bound in
[21], p. 546; cf. also [16] for an alternative approach. The constant c1 is
independent of b and the estimate holds globally.
It remains to verify the second main assumption, inequality (37). We
recall from [21], [6] formulas for the torsion τ(t) = τb(t) of Γ
b(t):
|τb(t)| = |V (b1, . . . , bd)| exp
(
t
d∑
j=1
bj
)
.
where V (b1, . . . , bd) =
∏
1≤i<j≤d(bj − bi) is the Vandermonde determinant.
For the torsion of the offspring curve γκ we have
|τγκ(t)| = |V (b1, . . . , bd)| exp
(
t
d∑
j=1
bj
) d∏
i=1
Eii(κ) .
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Since Eii(κ) ≥ exp(biκj), for 1 ≤ j ≤ d, we have
d∏
i=1
Eii(κ) ≥
d∏
i=1
exp(biκj) = exp
(
κj
d∑
i=1
bi
)
.
Therefore, it follows that
|τγκ(t)| ≥ |τ(t+ κj)|, 1 ≤ j ≤ d,
and (37) is proved with c2 = 1. Now Theorem 4.2 gives a uniform bound for
the classes Cb,R and letting R→∞, we also get a global result. To prove the
asserted result for monomial curves on [0,∞) we consider the intervals [0, 1]
and [1,∞) separately, introduce an exponential parametrization on each
interval and use the invariance of affine arclength measure under changes of
parametrizations. 
Remark. The sharp Lp → Lq estimates for monomial curves in our earlier
paper [6] have been recently extended by Dendrinos and Mu¨ller [16] to cover
small local perturbations of monomial curves. In their setting they prove an
analogue of the geometric assumption (36); moreover, Lemma 2 and Lemma
4 in [16] show that a variant of the above calculation remains true and (37)
continues to hold (although no global uniformity result is proved in this
setting). One can thus obtain a local analogue of Theorem 1.1 for pertur-
bations of monomial curves. As a consequence one also gets an Lpd,1 → Lpd
endpoint result for every curve of finite type, defined on a compact interval,
and the estimate is stable under small perturbations.
7. Curves of simple type and the proof of Theorem 1.2
As observed in [20] some technical issues in the restriction problem with
respect to affine measure become easier for classes of curves of simple type
on some interval I, namely γ ∈ Cd is supposed to be of the form
(58) γ(t) =
(
t,
t2
2!
, . . . ,
td−1
(d− 1)! , φ(t)
)
, t ∈ I.
In this case τ(t) = φ(d)(t). Moreover, because of the triangular structure of
the matrix defining the torsion, the torsion of the offspring curve is easy to
compute. We get
τγκ(t) = d
d−1
( d∑
j=1
φ(d)(t+ κj)
)
.
Consequently, the verification of condition (37) is often trivial:
Observation 7.1. Let γ be as in (58) and assume that on an interval I the
function φ(d) is of constant sign. Let t+κ1, t+κd ∈ I. Then condition (37)
holds with c2 = 1.
26 AN ENDPOINT ESTIMATE WITH AFFINE ARCLENGTH MEASURE
Indeed, for 1 ≤ j ≤ d,
|τγκ(t)| = dd−1
∣∣∣ d∑
i=1
φ(d)(t+ κi)
∣∣∣ ≥ dd−1 |φ(d)(t+ κj)| = dd−1|τ(t+ κj)|
so that (37) holds.
In contrast, the verification of our first main hypothesis (36) can be hard.
The inequality on suitable subintervals has been verified for polynomial
curves (P1, . . . , Pd) by Dendrinos and Wright [17], and their argument is
of great complexity. An extension to curves whose coordinate functions are
rational has been worked out in [14]. Below we give a rather short argument
of (36) for the case of a polynomial curve of simple type. In this case one
can prove an estimate which is slightly stronger than (36).
We finally remark that both (36) and (by the observation above) (37)
hold for a class of ‘convex’ curves of simple type considered in [7]. This class
also contains nontrivial examples in which the curvature vanishes to infinite
order at a point.
Jacobian estimate for polynomial curves of simple type. The strength-
ened version of (36) for simple polynomial curves is
Proposition 7.2. Let γ(t) =
(
t, t
2
2! , . . . ,
td−1
(d−1)! , Pb(t)
)
, Pb(t) =
∑N
j=0 bjt
j .
Put
J(t, κ) = |det(γ′(t+ κ1), · · · , γ′(t+ κd))|
where κ1 < · · · < κd. Then R is the union of C(N, d) intervals In such that
whenever t+ κ1, t+ κd ∈ In, we have
(59) J(t, κ) ≥ c(N, d) |V (κ)| max{|φ(d)(t+ κj)| : 1 ≤ j ≤ d};
here V (κ) =
∏
1≤i<j≤d(κj − κi) and c(N, d) > 0.
We begin by proving an auxiliary lemma where the polynomial assump-
tion is not used.
Lemma 7.3. Let φ ∈ Cd(R) and let Jd(s1, . . . , sd;φ) denote the determinant
of the d × d matrix with the j-th column (1, sj , . . . , sd−2j /(d − 2)!, φ′(sj))T .
Then for −∞ < s1 < · · · < sd <∞,
(60) Jd(s1, . . . , sd;φ) =
∫ sd
s1
φ(d)(u)Ψ(u; s1, . . . , sd)du
where Ψ ≡ Ψd satisfies
(61) 0 ≤ Ψ(u; s1, . . . , sd) ≤
∣∣∣V (s1, . . . , sd)
sd − s1
∣∣∣ for all u ∈ [s1, sd].
Proof. We will follow the arguments in [7]. We first show that
(62) Jd(s1, . . . , sd;φ) =
∫ s2
s1
· · ·
∫ sd
sd−1
Jd−1(σ1, . . . , σd−1;φ
′) dσd−1 · · · dσ1 .
AN ENDPOINT ESTIMATE WITH AFFINE ARCLENGTH MEASURE 27
To prove this we first note that since a determinant is zero if two columns
are equal, we have
Jd(s1, . . . , sd;φ) = −
∫ s2
s1
∂1Jd(σ1, s2, . . . , sd;φ)dσ1
= (−1)d−1
∫ s2
s1
· · ·
∫ sd
sd−1
∂d−1 · · · ∂1Jd(σ1, . . . , σd−1, sd;φ) dσd−1 · · · dσ1 .
Now ∂d−1 · · · ∂1Jd(σ1, . . . , σd−1, sd;φ) is the determinant of a matrix with
the first row (0, . . . , 0, 1), and one easily checks that
∂d−1 · · · ∂1Jd(σ1, . . . , σd−1, sd;φ) = (−1)d−1Jd−1(σ1, . . . , σd−1;φ′).
Combining the two previous displays yields (62).
We now wish to iterate this formula. It is convenient to denote by
xm = (xm1 , . . . , x
m
m) a point in R
m with xm1 ≤ · · · ≤ xmm (i.e with increasing
coordinates). We shall set (s1, . . . , sd) = (x
d
1, . . . , x
d
d) = x
d. For 1 ≤ k ≤ d−2
define
Hd−k(x
d−k+1) = {xd−k ∈ Rd−k : xd−k+1j ≤ xd−kj ≤ xd−k+1j+1 , 1 ≤ j ≤ d− k}.
Note that if the coordinates of xd−k+1j are increasing in j then for every
xd−k ∈ Hd−k the coordinates of xd−k are increasing. The formula (62) can
be rewritten as
Jd(x
d;φ) =
∫
Hd−1(xd)
Jd−1(x
d−1;φ′) dxd−1.
Induction gives, for 1 ≤ k ≤ d− 2
Jd(x
d;φ) =
∫
Hd−1(xd)
· · ·
∫
Hd−k(xd−k+1)
Jd−k(x
d−k+1;φ(k)) dxd−k · · · dxd−1 .
We also have
J2(x
2;φ(d−2)) = φ(d−1)(x22)− φ(d−1)(x21) =
∫ x22
x21
φ(d)(u) du .
Hence, if
Gu(x
d) = {(x2, x3, · · · , xd−1) :
x21 ≤ u ≤ x22, xd−k ∈ Hd−k(xd−k+1), 1 ≤ k ≤ d− 2}
and
Ψ(u;xd) :=
∫
Gu(xd)
dx2dx3 · · · dxd−1
we get
Jd(x
d;φ) =
∫ xdd
xd1
φ(d)(u)Ψ(u;xd) du .
If xd = (s1, . . . , sd) this is (60).
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Observe that, for each u ∈ [xd1, xdd], the set Gu(xd) is contained in the
rectangular box
B2(x
d)× · · · ×Bd−1(xd)
where
Bd−k(x
d) = {xd−k ∈ Rd−k : xdj ≤ xd−kj ≤ xdj+k, 1 ≤ j ≤ d− k}.
Since
vold−k(Bd−k) =
d−k∏
j=1
(xdj+k − xdj )
it follows by rearranging the factors that
Ψ(u;xd) = meas(Gu(x
d)) ≤
d−1∏
k=2
volk(Bk)
=
∏
2≤i≤d−1
(xdd − xdi )
∏
1≤i<j≤d−1
(xdj − xdi ) = (xdd − xd1)−1V (xd1, · · · , xdd).
This proves (61). 
We also need the following observation on polynomials.
Lemma 7.4. Let p be a real-valued polynomial of degree ≤ N and |p(t)| > 0
on (a, b). Then, for every ε ∈ (0, 2−N ),
(63)
∣∣{t ∈ (a, b) : |p(t)| < ε|p(b)|}∣∣ ≤ 2Nε 12N (b− a).
Proof. To show (63) we check that for c ∈ R and 0 < δ < 1/2 we have
(64) |{t ∈ (a, b) : |t− c| < δ|b − c|}| ≤ 2δ(b − a).
If b < c then |t− c| > |b− c| if t ∈ [a, b], so {t ∈ (a, b) : |t− c| < δ|b− c|} = ∅
since δ < 1/2. If a ≤ c ≤ b then
|{t ∈ (a, b) : |t− c| < δ|b− c|}| ≤ 2δ|b− c| ≤ 2δ(b − a).
If c < a < b and |a− c| ≤ b− a then
|{t ∈ (a, b) : |t− c| < δ|b− c|}| ≤ δ|b − c| ≤ 2δ(b − a).
And if c < a < b and |a − c| > b − a, then if t ∈ [a, b] we have |t − c| ≥
|a− c| ≥ (|b−a|+ |a− c|)/2 = |b− c|/2, so {t ∈ (a, b) : |t− c| < δ|b− c|} = ∅
since δ < 1/2. This gives (64).
Moving towards (63), we may normalize the leading coefficient and write
p(t) =
∏N1
i=1 pi(t)
∏N2
j=1 qj(t) where pi(t) = t − ci, qj(t) = (t − dj)2 + e2j ,
ci, dj , ej ∈ R, and N1 + 2N2 ≤ N . To establish (63) we show that
(65) |{t ∈ (a, b) : |q(t)| < δ|q(b)|}| ≤ 2
√
δ(b− a)
if 0 < δ < 1/2 and q(t) = t− c or q(t) = (t− c)2 + d2. The case q(t) = t− c
follows from (64). If q(t) = (t− c)2 + d2 then
{t ∈ (a, b) : q(t) < δq(b)} ⊂ {t ∈ [a, b] : |t− c| ≤
√
δ|b− c|}
AN ENDPOINT ESTIMATE WITH AFFINE ARCLENGTH MEASURE 29
so
|{t ∈ (a, b) : q(t) < δq(b)}| ≤ 2
√
δ(b− a)
by (64). This gives (65). Finally {t ∈ (a, b) : |p(t)| < ε|p(b)|} is contained in
the union of the N1 sets {t ∈ (a, b) : |pi(t)| < ε1/(N1+N2)|pi(b)|} and the N2
sets {t ∈ (a, b) : |qj(t)| < ε1/(N1+N2)|qj(b)|} and thus, if ε < 2−N1−N2∣∣{t ∈ (a, b) : |p(t)| < ε|p(b)|}∣∣ ≤ (2N1ε 1N1+N2 + 2N2ε 12(N1+N2) )(b− a)
This proves (63). 
Proof of Proposition 7.2. With φ = Pb fixed choose the In such that φ
(d)
and φ(d+1) are nonzero on the interior of each In. We assume without loss
of generality that φ(d), φ(d+1) > 0 on the interior of In. If we put sj = t+κj ,
then it follows by Lemma 7.3 that
(66) J(t, κ) = |Jd(s1, · · · , sd;φ)| =
∣∣∣ ∫ sd
s1
φ(d)(u)Ψ(u)du
∣∣∣
for some nonnegative function Ψ(u) = Ψ(u; s1, . . . , sd) which satisfies
(67) Ψ(u) ≤ V (s1, . . . , sd)/(sd − s1).
Note that V (s1, . . . , sd) = V (κ1, . . . , κd). By applying (60) with φ(t) =
td/(d!), we get ∫ sd
s1
Ψ(u) du = cdV (κ)
where cd = (2! · · · (d− 1)!)−1.
To see (59) we use this fact and (67). Thus we have∫
[s1,sd]\E
Ψ(u) du =
∫ sd
s1
Ψ(u) du−
∫
E
Ψ(u) du(68)
≥ cd V (κ)− |E| V (κ)
sd − s1(69)
if E ⊂ [s1, sd]. Choose ε = ε(d,N) so small that 2Nε 12N ≤ cd/2. Now
assume that s1 = t+ κ1 ∈ In, sd = t+ κd ∈ In. With
E = {u ∈ [s1, sd] : φ(d)(u) < εφ(d)(t+ κd)}
we have |E| < (sd − s1)cd/2 by Lemma 7.4 and our choice of ε.
Hence, by (66) and (68), we have
J(t, κ) ≥
∫
[s1,sd]\E
φ(d)(u)Ψ(u) du
≥ ε φ(d)(t+ κd)V (κ) cd/2
= ε
cd
2
V (κ) max{|φ(d)(t+ κj)| : 1 ≤ j ≤ d},
giving (59) as desired. Here we put c(N, d) = ε cd/2. 
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Proof of Theorem 1.2. Fix a polynomial φ, of degree N . If d < N then
the affine arclength measure is identically 0 and the assertion trivially holds
with C(N) = 0. Now assume N ≥ d. Let I be an interval on which
the inequality (59) holds, and φ(d) and φ(d+1) do not change sign. Pick a
subinterval I0 on which φ
(d) does not vanish. Denote by C the class of simple
curves given by φ, on I0 or on subintervals of I0. We notice that the offspring
curves are affine images of the original curves (cf. the proof of Lemma 3.1
in [7]). The bounded multiplicity hypothesis (when the curve is restricted
to suitable subintervals) is discussed in [20], [17]. Theorem 4.2 gives the
desired conclusion on the interval I0 with no reference to a nondegeneracy
assumption. A limiting argument gives the conclusion on the full interval
I. Since φ is a polynomial and by Proposition 7.2 we have to apply this
consideration to only a finite number of intervals. 
Remark. Let Γ(t) = (R1(t), . . . , Rd(t)) whereRi(t) = P1,i(t)/P2,i(t), P1,i, P2,i
are polynomials. It has been proved by Dendrinos, Folch-Gabayet and
Wright [14] that R can be decomposed into a finite number of intervals
(depending on d and the maximal degree of the polynomials involved) so
that the crucial hypothesis (36) is satisfied on the interior of each interval.
In the special case of rational curves of simple type (with Ri(t) = t
i/i!,
i = 1, . . . , d − 1 and Rd(t) = P (t)/Q(t), P,Q polynomials) one can show
that after a further decomposition Observation 7.1 applies. Thus Theorem
1.2 extends to rational curves of simple type.
8. A note on the range of the sharp Lp → Lq adjoint
restriction theorem for general polynomial curves
Suppose t 7→ γ(t) = (P1(t), . . . , Pd(t)) is a polynomial curve in Rd, with
the Pi of degree at most n, and suppose that dλ = wdt is the affine arclength
measure on γ. Dendrinos and Wright [17] established the critical Fourier
extension estimate
(70) ‖f̂ dλ‖q ≤ C(n, p) ‖f‖Lp(λ),
1
p
+
d(d+ 1)
2q
= 1
in the range 1 ≤ p < d + 2 (the range obtained by Christ [12] in the non-
degenerate case). Much earlier Drury [18] had proven a restriction estimate
for certain curves (t, t2, tk) in dimension 3 that was valid for 1 ≤ p < 6
and therefore valid for some p outside of the Christ range. It turns out
that by replacing two of the estimates in Drury’s argument by estimates
of Dendrinos and Wright and of Dendrinos, Laghi and Wright [15] one can
extend Drury’s result to general polynomial curves in R3. Moreover using
an estimate of Stovall [37], one can show
Proposition 8.1. For general polynomial curves in Rd, d ≥ 3, the Fourier
extension estimate (70) holds for
(71) 1 ≤ p < d+ 3 + 2(d− 3)
d2 − 3d+ 4 .
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Proof. What follows, then, is just Drury’s argument run with up-to-date
technology. The required result from §3 of [17] (cf. [12] for the nondegenerate
case) is the d-fold convolution estimate
(72)
‖(fdλ) ∗ · · · ∗ (fdλ)‖r ≤ C(n, t)
(‖f‖Lt(λ))d
for
1
t
+
d− 1
2
=
d+ 1
2r
, 1 ≤ t < d+ 2.
The necessary estimate from [37] is
‖λ ∗ g‖ d+1
d−1
≤ C(n) ‖g‖ d2+d
d2−d+2
,
from which it follows by the Hausdorff-Young inequality that
(73) ‖̂fdλ ∗ g‖d+1
2
.n ‖f‖L∞(λ) ‖g‖ d2+d
d2−d+2
.
Drury’s argument is an iterative one. Begin by assuming that the Lp0 →
Lq0 estimate (70) holds for some p0 and q0 satisfying
1
p0
+ d(d+1)2q0 = 1. We
then also have
(74) ‖̂fdλ ∗ g‖s0 ≤ C(n, p0)‖f‖Lp0 (λ) ‖g‖2,
1
s0
=
1
q0
+
1
2
.
To see this write ‖̂fdλ ∗ g‖s0 = ‖f̂ dλ ĝ‖s0 and estimate this by ‖f̂ dλ‖q0 ‖ĝ‖2,
using Ho¨lder’s inequality. Now use the assumed Lp0 → Lq0 inequality and
Plancherel’s formula to get (74). Interpolation of (73) and (74) gives
(75) ‖̂fdλ ∗ g‖s .n,ϑ,p0 ‖f‖La(λ) ‖g‖r
where
(76)
(1
s
,
1
a
,
1
r
)
= (1− ϑ)
( 1
s0
,
1
p0
,
1
2
)
+ ϑ
( 2
d+ 1
,
1
∞ ,
d2 − d+ 2
d2 + d
)
for 0 < ϑ < 1. We wish to apply this inequality with g equal to the d-fold
convolution in (72). This restricts the r-range to r < d+2d (corresponding to
the range t < d+ 2). A calculation shows that this restricts the range of ϑ
in (76) to
(77)
(d− 2)(d+ 1)d
(d+ 2)(d2 − 3d+ 4) =: ϑmin < ϑ < 1
With g = fdλ ∗ · · · ∗ fdλ we obtain from (75)
(78) ‖(f̂ dλ)d+1‖s .n,ϑ,p0 ‖f‖La(λ) (‖f‖Lt(λ))d
so long as t < d+ 2, 1t =
d+1
2r − d−12 and r, a, s are as in (76) with ϑ > ϑmin.
With f = χE this becomes
‖χ̂Edλ‖(d+1)s .n,ϑ,p0 λ(E)
1
d+1(
1
a+
d
t ),
which gives
‖f̂ dλ‖q .n,ϑ,p0 ‖f‖Lp,1(λ), for
1
q
=
1
(d+ 1)s
and
1
p
=
1
d+ 1
(1
a
+
d
t
)
,
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where s, a, t are in(1
s
,
1
a
,
1
t
)
= (1− ϑ)
( 1
s0
,
1
p0
,
3− d
4
)
+ ϑ
( 2
d+ 1
,
1
∞ ,
1
d
)
, ϑmin < ϑ < 1 .
A little algebra shows that p and q satisfy 1/p + d(d + 1)/(2q) = 1 (for any
ϑ ∈ (ϑmin, 1)). Thus we get the restricted strong type version of (70) for the
exponent pair (p, q). If p1 is the exponent p corresponding to the limiting
case ϑmin we obtain by real interpolation the sharp L
p(λ) → Lq inequality
in the open range 1 ≤ p < p1. Using ϑmin in (77) we calculate that
1
p1
=
8
(d+ 1)(d + 2)(d2 − 3d+ 4) ·
1
p0
+
d
(d+ 1)(d + 2)
.
If we define recursively 1pj+1 =
8
(d+1)(d+2)(d2−3d+4)pj
+ d(d+1)(d+2) then the
sequence {p0, p1, p2, . . . } converges to
d3 − 3d+ 6
d2 − 3d+ 4 = d+ 3 +
2(d− 3)
d2 − 3d+ 4
and we can conclude that (70) holds for p in the range (71). 
Appendix A. Some results from interpolation theory
We gather various interpolation results used in the paper, especially in §3.
They can be found more or less explicit in the literature and no originality
is claimed. In some cases it is hard to cite exactly the precise statement that
we need and the reader might find the inclusion of this appendix helpful.
On complex interpolation of multilinear operators. We use com-
plex interpolation for multilinear operators defined for functions in a quasi-
normed space with values in a Lorentz-space. We limit ourselves to the
statements needed in this paper where the target space of our operator is
not varied.
In the following lemma we let the measure space M be a finite set, with
counting measure, and let V be a Lorentz space. For a positive weight on
M the norm in ℓp(w) is given by ‖f‖ℓp(w) = (
∑
x∈M |f(x)|pw(x))1/p.
Lemma A.1. Let T be a multilinear operator defined on n-tuples of func-
tions on M and suppose that for some some weights wi,0, wi,1 on M and
pi,0, pi,1 ∈ (0,∞]
(79)
‖T [f1, . . . , fn]‖V ≤M0
n∏
i=1
‖fi‖ℓpi,0 (wi,0) ,
‖T [f1, . . . , fn]‖V ≤M1
n∏
i=1
‖fi‖ℓpi,1 (wi,1) .
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Let 0 < ϑ < 1 and define pi and weight functions wi by
1
pi
=
(1− ϑ)
pi,0
+
ϑ
pi,1
,(80)
wi = [w
(1−ϑ)/pi,0
i,0 w
ϑ/pi,1
i,1 ]
pi .(81)
Then there is C (independent of the f1, . . . , fn and M) so that
(82) ‖T [f1, . . . , fn]‖V ≤ CM1−ϑ0 Mϑ1
n∏
i=1
‖fi‖ℓpi (wi) .
Proof. This is an adaptation of the standard argument in complex inter-
polation ([35]) for analytic families of operators, in the setting for Lorentz
spaces in [32]. We assume that V is a Lorentz space associated to the mea-
sure space Ω with measure µ, say Lr,q(µ). Let ρ ∈ (0, 1] and assume in
addition ρ < min{q, r}. Define the maximal function h∗∗ρ ≡ h∗∗ on (0,∞)
by
(83)
h∗∗(t) =
{
supE:µ(E)>t(µ(E)
−1
∫
E |f(y)|ρdµ(y))1/ρ, t ∈ (0, µ(Ω))
(t−1
∫
Ω |f(y)|ρdµ(y))1/ρ, t ∈ [µ(Ω),∞)
.
The function [h∗∗]ρ is dominated by the Hardy-Littlewood maximal function
of [h∗]ρ, where h∗ is the nonincreasing rearrangement of h.
For a function g on (0,∞) set ‖g‖λr,q = ( qr
∫∞
0 t
q/r|g(t)|q dtt )1/q if q < ∞
and ‖g‖λr,∞ = supt>0 t1/r|g(t)|. Then Hunt [25] showed that the expression
‖h∗∗‖λr,q is a quasi-norm on Lq,r which makes Lq,r a ρ-convex space.
Let S be the strip {z = ϑ+ iτ : 0 < ϑ < 1, τ ∈ R} and S its closure. Let
fi ∈ ℓpi(wi) so that ‖fi‖ℓpi (wi) ≤ 1 and define for x ∈ M
fi,z(x) = e
i arg(f(x)) [|f(x)|piwi(x)]
1−z
pi,0
+ z
pi,1
wi,0(x)
1−z
pi,0 wi,1(x)
z
pi,1
.
Then fi,ϑ = f . Moreover, ‖fz‖ℓpi,0 (wi,0) = ‖f‖
pi,0/pi
ℓpi(wi)
if Re (z) = 0, and
‖fz‖ℓpi,1 (wi,1) = ‖f‖
pi,1/pi
ℓpi (wi)
if Re (z) = 1. We define, for y ∈ Ω,
Hz(y) = T [f1,z, . . . , f1,z](y) .
Then Hϑ = T [f1, . . . , f1] and we must show that ‖Hϑ‖V . M1−ϑ0 Mϑ1 . For
almost every y ∈ Ω the function z 7→ Hz(y) is bounded and analytic in S,
continuous on S.
We use the standard properties of the Poisson-kernel associated with S,
see Ch. V.4 in [35]. Let P0(ϑ, t) =
1
2
sin(πϑ)
cosh(πt)−cos(πϑ) , P1(ϑ, t) =
1
2
sin(πϑ)
cosh(πt)+cos(πϑ) .
For 0 ≤ ϑ ≤ 1 we then have ∫∞−∞ P0(ϑ, t)dt = (1 − ϑ), ∫∞−∞ P1(ϑ, t)dt = ϑ.
Thus, proceeding exactly as in [32] we have
log |Hϑ+iτ (y)| ≤
∫ ∞
−∞
P0(ϑ, τ) log |Hiτ (y)|dτ +
∫ ∞
−∞
P1(ϑ, τ) log |H1+iτ (y)|dτ
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and then
|Hϑ+iτ (y)| ≤
(
exp
( 1
1− ϑ
∫ ∞
−∞
P0(ϑ, τ) log[|Hiτ (y)|ρ]dτ
)) 1−ϑ
ρ
×
(
exp
( 1
ϑ
∫ ∞
−∞
P1(ϑ, τ) log[|H1+iτ (y)|ρ]dτ
))ϑ
ρ
.
By Jensen’s inequality,
|Hϑ+iτ (y)| ≤ A0(y)1−ϑA1(y)ϑ
where
A0(y) =
( 1
1− ϑ
∫ ∞
−∞
P0(ϑ, τ)|Hiτ (y)|ρdτ
)1/ρ
A1(y) =
( 1
ϑ
∫ ∞
−∞
P1(ϑ, τ)|H1+iτ (y)|ρdτ
)1/ρ
.
By Ho¨lder’s inequality we have (A1−ϑ0 A
ϑ
1 )
∗∗(t) ≤ (A∗∗0 (t))1−ϑ(A∗∗1 (t))ϑ. By
Fubini’s theorem we get A∗∗0 (t) ≤ B0(t), A∗∗1 (t) ≤ B1(t) where
B0(t) =
( 1
1− ϑ
∫ ∞
−∞
P0(ϑ, τ)|H∗∗iτ (t)|ρdτ
)1/ρ
,
B1(t) =
( 1
ϑ
∫ ∞
−∞
P1(ϑ, τ)|H∗∗1+iτ (t)|ρdτ
)1/ρ
.
Hence
|H∗∗ϑ+iτ (t)| ≤ (A∗∗0 (t))1−ϑ(A∗∗1 (t))ϑ ≤ B1−ϑ0 (t)Bϑ1 (t)
and another application of Ho¨lder’s inequality yields
‖H∗∗ϑ+iτ‖λq,r ≤ ‖B0‖1−ϑλq,r ‖B1‖ϑλq,r .
Since q > ρ we can apply the integral Minkowski inequality (as a version of
the triangle inequality in Lq/ρ(0,∞))
‖B0‖λq,r ≤
( 1
1− ϑ
∫ ∞
−∞
P0(ϑ, τ)‖H∗∗iτ ‖ρλr,qdτ
)1/ρ
,
‖B1‖λq,r ≤
( 1
ϑ
∫ ∞
−∞
P1(ϑ, τ)‖H∗∗1+iτ‖ρλr,qdτ
)1/ρ
.
By assumption
‖H∗∗iτ ‖λr,q ≤ CM0
n∏
i=1
‖fi,iτ‖ℓpi,0 (wi,0) ≤ CM0 ,
‖H∗∗1+iτ‖λr,q ≤ CM1
n∏
i=1
‖fi,1+iτ‖ℓpi,1 (wi,1) ≤ CM1 .
We get ‖H∗∗ϑ+iτ‖λq,r ≤ CM1−ϑ0 Mϑ1 , using the above formulas for the integrals
of P0 and P1. 
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We now use Lemma A.1 and a straightforward transference method to
prove an interplation theorem for sequences with values in certain real in-
terpolation spaces Xθ,q. When applying the complex interpolation method
the case q = ∞ may pose some difficulties which can be avoided if ℓ∞ is
replaced by the closed subspace c0. In particular it is convenient to replace
the real interpolation space Xϑ,∞ by X
0
ϑ,∞, the closure of X0∩X1 in Xϑ,∞.
To deal with this distinction we introduce some notation for the following
lemma. We will work with a couple X = (X0,X1) of compatible complete
quasi-normed spaces. If q <∞ we denote by Z(q, s, θ) = ℓqs(Xθ,q) the space
of Xθ,q-valued sequences F = {Fk}k∈Z with norm
‖F‖Z(q,s,θ) =
(∑
k∈Z
2ksq‖Fk‖qXθ,q
)1/q
.
For q =∞ we define Z(∞, s, θ) = c0(X0θ,∞), a closed subspace of ℓ∞s (Xθ,∞),
with norm supk∈Z 2
ks‖Fk‖Xθ,∞ . We shall say that F = {Fk} ∈ Z(q, s, θ) is
compactly supported if Fk = 0 except for finitely many k.
Lemma A.2. For i = 1, . . . , n, let 0 < θi,0, θi,1 < 1, 0 < qi,0, qi,1 ≤ ∞,
si,1, si,0 ∈ R. Let T be an n-linear operator defined a priori on n-tuples of
compactly supported (X0 ∩ X1)-valued sequences, with values in a Lorentz
space V , and suppose that for such sequences the inequalities
(84) ‖T [F1, . . . , Fn]‖V ≤
{
M0
∏n
i=1 ‖Fi‖Z(qi,0,si,0,θi,0)
M1
∏n
i=1 ‖Fi‖Z(qi,1,si,1,θi,1)
hold. Define qi, si and θi by( 1
qi
, si, θi
)
= (1− ϑ)
( 1
qi,0
, si,0, θi,0
)
+ ϑ
( 1
qi,1
, si,1, θi,1
)
.
Then T uniquely extends to an operator bounded on
∏n
i=1Z(qi, si, θi) so that
‖T [F1, . . . , Fn]‖V .M1−ϑ0 Mϑ1
n∏
i=1
‖Fi‖Z(qi,si,θi) .
Proof. The uniqueness of the extension is clear because of the density of
compactly supported X0 ∩ X1-valued functions in Z(q, s, θ) (for q = ∞
this requires the modification in the definition using c0(X
0
θ,∞)). In what
follows we write matters out for the case that the qi < ∞ and leave the
obvious notational modifications in the case qi =∞ to the reader. It will be
convenient to use the characterization of Xθ,q by means of the J-functional.
It suffices to prove that for ‖Fi‖Z(qi,si,θi) ≤ 1, i = 1, . . . , d,
(85) ‖T (F1, . . . , Fn)‖V .M1−ϑ0 Mϑ1 .
We write Fi = {Fi,k} with Fi,k ∈ Xθi,qi and(∑
k
[
2ksi‖Fi,k‖Xθi,qi,J
]qi)1/qi ≤ 1.
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We can decompose Fi,k =
∑
l ui,k,l with ui,k,l ∈ X0 ∩X1 and convergence in
X0 +X1 so that(∑
l
[
2−lθiJ(2l, ui,k,l;X)
]qi)1/qi ≤ (1 + 2−|k|−2)‖Fi,k‖Xθi,qi;J
and thus
(∑
k,l[2
ksi2−lθiJ(2l, ui,k,l;X)]
qi
)1/qi ≤ 2. We set N0 = 0 and define
numbers N0 < N1 < N2 < ... so that
(86)
( ∑
k,l
max{|k|,|l|}≥Nν
[
2ksi2−lθiJ(2l, ui,k,l;X)
]qi)1/qi ≤ 2−ν .
for i = 1, . . . , n. Let χν(k, l) = 1 if Nν ≤ max{|k|, |l|} < Nν+1 and
χν(k, l) = 0 otherwise, and let F
ν
i,k =
∑
l χν(k, l)ui,k,l. Then
∑∞
ν=1 F
ν
i = Fi
with convergence in Z(qi, si, θi) and, for each k,
∑∞
ν=1 F
ν
i,k = Fi,k with con-
vergence in Xθi,qi and a fortiori with convergence in X0 +X1.
In order to prove (85) we fix the chosen vectors ui,k,l and define operators
acting on n-tuples of functions a = {ak,l} defined on a subset of Z × Z.
Let M~ν = {(k, l) : max{k, l} ≤ max{Nν1+1, . . . , Nνn+1}}. For any n-tuple
~ν = (ν1, . . . , νn) of nonnegative integers we let Fνii (a) = {Fνii,k(a)}k∈Z, where
for i = 1, . . . , n
Fνii,k(a) =
∑
l
χνi(k, l)ak,l ui,k,l.
Now define for an n-tuple of such sequences a multilinear operator S~ν by
S~ν(a
1, . . . , an) = T [Fν11 (a1), . . . ,Fνnn (an)].
Let
wq,s,θ(k, l) =
[
2ks2−lθ(ε+ J(2l, ui,k,l;X))
]q
.
It is our objective to show
(87) ‖S~ν [a1, . . . , an]‖V ≤ CM1−ϑ0 Mϑ1
n∏
i=1
‖ai‖ℓqi (wqi,si,θi )
where the constant C is independent of the choice of the specific ui,k,l and
independent of ~ν. The inclusion of ε in the definition of wq,s,θ guarantees the
positivity of the weight. Once the bound (87) is verified we will then apply it
to the sequences aik,l = χνi(k, l). For this choice of the a
i an estimate for the
expression ‖S~ν [a1, . . . , an]‖V becomes an estimate for ‖T [F ν11 , . . . , F νnn ]‖V ,
after letting ε→ 0.
Now for any admissible choice of q, s, θ
‖Fνii (ai)‖Z(q,s,θ) =
(∑
k
[
2ks
∥∥∥∑
l
χνi(k, l)a
i
k,l ui,k,l
∥∥∥
Xϑ,q;J
]q)1/q
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and by definition of the Xϑ,q;J norm we have∥∥∥∑
l
χνi(k, l)a
i
k,l ui,k,l
∥∥∥
Xϑ,q;J
≤
(∑
l
[
2−lϑJ(2l, aik,l ui,k,l;X)
]q)1/q
.
Therefore, by the homogeneity of the J-functional
‖Fνii (ai)‖Z(q,s,θ) .
(∑
k,l
2(ks−lθ)q[χνi(k, l)J(2
l, ui,k,l;X)|aik,l|]q
)1/q
.
Notice that we can consider the sequences ai as functions defined on M~ν .
By assumption
‖T [F1(a1), . . . ,Fn(an)]‖V
. min
{
M0
n∏
i=1
‖Fi(ai)‖Z(qi,0,si,0,θi,0), M1
n∏
i=1
‖Fi(ai)‖Z(qi,1,si,1,θi,1)
}
,
and by the above this implies
‖S~ν [a1, . . . , an]‖V
. min
{
M0
n∏
i=1
‖ai‖ℓqi,0 (wqi,0,si,0,θi,0 ), M1
n∏
i=1
‖ai‖ℓqi,1 (wqi,1,si,1,θi,1 )
}
.
Since wqi,si,θi = [w
(1−ϑ)/qi,0
qi,0,si,0,θi,0
w
(1−ϑ)/qi,1
qi,1,si,1,θi,1
]qi , Lemma A.1 now gives (87), with
a constant independent of ~ν.
Finally if we apply (87) with the sequences aik,l = χνi(k, l) and let ε→ 0
we obtain
‖T [F ν11 , . . . , F νnn ]‖V
.M1−ϑ0 M
ϑ
1
n∏
i=1
(∑
k,l
[
χνi(k, l)2
ksi2−lθiJ(2l, ui,k,l;X)
]qi)1/qi
and, by (86) this expression is .M1−ϑ0 M
ϑ
1 2
−(ν1+···+νn). Since
∑
νi
F νii = Fi
with convergence in ℓqi(Xθi,qi) we see that
∑
~ν T [F
ν1
1 , . . . , F
νn
n ] converges in
V to T [F1, . . . , Fn] so that ‖T (F1, . . . , Fn)‖V .M1−ϑ0 Mϑ1 . 
Means. Often one generates new estimates by taking means of given esti-
mates. The new bounds may then be interpreted as estimates on interme-
diate spaces:
Lemma A.3. Let 0 < r ≤ 1 and let V be an r-convex space. For i = 1, . . . , n
let X
i
= (Xi0,X
i
1) be couples of compatible quasi-normed spaces and let T be
an n-linear operator defined on
∏n
i=1(X
i
0 ∩Xi1) with values in V . Suppose
that
‖T (f1, . . . , fn)‖V ≤
n∏
i=1
‖fi‖1−θiXi0 ‖fi‖
θi
Xi1
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for some 0 < θi < 1. Then there is C > 0 so that for all (f1, . . . , fn) ∈∏n
i=1X
i
0 ∩Xi1
(88) ‖T (f1, . . . , fn)‖V ≤ C
n∏
i=1
‖fi‖Xiθi,r
and T extends to a bounded operator on
∏n
i=1X
i
θi,r.
Proof. Let fi ∈ Xθi,r and thus fi =
∑
li∈N
ui,l with ui,l ∈ Xi0 ∩ Xi1 and
convergence in Xi0 +X
i
1. Since V is r-convex one can show
‖T [f1, . . . , fn]‖rV ≤ Cr
∑
~l∈Nn
‖T [u1,l1 , . . . , un,ln ]‖rV ;
this follows easily by considering finite sums and a limiting argument. By
assumption and the definition of the J-functional the right hand side of the
last display is dominated by Cr times∑
~l∈Nn
n∏
i=1
[‖ui,li‖1−θiXi,0 ‖ui,li‖θiXi,1]r
≤
∑
~l∈Nn
n∏
i=1
[
J(2li , ui,li ;X i)
1−θi(2−liJ(2li , ui,li ;X i))
θi
]r
=
n∏
i=1
(∑
li∈N
[
2−liθJ(2li , ui,li ;X i)
]r)
.
Taking the r-th roots and then the infimum over all decompositions {ui,l}
of fi, we get assertion (88) (by the equivalence of the J- and K-methods).
The operator T extends to
∏n
i=1X
i
θi,r since X
i
0 ∩Xi1 is dense in X
i
θi,r. 
Spaces of vector-valued sequences. We use two results on interpolation
of ℓps(X) spaces, for quasi-normed X and 0 < p ≤ ∞, s ∈ R. For fixed X the
following standard formula for the real interpolation spaces can be found in
§5.6 of [9].
(89)
(
ℓq0s0(X), ℓ
q1
s1(X)
)
ϑ,q
= ℓqs(X), s = (1− ϑ)s0 + ϑs1
provided that s0 6= s1, 0 < q0 ≤ ∞, 0 < q1 ≤ ∞ .
Next consider the space (ℓrs0(X0), ℓ
r
s1(X1))ϑ,q for a pair of compatible
quasi-normed spaces (X0,X1). The following lemma is essentially in Cwikel’s
paper [13] who considered normed spaces. We include a proof for the con-
venience of the reader.
Lemma A.4. Suppose that X0 and X1 are compatible quasi-normed spaces.
Let 0 < r ≤ ∞, s0, s1 ∈ R, and 0 < ϑ < 1. If r ≤ q ≤ ∞, then there is the
continuous embedding
(90) ℓrs((X0,X1)ϑ,q) →֒ (ℓrs0(X0), ℓrs1(X1))ϑ,q, s = (1− ϑ)s0 + ϑs1 .
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Remark. When 0 < q ≤ r, a slight modification of the argument sketched
below shows that the inclusion in (90) reverses direction. In particular,
equality holds when q = r. But this fact is not needed here. Examples
disproving the equality in the cases q 6= r are in [13].
Proof of Lemma A.4. Let f = {fk} ∈ ℓrs0(X0) + ℓrs1(X1). Fix t > 0 and
ε > 0. For each k ∈ Z, choose f0,k and f1,k with fk = f0,k + f1,k such that
‖f0,k‖X0 + 2k(s1−s0)t ‖f1,k‖X1 ≤ (1 + ε)K(2k(s1−s0)t, fk;X).
Let W0 = ℓ
r
s0(X0), W1 = ℓ
r
s1(X1), and let K(t, f ;W ) be the K-functional
for the pair (W0,W1). Then
K(t, f ;W ) ≤
(∑
k
[2ks0‖f0,k‖X0 ]r
)1/r
+ t
(∑
k
[2ks1‖f1,k‖X1 ]r
)1/r
≈
(∑
k
[
2ks0‖f0,k‖X0 + 2ks1t‖f1,k‖X1)
]r)1/r
≤ (1 + ε)
(∑
k
[
2ks0K(2k(s1−s0)t, fk;X)]
r
)1/r
.
If r ≤ q <∞, then it follows by Minkowski’s inequality that
‖f‖Wϑ,q =
(∫ ∞
0
[
t−ϑK(t, f ;W )
]q dt
t
)1/q
.
(∫ ∞
0
t−ϑq
(∑
k
[2ks0K(2k(s1−s0)t, fk;X)]
r
)q/r dt
t
)1/q
≤
(∑
k
[ ∫ ∞
0
(
t−ϑ 2ks0K(2k(s1−s0)t, fk;X)
)q dt
t
]r/q)1/r
.
Let s = (1 − ϑ)s0 + ϑs1. By the change of variables u = 2k(s1−s0)t, we see
that the right hand side of the last display equals a constant multiple of(∑
k
[
2ks
( ∫ ∞
0
(
u−ϑK(u, fk;X)
)q du
u
)1/q]r)1/r
=
(∑
k
[
2ks‖fk‖Xϑ,q
]r)1/r
= ‖f‖ℓrs(Xϑ,q) .
The case q =∞ is similar. 
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