correspondence results are combined for the conservation classes ('total'; Table 1), it is evident that EvoD is overall the poorest of the tested methods.
Kumar et al. reply:
We disagree with Vihinen's 1 suggestion that the performance of the EvoD 2 method based on evolutionary stratification of prediction models was not evaluated correctly, and we affirm the importance of the method. The need for evolutionary stratification arose because we discovered that existing methods exhibited a very high rate of false positive diagnoses for variants occurring at the most highly conserved positions (ref. 2 Table 1 ). We had observed a high rate of false negatives for variants found in positions that have evolved the fastest 2 . These discoveries established the biological pitfalls of existing approaches, all of which fit a single prediction model that is agnostic to differences in evolutionary conservation among positions.
By considering ultra-, well-and less-conserved positions separately 2 , the variant prediction models become biologically
Proper reporting of predictor performance
To the Editor: In many fields, including the study of genetic variation, prediction methods are essential for interpreting experimental data, and it is important to present their performance in a systematic way. Recently, Kumar et al. 1 published a Correspondence about the use of evolutionary information to predict the consequences of amino acid substitutions. The authors claimed that machinelearning classifiers would benefit from training separately at different amino acid conservation levels in order to better predict harmful protein variants.
The approach might be useful, but it is difficult to judge as its performance is reported in a defective and partly misleading way. Several measures are needed to fully capture method performance 2, 3 . In the Correspondence 1 some of those measures were used, but a number of important details were omitted. The greatest problem relates to the use of the Matthews correlation coefficient (MCC), one of the most widely used measures for binary predictor performance 
