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Abstract
Let F be a mapping from a metric space ðM; rÞ into the family of all m-dimensional afﬁne
subsets of a Banach space X : We present a Helly-type criterion for the existence of a Lipschitz
selection f of the set-valued mapping F ; i.e., a Lipschitz continuous mapping f :M-X
satisfying f ðxÞAFðxÞ; xAM: The proof of the main result is based on an inductive geometrical
construction which reduces the problem to the existence of a Lipschitz (with respect to the
Hausdorff distance) selector S
ðmÞ
X deﬁned on the familyKmðXÞ of all convex compacts in X of
dimension at most m: If X is a Hilbert space, then the classical Steiner point of a convex body
provides such a selector, but in the non-Hilbert case there is no known way of constructing
such a point. We prove the existence of a Lipschitz continuous selector S
ðmÞ
X :KmðXÞ-X for
an arbitrary Banach space X : The proof is based on a new result about Lipschitz properties
of the center of mass of a convex set.
r 2003 Elsevier Inc. All rights reserved.
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1. Main results
Let ðX ; jj  jjÞ be a Banach space and let KmðXÞ be the family of all convex
compact subsets of X of dimension at most m: Given a set M and a mapping
F :M-KmðXÞ; consider the following problem: under what conditions does the
family of sets fFðxÞ : xAMg have a common point? Recall that the Helly intersection
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theorem [DGK] states that there is such a common point
aA
\
xAM
FðxÞ ð1:1Þ
whenever for every ðm þ 2Þ-point subset M0CM the family fFðxÞ : xAM0g has a
common point. Condition (1.1) is equivalent to the existence of a mapping f :M-X
such that f ðxÞAFðxÞ for every xAM and, furthermore, f ðxÞ ¼ f ðyÞ for all x; yAM:
Then a is simply the constant value of the mapping f : This latter condition on f can
be considered as a special case of a Lipschitz condition, i.e., jjf ðxÞ  f ðyÞjjprðx; yÞ
for all x; yAM; where, in this case, r  0 is the trivial distance function on M:
We recall that a (single-valued) mapping f :M-X is called a selection of a set-
valued mapping F :M-2X if f ðxÞAFðxÞ for all xAM: Let ðM; rÞ be a pseudometric
space, i.e., r :MM-Rþ is symmetric and satisﬁes the triangle inequality, but
may admit the value 0 for xay: Then a selection f is said to be Lipschitz if it satisﬁes
the Lipschitz condition
jjf ðxÞ  f ðyÞjjplrðx; yÞ; x; yAM; ð1:2Þ
for some constant l: We let LipðM; XÞ denote the space of all Lipschitz continuous
mappings fromM into X equipped with the seminorm jf jLipðM;X Þ :¼ inf l where the
inﬁmum is taken over all constants l which satisfy (1.2).
Thus Helly’s theorem can be reformulated in terms of these particular Lipschitz
selections (i.e., for r  0) as follows: if the restriction of F to every ðm þ 2Þ-point
subset M0CM has a Lipschitz selection, then F itself has a Lipschitz selection.
This observation leads us to the following general selection problem: Given a set-
valued mapping F from a pseudometric space ðM; rÞ into a family of convex ﬁnite-
dimensional subsets of X ; ﬁnd a Helly-type criterion for the existence of a Lipschitz
selection of F :
We have recently considered this problem for the family of setsKmðXÞ in [S4]. In
this paper we shall study the same problem for the familyAmðX Þ of all affine subsets
of X of dimension at most m: Our main result is the following
Theorem 1.1. Assume we have a set-valued mapping F :M-AmðXÞ such that, for
every subset M0CM consisting of at most 2mþ1 points, the restriction F jM0 of F to M0
has a Lipschitz selection fM0 whose seminorm satisfies jfM0 jLipðM0;XÞp1: Then F has a
Lipschitz selection f with jf jLipðM;X Þ bounded by a constant depending only on m:
The number 2mþ1 is in general sharp, see [S2] ðX ¼ RnÞ and [S4, Remark 5.4].
For the case of a Hilbert space Theorem 1.1 has been proved in [S3]. The proof in
[S3] uses certain properties of orthogonal projectors in a Hilbert space, and therefore
cannot be adapted to the non-Hilbert case. In this paper we present another
approach to the problem which works when X is an arbitrary Banach space. It is
based on a result about Lipschitz properties of the barycenter of a variable set
(Theorem 1.3). Other important ingredients of the proof are Lemmas 3.8 and 3.9,
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which are due to Przes"awski and Rybinski [PR], Aubin and Frankowska [AF] and
Artstein [Ar] and give information about neighborhoods of intersections of balls and
convex sets.
After we obtain a number of preliminary results (which seem interesting in their
own right) in Sections 2 and 3, we present the crucial step of the proof of Theorem
1.1 in Section 4. This is an inductive geometrical construction which establishes the
existence of a mapping G :M-KmðXÞ such that GðxÞCFðxÞ; xAM and
dHðGðxÞ; GðyÞÞpgðmÞrðx; yÞ; x; yAM:
Here dH stands for the Hausdorff distance, i.e.,
dHðC1; C2Þ :¼ inffe40 :C2CC1 þ Bð0; eÞ; C1CC2 þ Bð0; eÞg;
where Bðx; rÞ :¼ fyAX : jjy  xjjprg is the closed ball in X of radius r centered at x:
Having constructed G we complete the proof by letting f :M-X be the selection
f ðxÞ :¼ SðmÞðGðxÞÞ; ð1:3Þ
where SðmÞ is a Lipschitz mapping from ðKmðXÞ; dHÞ into X such that SðmÞðCÞAC
for all CAKmðXÞ:
We construct the mapping SðmÞ in Section 3. Let us give a few more details about
the content of Section 3: We obtain the mapping SðmÞ via the solution of a slightly
more general problem related to set-valued mappings into the family KðX Þ ¼SN
m¼1 KmðX Þ of all convex finite-dimensional compact subsets of X : Throughout this
paper we will refer to a selection map from ðKðXÞ; dHÞ to X as a selector.
We recall that for an inﬁnite dimensional Banach space X there does not exist a
Lipschitz continuous selector which is deﬁned on all of the family KðX Þ: (See e.g.,
[PY1] and references therein.) Moreover, Proposition 4.7 in [PY1] states that such a
selector does not exist even on a subfamily of KðX Þ consisting of all ﬁnite-
dimensional polytopes in X (i.e., the convex hulls of all ﬁnite subsets of X ). Our main
result in Section 3 (Theorem 1.2) implies that, in contrast to these negative results,
there exists a selector SX :KðX Þ-X which is Lipschitz continuous on every family
KmðXÞ; mAN:
For the case of a Hilbert space H the classical Steiner point [St] sðCÞ of a convex
body CCH provides such a selector. Recall that if CAKðHÞ is a subset of an
n-dimensional subspace LCH; then its Steiner point sðCÞ is deﬁned by the formula
sðCÞ :¼ n
Z
SH-L
uhCðuÞ dsðuÞ:
Here SH is the unit sphere in H; hCðuÞ :¼ supf/u; xS : xACg is the support function
of C; and s denotes the normalized Lebesgue measure on SH-L which is calculated
with respect to an arbitrary predetermined Euclidean basis for L:
The Steiner point map has been widely studied from various points of view (see,
e.g., [Gr,Sh,Sal,Sc1,S-P,Pos,BL, p. 48], and references therein). In particular, this
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map is a continuous selector which is additive with respect to Minkowski addition
and commutes with the affine isometries of H: These properties uniquely deﬁne the
Steiner point and shows that sðCÞ is well deﬁned, i.e., its deﬁnition does not depend
on the choice of the ﬁnite-dimensional subspace L containing C; nor on the choice of
the Euclidean basis of L (see, e.g. [PY1,Vit,S3]). Moreover, the Steiner point map is
Lipschitz continuous on every n-dimensional subspace of H and its Lipschitz
constant equals cn ¼ 2p12Gðn2þ 1Þ=Gðnþ12 Þ: (This value is sharp and is the smallest
possible for selectors from KðHÞ to H; see, e.g. [Pos,Vit,BL, p. 52]. Note also that
the Steiner point does not have a continuous extension to all convex bodies in H; see
[Vit].) Since the linear hull of any two convex compact subsets C1 and C2 has
dimension not exceeding n ¼ dim C1 þ dim C2 þ 2; we see that
jjsðC1Þ  sðC2Þjjpcn dHðC1; C2Þ
for every C1; C2AKðHÞ: Consequently the restriction sjKmðHÞ is Lipschitz
continuous for every mAN:
We can now give the exact statement of our main result in Section 3, which gives
an analogue of the Steiner point for the non-Hilbert case. To formulate this result we
let ConvFðXÞ denote the family of all convex finite-dimensional subsets of X : Given a
centrally symmetric subset A and a positive constant g we let g 3A denote the dilation
of A with respect to its center by a factor of g:
Theorem 1.2. For each Banach space X ; there is a mapping SX : ðConvFðXÞ; dHÞ-X
such that SX ðCÞAC for each CAConvFðXÞ and, for every C1; C2AConvFðXÞ;
jjSX ðC1Þ  SX ðC2Þjjpg1dHðC1; C2Þ; ð1:4Þ
where g1 ¼ g1ðdim C1; dim C2Þ is a constant depending only on dimensions of C1
and C2:
Moreover, if CAConvFðXÞ is bounded then:
(i) SX ðtC þ aÞ ¼ tSX ðCÞ þ a for every aAX and tAR;
(ii) there is an ellipsoid EC;S centered at SX ðCÞ such that
EC;SCCCg2 3 EC;S; ð1:5Þ
where g2 ¼ g2ðdim CÞ is a constant depending only on dimension of C:
We call SX a Steiner-type selector. In particular, the restriction of this selector to
the family KmðX Þ deﬁnes the selector SðmÞ which is used in (1.3). Note that, by
property (i), SX ðCÞ coincides with the center of C for every bounded centrally
symmetric set CAConvFðXÞ: Furthermore, property (ii) implies that the point SX ðCÞ
is located rather ‘‘deeply’’ in the interior of the set C: Note, by way of comparison,
that the Steiner point of a set always belongs to the relative interior of the set [Sh],
but, as noted in [Sc3, p. 308], an estimate for the position of the Steiner point
(e.g., similar to (1.5)) seems to be unknown.
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As already mentioned above, the Steiner point map commutes with afﬁne
isometries of a Hilbert space. However, this property fails for other afﬁne
transformations, and consequently there does not seem to be any obvious way of
generalizing the Steiner point construction to the case of a non-Hilbert Banach
space. (We refer the reader to [PY1, Section 6], for some partial results which
indicate the difﬁculties of making such a generalization.)
One key element of our approach here is to use barycenters rather than Steiner
points. We use the notation bðCÞ for the barycenter (center of mass) of a convex
body CAKðX Þ: (The precise deﬁnition and some basic properties are given in the
next section.) It is known that the barycentric map b :KðXÞ-X is a continuous
selector [SW] but (unlike the Steiner point map in Hilbert spaces) it is not a Lipschitz
map. However we are able to show that the barycentric map does have a certain
‘‘Lipschitz-like’’ property, where the usual Lipschitz constant is augmented by an
additional factor which depends on a certain ‘‘geometrical’’ quantity associated with
sets CAKðXÞ: To deﬁne this quantity, for each CAKðXÞ; we ﬁrst choose some
Lebesgue measure l on affspanðCÞ; the afﬁne span of C: Then we deﬁne the
regularity coefficient of C to be the number
dC :¼ lðB
ðCÞ-affspanðCÞÞ
lðCÞ ; ð1:6Þ
where BðCÞ denotes a ball (with respect to jj  jj) of minimal radius among all balls
which contain C and whose centers lie in affspanðCÞ: (It is easy to see that dC does
not depend on the choice of the Lebesgue measure l:)
Theorem 1.3. For every C1; C2AKðXÞ
jjbðC1Þ  bðC2ÞjjpgðdC1 þ dC2ÞdHðC1; C2Þ;
where g is a constant depending only on dim C1 and dim C2:
The proof of this theorem is given in Section 2. It is an important ingredient in the
proof of Theorem 1.2.
In Section 5 we present an application of the results of the previous sections which
deals with the modiﬁed barycentric mapping SðCÞ :¼ bðC þ Bð0; 1ÞÞ introduced in
[AC, p. 77], for the case X ¼ Rn: It is proved in [AC] that S is a Lipschitz continuous
selector on every bounded subset ofKðRnÞ: We prove that a slight generalization of
this selector, namely the mapping SðX ÞðCÞ :¼ bðC þ Bð0; diam CÞÞ; provides a
Lipschitz continuous selector on KðRnÞ: We also discuss a further generalization
of this selector to the case of an arbitrary Minkowski space X : In particular, we
consider the following natural question: under what conditions on X does the
barycenter bðC þ Bð0; 1ÞÞ belong to C for every CAKðX Þ?
In Section 6 we consider the Grassmannian GðX Þ of all ﬁnite-dimensional
subspaces of a Banach space X ; equipped with the metric
dGðL1; L2Þ :¼ dHðL1-Bð0; 1Þ; L2-Bð0; 1ÞÞ: ð1:7Þ
ARTICLE IN PRESS
P. Shvartsman / Journal of Functional Analysis 210 (2004) 1–42 5
Since every subspace LAGðXÞ is ﬁnite-dimensional, there is a Lipschitz (even linear)
continuous projector PL : X-L: Clearly, such a projector is not unique. We show
that one can choose PL in such a way that the mapping L-PL deﬁned on GðX Þ will
be Lipschitz continuous with respect to the metric dG:
Our interest in Helly-type criteria for the existence of Lipschitz selections was
initially motivated by some close and intriguing connections of this problem with the
classical Whitney extension problem [W1,W2], namely, the problem of characteriz-
ing those functions deﬁned on a closed subset, say YCRn; which are the restrictions
to Y of smooth functions on Rn: In particular, earlier versions of Theorem 1.1 for the
special case X ¼ Rn provided the geometrical tools for an approach to the Whitney
problem developed in [S1,BS1,BS2,BS3,S4] which led us to a Helly-type description
of the restrictions of smooth functions (in terms of the so-called ‘‘ﬁniteness
property’’).
For other applications of Lipschitz continuous selectors, to differential inclusions,
metric projections (where the Steiner selector plays an important role) and real
interpolation theory, we refer the reader to works [Ar,AC,AF,DLP,M,Al,S2] and
references therein.
2. Barycentric selectors. The proof of Theorem 1.3
The proof of Theorem 1.3 is based on a series of auxiliary lemmas. Let Y be an
n-dimensional Banach space equipped with the norm jj  jjY and an n-dimensional
Lebesgue measure l: Given aAY and rX0 we let BY ða; rÞ denote a ball in Y of radius
r centered at a: Recall also that KðY Þ stands for the family of all compact convex
subsets of Y :
Lemma 2.1. Let CAKðYÞ and let BY ða; RÞ be a ball containing C: Then for
every t40
lðC þ BY ð0; tÞÞ  lðCÞp 1þ t
R
 n
1
 
lðBY ða; RÞÞ:
Proof. We will need some basic deﬁnitions and results related to the theory of mixed
volumes, see, e.g. [BZ, pp. 136–137]; [Sc3, Section 5.1].
We let VðK1; K2;y; KnÞ denote the mixed volume of sets KiAKðYÞ; i ¼ 1;y; n:
For K1; K2AKðYÞ and non-negative integers n1; n2 we denote
VðK1½n1; K2½n2Þ :¼ V K1;y; K1|ﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄ}
n1
; K2;y; K2|ﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄ}
n2
0@ 1A: ð2:1Þ
Then by the Minkowski theorem
lðC þ BY ð0; tÞÞ ¼ lðC þ tBY ð0; 1ÞÞ ¼
Xn
k¼0
n
k
 
VðC½n  k; BY ð0; 1Þ½kÞtk: ð2:2Þ
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Since VðC; C;y; CÞ ¼ lðCÞ; we have
lðC þ BY ð0; tÞÞ  lðCÞ ¼
Xn
k¼1
n
k
 
VðC½n  k; BY ð0; 1Þ½kÞ tk:
Since CCBY ða; RÞ and the mixed volume is an increasing function with respect to
inclusion (see [BZ, p. 138]), we obtain
VðC½n  k; BY ð0; 1Þ½kÞpVðBY ða; RÞ½n  k; BY ð0; 1Þ½kÞ:
Since the mixed volume is positive multilinear and invariant with respect to shifts
[BZ, pp. 137–138], we have
VðBY ða; RÞ½n  k; BY ð0; 1Þ½kÞ ¼RkVðBY ða; RÞ½n  k; BY ð0; RÞ½kÞ
¼RkVðBY ða; RÞ½n  k; BY ða; RÞ½kÞ
¼RklðBY ða; RÞÞ;
so that
lðC þ BY ð0; tÞÞ  lðCÞp
Xn
k¼1
n
k
 
t
R
 k !
lðBY ða; RÞÞ
¼ 1þ t
R
 n
1
 
lðBY ða; RÞÞ: &
Given subsets A; BCY we denote
distðA; BÞ :¼ inffjja  bjjY : aAA; yABg:
Lemma 2.2. Let L1; L2 be two linear subspaces of Y such that dim L1 ¼ dim L2 ¼ m:
Then there is a linear mapping A from L1 onto L2 such that g1pjjAjjpg and for
every xAL1
jjx  AxjjYpg distðx; L2Þ:
Here g ¼ gðmÞ is a positive constant depending only on m:
Proof. Every 2m-dimensional Minkowski space is linearly isomorphic to a Euclidean
space, and the norms of the isomorphism and its inverse are bounded by constants
that depend only on m: Consequently, it is sufﬁcient to prove the lemma for the case
of a Euclidean space Y of dimension at most 2m: By /; S we will denote the inner
product in Y :
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We shall use the notation jj  jj for the norm of Y : Let us show that there is a linear
isometry A : L1-L2 such that for every xAL1
jjx  Axjjp5m distðx; L2Þ: ð2:3Þ
We will prove this assertion by induction on m :¼ dim L1ð¼ dim L2Þ: For m ¼ 0
nothing to prove. Suppose that the result is true for some mX0 and prove it for
m þ 1: To this end we let S :¼ fyAY : jjyjj ¼ 1g denote the unit sphere of Y : Fix
subspaces L1; L2CY of dimension m þ 1 and denote by e1 a point from S-L1 such
that
distðS-L1; L2Þ ¼ distðe1; L2Þ: ð2:4Þ
Given a linear subspace LCY we let Pr denote the orthogonal projector on L: Deﬁne
a point e2AS-L2 by letting e2 :¼ PrL2ðe1Þ=jjPrL2ðe1Þjj if PrL2ðe1Þa0 and any point of
S-L2 otherwise. Then it can be readily shown that
jje1  e2jjp
ﬃﬃﬃ
2
p
distðe1; L2Þ: ð2:5Þ
We note that by (2.4) for every xAL1; xa0 we have
distðe1; L2Þpdist xjjxjj; L2
 
¼ jjxjj1 distðx; L2Þ:
We let Ei deﬁne the one-dimensional space generated by ei; i ¼ 1; 2: We denote by
L˜i the orthogonal complement of Ei in Li: Then dim L˜i ¼ dimLi  1 ¼ m so that by
the induction assumption there is a linear isometry A˜ : L˜1-L˜2 such that
jjx  A˜xjjp5m distðx; L˜2Þ; xAL˜1:
Now we deﬁne the required operator A :L1-L2 by letting Ae1 :¼ e2 and
AjL˜1 :¼ A˜jL˜1 :
Clearly, A is an isometry so that it remains to prove (2.3). Since L1 ¼ E1"L˜1;
for every xAL1 there is a decomposition x ¼ x0 þ x00 where x0 :¼ PrE1ðxÞAE1 and
x00 :¼ PrL˜1ðxÞAL˜1: Recall that dim E1 ¼ 1 so that by (2.6)
distðx0; L2Þ ¼ jjx0jj distðe1; L2Þpjjx0jj dist xjjxjj; L2
 
¼ jjx
0jj
jjxjj distðx; L2Þ:
Since x0 is the orthogonal projection of x on E1; we have jjx0jjpjjxjj: Hence
distðx0; L2Þpdistðx; L2Þ;
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so that by (2.5)
jjx0  Ax0jj ¼ jjx0jjjje1  Ae1jj ¼ jjx0jjjje1  e2jjp
ﬃﬃﬃ
2
p
jjx0jj distðe1; L2Þ
¼
ﬃﬃﬃ
2
p
distðx0; L2Þp
ﬃﬃﬃ
2
p
distðx; L2Þ:
On the other hand, by the induction assumption
jjx00  Ax00jj ¼ jjx00  A˜x00jjp5m distðx00; L2Þ:
We let v1;y; vm denote an orthonormal basis in L˜2: Then for every yAY
PrL˜2ðyÞ ¼
Xm
i¼1
/vi; ySvi
so that
distðx00; L˜2Þ ¼ jjx00  PrL˜2ðx00Þjj ¼ jjx00 
Xm
i¼1
/vi; x00Svijj:
Hence
distðx00; L˜2Þpjjx00 
Xm
i¼1
/vi; x00Svi /e2; x00Sjj þ j/e2; x00Sj
so that
distðx00; L˜2Þpdistðx00; L2Þ þ j/e2; x00Sj:
Since /e1; x00S ¼ 0; by (2.5) and (2.6) we have
j/e2; x00Sj ¼ j/e1  e2; x00Sjpjje1  e2jj  jjx00jjp
ﬃﬃﬃ
2
p
jjx00jjdistðe1; L2Þ
p
ﬃﬃﬃ
2
p jjx00jj
jjxjj distðx; L2Þp
ﬃﬃﬃ
2
p
distðx; L2Þ:
Hence we obtain
distðx00; L˜2Þp distðx00; L2Þ þ
ﬃﬃﬃ
2
p
distðx; L2Þ:
Since x ¼ x0 þ x00; we have
distðx00; L2Þpdist ðx; L2Þ þ distðx0; L2Þ
so that
distðx00; L2Þp2 distðx; L2Þ:
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Hence
jjx00  Ax00jjpð
ﬃﬃﬃ
2
p
þ 2Þ  5m distðx; L2Þp5mþ1 distðx; L2Þ:
Finally,
jjx  Axjjpjjx0  Ax0jj þ jjx00  Ax00jjpð
ﬃﬃﬃ
2
p
þ 2  4mÞ distðx; L2Þp4mþ1 distðx; L2Þ
and the lemma follows. &
Before presenting a ﬁnal auxiliary lemma and the proof of Theorem 1.2 we need to
recall several notions and result concerning Kolmogorov n-widths (see, e.g. [P] or
[Sin]) and the barycenters of convex sets.
Let C be a convex compact subset of X of afﬁne dimension m (i.e.,
m ¼ dim C :¼ dimðaffspanðCÞÞ) and let AffnðXÞ be the family of all n-dimensional
affine subsets of X : We deﬁne the Kolmogorov n-width of C in X by letting
dnðC; XÞ :¼ inf
LAAffnðXÞ
inffe40 : L þ Bð0; eÞ*Cg
¼ inf
LAAffnðXÞ
sup
xAC
distðx; LÞ: ð2:6Þ
It can be readily seen that
dnðC; XÞ ¼ inffdHðC; AÞ : AAKðXÞ; dim A ¼ ng: ð2:7Þ
For the reader’s convenience we give a proof of this equality. Let LAAffnðXÞ and
e40 be such that CCL þ Bð0; eÞ: For arbitrary e14e put A :¼ L-fC þ Bð0; e1Þg:
Clearly, AAKðX Þ and dim A ¼ n: Moreover, by the deﬁnition of L and e for every
cAC there is xAL such that jjc  xjjpe which implies that xAA: Hence CCA þ
Bð0; e1Þ which together with the deﬁnition of A gives dHðC; AÞpe1: Since e14e is
arbitrary, we obtain the required inequality
dnðC; XÞpinffdHðC; AÞ : AAKðX Þ; dim A ¼ ng:
The converse inequality is obvious. There is one last property of the Kolmogorov
n-width which we shall need: By (2.7) the n-width is a distance function in the metric
space ðKðXÞ; dHÞ so that it satisﬁes the Lipschitz condition with respect to dH: Thus
for every C1; C2AKðXÞ
jdnðC1; XÞ  dnðC2; X ÞjpdHðC1; C2Þ: ð2:8Þ
Next, we recall some basic properties of the barycenter of a convex set. Let
CAKðXÞ and let l be an m-dimensional Lebesgue measure on affspanðCÞ calculated
with respect to some basis of affspanðCÞ: We recall that the barycenter of C is
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deﬁned by letting
bðCÞ :¼ 1
lðCÞ
Z
C
x dlðxÞ: ð2:9Þ
Clearly, bðCÞ is well deﬁned and bðCÞAC for every CAKðXÞ: Moreover, bðÞ
commutes with afﬁne transformations, i.e., for every afﬁne mapping A from
affspanðCÞ onto an afﬁne subspace L with dim L ¼ dim C we have
bðACÞ ¼ AbðCÞ: ð2:10Þ
Note that a result going back to Minkowski [Min] (see also [BF, p. 58]; [Sc3,
p. 308]) implies that, for every convex body C in an m-dimensional Euclidean
space Em;
B bðCÞ; 1
m þ 1 DðCÞ
 
CCCB bðCÞ; m
m þ 1 diam C
 
: ð2:11Þ
Here DðCÞ :¼ minfhCðuÞ þ hCðuÞ : jjujj ¼ 1g is the width of C: Since DðCÞ ¼
2dm1ðC; XÞ; we have
B bðCÞ; 2
m þ 1 dm1ðC; XÞ
 
CC: ð2:12Þ
Now suppose that CAKðX Þ and dim C ¼ m: Then, by passing to an equivalent
Euclidean norm on affspanðCÞ; we obtain from (2.12) that
BðbðCÞ; a1dm1ðC; X ÞÞ-affspanðCÞCC; ð2:13Þ
where a ¼ aðmÞX1 is a constant depending only on m:
Note one more useful inclusion which follows from (2.11): for every m-
dimensional subset CAKðX Þ there exists an ellipsoid EC;b centered at bðCÞ such that
EC;bCCCb 3 EC;b; ð2:14Þ
where b ¼ bðmÞ is a constant depending only on m: (Recall that b 3 EC;b denotes the
dilation of EC;b with respect to its center by a factor of b:)
As usual we deﬁne an m-dimensional ellipsoid in X as an afﬁne image of a ball
in Rm: We recall that for every m-dimensional subset CAKðXÞ there is an ellipsoid
EC such that
ECCCCgðmÞ 3 EC : ð2:15Þ
In particular, the Lo¨wner–John ellipsoid of C; i.e., the (unique) ellipsoid of maximal
volume contained in C; satisﬁes (2.15) with gðmÞ ¼ m; see [John].
To prove the existence of the ellipsoid EC;b satisfying (2.14) assume that the
ellipsoid EC from (2.15) is centered at the origin so that we can take EC as the unit
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ball in the space Em :¼ affspanðCÞ: Then we deﬁne EC;b by letting
EC;b :¼ ðm þ 1Þ1DðCÞ 3 EC þ bðCÞ:
Let us note that by (2.15) diam CBDðCÞ ðBgðmÞÞ so that the required inclusion
(2.14) follows from (2.11).
Several times in the proofs to follow we will use the following simple property of
the regularity coefﬁcient, see (1.6).
Claim 2.3. Let LCX be a finite-dimensional affine subset and let Bða; rÞ be a ball in X
such that L-Bða; rÞa|: If C :¼ L-Bða; 2rÞ; then
dCp7dim L: ð2:16Þ
Proof. Fix a point cAC such that jjc  ajjp3r
2
: Then for every yAL satisfying
jjy  cjjpr
2
we have
jjy  ajjpjjy  cjj þ jjc  ajjp2r
so that L-Bðc; r=2ÞCC: On the other hand,
C :¼ L-Bða; 2rÞCB c; 3r
2
 
þ Bð0; 2rÞ ¼ B c; 7r
2
 
:
Hence dCplðL-Bðc; 7r2 ÞÞ=lðL-Bðc; r2ÞÞ and (2.16) follows. &
Throughout the paper the symbol ‘‘B’’ will denote equivalence up to a constant
depending only on m:
Lemma 2.4. For every m-dimensional subset CAKðXÞ
1
g
dCp
ðdiam CÞmQm1
n¼0 dnðC; X Þ
pgdC ;
where g ¼ gðmÞ is a positive constant depending only on m:
Proof. Let EC be an ellipsoid satisfying (2.15). Clearly, diam CBdiam EC ;
lðCÞBlðECÞ; dðCÞBdðECÞ; and dnðC; XÞBdnðEC ; XÞ:
This observation shows that it sufﬁces to prove the lemma for an m-dimensional
ellipsoid ECX : It can be easily seen that in this case the inﬁmum in (2.6) can be
taken over all LAAffnðX Þ which contain the center of E: Moreover, we obtain an
equivalent value of dnðE; XÞ (up to a constant depending only on m) if the inﬁmum
in (2.6) is taken over all LAAffnðXÞ contained in affspanðEÞ: Note also that we can
replace the norm jj  jj on affspanðEÞ by a Euclidean norm which is equivalent to jj  jj
up to a constant depending on m: Then, with the help of a suitable shift and rotation,
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we can reduce the lemma’s assertion to the case of an ellipsoid ECRm of the form
E :¼ x ¼ ðx1;y; xmÞARm :
Xm
n¼1
xn
sn
 2
p1
( )
where s1Xs2X?Xsm:
In this case, see, e.g. [T, Chapter 4, Section 4.4], dnðE;RmÞ ¼ snþ1; 0pnpm  1: On
the other hand, the ball BðEÞ of minimal radius containing E is Bð0; s1Þ so that
dE :¼ lðB
ðEÞÞ
lðEÞ ¼
sm1 lðBð0; 1ÞÞ
ðQmn¼1 snÞlðBð0; 1ÞÞ
¼ ð
1
2
diam EÞmQm
n¼1 sn
¼ 1
2m
ðdiam EÞmQm
n¼1 dnðE;RmÞ
: &
Proof of Theorem 1.3. We prove the theorem into four steps.
Step 1: affspanðC1Þ ¼ affspanðC2Þ ¼: Y :
Without loss of generality, we may assume that Y is a linear subspace of X of
dimension n: Given cAY and sX0 we denote BY ðc; sÞ :¼ Bðc; sÞ-Y : Assume that
diam C1pdiam C2 and put r :¼ dHðC1; C2Þ:
Clearly, jjbðC1Þ  bðC2Þjjpdiam ðC1,C2Þ and
C2CC1 þ BY ð0; rÞ; ð2:17Þ
so that if diam C1pr we have
jjbðC1Þ  bðC2Þjjpdiam ðC1 þ BY ð0; rÞÞpdiam C1 þ 2rp3r: ð2:18Þ
Now suppose that
r :¼ dHðC1; C2Þodiam C1 ð2:19Þ
and C1CC2: Fix a point x0AC1: Then
jjbðC1Þ  bðC2Þjj ¼ 1lðC1Þ
Z
C1
ðx  x0Þ dlðxÞ  1lðC2Þ
Z
C2
ðx  x0Þ dlðxÞ
  
p 1
lðC1Þ
Z
C1
ðx  x0Þ dlðxÞ  1lðC1Þ
Z
C2
ðx  x0Þ dlðxÞ
  
þ 1
lðC1Þ
Z
C2
ðx  x0Þ dlðxÞ  1lðC2Þ
Z
C2
ðx  x0Þ dlðxÞ
  :
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Hence
jjbðC1Þ  bðC2Þjjp 1lðC1Þ
Z
C2\C1
jjx  x0jj dlðxÞ
þ 1
lðC1Þ 
1
lðC2Þ
 Z
C2
jjx  x0jj dlðxÞ
p 2 diam C2
lðC2Þ  lðC1Þ
lðC1Þ
so that by (2.17)
jjbðC1Þ  bðC2Þjjp2 diam C2 lðC1 þ BY ð0; rÞÞ  lðC1ÞlðC1Þ :
Recall that BðCÞ stands for a ball of minimal radius with center in affspanðCÞ such
that CCBðCÞ: We denote BðCÞY :¼ BðCÞ-affspanðCÞ so that by (1.6) lðBðCÞY ÞpdClðCÞ:
We let R denote the radius of BðC1Þ: Since C1CB
ðC1Þ
Y ; by Lemma 2.1 we obtain
lðC1 þ BY ð0; rÞÞ  lðC1Þp 1þ r
R
 n
1
 
lðBðC1ÞY Þp 1þ
r
R
 n
1
 
dC1lðC1Þ;
so that
jjbðC1Þ  bðC2Þjjp2 1þ r
R
 n
1
 
dC1diam C2:
Clearly, diam C1pdiam BðC1Þ ¼ 2R so that by (2.19) rp2R: Hence
1þ r
R
 n
1pn r
R
1þ r
R
 n1
p2n3n1 r
diam C1
:
By (2.17) and (2.19)
diam C2pdiam C1 þ 2rp3 diam C1;
so that
jjbðC1Þ  bðC2Þjjp4n3n1dC1r
diam C2
diam C1
p12n3n1dC1r ¼ g1ðnÞdC1r: ð2:20Þ
Now suppose that (2.19) holds and C1; C2 are two arbitrary sets fromKðXÞ such
that affspanðC1Þ ¼ affspanðC2Þ: Clearly, by (2.17)
C1,C2CC3 :¼ C1 þ BY ð0; rÞ
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and dHðC1; C3Þpr; dHðC2; C3Þp2r: Then by (2.20)
jjbðC1Þ  bðC2ÞjjpjjbðC1Þ  bðC3Þjj þ jjbðC3Þ  bðC2Þjjpg1ðnÞðdC1r þ dC22rÞ:
This proves the theorem for the case affspanðC1Þ ¼ affspanðC2Þ:
Step 2: dim C1 ¼ dim C2ð¼ mÞ and
affspanðC1Þ-affspanðC2Þa|:
In this case we may suppose that L1 :¼ affspanðC1Þ and L2 :¼ affspanðC2Þ are
linear subspaces of X : Since dimL1 ¼ dimL2 ¼ m; by Lemma 2.2 there is a linear
operator A mapping L1 onto L2 such that g1pjjAjjpg and
jjx  Axjjpg distðx; L2Þ; xAL1;
where g ¼ gðmÞ is a positive constant. Hence for every xAC1 we have
jjx  Axjjpg distðx; L2Þpg distðx; C2ÞpgdHðC1; C2Þ: ð2:21Þ
Since A is a one-to-one mapping, this implies dHðC1; AC1ÞpgdHðC1; C2Þ so that
dHðC2; AC1ÞpdHðC1; C2Þ þ dHðC1; AC1Þpðgþ 1ÞdHðC1; C2Þ: ð2:22Þ
Moreover, by (2.10) bðAC1Þ ¼ AbðC1Þ which together with (2.21) yields
jjbðC1Þ  bðAC1Þjj ¼ jjbðC1Þ  AbðC1ÞjjpgdHðC1; C2Þ:
Since affspanðC2Þ ¼ affspanðAC1Þ; by the result of Step 1 and (2.22) we obtain
jjbðC2Þ  bðAC1Þjjpg1ðdC2 þ dAC1ÞdHðC2; AC1Þpg1ðgþ 1ÞðdC2 þ dAC1ÞdHðC1; C2Þ:
Hence
jjbðC1Þ  bðC1Þjjp jjbðC1Þ  bðAC1Þjj þ jjbðAC1Þ  bðC2Þjj
p ðgþ g1ðgþ 1ÞðdC2 þ dAC1ÞÞ dHðC1; C2Þ:
It remains to note that A is a quasi-isometric mapping so that dAC1BdC1 : This
ﬁnishes the proof of Step 2.
Step 3: dim C1 ¼ dim C2ð¼ mÞ and affspanðC1Þ-affspanðC2Þ ¼ |:
Choose a1AC1 and a2AC2 such that jja1  a2jjpdHðC1; C2Þ and put eC2 :¼
C2 þ a1  a2: Then
dHðC1; eC2ÞpdHðC1; C2Þ þ jja1  a2jjp2 dHðC1; C2Þ ð2:23Þ
and
dHð eC2; C2Þpjja1  a2jjpdHðC1; C2Þ:
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It is also clear that bð eC2Þ ¼ bðC2Þ þ a1  a2 so that
jjbð eC2Þ  bðC2ÞjjpdHðC1; C2Þ:
Since affspanðC1Þ-affspanð eC2Þa|; by the result of Step 2 we have
jjbðC1Þ  bð eC2Þjjpg2ðdC1 þ dC˜2ÞdHðC1; eC2Þ
with g2 ¼ g2ðmÞ: Since dC˜2 ¼ dC2 ; this inequality and (2.23) imply
jjbðC1Þ  bð eC2Þjjp2g2ðdC1 þ dC2ÞdHðC1; C2Þ:
Hence
jjbðC1Þ  bðC2Þjjp jjbðC1Þ  bð eC2Þjj þ jjbð eC2Þ  bðC2Þjj
p ð2g2ðdC1 þ dC2Þ þ 1ÞdHðC1; C2Þ:
Step 4: l :¼ dim C2om :¼ dim C1: Then
dHðC1; C2ÞX inffe40 : C1CC2 þ Bð0; eÞg
X inffe40 : C1CaffspanðC2Þ þ Bð0; eÞg
X dlðC1; XÞXdm1ðC1; XÞ:
Hence
diam C1p
diam C1
dm1ðC1; XÞ dHðC1; C2Þp
ðdiam C1ÞmQm1
n¼0 dnðC1; XÞ
dHðC1; C2Þ;
so that by Lemma 2.4
diam C1pgðmÞdC1dHðC1; C2Þ:
Finally, by (2.18)
jjbðC1Þ  bðC2Þjjp diam C1 þ 2 dHðC1; C2ÞpðgðmÞdC1 þ 2ÞdHðC1; C2Þ
p 2gðmÞðdC1 þ dC2ÞdHðC1; C2Þ:
Theorem 1.3 is completely proved. &
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3. A Steiner-type point of a convex body. Proof of Theorem 1.2
Without loss of generality, we may suppose that X is a space cNðUÞ of bounded
functions deﬁned on a set U : As usual we equip this space with the uniform norm
jjxjj :¼ sup
uAU
jxðuÞj:
First, we will prove the theorem for the familyKðX Þ of all compact convex ﬁnite-
dimensional subsets of X : We will construct the required selector SX :KðXÞ-X by
induction on dimension of subsets from KðXÞ: For the family K0ðXÞ of all one
point subset of X we deﬁne SX by letting SX ðfxgÞ :¼ x; xAX : Clearly, in this case SX
satisﬁes all conditions of Theorem 1.2 with constants g1 ¼ g2 ¼ 1:
Let us suppose that for an integer mX0 the mapping SX is deﬁned on the family
KmðXÞ :¼ fCAKðXÞ : dim Cpmg
and satisﬁes the following conditions:
(i) for every C1; C2AKmðX Þ
jjSX ðC1Þ  SX ðC2Þjjpg1dHðC1; C2Þ; ð3:1Þ
(ii) for every CAKmðXÞ there is an ellipsoid EC;S centered at SX ðCÞ such that
EC;SCCCg2 3 EC;S; ð3:2Þ
(iii) for every CAKmðXÞ; aAX and tAR
SX ðtC þ aÞ ¼ tSX ðCÞ þ a: ð3:3Þ
Here g1 and g2 are constants depending only on m:
Our aim is to extend SX from KmðXÞ to the family Kmþ1ðXÞ while preserving
properties (3.1)–(3.3). We will do this via a series of auxiliary lemmas.
A mapping T :KnðX Þ-X is said to be DS-equivariant (dilation-shift equivar-
iant) if T commutes with all dilations and shifts of X ; i.e., for every aAX ; tAR and
CAKnðXÞ
TðtC þ aÞ ¼ tTðCÞ þ a:
Lemma 3.1. Every Lipschitz DS-equivariant mapping T :KmðXÞ-X can be extended
to a Lipschitz DS-equivariant mapping T˜ :Kmþ1ðX Þ-X such that
jT˜jLipððKmþ1ðXÞ;dHÞ;X ÞpjT jLipððKmðXÞ;dHÞ;X Þ: ð3:4Þ
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Proof. We denote y :¼ jT jLipððKmðXÞ;dHÞ;X Þ: We also recall that X ¼ cNðUÞ; and so
every element xAX can be identiﬁed with a function x ¼ xðuÞ; uAU such that
jjxjj ¼ supfjxðuÞj : uAUg: Given CAKmþ1ðXÞ and uAU we set
½T˜ðCÞðuÞ :¼ inf
KAKmðXÞ
f½TðKÞðuÞ þ ydHðK ; CÞg:
This is an instance of a well-known extension formula for mappings from a metric
space into lNðUÞ:
It can be readily seen (see e.g. [BL, p. 12]) that T˜ðCÞ ¼ TðCÞ for every CAKmðXÞ
and
j½T˜ðC1ÞðuÞ  ½T˜ðC2ÞðuÞjpydHðC1; C2Þ; C1; C2AKmþ1ðXÞ:
Thus T˜ is an extension of T satisfying (3.4). Let us prove that T˜ is DS-equivariant
whenever T is. In fact, for every aAX ; tAR and uAU we have
½T˜ðtC þ aÞðuÞ ¼ inf
KAKmðXÞ
f½TðKÞðuÞ þ ydHðK ; tC þ aÞg
¼ inf
KAKmðXÞ
f½TðtK þ aÞðuÞ þ ydHðtK þ a; tC þ aÞg:
Since T is DS-equivariant on KmðX Þ and dHðtK þ a; tC þ aÞ ¼ tdHðK ; CÞ we
obtain
½T˜ðtC þ aÞðuÞ ¼ inf
KAKmðX Þ
ft½TðKÞðuÞ þ aðuÞ þ tydHðK ; CÞg
¼ t inf
KAKmðX Þ
f½TðKÞðuÞ þ ydHðK ; CÞg þ aðuÞ
¼ t½T˜ðCÞðuÞ þ aðuÞ: &
To deﬁne the required extension of SX to Kmþ1ðXÞ we need the following
property of ellipsoids. Let E be a k-dimensional ellipsoid centered at a point cAX :
Then there is a simplex SimðEÞ ¼ convfa0; a1;y; akg with vertices faiAE : i ¼
0;y; kg such that
c ¼ 1
k þ 1 ða0 þ a1 þ?þ akÞ
and
1
s
3 ECSimðEÞCE; ð3:5Þ
where s ¼ sðkÞX1 is a positive constant depending only on k: Clearly, it sufﬁces to
prove this assertion for the case when E is the unit ball of Rk: Then in fact we can
obtain (3.5), choosing SimðEÞ to be any right simplex inscribed in E:
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We now deﬁne the extension of SX to Kmþ1ðXÞ as follows. Since the mapping
SX :KmðX Þ-X is DS-equivariant, by Lemma 3.1 there is a DS-equivariant
mapping S˜ :Kmþ1ðX Þ-X such that S˜jKmðX Þ ¼ SX and
jjS˜ðC1Þ  S˜ðC2Þjjpg1dHðC1; C2Þ ð3:6Þ
for all C1; C2AKmþ1ðXÞ:
We denote
Z ¼ ZðmÞ :¼ 8g2ðmÞsðmÞ ð3:7Þ
and
eC :¼ C-BðS˜ðCÞ; RmðCÞÞ; ð3:8Þ
where
RmðCÞ :¼ 8Zmþ1g1dmðCÞ: ð3:9Þ
Here g1 and g1 are constants from (3.1) and (3.2). (We recall that dm stands for the
m-width of a convex set. Hereafter for the sake of brevity we will write dmðCÞ instead
of dmðC; X Þ:)
Finally, we put
SX ðCÞ :¼ bð eCÞ; CAKmþ1ðXÞ: ð3:10Þ
Since dmðCÞ ¼ 0 for every CAKmðXÞ; the mapping deﬁned by (3.10) is an
extension of SX from KmðXÞ to Kmþ1ðXÞ: It is also clear that SX ðCÞ ¼
bð eCÞA eCCC so that SX is a selector. To complete the proof of Theorem 1.2 it
remains to verify that the mapping SX satisﬁes on Kmþ1ðXÞ conditions (3.1)–(3.3).
The following lemma will take care of (3.3).
Lemma 3.2. The mapping SX is DS-equivariant on Kmþ1ðXÞ:
Proof. Since S˜ is DS-equivariant, for every tAR and aAX we have S˜ðtC þ aÞ ¼
tS˜ðCÞ þ a: On the other hand, deﬁnition (2.6) of the Kolmogorov m-width implies
dmð’tC þ aÞ ¼ tdmðCÞ so that RmðtC þ aÞ ¼ tRmðCÞ as well. Hence
ðtC þ aÞB :¼ðtC þ aÞ-BðS˜ðtC þ aÞ; RmðtC þ aÞÞ
¼ ðtC þ aÞ-ðtBðS˜ðCÞ; RmðCÞÞ þ aÞ
¼ tðC-BðS˜ðCÞ; RmðCÞÞ þ aÞ ¼ t eC þ a:
ARTICLE IN PRESS
P. Shvartsman / Journal of Functional Analysis 210 (2004) 1–42 19
Since the barycentric map commutes with afﬁne transformations, we obtain
SX ðtC þ aÞ ¼ bððtC þ aÞBÞ ¼ bðt eC þ aÞ ¼ tbð eCÞ þ a ¼ tSX ðCÞ þ a: &
Hereafter in this section, we let C denote a subset from the family Kmþ1ðXÞ of
dimension m þ 1:
Lemma 3.3. Suppose that d0ðCÞpZmdmðCÞ: Then
CCBðS˜ðCÞ; 1
2
RmðCÞÞ ð3:11Þ
and dC˜ is bounded by a constant depending only on m: Moreover, there is an ellipsoid
EC;S centered at SX ðCÞ which satisfies (3.2).
Proof. Let us apply (3.6) to C1 ¼ C and C2 ¼ fxg where xAC is arbitrary. Then
jjS˜ðCÞ  xjj ¼ jjS˜ðCÞ  S˜ðfxgÞjjpg1dHðC; fxgÞpg1 diam C:
Since diam Cp2d0ðCÞ; we have CCBðS˜ðCÞ; 2g1d0ðCÞÞ: Since d0ðCÞpZmdmðCÞ; this
implies (3.11). Moreover, from (3.11) and (3.8) it follows that eC ¼ C: By lemma’s
hypothesis dkðCÞBdmðCÞ; 1pkpm  1; so that by Lemma 2.4 dC˜ ¼ dC does not
exceed a constant depending only on m:
Finally, SX ðCÞ :¼ bð eCÞ ¼ bðCÞ so that the existence of an ellipsoid EC;S centered
at SX ðCÞ and satisfying (3.2) follows from (2.14). &
Let us consider the case
d0ðCÞ4ZmdmðCÞ: ð3:12Þ
Put
n :¼ max i : diðCÞ
diþ1ðCÞ4Z; i ¼ 0; 1;y; m  1
 
:
By (3.12) n is well deﬁned. Moreover, deﬁnition of n implies
dkðCÞ4Zdnþ1ðCÞ; k ¼ 0;y; n ð3:13Þ
and
dkðCÞpZmdmðCÞ; k ¼ n þ 1;y; m  1: ð3:14Þ
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Lemma 3.4. There is an ðn þ 1Þ-dimensional ellipsoid eECC centered at a point c˜ such
that
jjc˜  S˜X ðCÞjjp1
2
RmðCÞ ð3:15Þ
and
CCl1 3 eEþ Bð0; l2dmðCÞÞ; ð3:16Þ
where l1 :¼ g2sb and l2 :¼ Zmþ1:
Proof. We recall that the constants b and s are deﬁned by (2.14) and (3.5),
respectively.
By (2.7) there is a set AAKnþ1ðXÞ; dim A ¼ n þ 1 such that
dHðC; AÞp2dnþ1ðCÞ: ð3:17Þ
Then by (3.13) and (2.8) we have
dkðAÞXdkðCÞ  dHðC; AÞXdkðCÞ  2dnþ1ðCÞXdkðCÞ  2Z dkðCÞ; k ¼ 0;y; n:
Since ZX4; this implies
dkðCÞp2dkðAÞ; k ¼ 0;y; n: ð3:18Þ
Since n þ 1pm and AAKnþ1ðXÞCKmðX Þ; we have S˜X ðAÞ ¼ SX ðAÞ so that by
(3.1) and (3.17)
jjSX ðAÞ  S˜X ðCÞjjpg1dHðC; AÞp2g1dnþ1ðCÞ: ð3:19Þ
Moreover, by (3.2) there is an ellipsoid EA;S centered at SX ðAÞ such that
EA;SCACg2 3 EA;S: ð3:20Þ
By (3.5) there is an ðn þ 1Þ-dimensional simplex
DA :¼ SimðEA;SÞ ¼ convfa0; a1;y; anþ1g
with vertices aiAA; i ¼ 0;y; n þ 1 such that
SX ðAÞ ¼ 1
n þ 2
Xnþ1
i¼0
ai ð3:21Þ
and
1
s
3 EA;SCDACEA;S: ð3:22Þ
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This inclusion, (3.18) and (3.20) imply
dkðCÞp2dkðAÞp2g2dkðEA;SÞp2g2sdkðDAÞ; k ¼ 0;y; n: ð3:23Þ
By (3.17) there are points ciAC; i ¼ 0;y; n þ 1 such that
jjai  cijjpdHðC; AÞp2dnþ1ðCÞ: ð3:24Þ
Denote DC :¼ convfc0; c1;y; cnþ1g: Then
dHðDC ;DAÞp max
i¼0;y;nþ1
jjai  cijjp2dnþ1ðCÞ
so that
DACDC þ Bð0; 2dnþ1ðCÞÞ: ð3:25Þ
We recall that by (3.7) Z ¼ 8g2s so that by (2.8), (3.23) and (3.13) we have
dnðDCÞX dnðDAÞ  dHðDC ;DAÞXdnðDAÞ  2dnþ1ðCÞ
X
1
2g2s
dnðCÞ  2Z dnðCÞ ¼
1
4g2s
dnðCÞX 1
4g2s
dmðCÞ:
Since dim C ¼ m þ 1; dmðCÞ40 so that dnðDCÞ40 as well and therefore dim DC ¼
n þ 1: Thus DC is an ðn þ 1Þ-dimensional simplex so that the point
c˜ :¼ 1
n þ 2
Xnþ1
i¼0
ci
is the barycenter of DC ; i.e., c˜ ¼ bðDCÞ: Then by (3.19) and (3.21)
jjc˜  S˜X ðCÞjjpjjc˜  SX ðAÞjj þ jjSX ðAÞ  S˜X ðCÞjjp 1
n þ 2
Xnþ1
i¼0
jjai  cijj þ 2g1dnþ1ðCÞ
so that by (3.24) and (3.14)
jjc˜  S˜X ðCÞjjp2ðg1 þ 1Þdnþ1ðCÞp2ðg1 þ 1ÞZmdmðCÞp4g1ZmdmðCÞ:
Since RmðCÞ :¼ 8Zmþ1g1dmðCÞ; (3.15) follows. Let us prove (3.16).
By (2.14) there is an ðn þ 1Þ-dimensional ellipsoid eE ¼ EDC ;b centered at the point
c˜ ¼ bðDCÞ such that eECDCCb 3 eE: ð3:26Þ
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Finally, by (3.17) CCA þ Bð0; 2dnþ1ðCÞÞ which together with inclusions (3.20),
(3.22), (3.25) and (3.26) imply
CC ðg2sbÞ 3 eEþ Bð0; 2dnþ1ðCÞÞ þ Bð0; 2g2sdnþ1ðCÞÞ
¼ ðg2sbÞ 3 eEþ Bð0; ð2g2sþ 2Þdnþ1ðCÞÞ
C ðg2sbÞ 3 eEþ Bð0; 8g2sdnþ1ðCÞÞ:
Since Z ¼ 8g2s and by (3.14) dnþ1ðCÞpZmdmðCÞ; (3.16) follows. &
Lemma 3.5. Let c˜ be the point from Lemma 3.4. Then there is a point wAC such that
jjw  c˜jjpl2dmðCÞ ð3:27Þ
and
Bðw; l13 dmðCÞÞ-affspanðCÞCC: ð3:28Þ
Here l3 ¼ l3ðmÞX1 is a constant depending only on m:
Proof. We recall that dim C ¼ m þ 1 so that by (2.13)
BðbðCÞ; a1dmðCÞÞ-affspanðCÞCC; ð3:29Þ
where a ¼ aðmÞX1: Let eECC be the ellipsoid from Lemma 3.4 centered at c˜: Since
bðCÞAC; by (3.16) there is a point uAl1 3 eE such that
jju  bðCÞjjpl2dmðCÞ: ð3:30Þ
Let c be the straight line which passes through u and c˜: This line intersects the
boundary of the ellipsoid eE at two points which we will denote by v and v0: More
speciﬁcally, we will suppose that v0 is nearer than v to u; i.e., the line segment ½u; v
contains c˜:
Let y :¼ jjv  c˜jj=jjv  ujj so that c˜ ¼ ð1 yÞv þ yu: Since jjv  c˜jjpjjv  ujj and
uAl1 3 eE; we have l11 pyp1:
We deﬁne the point w by setting w :¼ ð1 yÞv þ ybðCÞ: Then by (3.30)
jjw  c˜jj ¼ yjju  bðCÞjjpjju  bðCÞjjpl2dmðCÞ
which proves (3.27). Let us prove (3.28). Since C is convex and vAC; by (3.29)
Bðw; ya1dmðCÞÞ-affspanðCÞ ¼ ½ð1 yÞv þ yBðbðCÞ; a1dmðCÞÞ-affspanðCÞCC:
Since l11 py; this implies the required inclusion (3.28) with l3 :¼ al1: &
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Lemma 3.6. Let eC be the set defined by (3.8). Then dim eC ¼ ðm þ 1Þ and dC˜ is
bounded by a constant depending only on m: Moreover,
dmð eCÞBdiam eCBdmðCÞ: ð3:31Þ
Proof. We recall that ‘‘B’’ stands for equivalence up to a constant depending only
on m: We denote A :¼ Bðw; rmðCÞÞ-affspanðCÞ where rmðCÞ :¼ l13 dmðCÞ: Then by
(3.27) and (3.15) for every xAA we have
jjx  S˜X ðCÞjjp jjx  wjj þ jjw  c˜jj þ jjc˜  S˜X ðCÞjj
p l13 dmðCÞ þ l2dmðCÞ þ
1
2
RmðCÞ:
Since l3X1; l2 ¼ Zmþ1 (see Lemma 3.4) and
RmðCÞ :¼ 8g1Zmþ1dmðCÞX8Zmþ1dmðCÞ;
we obtain
jjx  S˜X ðCÞjjpRmðCÞ
which implies ACBðS˜X ðCÞ; RmðCÞÞ: By (3.28) ACC so that
ACC-BðS˜X ðCÞ; RmðCÞÞ ¼: eC: ð3:32Þ
Clearly, dim A ¼ dim affspanðCÞ ¼ m þ 1: Since dim Apdim eCpdim C ¼ m þ 1;
this, in particular, implies that dim eC ¼ m þ 1: On the other hand, by (1.6),
dC˜p
lðBðS˜X ðCÞ; RmðCÞÞ-affspanðCÞÞ
lðAÞ
p lðBðS˜X ðCÞ; RmðCÞÞ-affspanðCÞÞ
lðBðw; rmðCÞÞ-affspanðCÞÞ
¼ RmðCÞ
rmðCÞ
 mþ1
pgðmÞ:
It remains to note that by (3.32) 2rmðCÞpdiam eCp2RmðCÞ so that diam eCBdmðCÞ:
Since dC˜pgðmÞ; by Lemma 2.4 diam eCBdmð eCÞ and the lemma follows. &
Lemma 3.7. There is an ellipsoid EC;S centered at SX ðCÞ such that
EC;SCCCg 3 EC;S; ð3:33Þ
where g is a constant depending only on m:
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Proof. Since all the sets appearing in (3.33) are contained in the afﬁne span of C; we
may assume, without loss of generality, that X ¼ affspanðCÞ:
Since SX ðCÞ ¼ bð eCÞA eC; by (3.8) jjSX ðCÞ  S˜X ðCÞjjpRmðCÞ: Let eE be the
ellipsoid from Lemma 3.4 centered at the point c˜: Then by (3.15)
jjSX ðCÞ  c˜jjpjjSX ðCÞ  S˜X ðCÞjj þ jjS˜X ðCÞ  c˜jjpRmðCÞ þ 1
2
RmðCÞ;
so that
jjSX ðCÞ  c˜jjpgdmðCÞ ð3:34Þ
for some g ¼ gðmÞ: By Lemma 3.6 dim eC ¼ m þ 1 so that by (2.13)
Bðbð eCÞ; a1dmð eCÞÞC eC:
(Of course affspanðCÞ ¼ affspanð eCÞ; and recall that we are assuming that
X ¼ affspanðCÞ:) Since bð eCÞ ¼ SX ðCÞ and by Lemma 3.6 dmð eCÞBdmðCÞ; we have
BðSX ðCÞ; a11 dmðCÞÞC eC; ð3:35Þ
where a1 ¼ a1ðmÞX1:
Let c be the straight line which passes through c˜ and SX ðCÞ: We denote r :¼
a11 dmðCÞ and B :¼ BðSX ðCÞ; rÞ: Then c intersects the boundary of the ball B at two
points which we will denote by v and v0: Let us suppose that v0 is nearer than v
to SX ðCÞ; i.e., the line segment ½v; c˜  contains SX ðCÞ: We denote y :¼ jjv 
SX ðCÞjj=jjv  c˜jj: Then
SX ðCÞ ¼ ð1 yÞv þ yc˜: ð3:36Þ
Since v lies on the boundary of the ball B; jjv  SX ðCÞjj ¼ r: Hence by (3.34)
1Xy ¼ 1
1þ jjSX ðCÞ  c˜jj=jjv  SX ðCÞjjX
1
a2
; ð3:37Þ
where a2 ¼ 1þ ga1:
Then we deﬁne an ellipsoid E0 by letting
E0 ¼ ð1 yÞv þ yeE: ð3:38Þ
By (3.36) E0 is centered at SX ðCÞ: Since vA eCCC and eECC; E0CC as well.
We denote
A :¼ 1
2
E0 þ 1
2
B: ð3:39Þ
Since by (3.35) BC eCCC and E0CC; we have ACC: Clearly, A is symmetric
with respect to SX ðCÞ so that bðAÞ ¼ SX ðCÞ: Then by (2.14) there is an ellipsoid
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EC;S :¼ EA;b centered at bðAÞð¼ SX ðCÞÞ such that
EC;SCACb 3 EC;S ð3:40Þ
with b ¼ bðmÞ: Let us prove that EC;S satisﬁes (3.33).
Clearly, EC;SCACC: To prove the inverse inclusion we note that by (3.39) for
every t40 we have
t 3A ¼ t
2
3 E0 þ B 0; t
2
r
 
: ð3:41Þ
On the other hand, by (3.38) and (3.36)
eE ¼ y1ðE0  ð1 yÞvÞ ¼ y1ðE0  SX ðCÞÞ þ c˜
¼ðy1ðE0  SX ðCÞÞ þ SX ðCÞÞ þ ðc˜  SX ðCÞÞ
¼ y1 3 E0 þ ðc˜  SX ðCÞÞ:
Then by (3.16)
CCl1 3 eEþ Bð0; l2dmðCÞÞ ¼ ðl1y1Þ 3 E0 þ ðc˜  SX ðCÞÞ þ Bð0; l2dmðCÞÞ:
But by (3.34) c˜  SX ðCÞABð0; gdmðCÞÞ and by (3.37) y1pa2 so that
CC ðl1a2Þ 3 E0 þ Bð0; gdmðCÞÞ þ Bð0; l2dmðCÞÞ
¼ ðl1a2Þ 3 E0 þ Bð0; ðgþ l2ÞdmðCÞÞ:
Since r :¼ a11 dmðcÞ; we obtain
CCðl1a2Þ 3 E0 þ Bð0; ðgþ l2Þa1rÞCt
2
3 E0 þ B 0; t
2
r
 
;
where t :¼ 2l1a2 þ 2ðgþ l2Þa1: From this and (3.41) it follows CCt 3A so that by
(3.40) CCðtbÞ 3 EC;S: &
Let us ﬁnish the proof of Theorem 1.2. Inclusion (3.2) for the mapping
SX :Kmþ1ðXÞ-X
follows from Lemma 3.3 (for the case d0ðCÞpZmdmðCÞ) and Lemma 3.7
(d0ðCÞ4ZmdmðCÞ). In turn, equality (3.3) for SX onKmþ1ðX Þ follows from Lemma
3.2. Let us prove inequality (3.1).
The following lemma (in a slightly general form) is proved in [PR]. For similar
results and ideas we refer the reader to [Ar,AF, p. 369]; [PY2,BL, p. 26], and
references therein.
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Lemma 3.8. Suppose that a convex set CCX and a ball Bða; rÞ; aAX ; r40 have a
common point. Then for every s40
ðC þ Bð0; sÞÞ-ðBða; 2rÞ þ Bð0; sÞÞCC-Bða; 2rÞ þ Bð0; 7sÞ:
Lemma 3.9. Let CiCX be a convex set and let Bðai; riÞ; aiAX ; ri40; be a ball in X
such that Ci-Bðai; riÞa|; i ¼ 1; 2: Then
dHðC1-Bða1; 2r1Þ; C2-Bða2; 2r2ÞÞp14ðdHðC1; C2Þ þ jja1  a2jj þ jr1  r2jÞ:
Proof. We denote
s :¼ dHðC1; C2Þ þ jja1  a2jj þ 2jr1  r2j:
Then
C1 þ Bð0; sÞ*C1 þ Bð0; dHðC1; C2ÞÞ*C2:
On the other hand, for every xABða2; 2r2Þ we have
jjx  a1jjp jjx  a2jj þ jja1  a2jjp2r2 þ jja1  a2jj
p 2r1 þ 2jr1  r2j þ jja1  a2jjp2r1 þ s
so that
Bða2; 2r2ÞCBða1; 2r1 þ sÞ ¼ Bða1; 2r1Þ þ Bð0; sÞ:
Applying Lemma 3.8 to C1 and Bða1; r1Þ we obtain
C1-Bða1; 2r1Þ þ Bð0; 7sÞ* ðC1 þ Bð0; sÞÞ-ðBða1; 2r1Þ þ Bð0; sÞÞ
*C2-Bða2; 2r2Þ:
Similarly we get
C2-Bða2; 2r2Þ þ Bð0; 7sÞ*C1-Bða1; 2r1Þ:
Hence
dHðC1-Bða1; 2r1Þ; C2-Bða2; 2r2ÞÞp7s: &
Now let us prove that for every C1; C2AKmþ1ðX Þ
dHð eC1; eC2Þp*g dHðC1; C2Þ; ð3:42Þ
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where *g ¼ 14g1ð8Zmþ1 þ 2Þ: In fact, by Lemma 3.3 (for the case d0ðCÞpZmdmðCÞ)
and by Lemma 3.4 ðd0ðCÞ4ZmdmðCÞÞ we have
BðS˜ðCÞ; 1
2
RmðCÞÞ-Ca|
so that by (3.8) and Lemma 3.9
dHð eC1; eC2Þ ¼ dHðC1-BðS˜ðC1Þ; RmðC1ÞÞ; C2-BðS˜ðC2Þ; RmðC2ÞÞÞ
p 14ðdHðC1; C2Þ þ jjS˜ðC1Þ  S˜ðC2Þjj þ jRmðC1Þ  RmðC2ÞjÞ:
But by (3.6)
jjS˜ðC1Þ  S˜ðC2Þjjpg1 dHðC1; C2Þ
and by (3.9) and (2.8)
jRmðC1Þ  RmðC2Þj ¼ 8Zmþ1g1jdmðC1Þ  dmðC2Þjp8Zmþ1g1 dHðC1; C2Þ;
and (3.42) follows. Then by Theorem 1.3
jjSX ðC1Þ  SX ðC2Þjj ¼ jjbð eC1Þ  bð eC2ÞjjpgðmÞðdC˜1 þ dC˜2Þ dHð eC1; eC2Þ
so that by (3.42)
jjSX ðC1Þ  SX ðC2ÞjjpgðmÞ*gðdC˜1 þ dC˜2Þ dHðC1; C2Þ:
It remains to note that by Lemmas 3.3 and 3.6 dC˜px where x ¼ xðmÞ is a constant
depending only on m: Hence
jjSX ðC1Þ  SX ðC2Þjjpg1 dHðC1; C2Þ
with g1 ¼ g1ðm þ 1Þ :¼ 14gðmÞ*gx and the required inequality (3.1) is proved.
Thus we have proved Theorem 1.2 for the family KðXÞ of all compact ﬁnite-
dimensional subsets of X : Now, using an argument based on an idea of [AF, p. 372],
we will extend this result to the family ConvclðXÞ of all closed ﬁnite-dimensional
subsets of X :
To this end given CCConvclðXÞ we deﬁne a subset eCAKðXÞ by letting eC :¼ C if
CAKðXÞ and eC :¼ C-Bð0; 2 distð0; CÞÞ if C is unbounded. Then we deﬁne SX on
the family ConvclðXÞ by setting SX ðCÞ :¼ SX ð eCÞ: Clearly, SX ðCÞAC: Let us prove
that SX : ConvclðXÞ-X satisﬁes inequality (1.4).
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Since for every C1; C2AConvclðXÞ
jdistð0; C1Þ  distð0; C2ÞjpdHðC1; C2Þ;
by Lemma 3.9
dHð eC1; eC2Þ ¼ dHðC1-Bð0; 2 distð0; C1ÞÞ; C2-Bð0; 2 distð0; C2ÞÞÞ
p 14ðdHðC1; C2Þ þ 2jdistð0; C1Þ  distð0; C2ÞjÞp42 dHðC1; C2Þ:
Since eCiAKðXÞ; i ¼ 1; 2; and SX is Lipschitz continuous on KðXÞ; we obtain
jjSX ðC1Þ  SX ðC2Þjj ¼ jjSX ð eC1Þ  SX ð eC2Þjjpg1 dHð eC1; eC2Þp42g1 dHðC1; C2Þ:
Thus to ﬁnish the proof of Theorem 1.2 it remains to extend the mapping SX from
ConvclðXÞ to ConvFðXÞ: We deﬁne this extension by letting SX ðCÞ :¼ SX ðclðCÞÞ
where cl stands for the closure of C in X : Since the restriction of SX to ConvclðXÞ
satisﬁes the conditions of Theorem 1.2, it can be readily seen that the same is true for
SX deﬁned on all of the family ConvFðXÞ:
Theorem 1.2 is completely proved. &
4. Proof of Theorem 1.1
As in the previous section we assume that X is a space cNðUÞ of bounded
functions deﬁned on a set U :
We prove the theorem by induction on m: For m ¼ 0 nothing to prove. Let us
assume that the result is true for given mX0 and prove it for m þ 1:
Let F :M-Amþ1ðXÞ be a set-valued mapping satisfying the theorem’s
hypotheses, i.e., the restriction F jM0 of F to every subset M0CM consisting of at
most 2mþ2 points has a Lipschitz selection fM0 such that jfM0 jLipðM0;XÞp1: We will
construct the required Lipschitz selection of F in three steps. In the ﬁrst two steps we
will mainly follow the scheme of the proof suggested in [S3] for the case of a Hilbert
space.
Step 1. Let fx1; x2gCM; x1ax2: Then F jfx1;x2g has a Lipschitz selection with the
Lipschitz seminorm at most 1, so that there are points aiðx1; x2ÞAFðxiÞ; i ¼ 1; 2;
satisfying
jja1ðx1; x2Þ  a2ðx1; x2Þjjprðx1; x2Þ: ð4:1Þ
We denote
aðx1; x2Þ :¼ a1ðx1; x2Þ  a2ðx1; x2Þ ð4:2Þ
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and
Cðx1; x2Þ :¼ Fðx1Þ-fFðx2Þ þ Bð0; 2rðx1; x2ÞÞ þ aðx1; x2Þg: ð4:3Þ
Then Cðx1; x2Þ is non-empty and symmetric with respect to the point a1ðx1; x2Þ: This
set is a convex closed subset of the ﬁnite-dimensional afﬁne manifold Fðx1Þ so that
by the separation theorem Cðx1; x2Þ can be represented as intersection of layers in
Fðx1Þ symmetric with respect to a1ðx1; x2Þ: In other words, there exists a family of
layers Fðx1Þ
TfLi þ Bð0; riÞg where i belongs to some family of indexes Iðx1; x2Þ;
which satisfy the following conditions:
(a) Li is an afﬁne subset of Fðx1Þ of dimension at most m passing through
a1ðx1; x2Þ;
(b) Cðx1; x2Þ ¼
\
iAIðx1;x2Þ
ðFðx1Þ-fLi þ Bð0; riÞgÞ: ð4:4Þ
Note that ri may assign the value þN (e.g., if Fðx1Þ is parallel to Fðx2Þ).
Now we deﬁne a pseudometric space ðfM; *rÞ by letting
fM :¼ fx˜ ¼ ðx1; x2; iÞ : x1; x2AM; iAIðx1; x2Þg:
We equip this set with a pseudometric *r deﬁned by the formula
*rðx˜; x˜0Þ :¼ rðx1; x01Þ þ ri þ ri0
for x˜ ¼ ðx1; x2; iÞax˜0 ¼ ðx01; x02; i0Þ and *rðx˜; x˜Þ :¼ 0:
Finally, we deﬁne a set-valued mapping F˜ : fM-AmðXÞ by setting
F˜ðx˜Þ :¼ Li; x˜ ¼ ðx1; x2; iÞAfM:
Lemma 4.1. There is a Lipschitz selection f˜ of F˜ satisfying
j f˜ jLipðð *M; *rÞ;XÞpgðmÞ: ð4:5Þ
Proof. Basing on the induction assumption we have to show that for every SCfM
consisting of at most 2mþ1 points there is a Lipschitz selection f˜S of the restriction F˜jS
satisfying j f˜SjLipðS;XÞp1: To prove this given x˜ ¼ ðx1; x2; iÞAfM we denote
prkðx˜Þ :¼ xk; k ¼ 1; 2; pr3ðx˜Þ :¼ i: ð4:6Þ
Sometimes we also write xkðx˜Þ for prkðx˜Þ; k ¼ 1; 2 and iðx˜Þ for pr3ðx˜Þ:
Then we introduce a subsetM0 ofM by settingM0 :¼ pr1ðSÞ,pr2ðSÞ: Clearly,M0
consists of at most 2 card Sp2mþ2 points. Then by the induction assumption there
exists a Lipschitz selection fM0 :M
0-X of the restriction F jM0 with the seminorm
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jfM0 jLipðM0;X Þp1: Prove that for every x1; x2AM0
fM0 ðx1ÞACðx1; x2Þ: ð4:7Þ
In fact, fM0 ðx1Þ belongs to Fðx1Þ and
jjfM0 ðx1Þ  fM0 ðx2Þ  aðx1; x2Þjjp jjfM0 ðx1Þ  fM0 ðx2Þjj
þ jja1ðx1; x2Þ  a2ðx1; x2Þjjp2rðx1; x2Þ;
see (4.1). Since fM0 ðx2ÞAFðx2Þ; fM0 ðx1Þ belongs to the layer Fðx2Þ þ Bð0; 2rðx1; x2ÞÞ
shifted by aðx1; x2Þ; and (4.7) follows.
We deﬁne now the required Lipschitz selection f˜S : S-X by letting f˜Sðx˜Þ to be a
point of F˜ðx˜Þ nearest to fM0 ðx1ðx˜ÞÞ: Then by (4.7) and (4.4) we have
fM0 ðx1ðx˜ÞÞALiðx˜Þ þ Bð0; riðx˜ÞÞ:
Since f˜Sðx˜Þ is the nearest from points of F˜ðx˜Þ to fM0 ðx1ðx˜ÞÞ; we obtain
jjf˜Sðx˜Þ  fM0 ðx1ðx˜ÞÞjjpriðx˜Þ:
Hence
jjf˜Sðx˜Þ  f˜Sðx˜0Þjjp riðx˜Þ þ riðx˜0Þ þ jjfM0 ðx1ðx˜ÞÞ  fM0 ðx1ðx˜0ÞÞjj
p riðx˜Þ þ riðx˜0Þ þ rðx1ðx˜Þ; x1ðx˜0ÞÞ ¼ *rðx˜; x˜0Þ
which is equivalent to the required inequality j f˜S jLipðS;X Þp1: &
Step 2:
Lemma 4.2. Let K be a set-valued mapping from ðM; rÞ into the family of all balls
(i.e., infinite-dimensional cubes) of the space X ¼ cNðUÞ: Suppose that for every
x; yAM the restriction K jfx;yg has a Lipschitz selection whose Lipschitz seminorm does
not exceed 1: Then K also has a Lipschitz selection k :M-X with the Lipschitz
seminorm jkjLipðMÞp1:
Proof. Since X ¼ cNðUÞ; it sufﬁces to prove the lemma for X ¼ R: For the proof of
the result in this case we refer the reader to [L]; see also [S4]. &
Lemma 4.3. There is a set-valued mapping g :M-X such that
jgjLipððM;rÞ;X ÞpgðmÞ ð4:8Þ
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and
jjgðxÞ  f˜ðx˜ÞjjpgðmÞriðx˜Þ ð4:9Þ
for every x˜AfM with pr1ðx˜Þ ¼ x:
Proof. Let us introduce a pseudometric space ðfM; #rÞ by setting
#rðx˜; x˜0Þ :¼ grðpr1ðx˜Þ; pr1ðx˜0ÞÞ;
where g ¼ gðmÞ is the constant from inequality (4.5). (We recall that pri is deﬁned in
(4.6)). We deﬁne a set-valued mapping K from fM into the family of all balls of X by
setting
Kðx˜Þ :¼ Bðf˜ðx˜Þ; griðx˜ÞÞ: ð4:10Þ
Let us prove that K has a Lipschitz (with respect to #r) selection. In fact, by Lemma
4.1 the centers f˜ðx˜Þ and f˜ðx˜0Þ of the balls Kðx˜Þ and Kðx˜0Þ satisfy the inequality
jjf˜ðx˜Þ  f˜ðx˜0Þjjpg *rðx˜; x˜0Þ :¼ gðriðx˜Þ þ riðx˜0Þ þ rðx1ðx˜Þ; x1ðx˜0ÞÞÞ:
Since griðx˜Þ and griðx˜0Þ are radii of these balls, there are points bAKðx˜Þ; b0AKðx˜0Þ such
that
jjb  b0jjpgrðx1ðx˜Þ; x1ðx˜0ÞÞ ¼: #rðx˜; x˜0Þ: ð4:11Þ
Thus K satisﬁes on ðfM; #rÞ conditions of Lemma 4.2 so that there is a Lipschitz
selection g˜ of K satisfying jg˜jLipðð *M; #rÞ;XÞp1: Hence
jjg˜ðx˜Þ  f˜ðx˜Þjjpgriðx˜Þ; x˜AfM ð4:12Þ
and
jjg˜ðx˜Þ  g˜ðx˜0Þjjp #rðx˜; x˜0Þ ¼ grðpr1ðx˜Þ; pr1ðx˜0ÞÞ; x˜; x˜0AfM: ð4:13Þ
Thus for every x˜ ¼ ðx; x2; iÞ; x˜0 ¼ ðx; x02; i0ÞAfM we have
jjg˜ðx˜Þ  g˜ðx˜0Þjjpgrðpr1ðx˜Þ; pr1ðx˜0ÞÞ ¼ 0
so that g˜ðx˜Þ ¼ g˜ðx˜0Þ whenever pr1ðx˜Þ ¼ pr1ðx˜0Þ: It remains to put gðxÞ :¼ g˜ðx˜Þ;
x˜ ¼ ðx; x2; iÞAfM and the required inequalities (4.8) and (4.9) will follow from (4.13)
and (4.12). &
Step 3: We deﬁne a set-valued mapping G on ðM; rÞ by setting
GðxÞ :¼ FðxÞ-BðgðxÞ; 2 distðgðxÞ; FðxÞÞÞ: ð4:14Þ
ARTICLE IN PRESS
P. Shvartsman / Journal of Functional Analysis 210 (2004) 1–4232
(We recall that distða; AÞ :¼ inffjja  a0jj : a0AAg:) Then we apply to G the result of
Theorem 1.2 to determine the required Lipschitz selection f :M-X of F by setting
f ðxÞ :¼ SX ðGðxÞÞ: ð4:15Þ
We recall that SX :KðXÞ-X is the Lipschitz continuous selector from Theorem 1.2.
Since dim GðxÞ; dim GðyÞpm þ 1 for every x; yAM; inequality (1.4) implies
jjf ðxÞ  f ðyÞjj ¼ jjSX ðGðxÞÞ  SX ðGðyÞÞjjpg1ðmÞ dHðGðxÞ; GðyÞÞ: ð4:16Þ
Thus it remains to prove that G : ðM; rÞ-ðKðXÞ; dHÞ is Lipschitz continuous. Some
of the steps for doing this are contained in the next lemma.
Lemma 4.4. For every x; yAM
jdistðgðxÞ; FðxÞÞ  distðgðyÞ; FðyÞÞjp12grðx; yÞ ð4:17Þ
and
GðxÞCFðyÞ þ Bð0; 11grðx; yÞÞ: ð4:18Þ
Proof. We denote by hðxÞ a point nearest to gðxÞ on FðxÞ: Thus
jjgðxÞ  hðxÞjj ¼ distðgðxÞ; FðxÞÞ:
We also denote
rðxÞ :¼ inffriðx˜Þ : pr1ðx˜Þ ¼ x; x˜AfMg:
Since gðxÞ ¼ gðx˜Þ for every x˜ ¼ ðx; x0; iÞAfM; iATðx; x0Þ; f˜ðx˜ÞALiðx˜ÞCFðxÞ and
jjgðx˜Þ  f˜ðx˜Þjjpgriðx˜Þ; ð4:19Þ
we have
jjgðxÞ  hðxÞjj ¼ distðgðxÞ; FðxÞÞ ¼ distðgðx˜Þ; FðxÞÞ
p jjgðx˜Þ  f˜ðx˜Þjjpgriðx˜Þ ð4:20Þ
so that
jjgðxÞ  hðxÞjj ¼ distðgðxÞ; FðxÞÞpgrðxÞ:
Hence
BðgðxÞ; 2 distðgðxÞ; FðxÞÞÞCBðgðxÞ; 2grðxÞÞCBðhðxÞ; 3grðxÞÞ;
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so that
GðxÞ :¼ FðxÞ-BðgðxÞ; 2 distðgðxÞ; FðxÞÞÞCFðxÞ-BðhðxÞ; 3grðxÞÞ: ð4:21Þ
Let us prove that
FðxÞ-BðhðxÞ; 3grðxÞÞCFðyÞ þ Bð0; 11grðx; yÞÞ: ð4:22Þ
(We recall that aðx; yÞ :¼ a1ðx; yÞ  a2ðx; yÞ is deﬁned in (4.1).) By (4.19), (4.20) and
equality gðxÞ ¼ gðx˜Þ; x˜ ¼ ðx; y; iÞAfM; iAIðx; yÞ; we have
jjhðxÞ  f˜ðx˜Þjjp2gri: ð4:23Þ
Now let uABðhðxÞ; 3grðxÞÞ: Since rðxÞpri for every iAIðx; yÞ; we have
jju  hðxÞjjp3gri; which together with (4.23) implies
jju  f˜ðx˜Þjjp5gri:
Since f˜ðx˜ÞAF˜ðx˜Þ :¼ Li; this inequality yields
BðhðxÞ; 3grðxÞÞC
\
iAIðx;yÞ
Bðf˜ðx˜Þ; 5griÞC
\
iAIðx;yÞ
ðLi þ Bð0; 5griÞÞ:
Now suppose that a1ðx; yÞ ¼ 0 (changing the coordinate system in X ; if any). Then
FðxÞ*Li{a1ðx; yÞ ¼ 0 whenever iAIðx; yÞ so that FðxÞ and Li are linear subspaces
of X : Hence we have
BðhðxÞ; 3grðxÞÞ-FðxÞC5g
\
iAIðx;yÞ
ðLi þ Bð0; riÞÞ
24 35-FðxÞ
0@ 1A:
so that by (4.4)
BðhðxÞ; 3grðxÞÞ-FðxÞC5gCðx; yÞ:
(Here as usual lC stands for the dilation of a set with respect to 0 by a factor of l:)
Hence by (4.3) we obtain
BðhðxÞ; 3grðxÞÞ-FðxÞC5g ðFðyÞ þ aðx; yÞ þ Bð0; 2rðx; yÞÞÞ-FðxÞ½ :
Since a1ðx; yÞAFðyÞ þ aðx; yÞ and a1ðx; yÞ ¼ 0; FðyÞ þ aðx; yÞ is a linear space. Hence
BðhðxÞ; 3grðxÞÞ-FðxÞCðFðyÞ þ aðx; yÞ þ Bð0; 10grðx; yÞÞÞ-FðxÞ:
But by (4.1) and (4.2) jjaðx; yÞjjprðx; yÞ so that
BðhðxÞ; 3grðxÞÞ-FðxÞCFðyÞ þ Bð0; ð10gþ 1Þrðx; yÞÞ:
Since gX1; (4.22) follows.
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From (4.21) and (4.22) we have (4.18). Let us prove (4.17). Since hðxÞAFðxÞ; by
(4.22) there is an element vAFðyÞ such that jjhðxÞ  vjjp11grðx; yÞ: Hence
distðgðyÞ; FðyÞÞpjjgðyÞ  vjjp jjgðyÞ  gðxÞjj þ jjgðxÞ  hðxÞjj þ jjhðxÞ  vjj
p grðx; yÞ þ distðgðxÞ; FðxÞÞ þ 11grðx; yÞ
¼ distðgðxÞ; FðxÞÞ þ 12grðx; yÞ:
Similarly we have
distðgðxÞ; FðxÞÞpdistðgðyÞ; FðyÞÞ þ 12grðx; yÞ
and (4.17) is proved. &
We are in a position to ﬁnish the proof of Theorem 1.1. To this end we denote
s :¼ 25grðx; yÞ: Then by (4.14) and Lemma 3.8 we have
GðxÞ þ Bð0; 7sÞ ¼ FðxÞ-BðgðxÞ; 2 distðgðxÞ; FðxÞÞÞ þ Bð0; 7sÞ
*ðFðxÞ þ Bð0; sÞÞ-ðBðgðxÞ; 2 distðgðxÞ; FðxÞÞÞ þ Bð0; sÞÞ:
On the other hand, by (4.18)
GðyÞCFðxÞ þ Bð0; 11grðx; yÞÞCFðxÞ þ Bð0; sÞ;
and by (4.8) and (4.17)
GðyÞCBðgðyÞ; 2 distðgðyÞ; FðyÞÞÞ
CBðgðxÞ; 2 distðgðxÞ; FðxÞÞÞ þ ðgrðx; yÞ þ 2  12grðx; yÞÞBð0; 1Þ
¼BðgðxÞ; 2 distðgðxÞ; FðxÞÞÞ þ Bð0; sÞ:
Hence
GðyÞCGðxÞ þ Bð0; 7sÞ:
Similarly we prove that GðxÞCGðyÞ þ Bð0; 7sÞ so that
dHðGðxÞ; GðyÞÞp7s ¼ 175grðx; yÞ:
Thus we have proved that the mapping G : ðM; rÞ-ðKðXÞ; dHÞ is Lipschitz
continuous. This completes the proof of Theorem 1.1. &
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5. Barycentric selectors and the centroid of a parallel body
Let X be a Minkowski space (i.e., a finite-dimensional Banach space) of dimension
n: Given aAX ; rX0 we let BX ða; rÞ denote a ball in X of radius r centered at a: We
also denote BX :¼ BX ð0; 1Þ: Following an idea of Aubin and Cellina in [AC, p. 77],
we deﬁne a mapping
SðXÞðCÞ :¼ bðC þ BX ð0; diam CÞÞ: ð5:1Þ
Proposition 5.1. The mapping SðX Þ : ðKðXÞ; dHÞ-X is Lipschitz continuous with
jSðXÞjLipðKðXÞ;XÞpgðnÞ: Moreover, SðX Þ commutes with affine isometries and dilations
of X :
Proof. Let us estimate the regularity coefﬁcient dC˜ of the seteC :¼ C þ BX ð0; diam CÞ:
Clearly, for every aAC we have
BX ða; diam CÞC eCCBX ða; 2 diam CÞ
so that by (1.6) dC˜p2n: Hence by Theorem 1.3 for every C1; C2AKðXÞ we have
jjSðX ÞðC1Þ  SðXÞðC2Þjj ¼ jjbð eC1Þ  bð eC2ÞjjpgðnÞðdC˜1 þ dC˜2ÞdHð eC1; eC2Þ
p 2nþ1gðnÞdHð eC1; eC2Þ:
Since jdiam C1  diam C2jpdHðC1; C2Þ; we obtain
dHð eC1; eC2ÞpdHðC1; C2Þ þ jdiam C1  diam C2jp2 dHðC1; C2Þ:
Hence
jjSðXÞðC1Þ  SðXÞðC2Þjjp2nþ2gðnÞdHðC1; C2Þ
which proves that SðX Þ is Lipschitz continuous.
Since the barycentric map commutes with afﬁne transformations of X ; for every
linear isometry A of X and every CAKðXÞ we have ASðX ÞðCÞ ¼ bðAC þ
ðdiam CÞABX Þ: But ABX ¼ BX and diam C ¼ diam AC so that ASðXÞðCÞ ¼
SðX ÞðACÞ: In the same way we prove that SðXÞ commutes with shifts and dilations
of X : &
Theorem 5.2. The mapping SðR
nÞ provides a Lipschitz continuous selector on
ðKðRnÞ; dHÞ which commutes with affine isometries and dilations of Rn: Its Lipschitz
seminorm jSðRnÞjLipðKðRnÞ;RnÞ does not exceed a constant depending only on n:
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Proof. By Proposition 5.1 we only have to verify that SðR
nÞðCÞ is a selector. This
property follows from a result of [AC, p. 78], which states that bðC þ BRnÞAC for
every CAKðRnÞ: Then by dilation we obtain bðC þ BRnð0; rÞÞAC; rX0 so that by
(5.1) SðR
nÞðCÞAC: &
Let us consider the selection properties of SðXÞ for the case of an arbitrary
Minkowski space X : Clearly, SðXÞ provides a selector on KðX Þ if and only if
bðC þ BX ÞAC for every CAKðXÞ: ð5:2Þ
Following [BF, p. 58, Sc3, p. 306], we refer to the set C þ BX as a parallel body and
call bðC þ BX Þ the centroid of the parallel body. Thus the following natural question
arises:
Question 5.3. Given a compact convex set CCX ; does the centroid of the parallel
body C þ BX belong to C?
As we have noted above the answer to this question is positive whenever X ¼ Rn:
Moreover, the proof given in [AC] shows that bðA þ BRnÞAconvðAÞ for every
bounded subset ACRn: However this proof cannot be adapted to the case of an
arbitrary Minkowski space, because it is based on the following speciﬁc property of
the ball BRn : Let H be a hyperplane which cuts BRn into two sets B
ð1Þ and Bð2Þ where
Bð2Þ{0: Then the mirror reﬂection of Bð1Þ with respect to H is contained in Bð2Þ:
There is another approach to locating of the centroid of a parallel body in Rn due
to Schneider [Sc2,Sc3, Section 5.4] (see also there references related to the case
n ¼ 2:) This approach leads us to a formula for the position of bðC þ BRnÞ with
respect to the family p0ðCÞ; p1ðCÞ;y; pnðCÞ of so-called curvature centroids of C:
(See formula (5.4.14) in [Sc3] for the case r ¼ 0; in notations of Section 2, this result
is also presented in [BZ, 25.7.5, p. 174].) We recall that piðCÞAC; i ¼ 0;y; n (see
[Sc3, (5.4.11), p. 305]). Moreover, p0ðCÞ ¼ bðCÞ is the ordinary centroid of C; p1ðCÞ
is the surface-area centroid of C; and pnðCÞ ¼ sðCÞ is the centroid of the Gaussian
curvature measure, i.e., the Steiner point of C: Then, in the notation we adopted
here, Schneider’s formula can be written as
bðC þ BRnÞ ¼
Xn
i¼0
aipiðCÞ; ð5:3Þ
where
ai :¼
n
i
 
VðC½n  k; BRn ½kÞ
lðC þ BRnÞ :
(We recall that the mixed volumes Vð; Þ are deﬁned by (2.1).) By formula (2.2) (for
the case Y ¼ Rn) we havePni¼0 ai ¼ 1 so that bðC þ BRnÞ is a convex combination of
p0ðCÞ; p1ðCÞ;y; pnðCÞ: For more details on Eq. (5.3) we refer the reader to [Sc3, pp.
303–308], and references therein.
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Of course, (5.3) again implies the property bðC þ BRnÞAC for every compact
convex CCRn: However further generalizations of the representation (5.3) to
arbitrary Minkowski spaces seem to be unknown.
In a recent paper of Gaifullin [G] a complete description is obtained of those
Minkowski spaces X for which
bðA þ BX ÞA convðAÞ for every bounded ACX : ð5:4Þ
It is proved that (5.4) is true for every two-dimensional Minkowski space X : In
particular, this implies property (5.2) for such X and thus shows that SðXÞ is a
Lipschitz continuous selector for every X of dim X ¼ 2:
Another result proved in [G] states that a Minkowski space X with dim X42
satisﬁes (5.4) iff X is a Euclidean space, i.e., its unit ball BX is an ellipsoid.
The paper [G] also contains an example of a (convex) triangle C in the space
X ¼ l31 such that bðC þ BX ÞeaffspanðCÞ: This shows that in general the answer to
Question 5.3 is negative whenever dim X42:
These results and observations raise the following problem: describe the position,
relative to convðCÞ; of the centroid of the parallel body C þ BX in a Minkowski
space X : In particular, it would be interesting to ﬁnd an analog of the representation
(5.3) for an arbitrary Minkowski space X :
6. Lipschitz projectors on ﬁnite-dimensional subspaces of a Banach space
We recall that GðXÞ stands for the family of all ﬁnite-dimensional linear subspace
of X equipped with the metric dG; see (1.7). (For deﬁnition (1.7) and other facts
concerning distances between subspaces of a Banach space we refer the reader to the
paper [O] and references therein). Given a linear subspace LAGðX Þ we let PðLÞ
denote the family of all Lipschitz homogeneous projectors onto L; i.e.,
PðLÞ :¼ fPALipðX ; LÞ : PjL ¼ IdL; PðlxÞ ¼ lPðxÞ for every xAX ; lARg:
For a homogeneous operator T : X-X we denote its operator norm jjT jjop by
letting
jjT jjop :¼ sup
xAX
jjTxjj
jjxjj :
It is well known that for every LAGðXÞ of dimension m there is a linear (and,
consequently, Lipschitz) projector ePrL onto L such that jj ePrLjjLipðX ;LÞpgðmÞ: This
shows that PðLÞa| for each LAGðXÞ: In this section we consider the following
problem: Can one assign a projector PLAPðLÞ to every LAGðXÞ; such that
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jjPLjjLipðX ;LÞpg1ðdim LÞ and
jjPL1  PL2 jjoppg2dGðL1; L2Þ; L1; L2AGðXÞ; ð6:1Þ
where g2 is a constant depending only on dim L1 and dim L2?
In particular, the orthogonal projector P>L on a subspace LAGðHÞ solves this
problem for the case of a Hilbert space H: Clearly, jjP>L jjLipðH;LÞ ¼ 1: Moreover,
jjP>L1  P>L2 jjop ¼ YðL1; L2Þ; see [O, p. 263], where YðL1; L2Þ denotes so-called the
geometric opening between L1 and L2:
YðL1; L2Þ :¼ max sup
x0AL1-Bð0;1Þ
distðx0; L2Þ; sup
x00AL2-Bð0;1Þ
distðx00; L1Þ
( )
:
Since YðL1; L2ÞpdGðL1; L2Þ; the orthogonal projector P>L satisﬁes (6.1) with g2 ¼ 1:
The main result of this section, Theorem 6.1, shows that the mapping
PLðxÞ :¼ bðL-Bðx; 2 distðx; LÞÞÞ ð6:2Þ
provides the required projector for an arbitrary Banach space X : (We note that PL
coincides with the orthogonal projector on L whenever X is a Hilbert space.
Moreover, PL is linear if X is a two-dimensional Minkowski space.)
Theorem 6.1. For every LAGðXÞ the mapping PL : X-L is a homogeneous projector
onto L satisfying the following conditions:
(i) jjPLjjLipðX ;LÞpg1 where g1 is a constant depending only on dimension of L;
(ii) for every L1; L2AGðXÞ
jjPL1  PL2 jjoppg2dGðL1; L2Þ; ð6:3Þ
where g2 depends only on dimensions of L1 and L2:
Moreover, PL is additive modulo L; i.e., PLðx þ yÞ ¼ PLðxÞ þ y for every xAX and
yAL:
Proof. Clearly, formula (6.2) implies homogeneity and additivity (modulo L) of PL:
Let us prove properties (i) and (ii). To this end given xAX and a subspace
LAGðX Þ we denote Cðx; LÞ :¼ L-Bðx; 2 distðx; LÞÞ: Then for every yACðx; LÞ we
have
jjyjjpjjy  xjj þ jjxjjp2 distðx; LÞ þ jjxjjp3jjxjj
so that for every rX3jjxjj
Cðx; LÞ ¼ ½Bð0; rÞ-L-Bðx; 2 distðx; LÞÞ:
ARTICLE IN PRESS
P. Shvartsman / Journal of Functional Analysis 210 (2004) 1–42 39
Now we ﬁx subspaces Li of dimension mi and points xiAX ; i ¼ 1; 2 and put
r :¼ 3ðjjx1jj þ jjx2jjÞ: Then by Lemma 3.9
dHðCðx; L1Þ; Cðy; L2ÞÞ
p14ðdHðBð0; rÞ-L1; Bð0; rÞ-L2Þ þ jjx1  x2jj þ 2j distðx1; L1Þ  distðx2; L2ÞjÞ:
Since
jdistðx1; L1Þ  distðx2; L1Þjpjjx1  x2jj;
we have
jdistðx1; L1Þ  distðx2; L2Þjp jdistðx1; L1Þ  distðx2; L1Þj
þ jdistðx2; L1Þ  distðx2; L2Þj
p jjx1  x2jj þ jdistðx2; L1Þ  distðx2; L2Þj:
On the other hand,
jdistðx2; L1Þ  distðx2; L2Þj ¼ jjx2jj jdistða; L1Þ  distða; L2Þj;
where a :¼ x2=jjx2jj: We assume that distða; L1Þpdistða; L2Þ and denote by b a point
of L1 such that distða; L1Þ ¼ jja  bjj: Then
jdistða; L2Þ  distða; L1Þj ¼ distða; L2Þ  jja  bjjpdistðb; L2Þ:
But jjbjjpjjajj þ distða; L1Þp2 so that
distðb; L2Þ ¼ 2 distðb=2; L2Þp2 dGðL1; L2Þ:
Hence
jdistðx1; L1Þ  distðx2; L2Þpjjx1  x2jj þ 2jjx2jjdGðL1; L2Þ:
In turn, by (1.7)
dHðBð0; rÞ-L1; Bð0; rÞ-L2Þ ¼ r dGðL1; L2Þ ¼ 3ðjjx1jj þ jjx2jjÞdGðL1; L2Þ:
Combining these estimates, we obtain
dHðCðx; L1Þ; Cðy; L2ÞÞp98ððjjx1jj þ jjx2jjÞdGðL1; L2Þ þ jjx1  x2jjÞ:
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It remains to note that by (2.16) dCðx;LÞp7dim L so that by Theorem 1.3
jjPL1ðx1Þ  PL2ðx2Þjj ¼ jjbðCðx1; L1ÞÞ  bðCðx2; L2ÞÞjj
p gðm1; m2ÞðdCðx1;L1Þ þ dCðx2;L2ÞÞdHðCðx1; L1Þ; Cðx2; L2ÞÞ
p gðm1; m2Þð7m1 þ 7m2ÞdHðCðx1; L1Þ; Cðx2; L2ÞÞ:
Finally, we obtain
jjPL1ðx1Þ  PL2ðx2Þjjp*gððjjx1jj þ jjx2jjÞdGðL1; L2Þ þ jjx1  x2jjÞ
with *g :¼ 98gðm1; m2Þð7m1 þ 7m2Þ: This inequality implies (i) L1 ¼ L2 ¼ L and (ii), if
x1 ¼ x2 ¼ x: &
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