Abstract-We consider the problem of distributing k blocks from a source to N nodes in a peer-to-peer (P2P) network with both node upload and download capacity constraints. As k scales up, we prove for homogeneous networks that if network coding is allowed, randomly matching senders and receivers in each time slot asymptotically achieves the maximum downloading rate at each node. For heterogeneous networks with network coding allowed, we show that a fair and optimal downloading rate at each node can be asymptotically approached, if in each time slot, each node randomly allocates its upload bandwidth to its receivers that have available download bandwidth. We also give a performance lower bound of the above randomized coded dissemination when both k and N scale under certain conditions. These results demonstrate that with network coding, simple randomized receiver selection and rate allocation suffice to achieve P2P broadcast capacity, forming a theoretical foundation for mesh-based P2P networks with network coding.
I. INTRODUCTION
We consider the problem of broadcasting k data blocks from a single source to N nodes in a peer-to-peer (P2P) network, described by a directed graph G = (V, E), where nodes represent end hosts on the Internet, and edges represent TCP or UDP connections between the end hosts. Such a P2P broadcast problem, as an abstract model for P2P content distribution and media streaming systems, has attracted much research attention in recent years. It is typical to assume that node capacity constraints are bottlenecks in P2P networks, rather than the core of the Internet. As a result, each node has to make the dual decision of both rate allocation (among its neighboring nodes) and link scheduling, with the goal of maximizing its download rate or minimizing its download finish time.
It has been shown [1] - [3] that when G is a complete graph, the optimal broadcast rate can be achieved by packing spanning trees. Distributed solutions have also been proposed based on node buffer state exchanges [4] or primal-dual algorithms based on queuing delays [5] . However, these algorithms require non-trivial signaling overhead, and their convergence and success depends critically on the frequency and accuracy of control message updates.
Randomized broadcast algorithms, also known as gossiping, let each node transmit to random neighbors, and offer a promising decentralized solution as an alternative, due to their simplicity and superior robustness with the presence of node dynamics. However, randomized algorithms are often known to be best-effort: even with coding allowed, communicating with random neighbors is only shown to be order-optimal [6] .
On the other hand, it is well known that given a rate allocation schedule, network coding is superior to any block selection scheme [7] . However, it is unclear to what extent coding can simplify the design of rate allocation or receiver selection schemes, while still achieving optimal download rates.
In this paper, unlike most previous works [1] - [6] , [8] that assume node uplinks are the only bottlenecks, we consider both node uplink and downlink capacity constraints. With analytical rigor, we prove that as the number of data blocks k scales up in homogeneous networks, if each node transmits a random linear combination of blocks it has obtained, the optimal download rates at the nodes can be achieved by randomly matching the upload and download ports of all the nodes in each time slot. In heterogeneous networks with coding allowed, if each node randomly allocates its upload bandwidth to other nodes with available download bandwidth, the optimal download rates are approximately achieved as k scales. When k = Ω(N 2 ) and N scales, we show that the above simple randomized broadcast with coding is within e −1 of the optimal solution.
In our analysis, we convert the original algebraic coding problem into flow arguments by modelling the block transmission on a time-expanded trellis, and carefully bound large deviations using probabilistic arguments. Our theoretical results imply that when coding is allowed, the optimal broadcast performance can be approached even with simple randomized rate allocation, which is robust and amenable to a decentralized implementation in dynamic networks. The use of network coding completely eliminates sophisticated link scheduling and rate allocation, as well as node buffer state exchanges of any form.
The remainder of this paper is organized as follows. Sec. II introduces our system model. Sec. III discusses the dissemination capacity of a P2P network and reviews prior work and existing methods that approach such capacity. We present our main results and their implications in Sec. IV. We prove the optimality of randomized broadcast with coding as k scales in Sec. V, and provide performance bounds when both k and N scale in Sec. VI. We present simulation results in Sec. VII and conclude the paper in Sec. VIII.
II. SYSTEM MODEL
We model a P2P network as a directed graph G = (V, E), with nodes V representing end hosts and edges E representing connections between end hosts. There is a single source s ∈ V This paper was presented as part of the main technical program at IEEE INFOCOM 2011 978-1-4244-9921-2/11/$26.00 ©2011 IEEE that wishes to broadcast its content of size B to N = |V | − 1 receiver nodes {1, 2, . . . , N }. An edge e = (u, v) exists in G if node u is allowed to transmit to node v via a UDP or TCP connection. Similar to P2P topology models in existing literature [1] - [6] , [8] , [9] , we assume that a node is able to establish an overlay connection with any other node, so that G forms a full mesh.
In the majority of residential broadband connections, bandwidth bottlenecks typically lie at the edge of the access networks rather than in the core of the Internet, as shown in Fig. 1 . The upload and download rates of each node v ∈ V are bounded by its upload capacity U v and download capacity D v , respectively. Furthermore, users usually have asymmetric download and upload capacity. We thus assume
Note that unlike previous works [1] - [6] , [8] , [9] that assume the download capacity of each node is unbounded, in this paper, we consider both node upload and download bandwidth constraints.
In reality, content from the source s is not transmitted as a commodity flow. Instead, it is composed of countably many blocks. During a block transmission between two nodes, the block is either completely downloaded by the receiver or not downloaded at all. Assume the content is divided into k blocks {B 1 , . . . , B k } for distribution, each of which has a unit size. Under such a packetized workload, it is reasonable to assume that time is measured in slots [6] - [10] , the length of each slot being the time it takes a node to upload one block at the unit rate. In this case, the upload capacity U v and download capacity D v of node v ∈ V are measured by how many blocks the node can upload and download in each time slot.
A transmission strategy at each node makes decisions on how receivers in each slot are chosen, how rates are allocated to each receiver, and which blocks are to be transmitted. Such a strategy could be either centralized or decentralized. For decentralized strategies, receiver selection and rate allocation can be either dependent or independent of block selection. Block selection algorithms can be classified as follows:
Block Scheduling. During a block transmission, the sender has to select a block from all the original blocks it has obtained so far to transmit to the receiver.
Network Coding. During a block transmission from the source in time slot t, the source s sends out a coded block B c (t) that is a linear combination of the original blocks, i.e., B c (t) = k i=1 c i (t)B i , where c i (t) is a random coefficient chosen from the Galois field GF (2 q ) for each t and each i ∈ {1, . . . , k}. During a block transmission from a node v ∈ V \{s} in time slot t, node v sends out a coded block B c (t) that is a linear combination of the blocks it has received so far. Specifically, if v has received l(t) coded blocks {B i c |i = 1, . . . , l(t)} by time t, then it will send the block B c (t) =
, where c i (t) is a random coefficient chosen from the Galois field GF(2 q ) for each t and each i ∈ {1, . . . , l(t)}. Each node has to receive k linearly independent coded blocks in order to decode the original content.
An ideal transmission strategy should be decentralized, requiring no state exchange among nodes, resilient to peer joins and departures, and easy to implement.
III. P2P DISSEMINATION CAPACITY AND PRIOR WORK
The dissemination ability of a transmission strategy can be evaluated by the achievable download rates and download finish times. Let T v (k) be the time it takes node v to finish downloading all k blocks. If k → ∞, i.e., the content is infinitely large, we can define the asymptotic download rate of each node as
Clearly, the download rate of each node i is limited by its download capacity D i and the maximum rate that the source sends blocks out, U s . Furthermore, the aggregate download rate of all the receivers cannot exceed the aggregate upload capacity of the network. Thus, an achievable rate vector r = (r 1 , . . . , r N ) must satisfy
We define the optimal rate vector as follows: Definition 1 (Optimality): A rate vector r * = (r * 1 , . . . , r * N ) achieved under a certain transmission strategy is optimal if increasing either one of r * i , i = 1, . . . , N will result in a new rate vector that violates (2)-(3).
For the system to scale as N grows, there should be a balance between the download rate at each node and its contribution. We thus define a fairness measure as follows:
Definition 2 (Fairness): A rate vector r = (r 1 , . . . , r N ) achieved under a certain transmission strategy is fair if
Although (2)- (3) form a necessary condition for the rate vector r to be achievable, it is not a sufficient condition. Under the special case of unbounded download capacity and uniform downloading rates, i.e., D i = ∞ for all i, and r i = r for all i, (2)-(3) are simplified to the following:
Under the assumption that the content to be broadcast forms a flow, i.e., the content is infinitely divisible, it is a well known result that (4) can be achieved with equality by packing spanning trees of depth at most two [1] - [3] . When blocks are sufficiently small, whatever rate vectors that can be achieved at a flow level will be achieved under the time-slotted packetized workload with a vanishing error. However, tree-packing algorithms are usually centralized. Their distributed implementation, e.g., the primal-dual algorithm [5] for tree construction and rate allocation, is complicated, requiring non-negligible control message passing between nodes, and may not be stable or adapt well in the presence of node dynamics.
Randomized gossip [6] , [8] provides an alternative solution with unique benefits over tree-based algorithms. In a gossip algorithm, each node selects random receivers to send blocks to in each time slot. Due to their simplicity, randomized gossip algorithms are easy to implement, extremely scalable and inherently resilient to node dynamics. Nonetheless, these algorithms are usually believed to be best-effort algorithms that do not guarantee the optimal performance.
Under the time-slotted model, when U v = 1 for all v ∈ V , a well known bound of download finish time [8] is that, if each node has a sufficiently large download capacity, i.e., D v = ∞, ∀v ∈ V , the finish time of the last node max v T v (k), or the broadcast finish time, must satisfy
because it takes at least k slots for the last block to emerge from the source, and a further log 2 N slots for that block to reach all users. It has been shown in [9] , [10] that fully centralized block scheduling can achieve (5) with equality. When N = O(k), under the centralized optimal strategy, for all i ∈ {1, . . . , N },
Since r * i ≤ U s = 1, we have r * i = 1, which also conforms to the optimality criterion in Definition 1.
However, no decentralized randomized gossip algorithms are known to achieve the optimal rate. It is shown in [8] that it takes 9(k + log N ) time slots to spread k blocks to N receivers based on a block scheduling protocol using both pushes and pulls, without buffer state exchanges between nodes. For network coding, it is shown in [6] that if each node holds one of the k blocks at the beginning, and in each time slot each node transmits a coded block to a random receiver using network coding, the download finish time of the last node is ck + O(
, where c is a constant around 3 − 6. Although these results imply orderoptimal download rates, there still exists a performance gap between these algorithms and the optimal centralized strategy.
If buffer state exchanges between nodes are allowed, it is shown in [8] that the download finish time can be reduced to N + log(N ), if k = N and each node holds one distinct block to start with. This leads to an asymptotically optimal download rate of 1 at each node. With the requirement of node state reconciliation, a related result [4] shows that if each node u always transmits to a node v that maximizes the difference between the sets of blocks that u and v possess, the optimal broadcast rate can be achieved. However, it is theoretically shown [11] that a major obstacle of gossip protocols that require state exchanges is that their success critically depends on the accuracy and frequency of state updates.
In order to model realistic P2P networks more closely, in this paper, we consider the case where k blocks are only possessed by the source as an initial state. Different from previous works [1] - [6] , [8] , [9] that assume unbounded node download capacities, in this paper, we consider the general and more practical case with both node upload and download bandwidth constraints. We ask the question -is there a simple decentralized algorithm that requires almost no state exchanges between nodes, but can still achieve optimal download rates at the nodes?
In this paper, we advance the theoretical understanding of the benefit of network coding in P2P broadcast, by proving that if coding is allowed, simple randomized receiver selection and rate allocation, which requires no buffer state exchange, will achieve the optimal download rates in an asymptotic sense. We derive theoretical results in both homogeneous and heterogeneous networks as k and N scale.
IV. MAIN RESULTS AND DISCUSSIONS
We define a homogeneous network as a network where U v = 1 for all v ∈ V , and a heterogeneous network as a network with non-uniform node upload capacities. In all cases, our proposed algorithms apply to any finite
For homogeneous networks, we define the following simple randomized receiver selection algorithms:
Random Receiver Selection. In each time slot, starting from an arbitrary node, following a random order, each node u ∈ V randomly selects another node v ∈ V that has not been chosen in this slot as its receiver.
Random Sender-Receiver Matching. In each time slot, the sender-receiver pairs form a random matching between all upload and download ports of the nodes such that no node is uploading to itself.
In the worst case of random receiver selection, the node that chooses last may end up with no choice but choosing itself as a receiver. Random sender-receiver matching is thus a stronger version of random receiver selection. It is easy to check that under both algorithms, a node can download at most 1 block in each time slot. Thus, these algorithms apply to any finite
For heterogeneous networks, recall that the upload or download capacity is a multiple of the unit bandwidth, which represents the ability to transmit one block in one time slot. We define the following simple randomized rate allocation scheme for the case of symmetric bandwidth, i.e., D v = U v , for all v ∈ V . Without sacrificing performance, the case of asymmetric bandwidth can be converted to the symmetric case.
Random Rate Allocation. Assume symmetric bandwidth. In each time slot, starting from an arbitrary node, following a random order, each node v ∈ V allocates every unit of its upload bandwidth to a random available download bandwidth unit of any node, until all its U v upload bandwidth is allocated.
For the asymmetric case of D v > U v , we let D v = U v and only use the D v part of the download bandwidth of node v. Thus, we arrive at the same situation as in the symmetric case, and the random rate allocation can be applied accordingly.
As k scales while N is fixed, we have the following theorem for homogeneous networks.
Theorem 1: Assume the network is homogeneous with
If random sender-receiver matching is applied with random network coding, then with probability 1, the asymptotic download rate of node i is
Furthermore, if random receiver selection is applied with random network coding, with probability 1,
Apparently, in homogeneous networks, r i = 1 for i = 1, . . . , N form an optimal rate vector by Definition 1, and both (7) and (8) give fair rate vectors by Definition 2.
There are several implications from this theorem. First, as compared to [6] that shows network coding based gossip is order-optimal in homogeneous networks with unbounded download capacity, Theorem 1 proves that if coding is allowed, simple randomized receiver selection can be absolutely optimal as k scales, even if both node upload and download capacities are constrained. Second, Theorem 1 implies that if network coding is allowed, a fair and optimal (7) or an approximately optimal (8) rate vector can be achieved using simple randomized receiver selection algorithms, whose decentralized implementation is much more feasible in practice than a treebased approach. Randomized algorithms are also naturally resilient to node dynamics, with no need for structural updates or maintenance.
Furthermore, other known optimal decentralized algorithms based on block scheduling [4] require non-trivial buffer reconciliation. For example, the optimal scheduling algorithm in [4] requires each node u to transmit to a node v that maximizes the difference between the sets of blocks that u and v possess. The buffer reconciliation overhead grows rapidly as N scales. On the other hand, frequent and accurate buffer state exchanges are always hard to achieve, an important factor that leads to inefficiency in mesh-based P2P systems [11] . The use of network coding completely eliminates any buffer state exchanges or reconciliation, making the protocol simpler and more robust.
For heterogeneous networks, we can generalize Theorem 1 to have the following theorem:
Theorem 2: Assume the network is heterogeneous with
If random rate allocation is applied with random network coding, for i = 1, . . . , N , with probability 1, the asymptotic download rate of node i is
While most prior work [4] , [6] , [8] focuses on homogeneous networks, Theorem 2 shows that for heterogeneous networks, with network coding, even simple randomized rate allocation independent of node buffer states can achieve fair and approximately optimal rates for sufficiently large N . In other words, node i finishes downloading all k blocks at time T i (k) ≈ k/U i as k scales. Since the total download rate of all the nodes cannot exceed the total upload rate, it is intuitively fair that each node enjoys an asymptotic download rate that is proportional to its upload contribution.
Finally, as both k and N scale, we have the following result for the expected time-average download rate:
Theorem 3: Assume the network is homogeneous with
Theorem 3 implies that if k = Ω(N 2 ), as N scales, the expected download rate of each node in the long run is at least 63% of the optimal rate. In general, the use of network coding decouples block selection (encoding) and rate allocation into two completely independent processes, each of which can be realized using simple online randomized algorithms.
V. THE ASYMPTOTIC OPTIMALITY
In this section, we develop the proof of Theorem 1 that shows the optimality of the proposed random receiver selection with coding in homogeneous networks as k scales while N is fixed. We also extend the results to heterogeneous networks and prove Theorem 2, which demonstrates the sufficiency of random rate allocation when coding is allowed.
A. Intuitions behind Theorem 1
We consider a trellis graph G * = (V * , E * ) constructed from the nodes V , as shown in Fig. 2 . For all v ∈ V , let v t ∈ V * represent node v at time t. There is a directed edge of capacity 1 joining v t and u t+1 if node v transmits a packet to node u at time t. To model the information accumulation at the nodes, for each node v ∈ V , we link v t along the time line with edges of infinite capacity, denoted by the dashed lines. We have the following lemma given by Yeung [7] :
Lemma 1: Let maxflow(v t ) be the value of the maximum flow from node s 0 to node v t ∈ V * . Given any receiver selection schedule, the number of linearly independent blocks that a node v can obtain by time t, B v (t), has the upper bound
Furthermore, (11) is achieved with equality by applying a random linear code at each node over a sufficiently large finite field [12] . Given k blocks for distribution, (11) follows directly from the celebrated max-flow bound for multicast in acyclic graphs [13]. Furthermore, according to [12] , random network coding achieves this upper bound with high probability for a sufficiently large field size. If in each slot, the sender-receiver pairs form a random matching between all the upload and download ports of the nodes such that no node is uploading to itself, we can thus transform the trellis in Fig. 2 into an equivalent trellis in Fig. 3 , which consists of N +1 stripes of solid edges with cross-stripe dashed edges. Let us consider a particular node v and analyze maxflow(v t ) at time t. Two paths in Fig. 3 are considered edge-disjoint, if they do not share any solid edge of capacity 1. Note that a path can only go from the left to the right. A max-flow from s 0 to v t equals to the number of all edgedisjoint paths, each from a certain s τ1 to a certain v τ2 for 0 ≤ τ 1 < τ 2 ≤ t.
For each s τ in Fig. 3 , there is a path of solid edges from s τ to the first v after s τ in the same stripe. We call such a v a descended v, e.g., node 1 at time 1, such an s a descending s, and such a path a descended path associated with node v. If a v is not descended, we call it a free v, e.g., node 1 at time 4. And if an s is not descending, we call it a free s. Clearly, all the descended paths for node v are edge-disjoint from each other. The question is, how many more edge-disjoint paths into free v's can we find?
For a free v at time τ 2 ≤ t, v f ree τ2 , we let it trace back to some s f ree τ1 in a different stripe via a third node u, and consider the cross-stripe path:
such that τ 1 + 1 < τ 2 − 1. Note that u τ1+1 must succeed s f ree τ1 in the same stripe, while u τ2−1 must precede v f ree τ2 in the same stripe. u τ1+1 can be connected to u τ2−1 via u's through dashed edges. The examples of such cross-stripe paths are the grey paths s 2 → 3 → 3 → 2 and s 1 → 1 → 1 → 3 in Fig. 3 . Now we conjecture that for every u τ2−1 , v f ree τ2 pair in one stripe, there is a corresponding pair s f ree τ1 , u τ1+1 in another stripe with τ 1 + 1 < τ 2 − 1, and vice versa. If this is true, for every v f ree τ2 , we can find a cross-stripe path s f ree τ1
that is edge-disjoint from all other cross-stripe or descended paths into v's.
For example, if v is node 2, then s 2 is a free s w.r.t. node 2, and can thus initiate a cross-stripe path into the free node 2 at time 5: s 2 → 3 → 3 → 2. This path is edge-disjoint from any descended paths into node 2 in stripe 2 or stripe 3, and from any other cross-stripe paths into free node 2's of the same kind. We will show that by the law of large numbers, for large t this conjecture holds with high probability. At time t, there are t node v's in total in the trellis of Fig. 3 . Since each of them is the tail of an edge-disjoint path headed by a different s τ , maxflow(v t ) is almost t, leading to a download rate of r v = lim t→∞ maxflow(v t )/t = 1.
B. Proving Theorem 1
The following lemma plays a key role in proving Theorem 1.
Lemma 2: Corollary of Strong Law of Large Numbers:
2 , . . . be two sequences of IID random variables following the same distribution with a finite mean X. The two sequences are not necessarily independent from each other. Let S
i . Then for any > 0, δ > 0, there is an integer n 0 ( , δ) such that
Proof: By the strong law of large numbers [14] , for any > 0 and δ > 0, there is an integer n 0 ( , δ ) such that
By the union bound,
Then we have
Pr(
Setting δ = 2δ and = 2 , we have proved the lemma.
Proof of Theorem 1:
We first prove (7) for the case of random sender-receiver matching. Let us consider a particular node v and characterize maxflow(v t ) at time t. In each slot, the sender-receiver pairs form a random matching between all the upload and download ports of the nodes, such that no node is uploading to itself. As a result, each stripe in Fig. 3 forms a random walk with the same transition matrix P = [p ij ]:
Apparently, stripes 2, . . . , N +1 are delayed renewal processes of stripe 1 headed by s. Let us first consider the v's in stripe 2. Since each descended v in stripe 2 is the tail of an edgedisjoint descended path, we want to know whether each free v in stripe 2 is also the tail of an edge-disjoint path.
Consider the renewal process of visiting a free s followed by u ∈ V \{s, v} in stripe 1, {N
(1) (t); t ≥ 0}, with inter-renewal intervals {X (1) n ; n ≥ 1} and renewal epochs {S (1) n ; n ≥ 1}. Consider another renewal process of visiting a free v preceded by the same intermediate node u in stripe 2, {N (2) (t); t ≥ 0}, with inter-renewal intervals {X (2) n ; n ≥ 1} and renewal epochs {S (2) n ; n ≥ 1}. A v in stripe 2 is a free v with probability
which is the probability given this v, another v appears in stripe 2 before any s. Similarly, an s in stripe 1 is a free s with the same probability (N −1)/2N . Furthermore, a free s is followed by a node u ∈ V \{s, v} in stripe 1 with probability 1/(N − 1), which equals to the probability that a free v is preceded by u in stripe 2.
Since the process of visiting v in stripe 2 is a delayed renewal process of visiting s in stripe 1, {N (2) (t); t ≥ 0} is also a delayed renewal process of {N (1) (t); t ≥ 0}. Thus, {X (1) n ; n ≥ 1} and {X (2) n ; n ≥ 2} are two identical (not independent) IID sequences, with
By Lemma 2, for any arbitrarily small > 0 and δ > 0, and a sufficiently large integer k 0 , there is an integer n 0 ( , δ) such that Pr(
If we delay the starting time of {N (2) (t); t ≥ 0} by ∆t = k 0 +3 and obtain another renewal process {N (2) (t); t ≥ ∆t}, where
Then for each integer m ∈ [n 0 , k 0 ], the m th renewal epoch in {N (2) (t); t ≥ k 0 + 3} is greater than the m th renewal epoch in {N
(1) (t); t ≥ 0} by at least 3 time slots w.h.p. As a result, by time S 
n ] with probability 1
As each descended v in stripe 2 incurs an edge-disjoint descended path, we have the contribution from descended v's
Since the renewal process of visiting a node v ∈ V in each stripe is a delayed renewal process of visiting v in stripe 1, we can pair up the free v's in stripe i with free s's in stripe i − 1 in a similar way, for i = 2, . . . , N + 1 (stripe 1 can be paired up with stripe N + 1). Therefore,
To prove (8) for the case of random receiver selection, we notice that if each node v ∈ V randomly selects another node u ∈ V that has not been chosen in this slot, only the last node may have to upload to itself. The probability that v is the last node to choose its receiver in this slot is 1/(N + 1). Given that v chooses its receiver last, the probability that v has to choose itself is the probability that none of the previous N nodes chooses v as its receiver, which is at most
since the first node fails to choose v with probability 1− 1 N , and conditioned on that all previous nodes did not choose v, the j th node fails to choose v with probability at most 1 − 1 N −(j−2) , 2 ≤ j ≤ N . Hence, the probability that a node v is preceded by another v in the same stripe is at most 1 N (N +1) , which is also the probability that an s immediately precedes another s. These v's and s's do not contribute to the maximum flow, i.e., at most loss on the download rate of each node, proving (8).
C. Heterogeneous Node Capacity
We now prove Theorem 2. For a heterogeneous network with nodes V , each v ∈ V with upload capacity U v can be decomposed into U v child nodes C(v), each of unit upload and download capacity. The entire heterogeneous network is thus transformed into a homogeneous network of nodes V = v∈V C(v), where
Random rate allocation now translates to the following: in each time slot, following a random order, each node u ∈ V randomly selects another node v ∈ V that has not been chosen in this slot as its receiver. According to the preceding analysis, if each u ∈ V always chooses a v ∈ V such that P (u ) = P (v ), then each v ∈ V has an asymptotic download rate of r v = 1 in the transformed network. However, each u ∈ V chooses a v ∈ V that has the same parent with probability
This contributes to the fraction of loss in the download rate of P (u ). Similar to the proof of (8), we have the result that the asymptotic download rate of each parent node v ∈ V \{s} is
proving Theorem 2.
VI. THE PERFORMANCE LOWER BOUND
We now let both N and k scale and prove the performance lower bound given in Theorem 3. We first prove an intermediate result outlined in the following theorem, the proof of which makes use of Lemma 3 and Lemma 4.
Theorem 4:
Assume the source blocks form a stream, i.e., k → ∞. If random receiver selection is applied with random network coding, as N scales, for any constants c > 0 and 0 < δ < 1, by time
the following bound holds for all v ∈ V \{s}:
Lemma 3: Chernoff Bounds for Exponential Random Variables: Let X 1 , X 2 , . . . , X n be IID exponential variables such that Pr(
For any 0 < δ < 1,
Proof: The proof follows the standard practice of deriving Chernoff bounds [15] and is omitted here. Lemma 4: Let X
1 , X
2 , . . . and X
2 , . . . be two sequences of IID random variables following the same exponential distribution with mean 1/λ. The two sequences are not necessarily independent from each other. Let S
n ] = n/λ. Then for any 0 < δ < 1 and any integer n ≥ 1,
n ≤ 2δµ n . Hence, we have
where the second inequality is due to the union bound and Lemma 3.
Proof of Theorem 4: Considering a particular receiver node v ∈ V \{s}, we have
Referring to Fig. 3 , by time t, the number of v's that appear in the trellis is t. Each v is a descended v with probability
Now we bound the flow contributed by free v's E[flow(v f ree t )]. By time
the probability that s does not appear in a certain stripe is less than
Thus, at time t 1 , the expected number of stripes that contain at least one s is at least N . In other words, starting from time t 1 = (N + 1) ln(N + 1), the free s's in these N stripes can contribute to the flow received by free v's. Since the behavior of the trellis in (t 1 , t] is independent of its behavior in [0, t 1 ), to compute E[flow(v f ree t )], we can consider the flow contribution of each stripe, multiplied by the expected number of stripes, N , that can contribute to the flow received by free v's starting from time t 1 .
We aim to show that at time t = cN (N + 1)(1 + 2δ) + (N + 1) ln(N + 1),
Use S j to denote the set of all the j th free s's in each stripe starting from time t 1 = (N + 1) ln(N + 1) . Use V j to denote the set of all the j th free v's in each stripe starting from time
Let j max denote the maximum j such that the timestamps of every s ∈ S j and every v ∈ V j are no more than t. Recall that an element s ∈ S j can be matched with an element v ∈ V j to form an edge-disjoint path, if 1. s is succeeded by a node u in its own stripe while v is preceded by the same node u in its own stripe; 2. the timestamp of s is smaller than the timestamp of v by at least 3 time slots. Let M j be a matching between the elements in S j and the elements in V j so that conditions 1 and 2 are satisfied. Clearly, we have
The roadmap of the rest of the analysis is described as follows. First, we will show that the number of free s's in each stripe during the interval [t 1 , t − 2δcN (N + 1)] equals to the number of free v's in each stripe during the interval [t 2 , t], and equals to 1 2 cN + o(N ). If this is true, and if conditions 1 and 2 were ignored, considering N stripes, the total number of (s, v) pairs in 1≤j≤jmax M j would be at least
. Furthermore, let us define L 1 and L 2 as the numbers of (s, v) pairs in 1≤j≤jmax M j that violate conditions 1 and 2, respectively. By the union bound, we can then obtain 
This means Y N +1 is asymptotically exponential with mean 1. Since each s is a free s with probability N −1 2N → 1/2, the inter-arrival time X between free s's in a stripe satisfies that X = X N +1 is asymptotically exponential with mean 2 [14] . Let τ = t N +1 and define a rescaled process of N s (t) as
Then N s (τ ) is a Poisson process with mean inter-arrival time X = 2.
According to the strong law for renewal processes (pp. 60 [14] ), with probability 1, the number of free s's in process
Similarly, the number of free v's in each stripe during the interval [t 2 , t] is also 1 2 cN + o(N ) with probability 1. As N stripes are considered, the expected number of (s, v) pairs in M j given that condition 1 and 2 are ignored is at least
Next, we consider condition 1 and bound E[L 1 ] from above. Since each s ∈ S j must have a different timestamp in the trellis, each s ∈ S j is independently succeeded by u ∈ V \{s} with probability 1/N . View the succeeding nodes u's as bins, and s ∈ S j as balls, we have a classical problem of throwing |S j | balls into N bins [15] . The expected number of empty bins is
In other words, on expectation, e −1 N distinct nodes in V \{s} do not succeed any s ∈ S j . Similarly, on expectation, e −1 N distinct nodes in V \{v} do not precede any v in V j . In the worst case, a matching M j of size at least (1 − 2e −1 )N can be formed between s ∈ S j and v ∈ V j so that condition 1 is satisfied. Hence,
Finally, we consider condition 2 and bound E[L 2 ] from above. Recall that the time-rescaled process of visiting free s's in each stripe N s (τ ) is a Poisson process. Since t 2 − t 1 = 2δc(N + 1) + 3, by Lemma 4, each (s, v) pair in M j violates condition 2 with probability at most
Let β 1 = e δ /(1 + δ) and β 2 = e −δ /(1 − δ). Considering N stripes, we thus have
Combining (37), (38), (42), (44), (46), we obtain (35). Combining (33) and (35), we have arrived at (27) and proved the theorem.
We can now prove Theorem 3 based on Theorem 4. As long as k is large enough and network coding is applied, by Lemma 1, B v (t) = maxflow(v t ). By Theorem 4, if t obeys the scaling in (26), we have that
holds for any arbitrarily small constant δ > 0. This is equivalent to lim N →∞
, proving the bound in Theorem 3.
VII. SIMULATION RESULTS
We conduct simulations to substantiate and complement our theoretical observations. We first consider a homogeneous network of size |V | = 100 and broadcast k blocks from a single source to N = 99 receiver nodes, using random receiver selection with random network coding done in GF (2 8 ). Each node has U v = D v = 1. In Fig. 4 , we vary k and for each k, plot plot the obvious upper bound E[B v (t)]/t = 1 and the lower bound E[B v (t)]/t = 1 − e −1 inspired by Theorem 3. We derive several useful observations from Fig. 4 . First, we find as k increases to a large value with N fixed, E[B v (t)]/t approaches 1 for sufficiently large t before all the nodes finish downloading. Second, recall that max v T v (k) is the finish time of the last node. We observe that max v T v (k) = k + 7 = k + log 2 N for all k's in Fig. 4 , which is the lowest possible broadcast finish time by (5) . The same observation holds for larger k's. Hence, we have lim k→∞ k/ max v T v (k) → 1, substantiating the correctness of Theorem 1. It is also interesting to note that the slow download rates at the beginning and near the end account for the delay log 2 N in broadcast finish time, while in the middle the download rate of each node is almost 1. Third, we observe that with a sufficiently large t, E[B v (t)]/t will always fall above the lower bound outlined by Theorem 3 even if k = Ω(N 2 ) does not hold. Therefore, for any ranges of N and k values, we can be much more optimistic about the practical performance of random receiver selection with network coding than the lower bound proved in Theorem 3 with theoretical rigor.
We further fix k to 50, and plot E[B v (t)] over time t during the download process in Fig. 5 for different N 's. We observe that as N varies from 16 to 8192, the broadcast finish time increases from 55 to only 63. This confirms that with network coding allowed, a protocol as simple as random receiver selection behaves near the optimal protocol, achieving an asymptotic download rate of 1 per node and a broadcast finish time close to the optimal value k + log 2 N .
VIII. CONCLUDING REMARKS
Motivated by content dissemination in P2P networks, we consider the problem of broadcasting k blocks to N nodes from a single source, with both node upload and download capacity constraints. We prove that in homogeneous networks with coding allowed, simple randomized receiver selection can achieve optimal download rates as k scales. In heterogeneous networks, optimal and fair download rates at the nodes can be approximately achieved by randomized rate allocation with network coding for a large k. We also give a performance lower bound of coded randomized broadcast when both k and N scale. Results from this paper reveal that network coding not only eases block scheduling in P2P content dissemination, but also enables the use of simple randomized broadcast protocols to achieve optimal performance, which was only previously known to be achievable with elaborate tree construction or protocols with non-trivial node state exchanges.
