Abstract U -statistics of spatial point processes given by a density with respect to a Poisson process are investigated. In the first half of the paper general relations are derived for the moments of the functionals using kernels from the Wiener-Itô chaos expansion. In the second half we obtain more explicit results for a system of U -statistics of some parametric models in stochastic geometry. In the logaritmic form functionals are connected to Gibbs models. There is an inequality between moments of Poisson and non-Poisson functionals in this case, and we have a version of the central limit theorem in the Poisson case.
Introduction
Recently the investigation of functionals of Poisson point processes using differences and Wiener-Itô chaos expansion has been developed, cf. [3] . In [9] central limit theorems for U -statistics of Poisson processes were derived based on Malliavin calculus and the Stein method. In the present paper we study functionals of non-Poisson point processes given by a density w.r.t. a Poisson process. Instead of modification of a general approach to moments for Poisson processes [4] using the diagram formula [7] we apply the L 2 expansion of a product of functionals [3] . Specially U -statistics are of interest and formulas for their moments, more explicitly for the mean and covariance, are derived which involve conditional intensities. The product of a functional and a density is further studied in a logarithmic form using the characterization theorem for Gibbs processes from [1] .
In the second part of the paper parametric models for point processes of interacting particles [5] are investigated as a special case of the general theory. We concentrate on lower-dimensional particles, namely interacting segments in the plane and interacting plates in the three-dimensional space. Their natural U -statistics correspond to the total length (area) and characteristics of intersections. First and second moments are presented in a closed form using explicit formulas for conditional intensities. Limitations on the parameter space are indicated which allow for repulsive interactions. Finally in the Poisson case using results from [4] the central limit theorem for a vector of U -statistics of the model is discussed.
Moments of functionals of point processes having a density
Consider a bounded Borel set B ⊂ R d with Lebesgue measure |B| > 0 and a measurable space (N, N ) of integer-valued finite measures on B. N is the smallest σ-algebra which makes the mappings x → x(A) measurable for all Borel sets A ⊂ B and all x ∈ N. A random element having a.s. values in (N, N ) is called a finite point process. Let a Poisson point process η on B have finite intensity measure λ with no atoms and distribution P η on N . We consider a finite point process µ on B given by a density p w.r.t. η, i.e. with distribution
where p : N → R + is measurable satisfying
For a measurable functional F : N → R, F (µ) is a random variable. As described in [1] , p.61, integer-valued finite measures can be represented in this context by n-tuples of points corresponding to their support (n is variable). Throughout the paper we will apply this representation without using its explicit notation from [1] . We deal with L p spaces, 1 ≤ p < +∞, of functions on various measure spaces. For F ∈ L 1 (P µ ) it holds
We formulate this assertion in terms of moments of a functional.
specially for the mean and variance we have
For a functional F, y ∈ B, one defines the difference operator D y F for a point process µ as a random variable
where δ y is a Dirac measure at the point y. Inductively for n ≥ 2 and (y 1 , . . . , y n ) ∈ B n we define a function
where
..,yn is symmetric in y 1 , . . . , y n and symmetric functions T µ n F on B n are defined as
, whenever the expectations exist. We write T n F for T η n F. For the functionals of a Poisson process Theorem 1.1 in [3] 
where ., . n is the scalar product in L 2 (λ n ). Using the Wiener-Itô chaos expansion and diagram formula, [4] in Corollary 3.5 derive a general formula for m-th moment of a functional of the Poisson process. Instead of trying to modify this formula to F p 1 m in order to obtain EF m (µ), we use (5) to get explicit formulas for the first two moments in the case of U -statistics.
Explicit formulas for U-statistics
A U -statistic F of order k ∈ N driven by a function f is a functional of a finite point process µ defined as
where f : B → R is a function symmetric w.r.t. to the permutations of its variables, f ∈ L 1 (λ k ). Here µ k = is the set of k-tuples of different points of µ. By the Campbell theorem [10] we have
It is easily derived [9] that for U -statistic of order k it holds
for n ≤ k, D n y1,...,yn F = 0 for n > k. Then from the Campbell theorem
Let µ be a finite point process with density p satisfying
for allx ⊂ x. For the (Papangelou) conditional intensity of µ, see [1] , it holds
here probability P (u ∈ µ) = 0. For n ≥ 1 we use analogously a.s.
the conditional intensity of n-th order of µ, λ * 0 ≡ 1. We observe that λ * n is symmetric in the variables u 1 , . . . , u n . A point process µ with conditional intensity λ * has intensity function
Lemma 2. It holds
where |J| is the cardinality of J, assuming that the expectations exist.
and (12) follows. (2) and (5) with Ep(η) = 1 we claim that
For two U -statistics F, G of order k, l driven by f, g, respectively, we have
Only terms where y is among variables (either in one or both sums) in the first product on the right side do not cancel with any term in the second product. Thus for the second difference there is one place less for variables (since y is fixed). After k + l differences all places are occupied and D k+l y1,...,y k+l is independent of the Poisson process. Therefore the (k + l + 1)-st difference is zero and (14) holds for a product of two functionals. From the same reasoning with more than two U -statistics (13) follows. Next we evaluate the first and second moments more explicitly.
Proof: Denote C n j the set of all combinations c = {c 1 , . . . , c j } from {1, . . . , n}. We put (9) and (12) into (13) with m = 1 and obtain
The cardinality of C n j is n j and the identity
holds, see [2] , p.39, identity 11. Thus for each fixed j < k it follows that the inner sum over n in (16) vanishes, while the remaining value j = k yields the result.
Proof: The product F G of U -statistics is a sum of k + 1 terms, which are sums (over k + j distinct points from µ) of products f (x 1 , . . . x k )g(y 1 , . . . y l ), where k − j variables appear simultaneously in both lists of variables of the product, j = 0, 1, . . . , k. Their first occurence is independent of the order (since all orders are present in the inner sum) while their second occurence is dependent on the order. Therefore coefficients at the inner sums are equal to
which leads to the result. Let in Lemma 3
We have that h is not necessarily symmetric in all l + j variables, so we use its symmetrizationh
where π l+j is the set of all permutations of indices 1, . . . , l + j.
Proof: Expectation of (17) is a linear combination of expectations of
. . , k, so we can apply Theorem 2 to H j (µ), j = 0, . . . , k, and from Lemma 3 the result follows. The assumptions of the above Theorems can be verified using formula for the expectation of a nonnegative functional of a Poisson process, see [6] , p.15:
Example 1. Consider k = 1, C ⊂ B measurable and U -statistic
Let β > 0, 0 ≤ γ ≤ 1, r > 0 be parameters, µ a Strauss point process [1] on B ⊂ R d bounded with density
w.r.t. the Poisson point process with Lebesgue intensity measure λ, α is the normalizing constant, n(x) the number of points in x ∈ N. Here conditional intensities
where t(u, x) = y∈x 1 
. and constant intensity function β, cf. (11). An easy exercise is to verify that formula (7) for η β is a special case of (18).

Functionals in logaritmic form
In Lemma 1 we used the relation
where η is a Poisson process and µ a point process with probability density p w.r.t. η. Consider a functional on N H m = log(F m p) = m log F + log p, m = 1, 2, . . .
under the assumption H m ∈ L 1 (P η ). From Jensen inequality we have
According to Theorem 4.3 in [1] λ * (u, x), x ∈ N, u ∈ B, is a conditional intensity of a point process µ satisfying (10) if and only if it can be expressed in the form
where V k : B k → R ∪ {−∞} is called the potential of order k. Then the density is that of a Gibbs process
Consequently
is a sum of a constant and U -statistics. Assume that there is only a finite number l of sums on the right side of (23) and further that
Then log F is a U -statistics of order k and H m is a finite sum of U -statistics.
Stochastic geometry functionals
Let B ⊂ R l , l ∈ N be a bounded Borel set with positive Lebesgue measure, X a germ-grain process [10] of germs z ∈ B and compact grains K z ⊂ R l , typically z ∈ K z . For a realization x of the germ-grain process denote U x the union of all grains. Consider a probability density [5] p(x) = c −1
of X w.r.t. a given reference Poisson point process η. Here ν = (ν 1 , . . . , ν d ) is a vector of real parameters, c ν a normalizing constant, G(U x ) ∈ R d is a vector of geometrical characteristics of U x . In the exponent of (26) there is the scalar product in R d . The intensity of the reference process depends on a specific model, we consider process of interacting segments in R 2 or interacting plates in R 3 where we study natural U -statistics. Consider first B ⊂ R 2 ,
where b > 0 is an upper bound for the segment length. (N, N ) is here the measurable space of integer-valued finite measures on Y or equivalently of ntuples of points of Y with variable n. The Poisson process η on Y has intensity measure λ,
where z denotes the location of the segment centre, r the segment length and φ its axial orientation, Q, V are probability measures, V nondegenerate, ρ a bounded intensity function of germs on B. The segment process µ has the density (26) with ν = (ν 1 , ν 2 ), we assume ν 2 ≤ 0 to guarantie that p is a probability density. Further
where L is the total length of all segments and N the total number of intersections between segments. Thus if l is the length of an individual segment
is U -statistics of the first order and
is U -statistics of the second order. Similarly we consider B ⊂ R 3 and a Poisson process η in
where S 2 is the unit hemisphere in R 3 , with intensity measure
where z denotes the location of circular plate centre, r the radius of the plate and φ its normal orientation. The point process µ of circular plates has the density (26) w.r.t. η with ν = (ν 1 , ν 2 , ν 3 ), we assume ν 2 ≤ 0, ν 3 ≤ 0. Further
where S is the total area of plates, L the total length of intersection lines and N the total number of intersection points of triplets of plates. Let A be the area of a single plate, l the length of a single intersection segment, we define
which is U -statistics of the first order,
is U -statistics of the second order and
is U -statistics of the third order.
In the following we obtain formulas for the first and second moments of these functionals defined for segment and plate processes. Consider the plate process, for x ∈ N, y, y i ∈ Y, y, y i / ∈ x we have
higher order diferences are equal to zero. Denote E µ (y) = exp(νD y G(U µ )), 
Theorem 4. For n = 1, . . . , 6 we have for the plate process µ with density (26), ν 2 ≤ 0, ν 3 ≤ 0, the conditional intensity of order n λ * n (y 1 , . . . , y n , µ) = E µ (y 1 , . . . , y n ) a.s.
Proof: It is P (y ∈ µ) = 0 for y ∈ Y and
Analogously we obtain the result for n = 3, . . . , 6, e.g. it holds
Theorem 5. Let µ be the process of circular plates on Y (32) with density (26),
. . , y 6 )).
Proof: Let us verify the assumptions of Theorems 2 and 3 from which the formulas follow. For x ∈ N with n(x) = n we have estimates
Since ν 2 ≤ 0, ν 3 ≤ 0 we have
and from (19)
Concerning the powers of U -statistics S(U x ), L(U x ), N (U x ) an analogous estimate of (19) is finite. From Theorem 3 one can also obtain explicit formulas for mixed moments of U -statistics, e.g.
We obtain similar results for the segment process µ in R 2 with U -statistics G(U x ) in (29). Here we have for y, y i ∈ Y (27), y,
.
Define analogously E µ (y) = exp(νD y G(U µ )), E µ (y 1 , . . . , y m ) = exp(νQ m ), m = 2, 3, 4,
Observe as in Theorem 4 that a.s. 
The asymptotic covariances are
a ) = T 1 F (i) (x)T 1 F (j) (x)λ(dx), i, j ∈ {1, . . . , l}. 
