Abstract
Introduction
Amharic is the official language of Ethiopia, currently having a population of over 80 million. The language is believed to be evolved from Geez, and today Amharic has become the second most widely spoken Semitic language in the world, next to Arabic. Along with dozens of other Ethiopian languages, Amharic uses Ethiopic script for writing. The Ethiopic script used by Amharic has 265 characters including 27 labialized (characters mostly representing two sounds, e.g. for ) and 34 base characters with six orders representing derived vocal sounds of the base character. The alphabet is written in a tabular format of seven columns where the first column represents the base characters and others represent their derived vocal sounds. Part of the alphabet is shown in Table 1 . Recognition of handwritten text has been studied for scripts such as Latin, Chinese, Arabic, etc., and several approaches have been proposed, with the most common techniques being neural networks, HMM, elastic matching, stroke analysis, and combinations of multiple classifiers [3] . The trend is now to use language models such as lexicon and part-of-speech tagger to improve the results [4] , [5] . In this work, we use structural and syntactic information of segmented words as a basis for recognition of handwritten Ethiopic text with the support of Amharic lexicon to optimize their recognition.
The recognition system
The proposed handwritten Amharic word recognition system analyses sequences of primitive strokes in pseudo-characters of segmented words to generate possible combinations of characters. Each character is are generated by matching pseudocharacters against a knowledge base which stores possibly occurring sequences of primitives and their spatial relationships for Ethiopic characters. Recognition of words is finally achieved by selecting the most likelihood combination of characters with respect to Amharic lexicon. The recognition system is illustrated in Fig. 1 , where dotted line boxes are iterative tasks, and the details are presented below. 
Text line detection and segmentation
The recognition system requires text lines, words and pseudo-characters to be segmented for analysis. We developed an algorithm for such segmentation tasks using direction field image. Pseudo-characters represent two or more physically connected characters, but hereafter we simply refer to them as characters.
Computation of direction field image
Direction field tensor S is a 2x2 matrix which computes the optimal direction of pixels in a local neighborhood of an image f [2] . It is computed as:
The integrals are implemented as convolutions with a Gaussian kernel, and Dx and Dy are derivative operators. The local direction vector is the most significant eigenvector modulated by the error differences (the difference of eigenvalues). This vector field is also known as the linear symmetry (LS) vector field and can be obtained directly by use of complex moments. The latter are defined as:
where m and n are non-negative integers. Among other orders, of interest to us are I10, I11, and I20 derived as:
In a local neighborhood of an image, I10 computes the ordinary gradient field; I11 measures gray value changes (the sum of eigenvalues of S); and I20 gives a complex value where its argument is the optimal direction of pixels in double angle representation and its magnitude is the local LS strength (the difference of eigenvalues of S). Pixels with low magnitude are said to be lacking LS property. As shown in Fig. 2 , I10 and I20 images can be displayed in color where the hue represents direction of pixels with the red color corresponding to the direction of zero degree. 
The segmentation process
Segmentation and text line detection is done on the direction field image (I20) in two passes. In the first pass, the image is traversed from top to down and pixels are grouped into two as blocked ( 
(5)
4. Word recognition
Analysis of primitive strokes
We use a set of primitive strokes and connectors as a basis for recognition of characters and words. Primitives in handwritten Ethiopic text are formed from vertical and diagonal lines and end points of horizontal lines, whereas connectors are defined as horizontal lines between two primitives. Primitives are further classified hierarchically based on their orientation or structure type, relative length with in the character, and relative spatial position. This classification scheme results in 15 types of primitives, each of which are assigned with three-digit numbers (each ranging from 6 to 9) where the digits represent orientation/structure type, relative length, and spatial position of primitives, respectively. Details of the classification are presented in [1] and summarized in Table 2 below. Pixels are grouped in to parts of primitives and connectors based on their optimal direction in the I20 image. After converting the double angle of I20 into a simple angle representation, pixels having LS properties and directions [0..60] degrees are considered as parts of primitives and those with directions (60..90] degrees are considered as parts of connectors. The extracted linear structures in the I20 image are mapped onto the I10 image to classify them into left and right edges of primitives. A primitive is then formed from the matching left and right edges. Primitives are then further classified using their direction, relative length, and spatial position.
Spatial relationships of primitives
Spatial relationship refers to the way two primitives are connected to each other with horizontal lines. A primitive can be connected to another at one or more of the following regions of the strokes: top (1), middle (2) , and bottom (3). The number 4 is used for cases where there is no connection. A connection between two primitives is represented by xy where x and y are numbers representing connection regions for the left and right primitives, respectively. Between two primitives, there can also be two or three connections, and a total of 18 spatial relationships are identified, which are listed as: 11 ( ), 12 ( ), 13 ( ), 21 ( 
Character Recognition
Since primitive trees are costly in terms of computation, we convert them into string data by traversing in the order of {left{top, middle, bottom}, parent, right {bottom, middle1, middle2, top}}, where a unique sequence of primitives and their spatial relationships is generated for each primitive tree. Recognition of unknown input is then achieved by finding the best match (with similarity above a threshold) of its primitive sequence against a knowledge base. The knowledge base stores possibly occurring sequences of primitives and their spatial relationships for each Ethiopic character. The recognition process is further exposed in detail in [1] .
(a) (b)
Lexical support
We assume that a word is a sequence of pseudocharacters called sub-words; a sub-word is a sequence of characters; and a character is a sequence of primitives and their spatial relationships. For each subword, a set of valid character sequences are generated by iteratively analyzing the sequences of primitives and their spatial relationships. As shown in Fig. 5 , for example, the primitives of the sub-word is analyzed to form valid sets of character sequences as:
and ( )}. In this iteration process, a word space W is generated which is represented as: W={{S11, S12, S13, …}, {S21, S22, S23, …}, …., {Ss1, Ss2, Ss3, …}} where Sij is the j th character sequence in the i th sub-word of W. Then, candidate words are formed from the possible combinations of a sequence of characters from each sub-word. Now, our goal is to find a word ω = {S1i, S2j, …, Ssp}, where p is the p th character sequence in sub-word s, with ω having an optimal confidence value. The confidence value of candidate words is computed as the average of character similarity of individual characters making up the candidate word and its lexical similarity. Character similarity measures how well the sequences of primitives are similar to that of the predicted characters in the knowledge base, and lexical similarity measures the similarity between candidate words and their nearest word in the lexicon. In Fig. 5 , bold arrows show paths of sequences of characters forming optimal confidence value for the handwritten word. 
Experiment
Amharic recognition of is one of the least studied areas and we were not able to get resources such as lexicon and handwriting databases available for research. Thus, we developed a database collected from 177 writers. The writers were provided with Amharic documents dealing with various real-life issues and they used ordinary pen and white papers for writing. A total of 307 pages were collected and scanned at a resolution of 300dpi, from which we extracted 10,932 distinct words to build the lexicon. The lexicon is organized as groups of flat data each sorted by the i th character of words to optimize searching. We then use binary searching algorithm to find a word containing a character c at its i th position, in which the worst case complexity becomes ( ) n O 2 log . For filtering operations of scanned texts, we used a symmetric Gaussian of 3x3 pixels. Word recognition result varies greatly on the quality of the handwriting. For good quality texts (words properly separated and characters not connected to each other), we achieved a recognition rate of 73% (top-1 choice) and 87% (top-5 choices). For poor quality texts, the recognition rate drops to 36% (top-1 choice) and 58% (top-5 choices). The errors arise mainly from word segmentation and recognition of interconnected characters.
Discussion and conclusion
We presented Amharic word recognition based on lexical support. We also proposed script-independent text line detection, and character and word segmentation algorithms based on the direction field image. The lexicon and database we developed can be used as a benchmark resource for further studies on recognition of Ethiopic script. Since we are encoding the relative size of primitives and pattern matching is based only on a knowledge base and lexicon, our recognition system does not require size normalization and training of characters or words. The recognition result can be improved by further employing statistical tools such as HMMs and neural networks. The system can be enhanced to sentence level recognition provided that the required language resources (e.g., part-ofspeech tagger) are made available. It can also be further applied to other Ethiopian languages.
