We develop new robust synthesis procedures for directionality compensation for linear exponentially stable multivariable plants incorporating both plant uncertainties and input saturations. The control structure is similar to those of anti-windup controls but requires the online solution of a low-order convex optimization. The condition for the existence of a compensator can be expressed as a feasibility problem involving a set of linear matrix inequalities (LMIs). We demonstrate the effectiveness of the design compared to several schemes using a highly ill-conditioned benchmark simulation example. [6] . Usually, a linear controller (possibly taking into account plant uncertainty but not saturations) is already designed to meet some stability and performance specifications. Then the system is augmented with a compensator to account for performance deterioration due to control input saturations.
I. INTRODUCTION
Control input saturations in an otherwise linear multivariable system can cause serious performance degradation and even instability [2] . This performance deterioration can be attributed to the widely studied windup phenomenon and the effects of directionality [2] , [3] , [4] , [5] , [6] . Usually, a linear controller (possibly taking into account plant uncertainty but not saturations) is already designed to meet some stability and performance specifications. Then the system is augmented with a compensator to account for performance deterioration due to control input saturations.
The literature distinguishes anti-windup design and directionality compensation; designs for both are proposed within the context of the a posteriori approach to compensation design for saturating multivariable systems. In anti-windup design the nonlinearities representing the actuator saturations are explicitly incorporated into the controller. Anti-windup designs are well-established with results covering convex synthesis (e.g. [7] , [8] ) and robustness considerations (e.g. [9] , [10] , [11] , [12] ). In directionality compensation the controller requires an online solution of a low-order quadratic program at each time step [4] , [5] , [13] , [6] , [14] . The resulting controller structure provides a framework for combining the optimality of a convex online optimization with the efficiency of convex offline synthesis of conventional anti-windup at moderate computational overhead. Usually, the online low-order optimization can be solved orders of magnitude faster than the plant's bandwidth [15] , [16] . Such schemes are beneficial especially for highly coupled and highly directional plants such as ill-conditioned plants [17] and have found relevance in embedded and real-time control applications (e.g. [18] , [19] ).
Existing directionality compensation schemes (e.g. [5] , [6] ) are generally based on the assumptions both of a perfect model and that the resulting structures inherit the stability of the unsaturated loop. In [17] , a linear anti-windup design framework for directionality compensation but under the assumption of a perfect model is proposed. This framework exploits the structure and the extra information available in the online optimization to guarantee closed-loop stability. In a related work [20] , a linear programming based procedure is suggested for the construction of a feasible directionality compensation. The work here extends the ideas in [17] to a case where the plant is subject to norm-bounded uncertainties. The main contribution of this paper is the convex synthesis of directionality compensation, taking into account plant uncertainty. The synthesis is reduced to a convex search over two static matrices which characterize the right coprime factorization of the plant.
Related to the work here are [9] , [10] , [12] where robustness is explicitly incorporated into the saturating anti-windup design framework. These approaches do not account explicitly for the directional characteristics of the plant and may be sufficient when directionality is not an issue. The proposed scheme appears as a generalization of certain anti-windup schemes which may be viewed as special cases (e.g. [10] , [21] , [12] ). The resulting controller structure involves an asymmetric static link in feedback with a quadratic program (QP). Well-posedness emerges as equivalent to feasibility of a corresponding linear complementarity problem (LCP)(see [22] ). Simulation example shows improved performance over both [5] and [12] .
We adopt the following notation throughout the paper. For a square matrix L ∈ R n×n , we write L = L T > 0 when L is symmetric positive definite and we write L > 0 when L is (possibly asymmetric) positive definite. The symbols ≻ ( ) and ≺ ( ) represent element by element inequalities. Following [23] , we define L 
II. PROBLEM STATEMENT AND FORMULATION

A. Plant and Linear Controller Descriptions
We prefer to consider the internal model control (IMC) structure for both anti-windup (illustrated in Fig. 1 ) and directionality compensation (illustrated in Fig. 2 ). It is a standard result that such a structure is equivalent to several other control structures [24] , [25] . The conventional IMC ( [3] ) is also known to be optimally robust for the saturated case, in that it preserves the robustness of the unsaturated loop to the same level of additive plant uncertainty [12] , [11] . The controller configuration of Fig. 2 involves a low order quadratic program which is solved online at each time step. The standard IMC closed loop of Fig. 1 is a special case where the controller nonlinearities are decentralized saturations representing the actuator nonlinearities. In general, the quadratic program is coupled and incorporates both the couplings and the directionalities in the plant. We define these nonlinearities in section II-B. The linear part of the plant is assumed to take the form where ∆ r is a bounded linear time-invariant operator satisfying ∆ r ∞ ≤ 1/γ r and W is a known frequency dependent stable transfer function or weighting. We denote the state space realizations of the nominal plant G 22 and its right coprime factorization G 22 = N M −1 as follows:
where F is such that A + BF is Hurwitz and E is any arbitrary invertible matrix. In the subsequent sections, the optimizing control synthesis problem is reduced to a convex search (in terms of F and E) over the space of all right coprime factors of the nominal plant satisfying the design objectives. The transfer function matrices Q 1 and Q 2 are the compensators to be designed and are related to the nominal IMC controller through
The IMC controller Q is assumed to have been designed to meet some acceptable nominal stability and performance criteria [3] . This implies that Q is such that the nominal closed-loop system
is internally stable. The signals y lin and u lin are the nominal closed-loop system output and linear control input respectively. The exogenous signals r and d represent the reference and the disturbance signals respectively. Suppose that K is a stabilizing error feedback controller. Then we can define the IMC controller as
B. Nonlinearity Characterization and Directionality Compensation
Considering Fig. 1 , the controller includes a saturation block modeled aŝ
For each time step, we simply write the input vector u(t) vector as u. For directionality compensation, we introduce a nonsingular preconditioner H r ∈ R m×m and a nonlinear map ξ(.) defined as where ||.|| denotes the Euclidean norm. The optimization problem stated in (7) is a constrained least distance problem [26] and may be considered a generalization of (6) to cases where the constraints are coupled. Note that by setting H r = I, u =ṽ and u =ũ, (7) reduces to the decentralized saturation (6) .
We express the artificial nonlinearity in Fig. 2 as
Since H r is nonsingular, we have that (8) is a strictly convex quadratic program (QP) involving the minimization of the Euclidean norm of the difference between Hv and Hu subject to simple bounds on optimization variable v. For the special case where H is diagonal or the identity, ψ(u) (as it is with ξ(u)) reduces to the decentralized saturation where v is clipped atû. In this respect, Hû may be far from Hu giving rise to directionality problems ( [5] , [6] ). It is expected that for some well-chosen H r , directionality issues will not arise as is the case with saturated inputs. Different choices of H r are discussed in [17] (also see [20] for a procedure for constructing H r based on linear programming).
In all cases, the nonlinearity (8) belongs to a very large class of coupled multivariable nonlinearities satisfying the generalized sector condition [27] 
The matrix H allows the incorporation of the plant's directional characteristics into the compensation design. We discus this in section III. For design insights, we restructure the directionality compensation configuration of Fig. 2 into the decoupled architecture of Fig. 3 where φ(.) is obtained from (8) as φ(u) = u − ψ(u) and the signals q ∆ and y d can be interpreted as fictitious disturbance signals perturbing the nominal plant output due to the presence of plant uncertainty ∆ r and the nonlinearity φ. In the spirit of ( [28] , [12] ) for saturation nonlinearities, we choose Q 2 such that (I + Q 2 ) −1 = M where M is a right coprime factor of G 22 defined in (3) . Then, the loop transmission around the nonlinearity φ(.) becomes (I − M ). The factorizations of Q can then be obtained as
C. Multivariable Algebraic Loop and Well-posedness
The decoupled representation of Fig. 3 contains an algebraic loop involving the feedback interconnection of φ(.) and the linear time invariant system (I + Q 2 ) −1 Q 2 . Using (11) and (3), we have that the interconnection is well-posed if the equationṡ
have a unique solution p φ for every (x, u z ). The well-posedness of such an interconnection has been previously studied for the saturated case (e.g. [10] , [7] , [29] ). In [30] , we showed that well-posedness is equivalent to the feasibility of a corresponding linear complementarity problem (LCP) for which efficient solution algorithms are well-established (also see [22] ). For the proposed framework, the LCP always has a unique solution. Hence the directionality compensator is guaranteed to be well-posed. We now state the control synthesis problem.
Problem Definition: Given a stable nominal plant G 22 which admits a right coprime factorization (3), a stable nominal Q and an admissible plant perturbation level γ r , synthesize the compensators Q 1 and Q 2 such that for all nonlinearities of the form (8) and satisfying (10), the interconnection of Fig. 2 (i) is well-posed, (ii) is stable, (iii) has some guaranteed level of performance γ p during nonlinear operation, and (iv) recovers the linear performance when there are no control saturations (i.e. when u = sat(u)). Remark 1: Well-posedness may not be an issue if we choose the constant matrix E in (3) as the identity (e.g. [12] ). With this restriction, the algebraic loop in Fig. 3 disappears and well-posedness is guaranteed by the uniqueness of the solution of the quadratic program represented by φ. Similarly, the choice of F = 0 corresponds to the conventional IMC structure (Q 1 = Q, Q 2 = 0) which guarantees closed-loop stability provided G 22 and Q are both stable. There is therefore always a choice of compensator that ensures items (i) and (ii) of the problem definition. However, we need a convex search over E in the synthesis procedure of section IV. We will therefore explore the flexibilities in the choice of F and E via a convex search to synthesis the optimal compensators Q 1 and Q 2 which guarantees both closed-loop stability and a given level of performance.
Remark 2: In the unconstrained case, when there are no input saturations, the optimal solution of ψ(.) corresponds to the unconstrained control input i.e. (v * = u); therefore item (iv) of the problem definition is automatically satisfied as the QP does not interfere with the linear performance of the control structure for small signals. Item (iii) depends on the choice of performance criterion and the channels to which the performance is associated.
III. AN INTEGRAL QUADRATIC CONSTRAINTS APPROACH TO ROBUST STABILITY AND
PERFORMANCE ANALYSIS Consider the standard feedback interconnection of Fig. 4 with the input-output map
so that the linear time invariant generalized plant Σ admits the following state-space representation The map from z to w represents the channel with which we would like to associate some performance criteria. Among various possible choices of performance measures, we will consider the induced L 2 gain.
In particular, we want to make the effects of the nonlinearity φ on both the input and output of the plant G as small as possible. From the decoupled representation of Fig. 3 , we have the following mappings
The map from q φ to y d dictates how the nonlinearity φ affects the plant output while the map from q ∆ to u z − u lin represents the combined effects of both the nonlinearity φ and the uncertainty ∆ r at the plant input. It is natural to specify the performance objective in terms of the L 2 gain from u lin to the output of the disturbance filter y d . Such a specification has been observed to be central to the anti-windup design problem [12] for the saturated case. We note that the framework of Fig. 4 allows the specification of different performance objectives such as for disturbance rejection [10] or the more general criteria [8] , [7] . The requirement that the induced L 2 gain of the map from z to w be less than γ p is equivalent to checking that the interconnection of Fig. 4 is stable for all unstructured ∆ p which is norm bounded by γ p . ∆ p can therefore be absorbed into the block diagonal ∆ for the purpose of performance analysis as is standard (e.g. [23] ).
Let
. Then, we can write the input-output map of Fig. 4 as
We will represent the state space realization of QW as
A. Available IQCs for the uncertainties (∆ r , ∆ p ) and the nonlinearity φ.
The norm-bound condition q ∆ = ∆ r p ∆ , ||∆ r || ∞ ≤ 1/γ r on the plant uncertainty ∆ r can be equivalently stated as requiring p ∆ 2 − γ 2 r q ∆ 2 ≥ 0. This can be expressed in the IQC notation as ∆ r ∈ IQC(Π ∆r ) with
Similarly, the L 2 gain performance condition in terms of the fictitious operator
As we are interested in convex synthesis of a suitable compensator, we consider only static IQC corresponding to the multivariable circle criterion for the nonlinearity. From (10), the input-output map of the nonlinearity φ(.) satisfies the generalized sector condition
for a positive scalar λ > 0. This can be stated as φ ∈ IQC(Π φ ) with
The block diagonal operator ∆ formed by the combination of ∆ r , φ and ∆ p i.e. ∆ = diag(∆ r , φ, ∆ p ) satisfies the IQC defined by
where
It is also possible to introduce weighting matrices W r and W p in the IQC definitions for ∆ r and ∆ p respectively to reflect the relative importance of robustness and performance [10] . With this, the top-left partition of (23) can be expressed as
The IQC approach of [23] can then be extended to perform robust performance analysis for the standard feedback interconnection of Fig 4. We first state the IQC theorem.
Theorem 1 (IQC Theorem [23] ): Let Σ be a stable transfer function matrix and let ∆ be a bounded causal operator, then the feedback interconnection of Σ and ∆ is stable if the following conditions hold:
(i) the interconnection of Σ and τ ∆ is well-posed for all τ ∈ [0, 1]; (ii) τ ∆ satisfies the IQC defined by Π ∆ for all τ ∈ [0, 1];
(iii) there exists ǫ > 0 such that
Since Π ∆ 11 ≥ 0 and Π ∆ 22 ≤ 0, the IQC defined by Π ∆ is also satisfied by τ ∆ ∀ τ ∈ [0, 1] [23] . Hence, τ may be fixed at 1.
When applied to the specific system of Fig 4, the IQC theorem gives the following time-domain result: Theorem 2: Let Σ be a stable linear time invariant system with the state-space realization of (15) and let ∆ = diag(∆ r , φ, ∆ p ) be a bounded operator satisfying the IQC condition defined by (23) where Π ∆ 11 ≥ 0 and Π ∆ 22 ≤ 0. Assume that:
(i) the interconnection of Σ and τ ∆ is well-posed for all τ ∈ [0, 1];
(ii) there exist a positive definite matrix R = R T and positive scalars (γ r , γ p , λ) such that for all x p , q, w satisfying (15), the following matrix inequality holds; 
where Π ∆ 11 , Π ∆ 12 and Π ∆ 22 are as defined in (23) . Then, the feedback interconnection of Σ and ∆ is stable for all w ∈ L 2 and the L 2 -gain from w to z is less than γ p . Proof: Using the state-space realizations for Σ in (15) and the IQC frequency condition (27) , the matrix inequality condition (28) follows directly from the application of KYP lemma [31] .
We will use the analysis result of Theorem 2 for the synthesis of suitable compensation that guarantees both closed-loop stability and a given level of performance.
IV. MAIN RESULT: LMI-BASED SYNTHESIS
We now state the main synthesis result for robust directionality compensation. Theorem 3: Consider the interconnection of Figure 2 and let G 22 , Q and W be stable transfer function matrices representing the nominal plant, the IMC controller and the frequency dependent weighting respectively. Let G 22 have the coprime factorization (3) and let H = H T > 0 be given such that for all nonlinearities of form (8), condition (10) holds. Suppose there exist a positive definite matrix R and positive scalars (γ r , γ p , λ) such that for all x p , q, w satisfying (15) the following inequality holds:
Then there exists a plant-order compensator of the form (11) which (i) guarantees the well-posedness of the interconnection, (ii) renders the closed loop system stable with an L 2 gain from u lin to y d less than γ p for all ∆ satisfying the IQC defined by (23) .
. Then (29) is solvable for Θ if and only if the following LMIs in variables α r , α p and R with α r = γ 2 r and α p = γ
with
Proof: See appendix A. As compared to existing LMI-proposals for anti-windup, the above result provides a convenient way of incorporating not only robustness into the compensation optimization, but also the directional characteristics of the plant through the static matrix H. The optimization is carried out offline to obtain static matrices F and E from which M and hence, the compensators Q 1 and Q 2 are recovered according to (11) . An example of its implementation is given is section V. This offline optimization is different from the online LCP implementation (see [22] for a discussion on this).
Remark 3: When the nonlinearity φ(.) is decoupled such that H = H T > 0 is diagonal, well-posedness of the algebraic loop only requires that the constant matrix E satisfies some positivity condition. In this case, the algebraic loop may admit an explicit solution [10] .
Remark 4: When H = H T > 0 and E = E T > 0 are both diagonal, the well-posedness condition is trivially satisfied. In this case, E does not offer any extra degree of freedom in the compensation design [32] except for its role in the convexification of the synthesizing LMI. There is no algebraic loop in the interconnection of Fig. 2 when E is the identity matrix.
Remark 5: When H = H T > 0 and E > 0 are both non-diagonal, the well-posedness of the algebraic loop is guaranteed by the feasibility of a corresponding LCP (see [17] ). In this case, the matrix H allows the incorporation of plant's directional characteristics into the compensation design. The directionality compensator search space is also enlarged to include all the right coprime factorization parameterized by F and E in (3). Thus, E provides an extra degree of freedom in the compensation design and computation.
V. SIMULATION EXAMPLE
In order to demonstrate the effectiveness of the proposed robust directionality compensation design, we consider a case-study example involving a simple model of an ill-conditioned distillation column [33] . This is a well studied problem because of the strong directionality and interaction that exist in the plant dynamics as well as its high sensitivities to diagonal input uncertainties [34] . We compare three anti-windup approaches: namely the the optimal anti-windup ( [5] ) which solves explicitly an online optimization problem, the robust anti-windup scheme for simple saturations ( [12] ) which incorporates norm-bounded uncertainties but without directionality compensation and the robust anti-windup design with directionality compensation of Theorem 3.
The nominal plant model is given as where both control inputs are constrained as |u i | ≤ 100, i = 1, 2. The actual (perturbed) plant is described by
where ∆ ∞ ≤ 1 and
is a weighting function which is used to capture the unmodeled or the neglected plant dynamics (see [33] for detailed description of the plant and uncertainty modeling).
For simulation purposes, we use G = G 22 1.2 0 0 0.8 which represents a 20% uncertainty in the change of each manipulated input and satisfies the bound (39). In the absence of control input saturations, we assume that a linear controller is already designed such that the closed-loop system is robustly stable for all plants satisfying (39). The IMC controller Q designed for a decoupled steady state response is given by
We choose H r as the plant's characteristic matrix [6] given by control inputs saturate. To deal with the performance degradation, we introduce compensations into the closed-loop and we compare the performance of different schemes. Fig. 6 shows the responses of the proposed robust directionality compensation when compared with popular the directionality compensation scheme [5] and the robust anti-windup scheme [12] . As depicted in Fig. 6 , the optimal anti-windup scheme of [5] is effective for dealing with issues of directionality but its performance may degrade significantly in the presence of plant uncertainties. This is because the scheme was not designed for robustness and it also lacks any stability and performance guarantees. The dashed lines show the response of the optimal anti-windup scheme [5] when applied to the nominal plant. The robust anti-windup scheme of [12] on the other hand has both stability and performance guarantees for admissible level of plant uncertainties. It does not, however, incorporate information on the plant's directional characteristics. As shown in Fig. 6 , the two inputs corresponding to [12] are both on the constraints during the initial transient period. Note that for the directionality-compensated schemes, only one of the two control actions stays on the constraint while other either approaches the constraint or moves away from it. The implication is that for [12] , the output corresponding toû is far from the desired response [1 0] T during this period resulting in the degraded response. On the other hand the corresponding output to v for the directionality-compensated schemes is closest to the desired response in norm-2 sense. The proposed scheme illustrates the benefit that ensues from combining the efficient offline synthesis procedure of [12] with the online optimality of [5] in a single framework. For the simulations, we have fixed W p and W r to be the identity for the scheme [12] and the proposed scheme. For sufficiently large λ, the attained L 2 performance levels γ p for both schemes are 1.9721 and 2.7175 respectively. 
VI. CONCLUSION
We have developed a robust synthesis procedure for optimizing control incorporating infinity-norm bounded uncertainties. The arising algebraic loop in the control structure is expressed as a convex optimization problem. We demonstrated the benefits of the proposed framework on a benchmark simulation example. We hinted that the online optimization can be easily implemented using fast and efficient algorithms [16] and can be deployed for practical implementation on industrial platforms such as the programmable logic control (e.g. [18] , [19] ). An on-going research involves using highly parallelizable analog circuits for real-time implementation (e.g. [35] ).
APPENDIX
A. Proof of Theorem 3
Using (3), (11), (16) and (18), we obtain a particular state-space realizations for the generalized plant Σ as
with A p ∈ R (nq+n)×(nq+n) , B qx ∈ R (nq+n)×(ny+nu) , B wx ∈ R (nq+n)×nu , C xp ∈ R (2nu+ny)×(nq+n) , C xz ∈ R ny×(nq+n) , D qz ∈ R (2nu+ny)×(2nu+ny) and D wz ∈ R ny×nu . Substituting (41) into the condition (28) 
Making the following substitutions in (42)
we obtain the matrix inequality in (29) . From the projection lemma [36] , the matrix inequality (29) 
Using these orthogonal matrices and after some algebraic manipulations, the conditions W T Γ ΨW Γ < 0 and W T Ωo T −1 ΨT −1 W Ωo < 0 reduces to the LMI constraints of (36) and (37) respectively.
