Mississippi State University

Scholars Junction
Theses and Dissertations

Theses and Dissertations

12-11-2009

Parallel Viterbi Search For Continuous Speech Recognition On A
Multi-Core Architecture
Naveen Parihar

Follow this and additional works at: https://scholarsjunction.msstate.edu/td

Recommended Citation
Parihar, Naveen, "Parallel Viterbi Search For Continuous Speech Recognition On A Multi-Core Architecture"
(2009). Theses and Dissertations. 3437.
https://scholarsjunction.msstate.edu/td/3437

This Dissertation - Open Access is brought to you for free and open access by the Theses and Dissertations at
Scholars Junction. It has been accepted for inclusion in Theses and Dissertations by an authorized administrator of
Scholars Junction. For more information, please contact scholcomm@msstate.libanswers.com.

PARALLEL VITERBI SEARCH FOR CONTINUOUS SPEECH RECOGNITION ON
A MULTI-CORE ARCHITECTURE

By
Naveen Parihar

A Dissertation
Submitted to the Faculty of
Mississippi State University
in Partial Fulfllment of the Requirements
for the Degree of Doctor of Philosophy
in Computer Engineering
in the Department of Electrical and Computer Engineering

Mississippi State, Mississippi
December 2009

Copyright by
Naveen Parihar
2009

PARALLEL VITERBI SEARCH FOR CONTINUOUS SPEECH RECOGNITION ON
A MULTI-CORE ARCHITECTURE

By
Naveen Parihar

Approved:

Eric A. Hansen
Associate Professor of Computer Science
and Engineering
(Major Professor)

Nicholas H. Younan
Professor of Electrical and Computer
Engineering, and Department Head
(Committee Member)

Susan M. Bridges
Professor of Computer Science
and Engineering
(Committee Member)

James E. Fowler
Professor of Electrical and Computer
Engineering, and Graduate Coordinator
(Committee Member)

Edward A. Luke
Associate Professor of Computer Science
and Engineering
(Committee Member)

Sarah A. Rajala
Dean
of the Bagley College of Engineering

Name: Naveen Parihar
Date of Degree: December 11, 2009
Institution: Mississippi State University
Major Field: Computer Engineering
Major Professor: Dr. Eric A. Hansen
Title of Study: PARALLEL VITERBI SEARCH FOR CONTINUOUS SPEECH
RECOGNITION ON A MULTI-CORE ARCHITECTURE
Pages in Study: 158
Candidate for Degree of Doctor of Philosophy

State-of-the-art speech-recognition systems successfully perform small-vocabulary tasks
in real-time on most computers, when the tasks are performed in controlled and noisefree environments. But on current serial processors, they are not powerful enough for
real-time large-vocabulary conversational speech recognition in noisy, real-world environments. Parallel processing can improve the real-time performance of speech-recognition
systems and increase their applicability. Developing an effective approach to parallelization is especially important given the recent trend toward multi-core processor design.
This dissertation considers how to parallelize a single-pass across-word n-gram lexicaltree based Viterbi recognizer, which is the most popular architecture for Viterbi-based
large vocabulary continuous speech recognition. Two different open-source implementations of such a recognizer are parallelized, one developed at Mississippi State University and the other developed at Rheinisch-Westfälische Technische Hochschule University
in Germany. Three methods for parallelization are introduced and evaluated. The frst

method, called parallel fast likelihood computation, parallelizes likelihood computations
by decomposing mixtures among CPU cores, so that each core computes the likelihood
of the set of mixtures allocated to it. A second method, called lexical-tree division, parallelizes the search management component of a speech recognizer by dividing the lexical tree among the cores. A third and alternative method for parallelizing the searchmanagement component of a speech recognizer, called lexical-tree copies decomposition,
dynamically distributes the active lexical-tree copies among the cores. All were tested on
two and four cores of an Intel Core2 Quad processor, and on an Intel Corei7 Quad processor, and signifcantly improved real-time performance. The dissertation also identifes
several challenges for achieving further improvement by parallelizing a lexical-tree based
Viterbi speech recognizer.

Key words: parallel speech recognition, parallel speech decoding, lexical tree, prefx tree,
fast likelihood computations, fast gaussian calculations, multi-core processors

DEDICATION

To my mom and dad.

ii

ACKNOWLEDGMENTS

I would like to thank my major advisor, Eric Hansen, for giving me an opportunity to
complete my Ph.D. studies. Eric provided me with strong encouragement and freedom to
pursue my own ideas. He was always available to give me valuable advise and feedback.
He was very patient while reviewing my dissertation and provided much needed feedback.
His suggestions from a non-speech recognition background greatly helped in shaping the
organization and content of this dissertation by making it easier to read for someone without an extensive speech recognition background. I am also grateful to Eric for providing
my research funding during the last year of my Ph.D. studies in graduate school. I will
always remember Eric not only as a good Professor but also as a wonderful human being.
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CHAPTER 1
INTRODUCTION

Automatic speech recognition is being used in an increasing number of practical applications. Examples include hands-free speech-enabled software for mobile devices, dictation systems that run on desktop computers, and interactive voice response (IVR) systems
that operate over telephone lines. Nevertheless, automatic speech recognition remains a
diffcult, complex, and fragile technology. It is complex because its aim is to model the
complexity of human speech recognition; its design requires the integration of knowledge
from multiple disciplines, including linguistics, human physiology, signal processing, pattern recognition, artifcial intelligence, and computer science.
This dissertation considers how to parallelize the complex algorithms that perform
automatic speech recognition, also called speech decoding, on one of the most diffcult
speech-recognition tasks: speaker-independent (SI) large vocabulary continuous speech
recognition (LVCSR). We are concerned with speech-to-text (STT), which refers to the
process of transforming a given speech waveform into corresponding text. The SI-LVCSR
task is characterized by the following properties:
• The input speech waveform is a spoken human utterance consisting of a continuous
sequence of words. Note that continuous speech recognition is a much more diffcult
and complex problem than isolated word recognition (as in command-and-control
1

applications or recognition of single digits) or connected-digits recognition (as in
recognition of a sequence of digits such as a phone number).
• The size of the vocabulary in a large vocabulary task varies from a few thousands of
words to several tens of thousands of words.
• The training corpus (which is used to estimate the parameters of acoustic models
represented as hidden Markov models) consists of speech data recorded from tens to
thousands of speakers. For speaker-independent recognition, the system is trained
on the entire corpus. Typically, the size of the training corpus varies from tens to
thousands of hours of speech data.

1.1 Motivation
Following a trend referred to as Moore’s Law, general-purpose processor frequencies have increased at an exponential rate for decades, doubling approximately every two
years. However, physical limits imposed by power density prevent further growth. As a
result, CPU manufacturers have adopted a different strategy for increasing computational
power: adding multiple cores to a single chip. Most desktop computers now have dualcore processors; quad-core processors are becoming increasingly popular; within a few
years, processors with 32 or 64 cores are expected to be common. Applications including speech decoding must be parallelized to harness the computational power of multiple
cores.
Current speech-recognition systems do not typically run in parallel. However, there
are several good reasons for parallelizing a speech recognizer. First, although highly2

optimized speech recognizers can run in real time on large-vocabulary tasks in clean conditions by employing aggressive pruning, aggressive pruning results in performance loss
under noisy conditions, and less aggressive pruning has been shown to worsen the realtime rate by fve to ten times [32]. Parallelization could allow a speech recognizer to run
in real-time and achieve good performance when decoding using noisy data sets.
Second, parallelizing a speech-recognition system allows its use in language translation systems where the aim is to translate speech in one language (source) to speech in
another language (target) in real time. Such systems are composed of a number of subsystems including a source language speech-to-text system, a source-to-target language
translation system, and a target language text-to-speech system. For such systems, it is
important to improve the real-time rate of the speech-to-text system as much as possible,
in order to reduce the latency of the entire system.
A third reason for parallelizing a speech-recognition system is to support recent research on improving the performance of speech recognition, especially for conversational
speech in noisy environments, by increasing the complexity of the language modeling and
acoustic modeling algorithms. An example is the use of techniques for combining multiple
acoustic models that use different feature sets [45, 90, 26, 48]. Such techniques, commonly
known as probability combination algorithms (both synchronous and asynchronous), result in better performance than using a single acoustic model with one set of features.
However, multiple model evaluations requires extra computation time. A simple approach
to parallelizing such a system is to evaluate each of the models on a separate core of a
multi-core processor. However, the scalability of this approach is limited by the number
3

of available feature streams, and it is unlikely that a large number of cores can be exploited
with this approach. Moreover, the overall real-time rate of such a system would be limited
to the slowest model evaluation. A better solution is to keep the fexibility to run the slowest model evaluation on several cores and deliver a better real-time rate. Parallelization of
a speech recognizer at the search level provides this fexibility.
In summary, a single CPU core is not fast enough for real-time large vocabulary continuous speech recognition applications in noisy, real-world environments. Hence, there
is a need to improve the real-time rate of speech recognizers by parallelizing the decoding
process for multi-core processors.

1.2 Contributions and Organization
In this dissertation, we describe how to parallelize a single-pass across-word n-gram
lexical-tree based Viterbi recognizer, which is the most popular architecture for Viterbibased LVCSR speech recognition. We parallelize two different open-source implementations of such a recognizer: the Mississippi State (MsState) recognizer and the RheinischWestfälische Technische Hochschule (RWTH) recognizer. These two recognizers are fundamentally similar in the sense that both employ Viterbi search based on lexical trees.
But the RWTH recognizer includes more state-of-the-art optimizations and achieves better real-time performance, and some of our parallelization techniques only apply to the
RWTH recognizer.
The primary contributions of this dissertation include:

4

• A method for parallelizing likelihood computations, called parallel fast likelihood
computation (PFLC), based on decomposing mixtures among the CPU cores, so
that each core computes the likelihood of the set of mixtures allocated to it. The
approach is implemented in the RWTH recognizer and is described in Chapter 4.
• A method for parallelizing the search management component of a speech recognizer based on dividing the lexical tree among the cores. The approach, called
lexical-tree division (LTD), is implemented in both the MsState and RWTH recognizers and is described in Chapter 5.
• Another method for parallelizing the search management component of a speech
recognizer, called lexical-tree copies decomposition (LTCD), divides the active searchspace among cores by dynamically distributing the active lexical-tree copies among
the cores as the search progresses. The approach is applied to the RWTH recognizer
and is described in Chapter 6.
Chapter 2 reviews the fundamentals of dynamic programming based Viterbi search
for continuous speech recognition. The review includes a discussion of several advanced
techniques for large-vocabulary speech recognition that are relevant to our approach to parallelization, including use of lexical trees to optimize organization of the search space and
various schemes for pruning the search space. The similarities and differences between
the MsState recognizer and RWTH recognizer are also summarized. Chapter 3 introduces
our approach to parallelizing a speech recognizer and describes it at a high level. Chapter 4 presents the parallel fast likelihood computation (PFLC) method for parallelizing
5

likelihood computations and evaluates its performance on RWTH recognizer. Chapter 5
introduces the lexical-tree division (LTD) scheme for parallelizing the search management
component and evaluates its effectiveness for the MsState and RWTH recognizers. Chapter 6 describes the lexical-tree copies decomposition (LTCD) scheme for parallelization
with dynamic load balancing and presents the results on RWTH recognizer. Chapter 7
summarizes the results of the dissertation, draws some general conclusions, and outlines
future directions for research.
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CHAPTER 2
SPEECH-RECOGNITION SEARCH ALGORITHMS: BACKGROUND

Speech recognition consists of converting an input speech utterance into text that represents a sequence of spoken words. The conversion from speech to text is accomplished
by searching through all possible word sequences in order to fnd the most probable word
sequence, given the input speech utterance. Thus, at the heart of a speech-recognition
system is a search algorithm.
The two dominant approaches to search in speech recognition are time-synchronous
Viterbi beam search [47, 43, 58, 18], and, to a lesser extent, stack decoding [6, 5, 40, 73,
74, 75]. Stack decoding is similar to A∗ search in artifcial intelligence [59]. Because
stack decoding does not use the time-synchronous framework, comparison of different
hypotheses, and extension of these hypotheses, is more complicated.1 Hence, it is much
less popular and is used far less frequently than time-synchronous Viterbi beam search.
This chapter reviews the statistical approach to speech recognition, the across-word
Viterbi beam search algorithm that is used in state-of-the-art speech recognizers, and
the application of lexical trees to the n-gram across-word single-pass Viterbi search algorithm. This is followed by a comparison of two speech recognizers that implement
1

Note that in speech-recognition search, each search node corresponds to a distinct hypothesis.
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Viterbi search: the Mississippi State (MsState) recognizer and the Rheinisch-Westfälische
Technische Hochschule (RWTH) recognizer.

2.1 Viterbi Search
We begin with a brief review of the framework of hidden Markov models and the
classic Viterbi search algorithm.

2.1.1 Hidden Markov Models
A hidden Markov model (HMM), denoted Λ = (A, B, π), consists of the following
elements.
• A set of hidden states, S = {q(1),q(2), ..., q(N )}, where N is the total number of
states, and qt represents a state at time t,
• A state-transition probability matrix, A = {aij }, where aij is the probability of
transition from state i to state j, and is formally defned as,
aij = P (qt = q(j)|qt−1 = q(i)), 1 ≤ i, j, ≤ N.

(2.1)

• An initial state distribution, π, defned as,
πi = P (q0 = q(i)), 1 ≤ i ≤ N.

(2.2)

• A set of symbols, V = {v(1),v(2), ..., v(M )}, where M is the total number of
symbols, and vt represents a symbol at time t,
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• A symbol observation discrete probability distribution over symbol set V , B =
{bj (k)}, with entries defned as,
bj (k) = P (vt = v(k)|qt = q(j)), 1 ≤ k ≤ M,

(2.3)

where vt is the symbol v(k) observed at time t after entering state q(j).
The HMM satisfes three assumptions. First, the observed events (symbols) and hidden
events (states) are sequences. Example of observed symbol sequence is a time series,
Second, an alignment exists between the observed symbols and the hidden states. I.e.
each observed symbol corresponds to one and only one hidden state. Third, the most
likely sequence of hidden states at time t, depends only upon the most likely sequence of
hidden states at time t − 1 and observed symbol at time t.
A transition from one state to another state occurs while emitting a new symbol. For
example, a state q(i), at time t, makes a probabilistic transition to another state q(j), at
time t + 1 and emits as observed symbol with emission probability given by the emission
probability distribution at the state q(j).

2.1.2 Viterbi Algorithm
Consider a symbol, vt , observed at time t. For total time, T , an observed symbol sequence is given by oT1 = {v1 , v2 , ..., vT }. Given a model, Λ, and an observed
symbol sequence, oT1 , the Viterbi algorithm [91] fnds an optimal state sequence, q1T =

9

Figure 2.1 Viterbi Trellis: The best path into each state is shown as a solid grey arrow.
The optimal path though the trellis is shown as solid black arrows.

{q1 , q2 , ..., qT }. For most applications, including speech recognition, the optimality criterion is to maximize the probability, P (q1T |oT1 , Λ), over all possible state sequences.
P (q1T |oT1 , Λ) =

P (oT1 , q1T |Λ)
P (oT1 |Λ)

(2.4)

Ignoring the constant normalization denominator term P (oT1 |Λ), maximizing P (q1T |oT1 , Λ)
involves maximizing the joint probability P (q1T , oT1 |Λ). The Viterbi algorithm effciently
fnds the state sequence with maximum joint probability using a dynamic programming
recursion. The quantity for recursion is defned as the partial path with the highest probability among all partial paths that end in state q(j) at time instant t. The highest probability
among all partial paths in state q(i) at time instant t is given by:

δ(t, j) = q max
P (q1 , q2 , ..., qt = q(j), v1 , v2 , ..., vt |Λ).
,q ,...,q
1

2

t
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(2.5)

Algorithm 1 Viterbi Algorithm
1: for i = 1 to N do
2:
δ(1, i) = πi · bi (v1 ) {Initialization}
3:
Ψ(1, i) = 0 {Initialization}
4: end for
5: for t = 2 to T do
6:
for j = 1 to N do
7:
δ(t, j) = max1≤i≤N [δ(t − 1, i) · aij ] · bj (vt ) {Recursion}
8:
ψ(t, j) = arg max1≤i≤N [δ(t − 1, i) · aij ] {Recursion}
9:
end for
10: end for
11: P ∗ = max1≤i≤N [δ(T, i)] {Termination}
12: qT = arg max1≤i≤N [δ(T, i)] {Termination}
13: qt∗ = ψ(t − 1, qt−1 ), t = T − 1, T − 3, ..., 1 {Path Backtracking (Optimal State Sequence)}

The dynamic programming recursion is then defned as:
δ(t, j) = max[δ(t − 1, i) · aij ] · bj (vt ).
i

(2.6)

The sequence of state evaluations over time can be represented as a trellis, shown in
Figure 2.1. At any time, t, and for any state, q(j), the Viterbi algorithm picks one best
path coming into the state q(j) from all the states at time t − 1, where the best path is the
one with the highest probability. The rest of the paths coming into state q(j) at time t are
removed. This recursive step is the core step of the Viterbi algorithm, which is summarized in Algorithm 1. The recursion ends once all observations in the input sequence have
been processed. The solution, which is an optimal state sequence, is recovered by a simple backtrace. The optimal criterion being maximizing the posteriori, P (q1T |oT1 , Λ). For
degenerate models, the optimal state sequence may not be the correct (true) state sequence.
As the trellis in Figure 2.1 suggests, the Viterbi algorithm is a graph-search algorithm.
For each time instant t, the trellis (or graph) contains one node for each state in the HMM
11

model. Each of these nodes is expanded into a set of child nodes, one for each state in a
fully-ergodic HMM model. Multiple nodes that correspond to the same state are merged
according to the principle of dynamic programming by keeping the node with the best
overall path probability. This process is repeated for each time step until all the symbols
in the observed sequence are processed.

2.1.3 Viterbi Beam Search
The time complexity of Viterbi search is O(N 2 T ) and its space complexity is O(N T ).
The O(N 2 T ) time complexity refects the fact that the recursion step loops over all T time
instants, and, for each time instant, consider all N states, and, for each state, all N paths
(corresponding to each state at the previous time instant) that can enter a state. The O(N T )
space complexity refects the size of the Viterbi trellis.
In applications such as speech recognition, the number of states to be examined, N ,
and the number of time instants, T , are very large numbers. As a result, time constraints
and limited memory often make it infeasible to expand all states at any given time instant.
The standard solution is to use a heuristic approach called beam search [92]. At each
time instant, the highest probability states that fall within an empirically-tuned parameter,
called the beam width, are preserved. All other states are pruned. The states chosen for
expansion are those with the highest evaluation. Beam search is not admissible, that is, it
is not guaranteed to fnd an optimal solution. But in practice, it allows large computational
savings with little loss of accuracy. When beam search is used together with Viterbi search,
the resulting algorithm is called Viterbi beam search.
12

Figure 2.2 Search combines the acoustic and language models in a statistical framework.

2.2 Statistical Approach to Speech Recognition
The aim of automatic speech recognition is to convert an acoustic signal corresponding
to a spoken utterance into a sequence of words with high accuracy. State-of-the-art systems
use a statistical approach [37]. Given a parameterized acoustic observation sequence, oT1 =
{o1 , o2 , ..., oT } over time t = {1, 2, ..., T }, the goal is to fnd a specifc word sequence,
w1N = {w1 , w2 , ..., wN }, of unknown length N , among all possible word sequences, that
has the maximum a posterior probability (MAP), defned as,
[w1N ]opt = arg max
P (w1N |o1N ).
N
w1 ,N
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(2.7)

2.2.1 Bayes’ Decision Rule
By applying Bayes’ decision rule of conditional probabilities, the posterior probability
in Equation (2.7) can be rewritten as:
(

[w1N ]opt

)

P (oT1 |w1N ) · P (w1N )
= arg max
.
P (oT1 )
w1N ,N

(2.8)

Because the acoustic observation sequence oT1 is fxed during the maximization of Equation (2.8), P (oT1 ) remains constant and can be ignored, and Equation (2.8) is equivalent to
the simpler equation:
n

o

[w1N ]opt = arg max
P (oT1 |w1N ) · P (w1N ) .
N
w1 ,N

(2.9)

The likelihood, P (oT1 |w1N ), of observing the acoustic observation sequence oT1 , given a
word sequence w1N , is modeled by an acoustic model. The prior probability, P (w1N ), of
the word sequence w1N , is modeled by a language model (LM). Fundamentally, search (or
decoding) in speech recognition consists of searching through all possible sequences of
words in order to fnd the one that maximizes Equation (2.9). As shown in Figure 2.2,
the search for the best sequence of words combines two knowledge sources: the acoustic
model and the language model.

2.2.2 Acoustic Modeling
Before P (o|w) is estimated, the acoustic signal of an utterance is converted into a sequence of feature vectors that are more amenable to pattern recognition algorithms. This
process, called feature extraction, is the responsibility of a software module called the
acoustic front-end. The acoustic front-end is composed of a sequence of signal process14

Figure 2.3 A speech recognizer integrates a hierarchy of knowledge sources. The uppermost, or word-level source, is typically a language model. The lexical or
pronunciation information is integrated at the phone level. The lowest or state
level is the pattern-recognition level which is modeled by HMMs.

Figure 2.4 A typical triphone model is represented as a three-state left-to-right HMM
with self loops.
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ing algorithms [35, 79]. The two popular front-ends in speech recognition are based on
the mel frequency cepstral coeffcient (MFCC) representation [14] or on perceptual linear prediction [31]. These front-end are popular because they deliver good performance
while allowing a fairly simple and computationally-effcient implementation in a real-time
framework. The base MFCC or PLP features are usually computed every 10ms. Single
and double derivatives of the base MFCC or PLP features are calculated using regression
and appended to the base feature vector. Some systems also apply linear discrimination
analysis (LDA) on the feature vectors to improve discrimination between speech subunits [34, 29].
For large-vocabulary continuous speech recognition (LVCSR), the number of words
in the vocabulary can range from a few thousand to tens of thousands. Hence, estimation of P (o|w), and likelihood computations during search, are not practically feasible.
Usually, there are not enough training examples to compute P (o|w) for every word in the
vocabulary. Also, during decoding, the large number of words results in a large number
of likelihood computations. Therefore, to make this approach feasible, words are further
decomposed into sub-units representing smaller units of sound. Typically, the sub-units
are phones. The pronunciation of each word in the vocabulary is represented as a sequence
of phones. These pronunciations are defned in a structure called a lexicon or dictionary.
Figure 2.3 shows the hierarchy of knowledge sources assuming the phone as the sub-unit.
However, modeling acoustics using plain phone or monophone models is not enough
for good performance. The pronunciation of a phone depends on its neighboring phones.
This effect is known as coarticulation. For example, the phone ow in the word colon (“k ow
16

l ah n”) sounds different than it sounds in the word phone (“f ow n”). The right context of
the phone ow in the word phone is a nasal n whereas the right context in the word temporal
is a liquid l. To account for variation due to context, context-dependent triphones (a phone
with a left and right phonetic context) are used in state-of-the-art systems. When the
context is considered only within a word, the resulting triphones are called within-word
triphones. When the context is considered across word boundaries, the triphones are called
across-word triphones. As shown in Figure 2.3, dh − ah + b is an example of a acrossword triphone representing the phone ah with left within-word context of ah, and right
across-word context of b.
State-of-the-art systems model context-dependent across-word triphones using hidden
Markov models (HMMs) [15, 78, 33, 81]. It is well-known that speech is a left-to-right
temporal process. The ability of HMMs to simultaneously model this temporal variation
as well as acoustic variation (due to different speakers, environment, or pronunciation) has
made them the dominant acoustic modeling technique in speech recognition. As shown in
Figure 2.4, an HMM is a state machine that has a Markov distribution associated with transitions across states, and a probability emission density at each state. Most state-of-the-art
systems model a triphone using a HMM with a three-state left-to-right topology with selfloops. Another popular topology that allows an HMM state to be skipped is called a Bakis
topology [7].
As shown in Figure 2.4, the start and terminal states in a three-state left-to-right topology are dummy states and do not have any emission density associated with them. The
probability emission density at any state can either be continuous or discrete, depending
17

on the complexity of the recognition system. Most state-of-the-art research systems with
high accuracy employ the continuous density. For a continuous-density HMM, the set of
hidden states, the state-transition probability matrix, and the initial state distribution are
defned in exactly the same way as for a discrete-density HMM. The difference is how the
space of observations and their probabilities are defned.
• An observation in a continuous space is defned as a real number, and a D-dimensional
feature space is denoted <D .
• A state emission density function for state j, B = {bj (o)}, defned as,
bj (o) = P (o|q(j)),

(2.10)

where o denotes a feature vector in the multi-dimensional feature space.
Each state continuous emission density function is typically modeled as a mixture of multivariate Gaussian densities. We use the term mixture to refer to a mixture of Gaussian
densities and the term Gaussian density to refer to an individual Gaussian in the mixture.
Sometimes, in speech recognition literature, the term mixture is used to refer to an
individual Gaussian density and the term state is used to refer to a mixture of Gaussian
densities. This terminology is somewhat misleading, and is avoided in this dissertation.
Instead, we use the terminology defned in the previous paragraph.
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The parameters of a mixture j (modeling a HMM state) with K Gaussian densities are
the K Gaussian weights, the K mean vectors, and the K covariance matrices. The weights
are constrained to sum to 1 during the estimation of the model parameters.
K
X

wij = 1,

(2.11)

i=1

Given an input feature-vector, ot , at time t, the likelihood of the generation of this
feature vector by the mixture j is defned as,
bj (ot ) = p(ot |q(j)) =

K
X

wij N (ot |µij , Σij ),

(2.12)

i=1

where K is the number of Gaussian densities, wi is the weight for Gaussian density i, µi is
the corresponding mean vector, and Σi is the corresponding covariance matrix. The term
N (ot |µij , Σij ) is defned as:
1
1
1
N (ot |µij , Σij ) = q
exp(− (ot − µij )T Σ−
ij (ot − µij )),
D
2
(2π) |Σij |

(2.13)

where D is the number of feature vector dimensions.
The parameters of the HMM, such as mixture weights, mean vectors, and covariance
matrices, are effciently trained using the Viterbi algorithm [20] or the forward-backward
Baum-Welch algorithm [8].
A large-vocabulary system typically has thousands of triphone models to account for
all phones with all possible left and right contexts. The triphones modeled using HMMs
are called triphone models. Hence, several million parameters need to be estimated. Unfortunately, there is usually not enough training data available to estimate all of these
parameters. To handle sparse data, the total parameter count is typically reduced using
techniques such as phonetic decision-tree based state-tying [96, 9] and mixture-tying [19].
19

As shown in Figure 2.3, words are expanded as triphones using lexical information,
and subsequently, the triphones are expanded as HMM states. Hence, the conditional
probability, P (oT1 |w1N ), modeled by the acoustic models, can be written in terms of the
possible HMM state sequences, q1T = q1 , q2 , ..., qT , as:
P (oT1 |w1N ) =

X

P (oT1 , q1T |w1N ),

(2.14)

q1T

=

T
XY
q1T

P (ot |qt , w1N ) · P (qt |qt−1 , w1N ).

(2.15)

t=1

Next, Equation (2.14) can be approximated by using maximum instead of summation, as
follows:
P (oT1 , q1T |w1N ),
P (oT1 |w1N ) ≈ max
T
q1

= max
T
q1

T
Y

P (ot |qt , w1N ) · P (qt |qt−1 , w1N ).

(2.16)
(2.17)

t=1

The maximum approximation is also called a Viterbi approximation [56]. Instead of summing over all possible paths or hypotheses (state sequences), it considers a single most
probable state sequence. Ignoring the fact that many state sequences can correspond to
a given word sequence, a Viterbi approximation chooses one most-likely state sequence
corresponding to that word sequence. In trying to fnd a single optimal state sequence,
Viterbi makes use of the principle of dynamic programming: only one best path among all
the paths at a state at time t is extended further, and the rest are pruned.

2.2.3 Language Modeling
In Equation (2.9), the language model component, P (w1N ), is assumed to be independent of the acoustic model component, P (oT1 |w1N ). The language model component
20

adds high-level language knowledge to the speech recognition hierarchy, and constrains
the word sequences that can be generated. The constraints are syntactic, semantic, and
pragmatic restrictions on spoken language. These constraints are modeled using probabilistic grammars or n-gram language models. The probability of a word sequence, w1N =
{w1 ,w2 ,...,wN }, can be factored as a product of conditional probabilities, given by:
P (w1N ) =

N
Y

P (wi |w1 , w2 , ..., wi−1 ).

(2.18)

i=1

Assuming a nth order Markov chain, the probability of the current word conditioned on
all previous words can be approximated by conditioning only on n previous words.
P (w1N )

=

N
Y

P (wi |wi−(n+1) , , ..., wi−2 , wi−1 ).

(2.19)

i=1

This is called an n-gram probability, and this method of modeling sequences of n words
is called n-gram language modeling. However, even in a large training corpus that has
thousands of word sequences, sparseness of data is a problem that can prevent appropriate
training of a large number of n-gram sequences of words. To tackle the problem of sparse
data, n-gram smoothing and back-off language modeling techniques are used. The details
of n-gram language modeling can be found in [37, 33]. Typically, bigram or trigram
language models are used for large-vocabulary speech recognition.
The complexity of Viterbi search is affected by the branching factor of the language
model, which is related to the concept of perplexity. Perplexity is an information theory based measure that, roughly speaking, represents the average number of words from
which the next word will be chosen, given the current history of words. Low perplexity
requires less search effort, and higher perplexity requires greater search effort. Formally,
21

the perplexity, P P (w1N ), for a language model, given a word sequence, w1N , is defned as
the inverse of the geometric probability assigned by the model to the word sequence.
P P (w1N ) = {

N
Y

1

P (wi |wi−(n+1) , , ..., wi−2 , wi−1 )}− N .

(2.20)

i=1

2.2.4 Bayes’ Decision Rule using Across-word Triphone Models
State-of-the-art conversational speech-recognition systems use across-word triphone
models to improve performance by capturing the coarticulation that occurs at word transitions. Therefore, Bayes’ decision rule (which Viterbi search optimizes) needs to be
reformulated in terms of across-word triphone models.
In general, the right across-word context, r, of a word, w, is the frst phone of the successor word. Similarly, the left across-word context of the word, w, is the last phone of the
predecessor word. This kind of coarticulation across words is called coarticulated word
transitions. However, if a certain minimum amount of silence or pause occurs between
two words, it is reasonable to assume that no coarticulation exists between the words [61].
Such word transitions are called non-coarticulated word transitions. For non-coarticulated
word transitions, the context between the words is silence, denoted by a general symbol
$ [88]. For non-coarticulated word transitions, the right across-word context of the word,
w is silence, denoted by $, and the left across-word context of the successor word is also
denoted by $.
The modifed mathematical formulation of Bayes’ Rule that accounts for coarticulated
word transitions is described as follows [88]. A new term [l, r]N
1 , denoting an across-word
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triphone sequences corresponding to each word sequence w1N , is introduced. The acoustic
modeling component of Bayes’s Rule is then defned as:
P (oT1 |w1N ) ≈ max
P (o1T , q1T |w1N ),
T

(2.21)

q1

= max
T
q1

≈
=

X

N
P (oT1 , q1T , [l, r]N
1 |w1 ),

(2.22)

[l,r]N
1

N
max P (oT1 , q1T , [l, r]N
1 |w1 ),

q1T ,[l,r]N
1

n

(2.23)
o

N
N
T
T
maxN P ([l, r]N
1 |w1 ) · P (o1 , q1 , |[l, r, w]1 ) .
T

q1 ,[l,r]1

(2.24)

The Viterbi or maximum approximation again considers only the best across-word triphone
N
sequence among all possible sequences. The probability P ([l, r]N
1 |w1 ) is defned as an

indicator function that makes sure that the across-word triphone context sequence, [l, r]N
1 ,
can be realized using the word sequence, w1N :
N
P ([l, r]N
1 |w1 )

⎧
⎪
⎪
⎪
⎨ 1

N
if [l, r]N
1 is consistent with w1 ,

⎪
⎪
⎩ 0

otherwise.

=⎪

(2.25)

Assuming that the search network is designed so that this indicator function is satisfed,
N
N
the probability, P ([l, r]N
1 |w1 ), and optimization over [l, r]1 can be ignored.

P (oT1 |w1N ) ≈ max
P (o1T , q1T , |[l, r, w]N
1 ),
T
q1

= max
T
q1

T
Y

N
P (ot |qt , [l, r, w]N
1 ) · P (qt |qt−1 , [l, r, w]1 ).

(2.26)
(2.27)

t=1

The contribution of the acoustic modeling component that is defned in terms of a word
sequence, w1N , can be decomposed into contributions by individual words. This decomposition involves optimization over all possible word boundaries for each of the words.
P (oT1 |w1N ) ≈ max
N
t1

⎧
N ⎨
Y
n=1

max

⎩ q tn

tn−1 +1

⎫
⎬

tn
Y
t=tn−1 +1

P (ot |qt , [l, r, w]n ) · P (qt |qt−1 , [l, r, w]n )⎭ ,
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(2.28)
= max
N
t1

N
Y

h̃([l, r, w]n , tn−1 , tn ).

(2.29)

n=1

The term h̃([l, r, w]n , tn−1 , tn ) denotes the probability that the best state sequence, qttnn−1 +1 ,
corresponding to word wn with left context ln and right context rn , generates the acoustic
observation sequence, ottnn−1 +1 . The optimal word sequence according to Bayes’ Rule in
Section 2.2 is then given as:
(

[w1N ]opt

≈ arg max
max
N
N
w1 ,N

t1

N n
Y

h̃([l, r, w]n , tn−1 , tn ) ·

P (wn |w1n−1 )

o

)

.

(2.30)

n=1

2.3 Viterbi Search for Large Vocabulary Speech Recognition (LVCSR)
For large vocabulary tasks, the vocabulary typically contains many thousands of
words. This means that during decoding, at every word end, any of thousands of words can
begin. The result is an exponential explosion in the size of the search space. In addition,
for large vocabulary tasks, complex acoustic models such as across-word triphone models
and large language models such as trigram or quadgram are used to improve accuracy. Use
of these complex models signifcantly increases memory and computational requirements.
Special algorithms are needed to effciently manage both memory requirements (for
the active search space) and computations (such as likelihood computation and language
model computation). In this section, we review some important techniques for LVCSR
that are designed to reduce memory and computational requirements without introducing
substantial search errors. These techniques exploit the following ideas:
1. Sharing computations among various search paths reduces overall computations.
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2. Dynamic expansion of the network limits memory requirements. Because the search
space for large vocabulary tasks is too large to ft completely in physical memory,
it is built dynamically on the fy, and less-likely search paths are pruned each time
frame to recover memory.
3. Early application of knowledge sources increases search locality, thereby improving
pruning without introducing substantial search errors.
4. Dynamic merging (recombination) of search paths improves effciency.
The popular architecture for LVCSR Viterbi-based speech recognizers that apply techniques based on the ideas enumerated above is a lexical-tree based recognizer. Alternatively, Weighted Finite-State Transducers (WFST) recognizers [52] pre-compile and
optimize all the knowledge sources before the search. This dissertation only considers
lexical-tree based recognizers.

2.3.1 Lexical-Tree based Search-Space Organization
The search network that the Viterbi algorithm traverses consists of words represented
by sequences of triphones according to their pronunciation. Because the identity of a word
is more certain near its end than its beginning, the number of active word-end hypotheses
is much larger at the beginning of the word than at the end and most search effort is
focussed on the frst one to two triphones of a word [57]. Thus, to reduce computational
and memory requirements, the main challenge is to reduce the large number of wordbeginning hypotheses. This problem is solved by the use of lexical trees. The common
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prefxes of the words are merged, which creates a lexical prefx tree structure [28, 30, 57,
2]. For LVCSR, with tens of thousands of words, many words share common prefxes.
Hence, sharing of prefxes results in a substantial reduction in the number of active wordbeginning search hypotheses.

Figure 2.5 A small portion of a lexical tree depicting prefx sharing among various words.
Arcs represent the triphone HMM models. The symbol $ represents noncoarticulation at the word boundaries.

Figure 2.5 shows a small portion of a lexical tree constructed using within-word triphone models as an example. Each arc represents a triphone and its corresponding HMM
states. A path from the root node to a leaf node represents a pronunciation of a word in the
vocabulary. Some recognizers use monophone-based lexical trees where the triphones are
created dynamically as required [18]. Although computationally expensive, the dynamic
creation of triphones from a monophone-based lexical tree saves signifcant memory compared to a static triphone/HMM-states based lexical tree.
Because of the sharing of prefxes among words, the identity of a word is not clear at
the beginning and is only known completely at the leaf nodes. Consequently, the n-gram
language model probability can’t be applied at the beginning of the lexical tree, but instead
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Figure 2.6 LM Lookahead at an arc representing a triphone model (corresponding HMM
states) is computed by maximizing the LM probability of all reachable words.

Figure 2.7 An example lexical-tree network for bigram decoding. Each word history has
its own lexical-tree copy. While the within-word transitions occur inside a
lexical-tree copy, the across-word transitions between lexical-tree copies are
shown in solid lines.
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must be applied at the leaf nodes of the lexical tree. Delaying the application of the language model probability until the end of the word introduces search errors when combined
with pruning operations. However, the probability of the words can be factored early in the
lexical trees using many different methods [2, 22]. Factored lexical trees allow early application of knowledge sources such as language model probabilities, thereby improving
search locality. Factoring lexical trees is also known as language model (LM) lookahead
in the literature [63, 58]. The LM lookahead is applied whenever a new arc is activated.
The main idea behind LM lookahead is to apply the probability of the most likely word
among all reachable words at a given arc as shown in Figure 2.6. This early application
of language model information results in effcient pruning of hypotheses. Therefore, the
use of LM lookahead results in a reduction in the number of search hypotheses without
introducing substantial search errors due to beam pruning.
The n-gram language model probability is applied at the leaf nodes where the identity
of the hypothesized word is clear. However, this requires that the search hypotheses know
the previous n − 1 hypothesized words. This n − 1 word history is commonly known as
a language model history (or a linguistic history or just word history). In order to keep
the language model history of a search hypothesis until it reaches the leaf node, the other
competing search hypotheses with a different language model history must be handled
separately. Hence, lexical tree copies are introduced in the search network for each unique
language model history [58, 61, 33]. An example network for bigram search is shown in
Figure 2.7 with two words: CAN and BAN. The language model history of one previous
word is preserved in the search network by the use of a lexical-tree copy for each of the
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two words. In addition, an extra lexical-tree copy is introduced to model the silence (represented by the symbol $) that occurs at the beginning and end of a speech utterance, and
between words. For LVCSR, with tens of thousands of words, it might seem that a large
number of unique language model histories might result in a large number of active lexicaltree copies. In practice, the average number of active lexical-tree copies varies from a few
tens to a few hundreds due to the application of effcient pruning techniques. An alternative to keeping multiple copies of lexical trees is to use a single copy of the lexical tree but
maintain the language model history of each search hypothesis [18, 16, 17].

Figure 2.8 Word transitions in across-word lexical-tree based search. Figure is from [86].
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2.3.2 Across-word Lexical-tree based Viterbi Search
The use of across-word triphone models in a lexical-tree based search network requires modifying the lexical-tree structure at word transitions to account for across-word
transitions. The search network shown in Figure 2.7 is based on within-word triphones.
Such a network does not consider context across the word boundary.
As discussed in Section 2.2.4, the right across-word context, r, of a word, w, is given
by the frst phone of the successor word. Due to the time-synchronous nature of the Viterbi
search, when the word, w, is hypothesized, the identity of the subsequent word is not
known. Hence, while hypothesizing the word, w, all possible right across-word contexts
have to be considered [61, 10]. Each of the right across-word contexts is realized by an
across-word triphone at the end of the word, w. This explosion of triphone arcs at the end
of each word in the lexical-tree is called the fan-out of word w. An example of fan-out for
a word w is shown on the left side of Figure 2.8. The last triphone of word w corresponds
to the phone y. The across-word contexts for word w are a, b, c, and $. Hence, each
across-word context of word w is represented by a triphone arc fan-out. Whereas the
across-word contexts a, b, and c represent the frst phone of the subsequent word in the
case of coarticulation, the symbol $ represents a silence or pause where no coarticulation
is assumed to occur.
When across-word models are used in a lexical-tree based search, each word in the
vocabulary is provided with its own fan-out. Hence, there is signifcant growth in the
number of triphone arc fan-outs. Optimizations based on dynamically creating the tri-
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phone fan-outs during search using a look-up table have been proposed to reduce memory
requirements [4, 87].
As described in Section 2.2.4, the search space represents all words in the vocabulary.
Every word sequence w1N that can be generated from the search network is consistent with
the context [l, r]N
1 depending on the word pronunciations. Hence, the search hypotheses
that end in the fan-out arc with right context r can only activate those frst generation
triphone arcs of the successor lexical-tree copy that represent the phone r. Therefore, the
frst generation triphone arcs of the successor tree are separated into several subtrees based
on the phone. Each of these subtrees starts at a separate root node as shown on the right
side of Figure 2.8. Each of the frst generation phones (a, b, and c) in the successor lexicaltree copy with a left across-word context of y has its own root node. Note that the word
transition from word w to the root nodes for these three phones (a, b, and c) represent a
coarticulated word transition. For a non-coarticulated word transition, a pause or silence,
represented by the symbol, $, is assumed to occur between the words. Hence, all phones
need to be considered in the successor lexical-tree’s frst generation triphone arc with left
context $. The bottom root node, denoted by s0 ($) in Figure 2.7, is the non-coarticulated
root node.
Recombination or merging at the word level is performed at these root nodes for word
w based on the right across-word context r. Other important optimizations applied to
the lexical-tree based search network to increase search speed include recombination after the frst phone generation [87], across-word language model look-ahead [4, 67], and
compressing the lexical prefx tree [39]. The change in lexical-tree structure due to re31

combination after the frst phone generation must be understood in order to easily follow
Chapter 5 of this dissertation, and so a brief overview is presented next.

Figure 2.9 Word transitions in across-word search with application of the recombination
after the frst phone generation. Figure is from [86].

2.3.2.1 Recombination after the frst phone generation
The two kinds of word transition in across-word search are coarticulated and noncoarticulated. As shown in Figure 2.8, the kind of word transition hypothesized (along
with the right across-word context r for coarticulated word transitions) at the end of a
word determines the set of subtrees that are activated in the successor tree. Each subtree
is activated through its own root node.
The kind of word transition hypothesized (coarticulated or non-coarticulated) at the
end of a word determines which frst generation triphone arcs of the successor tree are
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activated. The frst generation triphone arcs in the successor tree are different for coarticulated and non-coarticulated word transitions. Because a triphone context is limited to
one phone, the triphones on second generation arcs of the successor tree are the same for
both kinds of word transition. This allows recombination of search hypotheses that have
traversed a non-coarticulated word transition with search hypotheses that have traversed a
coarticulated word transition at the end of the frst generation triphone arcs.
Recombination after the frst phone generation is shown on the right-hand side of Figure 2.9. For each arc in the frst generation of the successor tree that gets activated through
a coarticulated word transition, there exists another frst generation arc that gets activated
through a non-coarticulated word transition. These two frst generation triphone arcs only
differ in their left context. The triphone arc that gets activated through the coarticulated
word transition has a left context y (the last phone of the predecessor word) whereas the
triphone arc that gets activated through the non-coarticulated word transition has a left
context of $. For example, y ae and $ ae differ only in their left context. However, the second generation triphone arcs that are successors of both of these frst generation triphone
arcs are the same. Therefore, the ends of the two frst generation triphone arcs are merged.
In this way only a single copy of the successor triphone arcs (second generation) of these
two frst generation arcs is activated.
Recombination at the end of frst-generation triphone arcs that originate from noncoarticulated and coarticulated root nodes effectively changes the structure of the lexical
tree from a tree to a graph. Because no change in the structure of the lexical-tree occurs
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after the beginning of the second-generation triphone arcs, the tree structure is preserved
from the second-generation arcs to the leaf nodes.

2.3.2.2 Dynamic Programming Recursions in Across-word Viterbi Search
Viterbi search for across-word models is performed by evaluating Equation (2.30) on
the search network defned above in a time-synchronous fashion. A mathematical formulation of a single-pass Viterbi search algorithm for a trigram language model and acrossword HMM is described as follows [65]. The two key quantities for dynamic programming
are:
δuv (t, q): the probability of the best partial search path that ends at time t in state q of
the lexical tree copy for language model history (u, v).
Ψuv (t, q): the time at which the best partial search path ending at time t in state q of
the lexical tree copy for language model history (u, v) has entered the tree copy.
The two recursions based on dynamic programming are as follows [39]:
• Recursion within a tree copy (recombination/merging on the HMM state level)
δuv (t, q) = max{p(o
t , q|σ) · δuv (t − 1, σ)},
σ

(2.31)

max
Ψuv (t, q) = Ψuv (t − 1, σuv
(t, q))),

(2.32)

• Recursion at word transitions (recombination/merging on the word level)
v) · δuv (t, δ(w,r) )},
δvw (t, q0 (r)) = max{p(w|u,
u

(2.33)

Ψuv (t, q0 (r)) = t,

(2.34)
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The probability p(ot , q|σ) is the product of the probability of the transition from state
σ to state q (p(q|σ)) and the likelihood of state q at time t (p(ot |q). The best predecessor
state of state q in the tree copy of the language model history (u, v) at time t is represented
max
(t, q). The term q0 (r) denotes one of the dummy initial states of the tree copy
by σuv

which has r as the left context, where the recombination at word level is performed. The
trigram language model probability is given by p(w|u, v). The term δ(w,r) represents the
fnal HMM state of word w that ended with right context r. The word-end transitions, and
the recombination at word level that occurs at the root nodes, are shown in Figure 2.8.

2.3.3 Pruning Schemes
Time-synchronous Viterbi search when applied to speech recognition is not expected
to fnd an optimal path. First, the optimality of the search is limited by the accuracy of the
acoustic and language models. Hence, the search tries to fnd an approximate path that is
close to an optimal path. Second, various pruning schemes have been tailored to run large
vocabulary tasks in a reasonable amount of time and memory with little or no decrease in
accuracy. These pruning techniques prohibit any guarantee of an optimal search. In this
section, we describe three pruning techniques that are commonly used in Viterbi search
when applied to speech recognition.

2.3.3.1 Beam Pruning
Standard beam pruning, also called acoustic pruning, retains only the most promising
state hypotheses. A pruning threshold is computed by subtracting a beam width from the
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the best score among all state hypotheses. All the hypotheses with a score worse (less)
than the pruning threshold are pruned. The hypothesis with the best score at time frame, t,
is defned as:
δAC (t) = max δuv (t, q),
(uv,q)

(2.35)

A state hypothesis (q, t, uv) is pruned if:
δuv (t, q) < fAC · δAC (t),

(2.36)

where fAC is the beam width of acoustic pruning.
Typically, the width of the beam, fAC , is determined empirically based on development
test data (which is separate from the evaluation test data), and changing the beam width
adjusts a tradeoff between computational load and word error rate. Instead of applying
beam pruning at the state level, some recognizers apply beam pruning at the phone level.
It has been shown that pruning at the phone level and the state level are equivalent. For
example, the search algorithm presented in [61] applies beam pruning to the phone level
and not the state level because limiting the number of so-called active triphone model instances implicitly limits the number of state-level paths. On the other hand, another search
algorithm [58] applies pruning to the state level and not the phone level. Interestingly, the
search algorithm introduced in [18] applies pruning at both the state level and the phone
level.
Because search in speech decoding is hierarchical, beam pruning is also performed at
the word level to the word-end hypotheses after the application of the n-gram language
model probability. This kind of pruning is also called language model pruning. Because
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more certainty exists at word-ends after the inclusion of the language model probability, a
different beam-width fLM , usually smaller than fAC , is empirically determined.

2.3.3.2 Histogram Pruning
The number of active triphone arcs in the lexical-tree copies, near word beginnings,
where the uncertainty about a word is highest, is very high (typically, tens to hundreds of
times more on average [61]). Hence, at word beginnings, there is a sudden increase in
the number of state hypotheses which results in a large memory requirement. Histogram
pruning is applied to limit any big increase in the number of state hypotheses to some
maximum (M axHyp) [89]. Only the M axHyp best state hypotheses survive this pruning.
The parameter M axHyp is empirically tuned. Because a histogram is calculated to reorder all the state hypotheses, it is called histogram pruning.
Similar to beam pruning, some recognizers apply this kind of pruning to limit the
memory requirements at the phone level [62, 18]. At any given time frame, only those
triphone model instances with the highest score are kept and the rest are pruned.
Histogram pruning is also applied at the word level to limit the number of word-end
hypotheses. From language modeling studies, it is well-known that variation of the probability of a specifc word is lower than variation over all words, and hence, confdence
about a word’s identity is highest at word end. Therefore, the number of active wordend hypotheses can be limited to reduce computational and memory requirements without
introducing signifcant search errors [80].
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2.3.3.3 Maximum-Hypotheses Pruning
Similar to histogram pruning, maximum-hypotheses pruning limits the number of
search hypotheses at any time frame. But there is a difference between these two pruning
schemes. While histogram pruning creates a histogram to re-order the active hypotheses,
maximum-hypotheses pruning uses a sorting algorithm (typically, quicksort) to re-order
the active hypotheses. Because a histogram is created in O(n) time, and quicksort runs in
O(nlg(n)) time, histogram pruning is faster than maximum-hypotheses pruning. Systems
either apply histogram pruning or maximum-hypotheses pruning, but not both.

2.3.4 Functional Components of Viterbi Search
The dynamic programming recursions for Viterbi search are discussed in Section 2.3.2.2.
The dynamic programming quantities are updated at each time frame while processing a
sequence of feature vectors extracted from an input speech utterance. Each feature vector
corresponds to a time frame. From an implementation point of view, the process of updating the dynamic programming quantities at each time frame can be divided into three key
components based on functionality.
• Likelihood Computation: At each time frame, the likelihood that the input feature
vector, ot , is generated by state q is given by p(ot |q). The likelihood is computed for
all active state hypotheses in this time frame. These computations occur during the
processing of each time frame and are collectively known as likelihood computation. The likelihood is computed using Equation (2.12). However, recognizers vary
in implementing the likelihood computation component. Variations include use of
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different optimization schemes, use of continuous versus discrete distributions, use
of a single shared covariance matrix versus multiple covariance matrices, and use
of diagonal versus full covariance matrices. These optimizations for the likelihood
computation component are described in more detail in Chapter 4.
• Language Model Computation: The n-gram language model probabilities (for example, the bigram language model probability p(w|u, v)) are applied to the search
hypotheses during the dynamic programming recursions at each time frame. For a
lexical-tree based search network, instead of applying the n-gram language model
probabilities at the leaf nodes, the language model information is included early in
the search process using the language model lookahead described in Section 2.3.1.
The application of language model lookahead scores involves the process of n-gram
language model probability lookups and is collectively called language model computation.
• Search Management: The dynamic programming recursions involve graph traversal
over the lexical-tree based network described in Section 2.3.1. The graph traversal
requires expanding and recombining search hypotheses at each time frame, due to
the time-synchronous nature of the Viterbi search. The graph traversal at state level
performs the within-word recursions given by Equations (2.31) and (2.32) and is
called within-word graph traversal. Similarly, graph traversal at word level performs across-word recursions at word transitions given by Equation (2.33) and is
called across-word graph traversal. Across-word graph traversal is typically im39

plemented in three steps. The frst step creates the word-end hypotheses from the
state hypotheses that reach the leaf nodes of the lexical tree. The second step creates word backpointers representing the word-ends given by Equation (2.34). The
fnal step includes the recombination of the word-end hypotheses. Various pruning
techniques described in Section 2.3.3 are applied at each time frame to reduce the
number of search hypotheses. The graph traversal along with the pruning techniques
is collectively called Search Management.

2.4 Performance Metrics in Continuous Speech Recognition
There are two important metrics for the performance of a speech recognition system:
word error rate and real-time rate. Word error rate measures the accuracy of the speech
recognition system, while the real-time rate measures the speed of processing.

2.4.1 Word Error Rate
The word error rate (WER) of a speech recognition system for an evaluation set consisting of a number of speech utterances is defned as:
W ER(%) =

Substitutions + Deletions + Insertions
× 100%.
Total number of words in Reference Trancriptions

(2.37)

The output of the recognizer, given an input speech utterance, is a sequence of words
called a sentence hypothesis. The output sentence hypothesis is aligned against a reference
transcription using dynamic programming based on Levenshtein distance. The resulting
alignment between the output sentence hypothesis and the reference transcriptions categorizes each word as a substitution, or a deletion, or an insertion. A word that is incorrectly
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recognized as another word is a called a substitution. A word that occurs in the reference
transcription but gets deleted in the recognized output is a deletion. A word that gets inserted in the recognized output but is not present in the reference transcription is called an
insertion. Substitutions is defned as the sum of the number of substitution words in all
the output word hypotheses. Deletions and insertions are defned similarly. A lower WER
corresponds to better performance.

2.4.2 Real-Time Rate
The speed of a speech recognizer is measured as the ratio of the time taken by the
recognizer to produce the output sequence of words and the actual time that the speaker
took to speak the input utterance. This ratio, called the real-time rate (xRT) of a speech
recognizer, is formally defned as:
×RT =

Time taken by the recognizer to produce the output
.
Time taken by the speaker to speak the input utterance

(2.38)

In this dissertation, we measure the time taken by the recognizer as elapsed time (also
know as wall clock time) and not CPU time. Whereas CPU time only includes time taken
by the central processing unit of the processor, elapsed time also includes sources of latency such as the time taken to load virtual pages into memory from the hard disk. From
an application point of view, elapsed time is a more meaningful measurement. However,
to obtain fair measurements for elapsed time, multiple user processes cannot be run simultaneously. For the experiments reported in this dissertation, only a single user process
running the recognizer was active at a time.
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2.5 Comparison of Viterbi Search in the MsState and RWTH Recognizers
In this dissertation, both the MsState and the RWTH recognizers are parallelized. The
two recognizers are based on lexical trees and incorporate the algorithms described in
this chapter. However, there are signifcant differences in the two implementations. This
section presents an overview of the implementation of a single-pass n-gram across-word
Viterbi search algorithm in each of the recognizers, an algorithmic comparison between
the two implementations, and a performance comparison.

2.5.1 MsState Recognizer
The design of the MsState recognizer, including the search algorithm, is described
in detail in [18]. The MsState recognizer has been used on several evaluations including
Aurora Evaluations [71]. This recognizer is part of the prototype speech recognition toolkit
developed by Joe Picone’s research group at Mississippi State University (the Institute for
Signal and Information Processing) during the late 1990’s and was released in open source.
There has been little or no active development of this recognizer since the year 2000.
The two key design concepts of this search implementation are:
• Instead of using a pre-compiled lexical tree with triphone arcs or equivalently HMM
states on the arcs, the triphone models are dynamically constructed on the fy using a lexical tree with monophones on its arcs during graph traversal. An example
of a monophones-based lexical tree is shown in Figure 2.10. The phones a, b, c,
and $ represent monophones on the frst-generation arcs. Although the use of a
monophone-based lexical tree saves memory as compared to a pre-compiled lexical
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Figure 2.10 Portion of monophone-based lexical tree showing frst-generation arcs as
monophones.

tree based on triphone arcs or equivalently HMM states on the arcs, the process of
dynamic construction of triphone arcs is complicated and takes additional computation.
• As discussed in Section 2.3.1, multiple copies of the lexical tree, each corresponding to a unique language model history, are required to correctly apply the n-gram
language model probability at word transitions. The search implementation of the
MsState recognizer does not keep multiple copies of the lexical tree explicitly. Instead, each active triphone model instance is hashed in a hashtable based on its language model history and position in the lexical-tree (given by the pointer to a node
in the monophone-based lexical tree). Each triphone model instance represents a location in the lexical tree which is similar to traversing a single lexical tree. However,
because each triphone model instance also has a unique language model history, it
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Algorithm 2 Search Algorithm in MsState Recognizer 1
1: create a path to start word
2: for all frames do
3:
read feature vector
4:
expand word paths to states()
5:
expand phone paths to states()
6:
compute phone model instance pruning threshold
7:
prune active phone model instances based on phone model instance pruning
threshold
8:
project states()
9:
compute state-level beam threshold
10:
prune state-level paths based on state-level beam threshold
11:
compute phone-level beam threshold
12:
create word paths()
13:
compute word-level beam threshold
14:
prune word-level paths based on word-level beam threshold
15:
compute word-end pruning threshold
16: end for
17: backtrace best path using word-level history

is similar to traversing multiple copies of the lexical trees. A set of triphone model
instances with the same unique language model history is similar to keeping a copy
of the lexical-tree with this specifc language model history.
The portion of the search implementation that is most computationally intensive is
given in the pseudocode of Algorithm 2 and Algorithm 3. In the following, we give a
step-by-step explanation of the pseudocode based on functionality.

2.5.1.1 Search Management
As discussed in Section 2.3.4, search management consists of graph traversal and
pruning schemes.
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Algorithm 3 Search Algorithm in MsState Recognizer 2
1: expand word paths to states():
2: for all active word-level paths do
3:
apply word-end pruning
4:
propagate word-level paths to phone model instances
5:
propagate paths to HMM states in the phone model instance
6: end for
7: expand phone paths to states():
8: for all active phone-level paths do
9:
propagate phone-level paths to next phone model instance according to the pro-

nunciation
10:
propagate paths to HMM states in the phone model instance
11: end for
12: project states():
13: for all active phone model instances do
14:
for all states in phone model instance do
15:
evaluate the state and propagate paths to next states with Viterbi pruning
16:
if next state is phone model instance last state then
17:
create phone-level path corresponding to the phone model instance
18:
end if
19:
end for
20: end for
21: create word paths():
22: for all phone-level paths do
23:
prune phone-level paths based on phone-level beam threshold
24:
if phone-level path corresponds to end-phone of a word pronunciation then
25:
create word-level path corresponding to the word
26:
merge this path with other word-level paths if appropriate
27:
add the word to word-level history if appropriate
28:
end if
29: end for
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Graph Traversal: Within-word graph traversal is implemented in lines 4, 5, and 8 of Algorithm 2. At the beginning of each time frame processing, new triphone model instances
are activated that correspond to the frst-generation triphone arcs in line 4. Similarly, new
triphone model instances that correspond to second-generation triphone arcs and later, are
activated in line 5. The HMM state hypotheses represented in all active triphone model
instances are expanded and combined in line 8 according to the HMM topology of the
triphone model. All three steps of the across-word graph traversal, including the creation
of word-end hypotheses, the creation of backtrace word pointers, and the recombination
of word-end hypotheses, are performed in line 12.
At line 17, when all the input feature-vectors for an input utterance are processed, a
backtrace is used to recover the best path.
Pruning Schemes: The two pruning schemes implemented in the MsState recognizer are:
• Beam Pruning: Acoustic beam pruning at state level, explained in Section 2.3.3.1, is
performed in lines 9 and 10. After a pruning threshold is computed in line 9, the state
hypotheses represented in the active triphone model instances are pruned in line 10.
Similarly, beam pruning at word level is applied in lines 13 and 14. Additionally,
beam pruning is also applied at the phone level in lines 11 and 12.
• Maximum-Hypotheses Pruning: The so-called Maximum Active Phone Model Instances Pruning (MAPMI) is the maximum hypotheses-pruning (described in Section 2.3.3.3) used to limit the maximum number of active phone model instances. A
pruning threshold is frst computed by sorting the active phone model instances in
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line 6. The active phone model instances are then pruned using this threshold at line
7. Similarly, maximum-hypotheses pruning is also applied at word level in steps 15
and 4. This type of pruning limits the maximum number of word-end hypotheses at
each time frame.

2.5.1.2 Likelihood Computation
Likelihood computation for the active HMM state hypotheses is performed in step 8.
Given an input feature vector, the likelihood of a mixture is computed using Equation (2.12),
assuming a diagonal covariance matrix for each Gaussian density. The only optimization
used in the likelihood computation module of the MsState recognizer consists of caching
the likelihood scores of active mixtures at each frame. The details of this optimization are
described in Chapter 4.

2.5.1.3 Language Model Computation
The language model lookahead is computed and applied in steps 4 and 5. The language
model lookahead score is computed at each node of the lexical tree based on the language
model history and cached in the lexical-tree node itself. Because only a single copy of the
monophone-based lexical tree is maintained, a lookahead score cached at a lexical-node
can potentially be re-written multiple times when different language model histories are
considered. Hence, this implementation of language model lookahead is not effcient.
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2.5.2 RWTH Recognizer
The development of the RWTH recognizer can be traced back to Hermann Ney’s
research group at Philips Research Lab [57] in the early 1990’s, and was continued at the
RWTH University of Technology, Aachen, Germany [57, 30, 66, 65, 58, 39, 38, 88]. It was
one of the frst successful attempts at applying Viterbi search to LVCSR. The recognizer
is still under active development. In 2008, the RWTH speech recognition toolkit was
released in open source [83].
In this section, we review the implementation of the single-pass n-gram across-word
lexical-tree based Viterbi search in the RWTH recognizer. The implementation keeps
multiple copies of the lexical tree at a time frame as discussed in Section 2.3.1. We start
with a discussion of the structure of the lexical tree.

2.5.2.1 Lexical-tree Structure
Unlike the monophone-based lexical-tree in the MsState implementation, the lexicaltree structure in the RWTH implementation is precompiled by frst expanding the triphone arcs (both within word and across word) in terms of HMM states. This composition is next optimized using the general weighted fnite-state (WFST) operations of composition, determinization, minimization and weight-re-distribution (pushing) minimization [53, 51, 54]. The resulting optimized graph, consisting of arcs and states (HMM
states), is an optimized lexical tree, called a state tree. We refer to this state tree as a lexical tree when discussing the RWTH recognizer in the rest of this dissertation. The use of
a precompiled state tree results in faster runtime as compared to the use of a monophone48

based lexical tree. The within-word graph traversal only involves traversal of the state tree.
Advancing (expanding) a state hypothesis, representing a state, simply involves looking up
the children states. The dynamic creation of across-word triphones and the further expansion of these triphones in terms of HMM states need not be done on the fy.

Figure 2.11 Beginning portion of lexical tree showing the frst-generation triphone arcs.
A single non-coarticulated root node and multiple non-coarticulated root
nodes are also depicted.

The use of WFST operations to optimize the lexical tree results in automatically incorporating the lexical-tree specifc optimizations that include recombination after the frst
phone generation and compressing the lexical prefx tree. It is easier to understand and
visualize the structure of the state tree by abstracting the HMM states and considering the
equivalent lexical tree that is composed of triphone arcs. An example of the beginning
portion of the lexical tree that consists of triphone arcs is shown in Figure 2.11. This
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Algorithm 4 Search Algorithm in RWTH Recognizer
1: create a path to start word
2: for all frames do
3:
read feature vector
4:
activate new lexical-tree copies
5:
expand HMM states in active lexical-tree copies by creating state hypotheses
6:
create LM lookahead trees for newly activated lexical-tree copies
7:
apply LM lookahead scores to state hypotheses
8:
compute threshold, f(beam,state) , for beam pre-pruning of state hypotheses
9:
prune state hypotheses based on the threshold, f(beam,state)
10:
likelihood computation of state-level hypotheses
11:
compute threshold, f(beam,state) , for beam pruning of state hypotheses
12:
prune state hypotheses based on the threshold, f(beam,state)
13:
compute threshold, f(histogram,state) , for histogram pruning of state hypotheses by
creating histogram
14:
prune state hypotheses based on the threshold, f(histogram,state)
15:
create word-end hypotheses for all state hypotheses that reach the leaf nodes of
the lexical tree
16:
compute threshold, f(beam,word−end) , for beam pruning on word-end hypotheses
17:
prune word-level hypotheses based on the threshold, f(beam,word−end)
18:
create word backpointers for traceback
19:
recombine word-end hypotheses
20:
compute threshold, f(histogram,word−end) , for histogram pruning of word-end hypotheses by creating a histogram
21:
prune word-end hypotheses based on the threshold, f(histogram,word−end)
22: end for
23: backtrace best-path using word backpointers
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structure depicts the recombination after the frst phone generation which is discussed in
Section 2.3.2.1. A single non-coarticulated root node is activated by a search hypothesis
that hypothesizes the non-coarticulated word transition at the end of the predecessor word.
Multiple root nodes are activated depending on the right context of the search hypothesis
that hypothesizes the coarticulated word transition at the end of the predecessor word. For
example, as shown in Figure 2.11, the hypothesis with a right context of a activates the
topmost co-articulated root node.

2.5.2.2 Search Management
Graph Traversal: Within-word graph traversal occurs within each active copy of the
lexical-tree. However, across-word graph traversal at word-ends involves recombination
at a fctitious root node, q0 (r), of a lexical tree copy with history (v, w). Maximization of
all the word-end hypotheses for a word w with right context r and word history (u, v) is
performed over all words u. Hence, this recombination of search paths occurs across the
lexical-tree copies.
High-level pseudocode of the search algorithm is given in Algorithm 4. The search involves processing each time frame, one for each input feature vector, in a sequential manner. Line 5 of Algorithm 4 implements the word-within graph traversal. The active state
hypotheses belonging to all the active lexical-tree copies are expanded and recombined
according to the structure of state-tree. The frst step of the across-word graph traversal,
which creates the word-end hypotheses from the state hypotheses, is shown in line 15. The
second step creates the word backpointers to keep track of the starting time of the words in
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line 18. The third and fnal step of the across-word graph traversal involves recombination
of word-end hypotheses and in performed in line 19. Once all the input feature vectors are
processed, the best path is backtraced using the word backpointers in line 23.
Due to pruning, only a limited number of lexical-tree copies are active at any time
frame. A new lexical-tree copy based on the words hypothesized in the previous time
frame is activated at the beginning of the frame processing in line 4.
Pruning Schemes: The RWTH recognizer implements two pruning techniques discussed
in Section 2.3.3:
• Beam Pruning: Acoustic beam pruning at the state level is applied after the likelihood computation at lines 11 and 12. Similarly, beam pruning at the word level is
applied at lines 16 and 17. Additionally, the RWTH implementation incorporates a
beam pre-pruning scheme at the state level before the likelihood computation. The
beam pre-pruning is applied in lines 8 and 9. We did not activate the beam prepruning for any of the experiments presented in this dissertation.
• Histogram Pruning: Histogram pruning is used to limit the maximum number of
active state hypotheses in lines 13 and 14. Similarly, histogram pruning at the word
level limits the maximum number of word-end hypotheses in lines 20 and 21.

2.5.2.3 Likelihood Computation
The likelihood computation of the active state hypotheses takes place in line 10. For
experiments presented in this dissertation, only a single covariance matrix is shared for all
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the Gaussian densities. The details of the likelihood computation module of the RWTH
recognizer are described in Chapter 4.

2.5.2.4 Language Model Computation
The language model lookahead trees [63] corresponding to the newly-activated lexicaltree copies are created in line 6. The language model lookahead scores are applied to the
state hypotheses in line 7.

2.5.3 Summary and Performance Comparison
Although both the MsState recognizer and the RWTH recognizer implement the
Viterbi search algorithm based on lexical trees, there are two main differences between
them. First, the RWTH recognizer includes many more state-of-the-art optimizations for
reducing runtime and memory requirements. Second, while the RWTH recognizer keeps
track of the language model history by keeping multiple copies of the triphones-based
lexical tree, the MsState recognizer keeps a single copy of the monophones-based lexical
tree in memory and tracks n-gram word history using a hashtable. Each lexical-tree copy
in the RWTH recognizer represents a unique language model history. In the MsState recognizer, each active phone model instance is hashed to a unique language model history
and the node in the monophone-based lexical tree. A summary comparison of the two
implementations is provided in Table 2.1.
To fairly compare the performance of the two implementations, we benchmarked both
recognizers using the same set of models. The WSJ0 Nov92 NIST evaluation set, consist-
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Comp.

LM

Comp.

Likelihood

Mang.

Search

Linked-list based (cache ineffcient)
Linked-list based (ineffcient)
As a part of the HMM state data
structure. Hence cache ineffcient.
No
No
No
Binary Tree Search
Caches one tree for multiple ngram
histories. Hence, ineffcient.
Not Applicable

Hypotheses Mang.
Word-end Hyp. Recombination
Caching at each frame

Tree Compression

Quantization
SIMD
Precomputation
Lookups
Lookahead Tree

MS
Word, state and phone levels
No
No
Yes
Single
Not applicable
Monophone based. Across-word
triphones instances are generated
on the fy from monophone lexicaltree. Next, the triphones are expanded as HMM states by plugging
in triphone HMM models. Hence,
very ineffcient.

Features
Beam Pruning
Beam Pre-Pruning
Histogram Pruning
MAPMI Pruning
Lexical Tree Copies
Lexical-tree Copies Pruning
Lexical Tree Type

RWTH
Word and state levels
State level
Word and state levels
Not applicable
Multiple
Yes
Across-word triphones expanded as
HMM states and optimized using
FST principles.
Hence, HMM
state expansion using precompiled
lexical-tree is very effcient. The
data structure that represents the
lexical-tree is designed to be cache
effcient.
Vector based (cache effcient)
Hash-set based (effcient).
Vector based. Hence, cache effcient.
Yes
Yes
Yes
Binary Tree Search
Created and cached for active lexical tree copies. Hence, effcient.
Yes

Table 2.1 Comparison of the Viterbi search implementation in the MsState and RWTH recognizer.

Figure 2.12 Real-time rate versus Word error rate plot of the two search implementations
on same set of models. The RWTH search implementation is many times
faster than the MsState implementation.

ing of 330 utterances (40 minutes of speech data), was decoded with a 5K lexicon, acrossword triphone models, and a bigram language model. The details of this WSJ0 based
experimental setup are described in Appendix A. Note that the two likelihood computation optimizations in the RWTH implementation were not enabled for these benchmarking
experiments. The two optimizations are parallel SIMD and likelihood pre-computation,
which are described in Chapter 4.
Figure 2.12 compares the performance of the MsState and RWTH implementations by
plotting real-time rate versus WER. The RWTH implementation runs many times faster
than the MsState implementation. Both implementations achieve the best WER of 8.4%.
However, for this WER, the RWTH implementation runs approximately 17 times faster
than the MsState implementation. The runtime of the RWTH implementation would be
even faster if the parallel SIMD and likelihood pre-computation optimizations were en55

Figure 2.13 Distribution of overall elapsed runtime among likelihood computation, language model computation and search management. The fgure on left hand
side corresponds to the MsState implementation and the fgure on the right
hand side corresponds to the RWTH implementation.

abled. The comparison in Figure 2.12 demonstrates that the RWTH implementation is
much more highly optimized than the MsState implementation. Table 2.1 summarizes the
optimizations.
Figure 2.13 shows how the total runtime taken by each search implementation is divided among likelihood computation, language model computation, and search management. While the Msstate implementation spends the largest portion of its time in search
management (approximately 84%), the RWTH implementation spends the largest portion
in likelihood computation (approximately 85%). The MsState implementation only spends
about 6% of its total time on likelihood computation, even though the runtime taken by
likelihood computation in the MsState implementation (approximately 1750 seconds) is
about 8 times slower than the runtime taken by likelihood computation in the RWTH implementation (approximately 210 seconds).
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CHAPTER 3
PARALLELIZING A SPEECH RECOGNIZER: OVERVIEW

This chapter considers the problem of parallelizing the Viterbi search algorithm of a
speech recognizer. It reviews previous work on this problem and then outlines the approach adopted in this dissertation. As a high-level overview, it provides context for understanding the specifc parallelization techniques described in Chapters 4, 5 and 6.
The goal in parallelizing a LVCSR recognizer is to improve the elapsed runtime, and,
as a result, the real-time rate. Improvement of elapsed runtime due to parallelization can
be measured in two ways: as relative improvement or as speedup. Relative improvement
is defned as:
Relative Improvement(%) =

Improved Elapsed Time − Baseline Elapsed Time
× 100.
Baseline Elapsed Time
(3.1)

Speedup is defned as:
Speedup =

Baseline Elapsed Time
.
Improved Elapsed Time

(3.2)

For many computational problems, speedup is easily achieved by parallelization; the
term embarrassingly parallel is used for this class of problems. Other problems are inherently sequential and cannot be parallelized, and there is a spectrum of possibilities in
between. As we will see, time-synchronous Viterbi search for LVCSR is challenging to
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parallelize and several factors limit the amount of speedup that can be achieved, although
signifcant speedup is still possible. We conclude the chapter with a discussion of some of
these challenges and limitations.

3.1 Previous Work on Parallel Viterbi Search for Speech Recognition
We begin with a review of previous work on parallelizing search algorithms for speech
recognition. Note that several approaches have been studied that are not relevant to this
dissertation, including
1. parallelization for a distributed-memory architecture [50, 13],
2. use of specialized custom hardware [55, 42],
3. pipelining approaches on a Chip Multi Processor (CMP) architecture [36], and
4. other approaches to speech decoding besides Viterbi [60].
Since the multi-core architecture, which is assumed in this dissertation, is a kind of
shared-memory architecture, our review focuses on previous approaches to parallelizing
speech-recognition search on a shared-memory architecture. Surprisingly, over the past
two decades, few approaches to parallelizing speech-recognition search algorithms on a
shared-memory architecture have been proposed. Moreover, no previous approach parallelizes a lexical-tree based Viterbi recognizer.
In 1987, Kimball et. al [41] implemented a parallel version of a very simple Viterbidecoding based recognizer on the BBN Butterfy Parallel Processor. The BBN Butterfy
processor is a shared-memory MIMD (Multiple Instructions Multiple Data) machine with
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general-purpose CPUs. The decoding task was a small-vocabulary task consisting of 335
words with no grammar. Acoustic models were composed of context-dependent phone
models. The correct recognition error rate on this task is 90% at 128 xRT. On a 97processor machine, the real-time rate improved to 1.7 xRT. This represents a speedup of
77 over a single-processor version of the recognizer. As expected, the real speedup of 77
is less than the ideal speedup of 97.
The search algorithm used to decode a small-vocabulary task is very simple. It loops
over all possible words at each time frame to fnd the best sequence of words. In parallelizing this simple Viterbi search algorithm, the main contribution was the idea of dividing the
search effort among the processors by distributing the words among the processors. Other
techniques used to improve effciency included:
1. Explicit time synchronization at each time frame,
2. Effcient load balancing at each time frame by uniformly dividing the words of almost equal lengths among the processors, and
3. Finding a global maximum at the end of a time frame by using a binary tree approach
that runs in log(N) time.
In 1993, RaviShankar [82] created a parallel version of the CMU Sphinx recognizer
on a shared-memory PLUS microprocessor using C-threads. Note that the architecture of
this version of the Sphinx recognizer, unlike the MsState recognizer or the RWTH recognizer, is not based on lexical trees. However, it is similar to the non-lexical tree based
recognizer described in the early sections of Chapter 2. The parallelized version of the
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Sphinx speech recognizer was benchmarked on a speaker-independent task consisting of
a 1000-word vocabulary. Context-dependent triphone acoustic models and a bigram language model were used. With two threads, the speedup reported was 1.79. Scaling-up
to four threads resulted in a speedup of 3.14. The main idea of this approach was to
partition the data and computations among the threads by statically dividing the triphone
models among the threads, as a way of reducing inter-thread communications. Although
load balancing is not explicitly implemented, it is handled implicitly by intelligently dividing the triphone models uniformly among threads using expert knowledge. The details
of this triphone model partitioning are described in [82]. The models and channels (specifc triphone HMM instances derived from these models) are evaluated by the thread to
which the model is initially assigned. Locks are used whenever there is a need to exchange
information among the threads.
In the late 1990’s, Phillips et. al [77] parallelized a Viterbi recognizer on a sharedmemory architecture with Challenge processors. They obtained a speedup of 3 on four
processors on the North American business news (NAB) recognition task. The vocabulary size of the NAB task is 20,000 words. Note that the architecture of this recognizer is
based on pre-compiled Weighted Finite-State Transducers (WFST), which is very different from the lexical-tree based architecture of the MsState and RWTH recognizers. The
pre-compiled WFST is composed of states and arcs. The recognizer traverses the statespace graph represented by the states and arcs to fnd the most likely state sequence. The
main idea behind the approach is to distribute the HMM states and arcs among threads,
and exploit the data-centric nature of the algorithms to improve data locality. Hence, there
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is no need to modify the code structure of the underlying sequential Viterbi recognizer.
However, there is a need for information exchange among processors using mechanisms
such as locks during the search process; some arcs assigned to one processor may need
to activate states assigned to another processor. Another contribution of this work is to
fnd ways to manage data with minimal interference without degrading performance. This
includes changing data structures to allow for concurrent access without locking, using reductions, and postponing updates. The third contribution is to reduce the lock contentions
by removing unnecessary code from critical sections, or carefully choosing the lock granularity.
In these approaches to parallelizing Viterbi-based search for speech recognition, there
are differences among search algorithms, software design, hardware, and speech-recognition
tasks that limit meaningful comparison. Table 3.1 summarizes these differences. There are
even greater differences between all of these approaches and the approach to parallelization adopted in this dissertation. We summarize the differences from our approach as
follows.
• The most popular implementation of Viterbi search for LVCSR is based on lexical
trees, and that is what we parallelize in this dissertation. By contrast, none of the
previous approaches parallelized lexical-tree based Viterbi search.
• Previous approaches divide the search space among processors in ways that are not
applicable to lexical-tree based Viterbi search for LVCSR. The BBN approach divides the search space by dividing the words among the processors; this is only
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Parallelization
Approach
Task

Number of Processors
Speedup
Implementation
Tool
Search Algorithm

Hardware

Small Vocabulary (335
words), CD phone
models, no grammar

Division of words

77.0
Uniform System Software
Based on words

BBN [41](1987)
BBN Butterfy Parallel
Processor (MIMD)
97

Weighted Finite-State
Transducers (WFST)
Division of states and
arcs
Large Vocabulary (20k
words), CD triphone
models, bigram language model

Linear decoder

Medium
Vocabulary (1000 words),
CD triphone models,
bigram language model

Division of triphones

3.1
SGI’s thread package

4

4
3.1
C-threads

AT&T [77](1999)
Challenge Processors

CMU Sphinx [82](1993)
PLUS Microprocessor

Table 3.1 High-level comparison of previous work on parallelizing speech recognizers.

applicable to tasks with very small vocabularies. The CMU architecture divides
the search space by dividing triphones among processors; this is not applicable to
LCVSR. The AT&T architecture is based on WFSTs, where a WFST is composed
of a single graph with states and arcs, and the parallel implementation divides the
search space by distributing the states and arcs of the graph among processors. None
of these approaches is compatible with lexical-tree based Viterbi search for LVSCR.
• Previous approaches to parallelization do not explicitly parallelize the likelihood
computations. As we will see, dividing the search space among processors automatically results in some parallelization of likelihood computations. But because
this strategy might not produce good load balancing, we develop an independent
technique for parallelizing the likelihood computation module.
• The performance of previous approaches was benchmarked on architectures such as
the BBN Butterfy Parallel Processor (MIMD), the PLUS Microprocessor, and the
Challenge Processor. Although these processors have a shared-memory architecture,
they rely on specialized hardware. On the other hand, the performance of the parallelization techniques developed in this dissertation is benchmarked on off-the-shelf
general-purpose multi-core desktop processors.
Finally, we mention very recent work that was published in September 2009. You
et. al [94] implemented a parallel version of a lexical-tree based Viterbi recognizer using
the OpenMP application programming interface on a multi-core desktop processor. They
parallelized HTK, a popular open-source recognizer, and benchmarked its performance
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on the WSJ1 task with 20,000 words in the vocabulary. They report a speedup of 1.63
on two cores and 2.05 on four cores. Their approach to parallelization is almost identical
to one of the approaches described in this dissertation, in Chapter 5, called lexical-tree
division (LTD). We developed this approach before them and published it a year earlier, in
August 2008 [70]. Since their approach and experimental results are so similar to ours, and
can be viewed as a validation of our initial work, we describe their approach and results in
detail after we describe our own work in Chapter 5.

3.2 Proposed Approach to Parallelization and Challenges
As discussed in Chapter 2, the three main components of Viterbi search for speech
recognition are likelihood computation, language model computation, and search management.
The approach to parallelization adopted in this dissertation is to divide the search graph
into separate parts, with each core responsible for a different set of graph nodes. We
use the structure of the lexical tree to divide the search graph in a way that minimizes
interaction among the cores. Two different approaches to dividing the active lexical-tree
copies among the cores, called lexical-tree division and lexical-tree copies decomposition,
are described in Chapters 5 and 6. Here, the frst thing to point out is that by parallelizing
the search process in this way, all three components of the search are parallelized: search
management, likelihood computation and language model computation. For the set of
search nodes assigned to each core, the search-management component generates a set
of successor nodes in the graph. Then both likelihood computations and language model
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computations are performed for these nodes. Since the nodes are divided among cores, all
of these computations are parallelized.
However, for a lexical-tree based recognizer with decision-tree based mixture tying
and a highly-optimized likelihood computation module, such as the RWTH recognizer,
where likelihood computation takes most of the computation time, this strategy alone may
not produce good load balancing. Hence, we also develop a new approach to parallelizing
the likelihood computations module by itself, which attains good load balancing by dividing the mixtures corresponding to the search hypotheses in a different manner. Called
parallel fast likelihood computation, this explicit parallelization of the likelihood computation module is described in Chapter 4. The two likelihood computation parallelization
approaches are mutually exclusive because each approach divides the total number of active mixtures among cores in a specifc manner.
In principle, it is also possible to independently parallelize the language model (LM)
module, which in the RWTH decoder creates LM lookahead trees. However, state-of-theart recognizers such as the RWTH decoder have an optimized implementation for computing LM lookahead trees, and, therefore, spend relatively little time on this step. Hence, we
did not develop an independent approach for explicitly paralleling this step.
Search management consists primarily of graph traversal (both within-word and acrossword graph traversal) and pruning. Although it is relatively easy to divide the search space
among the cores, the frequency with which the different threads need to be synchronized
makes it challenging to achieve speedup from parallelization. In time-synchronous search,
each time frame must be parallelized independently. Within each time frame, there are
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several additional points where the threads running on different cores need to be synchronized. The fgure below illustrates the synchronization points in the parallel processing of
a single time frame by the RWTH recognizer.

Figure 3.1 Synchronization points in the parallel processing of a single time frame by the
RWTH recognizer. The synchronization points are labeled by letters, from a
to f, indicating the type of synchronization. The synchronization points result
in fne-grained parallelism. The width of sections between the synchronization points does not refect the actual processing time.

In this fgure, the numbers on the top correspond to line numbers in the pseudocode of
Algorithm 4, for easy cross reference. Each vertical line represents a point at which the
processes must be synchronized. The synchronization points are labeled by letters, from a
to f , indicating the type of synchronization, as follows.
(a) Synchronization due to the time-synchronous nature of Viterbi. All processing in a
given time frame must fnish before the processing of next frame can begin.
(b) Synchronization needed to correctly execute parallel pruning schemes.
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(c) Synchronization at word transitions during across-word graph traversal.
(d) New lexical-tree copies must be initialized and ready to process before the start of
within-word graph traversal of lexical-tree copies. Hence, a synchronization before
the word-within graph traversal is necessary.
(e) Before the application of language model scores, all the language model lookahead
trees must be available and hence, synchronization is required.
(f) When the likelihood computation step is independently parallelized, all active state
hypotheses must be available before its execution. Hence, the threads must be synchronized before the start of the likelihood computation step.
The details of the synchronization steps will be explained in Chapter 5. For now, it is
suffcient to appreciate how fne-grained the synchronization of threads must be. Each time
frame must be processed in approximately 10 msec for real-time performance. Within a
frame, many of the steps take much less than 1msec; for the RWTH decoder, the running
time of many of the individual steps is too fast to accurately measure. Since the computational steps between synchronization points must be parallelized separately, any load
imbalance in individual steps accumulates over time. In addition, some of the steps are
inherently sequential.
There are other challenges and diffculties in parallelizing a speech decoder. The software implementation of just the Viterbi search component of a speech-recognizer is extremely complex and represents the development effort of many different programmers
over many years. The software for the Viterbi search management component of the
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RWTH recognizer consists of approximately 5000 lines of code. The software for the
likelihood computation component consists of approximately 10, 000 lines of code, and
the software for the language model computation component consists of approximately
4000 lines of code. Moreover, the code is typically very highly optimized. For example,
in the case of the RWTH recognizer, the sequential code is highly optimized for effcient
cache performance. Since simple parallelization can adversely affect cache performance,
parallelization presents a considerable challenge.
Finally, there are diffculties in parallelizing code that is data-intensive, such as the
code for search management. In contrast to code that primarily involves arithmetic calculations (such as likelihood computations), search management is data-intensive and requires
many accesses of memory. As a result, the speedup that can be achieved by parallelization
can be limited by main memory access latency, a limitation that refects hardware limits.
This shows up in an increase in CPU Pipeline Stalls. For example, on an Intel Core2
Quad processor, parallel concurrent execution increases the front side bus-bandwidth utilization and main memory access latency. The increase in CPU Pipeline Stalls can usually
be decomposed into various processor-specifc hardware events, including stalls due to
Branch-MisPrediction, Non-prefetched Retired Load L2 Cache Hits, Non-prefetched Retired Load L2 Cache Misses, and Non-prefetched Retired Load Data-TLB Cache Misses.
Although parallelization of a speech decoder presents several challenges, it is worth
doing because it makes it possible to achieve signifcant real-time improvements in recognizing spontaneous speech. In the rest of this dissertation, we describe several novel
strategies for parallelization and demonstrate their effectiveness.
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CHAPTER 4
PARALLEL FAST LIKELIHOOD COMPUTATION

The MsState recognizer spends only about 6% of total computation time on likelihood
computation, as shown in Section 2.5.3 of Chapter 2. But for the RWTH recognizer, the
time spent on likelihood evaluation is 85% of total computation time. In fact, as measured
in absolute time, the RWTH recognizer performs likelihood computation faster than the
MsState recognizer. But when the percentage of time spent on likelihood computations is
compared to total computation time, likelihood computations take a much higher percentage of time for the RWTH recognizer because the rest of the Viterbi search algorithm is
so highly-optimized for the RWTH recognizer, and runs so much faster than the MsState
recognizer.
This comparison suggests that we can expect to signifcantly improve the performance
of the RWTH recognizer, and the performance of other highly-optimized state-of-the-art
speech recognizers, by separately parallelizing the likelihood computation module. By
contrast, separately parallelizing the likelihood computation module in the MsState recognizer will provide very little overall beneft. Therefore, in this chapter, we consider how
to separately parallelize the likelihood computation module, and we only implement our
parallelization technique for the RWTH recognizer.
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Before discussing parallelization, we briefy review some other techniques for increasing the speed of likelihood computations. These methods can be broadly divided into two
categories. The frst category consists of methods that achieve speedup by sacrifcing a
slight amount of recognition accuracy. Methods such as Gaussian components selection
based on nearest neighbor search [11], and tree-based search [85, 12, 24, 25, 64], reduce
the number of likelihood computations by evaluating only a subset of components in a
mixture. These methods are sensitive to tuning parameters for the recognition system and
poor parameter tuning degrades accuracy.
The second category consists of methods that do not result in any degradation in system accuracy. Methods such as partial distance elimination (PDE) [23, 76], fall in this
category. There is also a sub-category of methods that make use of effcient programming
techniques. Examples in this subcategory include the use of SIMD instructions in modern
processors to parallelize likelihood computations [38], and likelihood batch strategy [84].
Another example comes from mobile applications where frequently accessed components
are placed on faster internal SRAM [93]. Of these techniques, the RWTH recognizer uses
SIMD instructions and the likelihood batch strategy to speed up likelihood computations.
This chapter presents a simple and robust method called parallel fast likelihood computation (PFLC) for improving the runtime of likelihood computation on multi-core processors without degrading system accuracy. In this approach, mixtures are statically decomposed among cores and each core computes the likelihoods of the mixtures allocated
to it.
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Before we describe the details of this approach, we review likelihood computation in
the RWTH recognizer.

4.1 Review of Likelihood Computation in the RWTH Recognizer
The likelihood computation module of the RWTH recognizer [38] is an on-demand
module that computes the likelihood of the mixtures corresponding to the active searchspace at a given time frame. Figure 3.1 of Chapter 3 shows that all likelihood computations
are performed in a single, synchronized step each time frame. Intuitively, from a classical
heuristic search point of view, the on-demand likelihood computations can be viewed as
the evaluation of new nodes that are generated in a given time frame.

4.1.1 Likelihood
The likelihood p(ot |m) of a mixture index m is expressed as the weighted sum of
likelihoods, p(ot |l, m), of its density components, for an acoustic vector o ∈ <D ,
p(ot |m) =

K
X

wi · p(ot |i, m),

(4.1)

i=1

where wi is the weight of the ith density component p(ot |i, m).
Assuming a Gaussian distribution with a diagonal pooled covariance matrix that scales
both the mean and the observation vectors as µ0m,l and ot0 , the negative log-likelihood of
the mixture can be computed by minimizing over the squared l2 norm,
1
− log(p(ot |m)) = min{ ||o0t,D − µ0m,i,D ||2 + cm,i },
i
2

(4.2)

where cm,i is the constant composed of component weight and normalization term, and D
is the feature vector dimensionality.
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4.1.2 Quantization and SIMD
The scaled foating point mean and observation vectors are quantized to unsigned 8-bit
integer values in order to exploit parallel SIMD capabilities (examples: MMX and SSE2
SIMD instruction set) of modern processors to compute the squared norm,
o00t,D = α · o0t,D + β,

(4.3)

0
+ β,
µ00t,i,D = α · µt,i,D

(4.4)

where α is a single scaling value and β is a single bias for all the vector components. Their
values are appropriately chosen to minimize the number of overfows.
The negative log-likelihood of the mixture is then given by:
− log(p(ot |m)) =

1
1 00
·
min{
||ot,D − µ00m,i,D ||2 + cm,i }.
2
i
α
2

Figure 4.1 Likelihood Computation Module of the RWTH Recognizer.

72

(4.5)

4.1.3 Caching Likelihood Every Frame
Caching of mixture likelihood scores during processing of each frame is possible for
the following reasons:
• The use of phonetic decision trees [95, 9] allows sharing a set of unique mixtures
between HMM states.
• Lexical prefx tree search keeps copies of trees for different contexts, which means
that multiple hypotheses of the same HMM states (of the same tree arcs/words) can
be expected to be active at a time.
• Within a single tree copy, different words, and therefore different arcs share the same
triphones/HMM states.
Whenever a mixture is evaluated during processing of a frame, the mixture’s likelihood
score is cached in memory. In the same time frame, if any other active HMM state tied
to the same mixture needs to compute its likelihood, the likelihood is retrieved from the
cache. The speed-up due to this caching of the likelihood scores depends on the degree
to which the groups of HMM states share the same mixtures, and the average number of
lexical prefx tree copies. This process is depicted in Figure 4.1. If Nm is the number of
unique mixtures, the likelihood cache is a vector of dimension (1 ∗ Nm ). The likelihood
cache is cleared at the beginning of each frame processing.
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4.1.4 Likelihood Pre-computation
Given the optimization described above, we implemented another optimization 1 that
involves likelihood pre-computation corresponding to the next eight frames similar to the
likelihood batch strategy described in [84]. In the approach described in Section 4.1.3,
the likelihood scores of all active mixtures in a given frame are computed in that specifc
frame. During the likelihood computation at each frame, the mean vectors corresponding
to the active mixtures are read from memory. These read operations incur signifcant cache
misses and the main motivation is to reduce these cache misses, thereby increasing the
speed of likelihood computations. Speech signals can be considered quasi-stationary and
speech features in neighboring frames are likely to have similar distributions. Hence, the
mixtures that are active in the current frame are also likely to be active in the neighboring
future frames. Whenever mean vectors corresponding to a mixture are read from memory,
the likelihood scores corresponding to the current frame and the next eight future frames
are computed and cached in memory.

4.1.5 Analysis of Serial Implementation
Based on the description of the fast likelihood computation in previous sections, the
software implementation of the fast likelihood computation module in RWTH recognizer
consists of three core steps:
1. Looping over all the active HMM hypotheses,
2. Cache-Management, described in sections 4.1.3, 4.1.4, and
1

The implementation of this optimization is not a dissertation contribution.
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Figure 4.2 Distribution of overall elapsed runtime in seconds.

3. Distance-Computation using SIMD.
We experimentally determined the distribution of total elapsed time among these three
steps in order to gain insight into the runtime behavior of likelihood computation. All the
experiments were performed using the RWTH 2007 TC-STAR EPPS English recognition
system setup described in Appendix A. The experiments were run on an Intel Core2 Quad
processor. The details of the hardware are given in Appendix B.
Figure 4.2 shows the distribution of total elapsed runtime taken by the serial fast likelihood computation module among these three steps, plus other (Search Mang.+LM Comp.)
computations. Standard deviation in runtime was observed between 0.25 − 2.00 for various beam-pruning widths. The WER corresponding to all the width settings is 8.8% with
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one exception. When the width was set to 200, the WER increased to 10.0%. We draw the
following conclusions.
• When the width is reduced, the three steps of the likelihood computations module
together take a larger percentage of total runtime than all the rest of the computations
involving Search Management and LM Computation. With a wider width, a greater
number of state hypotheses are active but many of the active state hypotheses are tied
to the same underlying mixtures. Hence, once all the unique mixtures are evaluated,
the likelihood is retrieved from the likelihood cache which is faster.
• Distance-Computation dominates among the three likelihood computation steps at
short beam-pruning widths but Cache-Management starts to dominate at wider beampruning widths.
• The time taken by the Looping step increases when the width is increased because
the number of active state hypotheses increases.

4.2 Proposed Parallelization Approach based on Mixture Decomposition
As described in the previous section, SIMD-based parallelization divides the most basic operation of likelihood computation, the distance computation (l2 norm), given a density. Hence, SIMD-based parallelization operates at a very fne level of granularity and
does not exploit multiple cores. To distribute likelihood computations among multiple
cores, we choose to parallelize the likelihood computation at a coarser level of granularity.
In particular, we parallelize the likelihood computation at mixture level by dividing the
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mixtures among multiple cores. The scalability of this approach is limited by the number
of unique mixtures in the system. We describe two approaches.

4.2.1 Chunk-based Approach
One way to distribute likelihood computations among multiple cores is to take a list
of overall mixtures and simply divide it in chunks among the cores. Hence, each core is
assigned a set of unique mixtures. At runtime, each core computes the likelihood of the
active mixtures allocated to it.

4.2.2 Decision-tree based Approach
Another approach to distribute likelihood computations among cores exploits the fact
that during the processing of each frame during search, HMM states (and therefore, corresponding mixtures) that produce high likelihood of the input speech data are likely to
be evaluated. We distribute the acoustically similar mixtures among multiple cores. However, the key to good load balancing between the cores for likelihood computation using
this approach is the identifcation of sets of mixtures that are acoustically similar. We use
a phonetic decision tree to accomplish this goal.
The construction of a phonetic decision tree is both a knowledge and data-driven process. Each leaf node of a binary phonetic decision tree represents a tied mixture. A leaf
node has the greatest acoustic similarity to the leaf node with the same parent node. Let’s
assume a complete binary tree of height h. The (h + 1) levels of this tree vary from level
0 at the root (top) node and level h at the leaf nodes (bottom). A non-leaf node at level

77

(h − 1) represents a set of two child leaf nodes that are acoustically similar and can be
distributed among 2 cores. There are 2h such acoustically similar sets, each with 2 leaf
nodes. Similarly, if we need to divide the leaf nodes among 4 cores, we can identify nonleaf nodes at level (h − 2). Each of these non-leaf nodes will correspond to a set of 4 child
leaf nodes that can be distributed among 4 cores. The binary tree has 2h−1 such sets.
The phonetic decision tree is not a complete binary tree, and one way of successfully
dividing the leaf nodes in a way that maximizes the division of acoustically similar mixtures among the cores is to frst create a list of leaf nodes in a strict left-to-right order. This
can be done by traversing the binary tree in a depth-frst fashion. Clearly, the list of leaf
nodes can then be divided among the cores by interleaving. This approach can be applied
to LVCSR systems with a single decision tree or multiple decision trees [9]. For multiple
decision trees, this approach has to be applied to each of the decision trees.

4.2.3 Parallel Implementation
In our parallel implementation, each core executes the Loop step (described in Section 4.1.5) over all state hypotheses. Hence, the time complexity of the Loop step in the
parallel implementation remains the same. However, a mixture corresponding to a state
hypotheses is evaluated by a specifc core only if it was allocated to this core. Therefore,
both Distance-Computation and Cache-Management get distributed between the cores and
run concurrently. In order to achieve good speedup, the time taken by each of these two
parallel steps during the processing of each frame should ideally be perfectly balanced between the cores. We aim to distribute the mixtures equally among the cores. But because
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the number of density components in each mixture varies in the RWTH 2007 TC-STAR
EPPS-EN system, there is a possibility of an uneven distribution of density components
among the cores. Similarly, the time taken by Cache-Management is dependent on the
number of cache lookups which might also have an uneven distribution.

4.3 Experimental Results and Analysis
The two approaches to parallel fast likelihood were benchmarked and analyzed on an
Intel Core2 Quad processor based computing platform described in Appendix B. The performance of the two approaches was also benchmarked on a newer Intel Corei7 processor
with an advanced memory architecture. The summary of the comparison between the
Core2 and Corei7 architecture is provided in Appendix B.
All experiments were performed using the RWTH 2007 TC-STAR EPPS English recognition system setup described in Appendix A.
Table 4.1 Overall elapsed runtime in seconds. Relative improvement over serial system (1-core) in percentage is shown within parentheses.
2-core
beam

1-core

200
250
300
350
400
450
500

99.2
173.8
303.5
490.7
684.4
863.6
998.3

CH based
t
67.5 (31.9%)
121.9 (29.8%)
228.8 (24.6%)
392.3 (20.0%)
569.4 (16.7%)
731.6 (15.2%)
860.9 (13.7%)

4-core

DT based
t
60.4 (39.1%)
113.8 (34.5%)
221.1 (27.1%)
386.3 (21.2%)
564.3 (17.5%)
727.6 (15.7%)
860.3 (13.8%)
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CH based
t
49.2 (50.3%)
93.8 (46.0%)
193.0 (36.3%)
351.4 (28.3%)
524.5 (23.3%)
685.3 (20.6%)
813.9 (18.4%)

DT based
t
41.7 (57.9%)
86.5 (50.2%)
187.2 (38.3%)
349.5 (28.7%)
529.3 (22.6%)
695.0 (19.5%)
825.9 (17.2%)

Table 4.2 Elapsed runtime in seconds taken by likelihood computation. Relative improvement over serial system in % is shown within parentheses.

beam

1-core

200
250
300
350
400
450
500

85.2
132.4
186.7
243.0
290.4
331.6
355.8

2-core
4-core
CH based
DT based
CH based
DT based
t
t
t
t
51.4 (39.7%) 45.3 (46.8%) 31.9 (62.5%) 25.8 (69.6%)
76.5 (42.2%) 70.4 (46.8%) 46.4 (64.9%) 41.6 (68.5%)
106.1 (43.1%) 102.0 (45.3%) 66.4 (64.4%) 65.1 (65.1%)
139.9 (42.2%) 137.4 (43.4%) 93.6 (61.4%) 96.4 (60.3%)
171.3 (41.0%) 170.2 (41.3%) 121.1 (58.2%) 127.7 (56.0%)
197.2 (40.5%) 197.1 (40.5%) 145.0 (56.2%) 155.4 (53.1%)
215.9 (39.3%) 218.8 (38.5%) 163.3 (54.1%) 176.0 (50.5%)

Figure 4.3 Realtime rate improvement due to parallel likelihood computation.
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Figure 4.4 Overall speedup due to parallel likelihood computation.

Figure 4.5 Speedup in likelihood computation due to parallelization.
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4.3.1 Experimentation on Core2 Architecture
Comparison of the overall elapsed runtime for 2-core and 4-cores is presented in Table 4.1. The overall improvement in the realtime rate of the recognizer is shown in Figure 4.3. The corresponding overall speedup is shown in Figure 4.4. The improvement in
elapsed runtime taken by only likelihood computation is shown in Table 4.2. The corresponding speedup is presented in Figure 4.5. We make the following observations:
• The improvement in overall runtime using the decision-tree based approach is better
than the chunk based approach at small beam widths. As the width is increased, the
chunk-based approach starts to outperform the decision-tree based approach. On
2-cores, the best overall runtime improvement of the two approaches varies between
14% and 39%. Similar improvements on 4-cores varies between 18% and 58%. At
larger widths, better spatial cache locality using the chunk-based approach results in
a lower number of non-prefetched retired load L2 cache misses than the decisiontree based approach. This is the primary reason there is more improvement using
the Chunk based approach at larger widths.
• The greatest improvement in likelihood computations runtime on 2-cores varies between 39% and 47%. On 4-cores, the improvement is between 54% and 70%.
In summary, likelihood computation in the baseline RWTH recognizer takes from 35%
to 85% of overall computational time. The parallel fast likelihood computation (PFLC)
method using the decision-tree based approach achieves an overall speedup from 1.16 to
1.64 on two cores, and an overall speedup from 1.21 to 2.38 on four cores. Considering
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Figure 4.6 Comparison of realtime rate when run on Core2 and Corei7 processors.

Figure 4.7 Comparison of overall speedup when run on Core2 and Corei7 processors.
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only the time taken by the likelihood computation module, the speedup is from 1.63 to
1.88 on two cores, and from 2.02 to 3.3 on four cores. The PFLC method is relatively
simple to implement and does not result in any word error rate degradation.

4.3.2 Experimental comparison on Corei7 architecture
The comparison of realtime rate of the recognizer when run on Core2 and Corei7 processors is shown in Figure 4.6. The DT approach was used to parallelize the likelihood
computation when run on multiple cores. The corresponding speedup comparison is presented in Figure 4.7. We make the following observations:
• Due to an advanced memory architecture and slightly faster processor (2.66 GHz on
Corei7 vs. 2.40 GHz on Core2), the serial version of the recognizer runs faster on
Corei7 architecture.
• The best realtime rate is achieved on 4 cores of Corei7 processor.
• When the recognizer is run on 2 core, the overall speedups on Corei7 processor (from
1.16 to 1.68) are slightly better as compared to Core2 processor (between 1.16 and
1.64).
• While running on 4 cores, the speedups of the recognizer on Corei7 processor (from
1.33 to 2.55) are better as compared to Core2 processor (from 1.21 to 2.38). While
all the four cores of the Corei7 processor reside on a same die, the four cores of
the Core2 processor consist of a pair of dual-core Core2 processor (each on one
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separate die). On Core2 processor, the communication between the pair of dualcore core processors is through the front side bus which limits the speedup.
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CHAPTER 5
PARALLELIZATION BASED ON DIVIDING THE LEXICAL TREE

This chapter presents the frst of two novel approaches for parallelizing a lexical-tree
based speech recognizer. The approach, called lexical-tree division (LTD), is applicable
to any implementation of a lexical-tree based recognizer. The strategy is to divide the
search space among multiple cores by dividing the lexical tree among the cores. Each core
processes a portion of the lexical tree.
We implemented LTD parallelization for both the MsState and RWTH recognizers.
Some aspects of the approach are common to both implementations while other aspects
need to be tailored to the particular implementation. We begin this chapter with a description of LTD parallelization of the MsState recognizer and then describe LTD parallelization of the RWTH recognizer. We conclude by comparing our approach to a more
recent example of LTD parallelization, which was implemented for the HTK recognizer
by another research group [94]. This comparison provides external validation of the LTD
approach.

5.1 LTD Parallelization for MsState Recognizer
This section presents the implementation details of the LTD parallelization of the
MsState recognizer, results on a 5k-word Wall Street Journal task (WSJ0), and conclu86

sions. The PFLC method of explicitly parallelizing likelihood computation, presented in
Chapter 4, is not used because the MsState recognizer spends only about 6% of overall
computation time on likelihood computation. However, likelihood computation is implicitly parallelized by parallelizing the search process, as described previously in Section 3.2,
and as described in more detail in the next section.

Figure 5.1 Division of the monophone-based lexical tree into two portions by dividing
the frst-generation arcs into two sets. Each subtree has its own root node.

5.1.1 Parallel Search
This section presents the details of the implementation of PLD parallelization in
MsState recognizer.
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5.1.1.1 Lexical-tree Division
Figure 2.10 shows an example of the lexical tree constructed using monophones similar to the one implemented in the MsState recognizer. The arcs originating at the root
node are called frst-generation arcs. As shown in Figure 5.1, the search space is distributed among the cores by distributing the frst-generation arcs of the lexical tree among
the cores. Each frst-generation arc represents a subtree, and hence, each core is allocated
a group of subtrees. This group of subtrees is combined to form another subtree with a
single root node. Hence, each core is allocated a subtree that starts at its individual root
node.

5.1.1.2 Search Management
Search management consists of graph traversal and pruning.
Graph Traversal: In within-word graph traversal, each core independently traverses its
own distinct subtree. All triphone model instances are constructed dynamically while
traversing a sequence of monophones in a path in the subtree. (A triphone model instance
is defned in Section 2.5.1 of Chapter 2.) Hence, each core traverses the HMM states corresponding to its individual set of triphone model instances. This also has the effect of
partly parallelizing across-word graph traversal at the leaf nodes of the lexical tree. The
frst part of across-word graph traversal, which creates the word-end hypotheses, is parallelized because each core is responsible for creating the word-end hypotheses at the leaf
nodes that belong to its portion of the lexical tree. However, the second part of acrossword traversal, which recombines these word-end hypotheses, is serial in nature. If a word
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with multiple pronunciations has different frst-generation phones, and the arcs representing these phones get assigned to different cores, then this word is represented in multiple
cores. Hence, recombination at word level, which is part of across-word traversal, is done
across the cores and cannot be parallelized. For example, the two pronunciations of the
word accept are {ae k s eh p t} and {ah k s eh p t}, which differ in their frst-generation
phones. If the frst-generation arcs representing the phones ae and ah are assigned to different cores, the recombination of the two word-end hypotheses for the word accept is
done across the cores and hence, is serial.
Pruning: Beam pruning and maximum-hypotheses pruning, which are used in the MsState
recognizer, are parallelized as follows.
Parallel Beam Pruning: In the frst step of acoustic pruning, each core, c, fnds the local
hypothesis with the best score among its set of state hypotheses at time frame, t:
δAC (t, c) = max δuv (t, q, c),
(uv,q,c)

(5.1)

All cores do this in parallel. Once they are done, the global best hypothesis at time frame,
t, is computed serially as follows:
δuv (t, c),
δAC (t) = max
c

(5.2)

This step involves looping over all the local hypotheses with the best score; hence, its
time complexity is O(Nc ). For a very large number of cores, an effcient binary-tree based
comparison can be used to compute the global best hypothesis in O(ln(Nc )) time.
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After the global best hypothesis is identifed, each core prunes a state hypothesis,
(q, t, uv, c), belonging to its set of state hypotheses, in parallel, if:
δuv (t, q, c) < fAC · δAC (t),

(5.3)

where, fAC is the beam width of acoustic pruning.
Similarly, beam pruning at word level is applied in parallel.
Maximum-Hypotheses Pruning: Parallel maximum-hypotheses pruning consists of two
steps. The frst step sorts the active search hypotheses, and is serial. Once the frst step is
completed, the next step prunes the search hypotheses, and can be applied in parallel on
multiple cores.

5.1.1.3 Likelihood Computation
Because the MsState recognizer spends a very small percentage (approximately 6%)
of its overall computational time on likelihood computation, we did not parallelize likelihood computation for the MsState recognizer using the PFLC approach described in
Chapter 4. However, likelihood computation is implicitly parallelized as a result of LTD
parallelization.
While processing a time frame, each core keeps its own set of active triphone model instances and computes the likelihood score of the mixtures, represented by the HMM states
corresponding to its set of triphone model instances. However, this approach has one drawback. The optimization called caching likelihood every frame, described in Section 4.1.3,
is implemented in the MsState recognizer. The optimization caches the likelihood score
of a mixture at each time frame. If this mixture needs to be evaluated again in the same
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time frame, instead of recomputing the likelihood score, the likelihood score is retrieved
from the cache. When parallelized, each core keeps its own copy of the cache for the
likelihood score corresponding to a mixture. Hence, if the likelihood of a mixture needs to
be computed by different cores in the same time frame, each core computes the likelihood
score for this mixture and keeps a separate copy of the likelihood score in its cache. This
situation represents an increase in computation compared to the serial algorithm, which
computes the likelihood score of a mixture only once per time frame. Another alternative
approach is to keep a single cache and use locks to share the single cache between multiple
cores. However, use of locks results in serialization of the code which can result in poor
runtime performance. Therefore, we did not adopt the second approach of using locks.

5.1.1.4 Language Model Computation
Unlike the RWTH recognizer, the MsState recognizer does not implement any LM
looakhead optimization technique. The LM lookhead score for each triphone model instance is computed dynamically on the fy. The n-gram LM probability required to compute the LM lookahead is computed as required using binary search. In the parallel algorithm, each core computes the LM lookhead scores for its own set of triphone model
instances.

5.1.1.5 Synchronization
Different types of synchronization used in LTD parallelization of the RWTH recognizer were summarized in Chapter 3. Some types of synchronization are common to
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parallelizing any Viterbi recognizer and, so, are applicable to both the MsState recognizer
and the RWTH recognizer. But other types of synchronization depend on the recognizer
architecture and the approach to parallelization. This section describes the types of synchronization required to parallelize the MsState recognizer using the PLD parallelization
approach.
Time Synchronization: The time-synchronous property of Viterbi search must be maintained in any parallelization of the Viterbi algorithm. Any parallelization scheme divides
the search space among various cores. Each core searches its own search space but all
the cores must synchronize with each other at each time frame. We name this type of
synchronization as time synchronization.
Synchronization in Parallel Pruning Schemes: Parallel beam pruning requires two synchronization operations during the processing of each time frame. The frst synchronization is applied after the frst step given by Equation (5.1), which involves fnding a local
hypothesis with the local best score at each core. The synchronization is required because
the second step, which involves fnding a hypothesis with the global best score, given by
Equation (5.2), requires that all the threads complete the frst step. The second synchronization is required at the end of the second step because the third step, which prunes the
search hypotheses using Equation (5.2), requires completion of the second step.
Maximum-hypotheses pruning also requires two synchronization operations. The frst
synchronization is needed before the frst step, which sorts all the search hypotheses. Each
core must fnish any manipulation of its portion of the search space before sorting its set
of search hypotheses. The second synchronization is applied at the end of the frst step.
92

Once the global threshold score for pruning is computed, each core can prune its set of
search hypotheses in parallel.
Synchronization at Word Transitions: Parallelizing the search by dividing the lexical trees
among cores results in synchronization at word transitions, for two reasons.
• Whenever the search path in a core reaches one of the leaf nodes of the subtree assigned to it, recombination of word-end hypotheses at word transitions, using Equation (2.33), needs to be performed. As discussed above, recombination at word level
is done across cores, and is serial.
• If a word-end hypothesis with a right across-word context r belongs to one core, and
activates a frst-generation arc in a subtree belonging to a different core, this wordend hypotheses needs to be transferred to the second core at the end of processing
the current time frame.
These two serial steps are consecutive. They need one synchronization at the beginning
and another at the end.
Use of Locks: One lock is used to prevent corruption of the data structure that maintains
the set of backtrack pointers.

5.1.2 Load Balancing
Due to the statistical nature of the probability-based scores derived from HMM acoustic models and the n-gram language model, the active search-space (active triphone model
instances and the corresponding HMM states) at any time cannot be accurately predicted.
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A trivial way to distribute the lexical tree among the cores is to randomly assign the frstgeneration arcs and the corresponding subtrees to available cores. However, a static allocation of the active search space among cores, without employing any expert knowledge,
may not be effcient from a load-balancing point of view. The number of active triphone
model instances is very large at the beginning of the lexical tree and the number of active triphone models drops dramatically towards the end of the lexical tree [61]. In fact,
most of the computations occurs during the traversal of the frst and second generation
of the lexical-tree arcs. The triphone model instances that are phonetically similar to the
input speech data are likely to be active; the rest are pruned by various pruning techniques. If the active triphone model instances at the beginning of the lexical tree, which
are phonetically similar, are not uniformly distributed among the cores, load imbalance
can become a bottleneck. A way to address this load balancing problem is to create groups
of phonetically similar monophones based on linguistic knowledge. The lexical tree can
then be distributed among cores on the basis of the monophone represented at each frstgeneration arc originating at the root node. First-generation arcs with phonetically similar
monophones are distributed among the cores.

5.1.3 Experimental Results and Analysis
Our PLD parallelization of the search algorithm was evaluated on the WSJ0 based
recognition system. Details on this system are provided in Appendix A. Experiments
were run on an Intel Core2 Duo based desktop computer, described in Appendix B.
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Table 5.1 Variation of Overall elapsed runtime (in seconds) with pruning beam-width
settings. Relative improvement over serial system (1-core) in percentage is
shown within parentheses.
Beam-width (st, ph, wd)
200 150 150
250 200 200
300 250 250
325 275 275

WER(%)
10.4
8.6
8.4
8.4

1-core
7,750
15,600
37,500
53,000

2-core
5,436 (29.9%)
10,204 (34.6%)
23,044 (38.6%)
31,549 (40.5%)

Speedup
1.43
1.53
1.63
1.68

First, the lexical-tree was distributed among the cores using the process described in
Section 5.1.1. In dividing the lexical tree, no expert knowledge was used to improve
the load balance among the cores. On two cores, the overall speedup was 1.49. The
beam widths (state, phone, word) were set to (300 250 250) and the maximum-hypotheses
limit for active phone model instances was set to 10, 000. Next, we tried to improve the
load balance by dividing the lexical tree among the cores using the technique described
in Section 5.1.2. The phonetic groups used for load balancing were vowels, fricatives,
nasals, approximants, and stops. This static load-balancing technique improved average
processor utilization from 81% to 86%. As a result, speedup improved to 1.63.
Table 5.2 Variation of overall elapsed runtime (in seconds) with the maximum active
phone model instances. Relative improvement over serial system (1-core) in
percentage is shown within parentheses.
Max. Phone Model Inst.
6,000
10,000
14,000

WER(%)
9.1
8.4
8.3

1-core
30,500
37,500
44,600
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2-core
18,694 (38.7%)
23,044 (38.6%)
26,040 (41.6%)

Speedup
1.63
1.63
1.71

Figure 5.2 Comparison of 2-core parallel search on Intel Core2 Duo and Intel Core2
Quad, and 4-core parallel search on Intel Core2 Quad Processors.

Variation of runtime and speedup using different beam widths for pruning is shown in
Table 5.1. When beam widths are increased, speedup improves. Relative improvement
for 2-core parallel search varies from 30% to 41% with different beam widths. Similarly, as shown in Table 5.2, increasing the threshold for maximum active phone model
instances for maximum-hypotheses pruning results in improved speedup. The pruning
beam-widths (state, phone, word) are set to (300 250 250).
The parallel version was also benchmarked on an Intel Core2 Quad based desktop
computer, which is described in Appendix B. With pruning beam-widths (state, phone,
word) set to (300 250 250) and the maximum-hypotheses limit for active phone model
instances set to 10, 000, Figure 5.2 compares speedup for 2-core parallel search on Core2
Duo, 2-core parallel search on Core2 Quad, and 2-core parallel search on Core2 Quad. On
a Core2 Quad, the overall speedup for 2-core parallel search is 1.54; for 4-core parallel
search, it is 2.06.
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Table 5.3 Serial search algorithm’s timing measurements (tsx ). Inherently serial steps
are shown in bold case.

exp wd paths to states
exp phn paths to states
compute max phone
model inst thresh
prune phn model inst
Search
project states
Mang.
prune state paths
create word paths
compute word-end
pruning thresh
initialization
total
state likelihood computation
LM lookups
LM
comp. LM lookaheads
total
total
total serial
total parallel potential
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%time
30.73
9.71

time(s)
203.44
64.26

xRT
3.72
1.18

8.65
11.59
19.05
10.82
1.46

57.25
76.70
126.12
71.65
9.66

1.05
1.40
2.31
1.31
0.18

0.01
0.54
92.55
4.34
2.66
0.43
3.3
100.0
10.65
89.35

0.08
0.01
3.56
0.07
612.72 11.20
28.70
0.53
17.63
0.32
2.84
0.05
20.47
0.4
661.89 12.11
70.55
1.29
591.34 10.82

5.2 Analysis of Overhead in LTD Parallelization
In this section, we identify and benchmark various sources of overhead in the parallel
search algorithm when run on an Intel Core2 Quad based desktop computer. Besides load
imbalance, these include the inherently serial steps of the parallel search algorithm and an
increase in main memory access latency.
The Viterbi search algorithm for speech recognition consists of sequence of steps that
are executed at each time frame. While most of these steps can be parallelized, there are
a few steps that are inherently serial and cannot be parallelized. The steps that can be parallelized are called parallel steps. Inherently serial steps are called serial steps. Table 5.3
presents the distribution of runtime among the search steps in the sequential search algorithm. These search steps correspond to the pseudocode of the Msstate recognizer given
in Algorithm 2 of Chapter 2.

5.2.1 Overhead in Parallel Search Algorithm
In this section, we identify various sources of overhead in the parallel search algorithm.
We start with a general defnition of overhead from the parallel programming literature and
refne it by distinguishing among multiple sources of overhead. This kind of analysis could
be applied to any parallel algorithm. However, we formulate the equations in terms of the
Viterbi algorithm for speech recognition.
The overhead in the parallel and serial steps originate from different sources and, therefore, need to be considered separately.
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5.2.1.1 Overhead in Parallel Steps
Standard parallel computing analysis [27] defnes the overhead of a parallel algorithm
as follows. The overhead for parallelizing a step, p, is defned as:
topp = Nc · tp − tsp ,

(5.4)

where tsp denotes the time spent by a parallel step p when run serially, and tp denotes the
maximum parallel time taken by any of the Nc cores while processing the parallel step p.
The total parallel cost, Nc · tp , is the sum of cost for all cores. We can further break
down this cost into two sources: time to run the parallel code and the core idle time due to
load imbalance.
Nc · tp =

Nf
Nc X
X

{tpp,f,c + tip,f,c },

(5.5)

c=1 f =1

where Nf is the total number of time frames, tpp,f,c is the time taken by core c to process
parallel step p during frame f , and tip,f,c is the idle time.
Substituting Equation (5.5) in Equation (5.4) and rearranging it, the total overhead of
parallel step p is:
topp = {

Nf
Nc X
X

tpp,f,c − tsp } +

c=1 f =1

Nf
Nc X
X

tip,f,c .

(5.6)

c=1 f =1

We divide the total overhead into two terms, based on the source of the overhead. The
frst term gives the overhead incurred as a result of running the code in parallel on multiple cores and is called overhead due to parallel execution, denoted toppp . The second
term gives the overhead due to idle time of all cores and is called overhead due to load
imbalance, denoted topip .
toppp =

Nf
Nc X
X
c=1 f =1
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tpp,f,c − tsp ,

(5.7)

topip =

Nf
Nc X
X

tip,f,c .

(5.8)

c=1 f =1

Table 5.4 Overhead due to load imbalance (topip ) in seconds.
parallel step
exp wd paths to states
+ exp phn paths to states
+ LM Lkups+LM Lkah.
prune phn model inst
project states
+ state likelihood comp
prune state paths
total

2 cores
topip

4 cores
topip

15.83
4.92

50.06
17.49

14.48
4.03
39.26

55.30
14.06
136.91

Overhead due to load imbalance: Table 5.4 shows the overhead due to load imbalance (topi)
for various parallel steps of the search algorithm. The load imbalance in 4-core parallel
search is approximately 3.5 times the load imbalance in 2-core parallel search.
Overhead due to parallel execution: Table 5.5 shows the overhead due to parallel execution, toppp , of the parallel steps for serial (1-core), 2-core parallel, and 4-core parallel
search. The overhead for 2-core search is 87.05 seconds. The overhead for 4-core search
increases by approximately three times, and is 267.89 seconds. The overhead due to parallel execution (topp) can be further decomposed into the following sources:
• Excess computations due to changes required to convert serial code into parallel
code: Changes in the algorithm might increase work. Also, the compiler might
produce a different set of processor instructions due to the changes in the code.
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Table 5.5 Overhead due to parallel execution (toppp ) in seconds.
parallel step
expand word paths to states
expand phone paths to states
prune phone model instances
project states
prune state paths
state likelihood computation
LM lookups
LM lookaheads
total

2 cores
-5.2
1.45
25.36
31.84
20.12
11.82
0.08
1.58
87.05

4 cores
23.42
4.91
73.14
66.35
68.33
27.20
2.42
2.09
267.89

• Increase in CPU pipeline stalls due to hardware limits: For example, when run on
an Intel Core2 Quad processor, parallel concurrent execution increases the front side
bus-bandwidth utilization and main memory access latency.
• For the MsState recognizer, an additional source of overhead is increased likelihood
computations, as discussed in Section 5.1.1. However, the contribution of increased
likelihood computations to total overhead is very small (7.7 seconds for 2-core and
13.0 seconds for 4-core) and can be ignored to simplify the analysis.
The total overhead due to parallel execution (topp) can then be decomposed into two
remaining sources by observing the measurements of processor-specifc high performance
events shown in Table 5.6. Excess Computations due to changes required to convert serial code into parallel code result in time overhead for an increase in non-stalled CPU
cycles (12.28 seconds for 2-core and 26.00 seconds for 4-core). Overhead due to Increase
in CPU Pipeline Stalls dominates total overhead. For 4-core parallel search, it is 241.86
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1 core
2 cores
4 cores
# Retired Load L2 Hit
1,759,406,790
1,952,197,334 (+10.95%)
2,202,346,210
# Retired Load L2 Miss
4,356,423,142
4,355,233,453
(-0.02%)
4,043,894,647
# Retired Load Data-TLB Miss
4,372,081,635
4,110,294,090
(-5.98%)
3,693,061,200
Tot. # Outstanding Load Bus Req./cyc 3,034,881,101,734 3,217,675,629,573 (+6.02%) 4,256,667,328,050
Total # Load Bus Request
12,849,414,742 11,812,248,446
(-8.07%) 10,544,482,341
Access Latency in cycles
236.18
272.40 (+15.33%)
403.68
Total Time (s)
591.34
678.39
(+87.05)
859.20
Time taken by Non-stall Cycles (s)
163.28
175.56
(+12.28)
189.28
Time taken by Pipeline Stall Cycles (s)
428.06
492.90
(+64.84)
669.92
Stalls due to Branch-MisPrediction (s)
5.95
9.72
(+3.77)
16.27
Stalls due to Retired Load L2 Hit (s)
10.26
11.38
(+1.12)
12.84
Stalls due to Retired Load L2 Miss (s)
428.67
494.27
(+65.60)
680.12
Stalls due to Data-TLB-Load-Miss (s)
18.21
17.12
(-1.09)
15.38

Table 5.6 Important performance measurements for parallel steps.

(+25.17%)
(-7.17%)
(-15.53%)
(+40.25%)
(-17.93%)
(+70.91%)
(+267.86)
(+26.00)
(+241.86)
(+10.32)
(+2.58)
(+251.45)
(-2.83)

seconds, which is approximately 3.7 times the overhead for 2-core parallel search (64.84
seconds).
CPU Pipeline Stalls: Table 5.6 presents the decomposition of time due to CPU pipeline
stalls among four major performance events. These events include stalls due to BranchMisPrediction, Non-prefetched Retired Load L2 Cache Hits, Non-prefetched Retired Load
L2 Cache Misses, and Non-prefetched Retired Load Data-TLB Cache Misses. The number
of cycles stalled due to Branch-MisPrediction can be directly measured; from this, the
corresponding time is computed. For the other three events, the penalty in the form of
number of stalled cycles needs to be estimated, which can result in overestimation. An
estimate of 10 cycles for Data-TLB cache miss penalty for the Intel Core 2 architecture
was taken from [44]. An L2 cache hit penalty of 14 cycles was estimated using [49].
The L2 cache miss penalty is computed as main memory access latency, as described
in [21]. As shown in Table 5.6, the access latency varies for serial (1-core), 2-core parallel,
and 4-core parallel search. This leads to the following important observation: concurrent
execution among multiple cores results in a greater number of load bus requests per cycle.
This happens due to a larger number of L2 cache misses generated as a result of the load
requests from multiple cores in a given time interval, as compared to serial search. Hence,
the main memory access latency increases.
The estimated time due to stalls caused by Non-prefetched Retired Load L2 Cache
Misses dominates overall time due to stalls. The number of Non-prefetched Retired Load
L2 Cache Misses decreases in parallel search because of an increase in overall L1 data
cache size (each core has its own L1 cache) and L2 cache size (for 4-core parallel search,
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both the available L2 data caches are used). However, the main memory access latency
increases, which results in an increase in stall time due to Non-prefetched Retired Load
L2 Cache Misses. The estimated L2 cache miss penalty is an overestimate. Nonetheless,
it provides useful information required to characterize the overhead. Efforts to reduce
the overall stall time should involve optimizations that reduce the overall bus-traffc and
Non-prefetched Retired Load L2 Cache Misses.
Table 5.7 Overhead due to serial steps (torr ) in seconds.
serial step
compute max phone model inst thresh
create word paths
lex-tree synchronization
compute word-end pruning thresh
initialization
read featVector
total

2 cores
57.19
10.88
0.94
0.36
3.85
0.05
73.27

4 cores
166.77
36.72
4.08
1.68
10.17
0.48
219.90

5.2.1.2 Overhead due to Serial Steps
When processing a serial step, r, of the parallel search algorithm, all but one of the
cores is idling. This results in an overhead, torr , due to serial step r,
torr = {Nc − 1} ·

Nf
X

trf,r ,

(5.9)

f =1

where trf,r is the time taken by a single core to process serial step r during frame f .
In Section 5.2.2, it is shown that the overall time taken by the serial steps is comparable
among serial (1-core), 2-core parallel, and 4-core parallel search. The overhead torr for
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all serial steps is shown in Table 5.7. As expected, the total overhead due to inherently
serial steps in 4-core parallel search is approximately three times the overhead in 2-core
parallel search.
Table 5.8 Distribution of total overhead in seconds.
overhead

2 cores

topip
toppp
Pp=1
Nr
r=1 torr
to

39.26
19.71%
87.05
43.60%
73.27
36.69%
199.68 100.00%

P Np

p=1

P Np

4 cores
136.91
267.89
219.90
624.70

21.92%
42.88%
35.20%
100.00%

5.2.1.3 Total Overhead
The total overhead, to, of parallel search algorithm is given by:
to =

Np
X
p=1

toppp +

Np
X
p=1

topip +

Nr
X

torr ,

(5.10)

r=1

where Np is the total number of parallel steps, and Nr is the total number of serial steps.
Table 5.8 shows the distribution of the total overhead. The overhead due to inherently
serial steps (tor) is about 35%, and cannot be eliminated. Ideally, we want this overhead
to be the only overhead in parallel search. Hence, future research efforts need to focus on
reducing the overhead in parallel steps due to load imbalance (topi) and parallel execution (topp).
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expand word paths to states
+ expand phone paths to states
+ LM lookups+LM lookaheads
compute max phone model inst thresh
prune phone model inst
project states+state likelihood comp
prune state paths
create word paths
lex-tree synchronization
compute word-end pruning thresh
initialization
read featVector
total
speedup
total serial
total parallel
288.17
57.25
76.70
154.82
71.65
9.66
0.00
0.08
3.56
0.00
661.89
1.00
70.55
591.34

1 core

150.29 (-137.88)
57.19
(-0.06)
53.44
(-23.26)
106.40 (-48.42)
47.81
(-23.84)
10.88
(+1.22)
0.94
(+0.94)
0.36
(+0.28)
3.85
(+0.29)
0.05
(+0.05)
431.21 (-230.68)
1.54
73.27
(+2.72)
357.94 (-233.40)

2 cores

91.10 (-197.07)
55.59
-(1.66)
41.62 (-35.08)
76.05 (-78.77)
38.87 (+32.78)
12.24
(+2.58)
1.36
(+1.36)
0.56
(+0.48)
3.39
(-0.17)
0.16
(+0.16)
320.94 (-340.95)
2.06
73.30
(+2.75)
247.64 (-343.70)

4 cores

Table 5.9 Elapsed timing measurements in seconds. Serial steps are shown in boldface letters.

5.2.2 Elapsed Timing Analysis
The total elapsed runtime, t, of parallel search can be decomposed into two parts. The
frst part consists of the time taken by parallel steps, and the second part is the time taken
by the inherently serial steps.
t=

Nf Np
X
X

{

f =1 p=1

Nc

{max tf,p,c } +
c=1

Nr
X

tf,r },

(5.11)

r=1

Equation (5.11) can be rearranged as follows:
t=

Np Nf
X
X Nc

{

p=1 f =1

The frst term

P Nf
f =1

max tf,p,c } +
c=1

Nf
Nr X
X

trf,s .

(5.12)

r=1 f =1

c
maxN
c=1 tf,p,c represents elapsed time for parallel step p. The max op-

erator indicates that if there is any load imbalance among the cores, the elapsed time will
be equal to the time taken by the core with maximum load. Other sources of overhead discussed in Section 5.2.1.1 also contribute towards increasing the elapsed time. The second
term in Equation (5.12) represents the time taken by the inherently serial steps.
Table 5.9 compares elapsed time for the parallel and serial steps of serial (1-core), 2core parallel and 4-core parallel search. The total time due to serial steps is almost constant
in serial (1-core), 2-core parallel and 4-core parallel search.

5.3 LTD Parallelization of the RWTH Recognizer
This section describes LTD parallelization of the RWTH recognizer, including implementation details, results on the RWTH 2007 TC-STAR EPPS English LVCSR baseline
system 1 [46], and analysis. Unlike the MsState recognizer, the RWTH recognizer spends
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a substantial portion of its time on likelihood computation. Therefore, the PFLC method,
described in Chapter 4, is used to independently parallelize likelihood computation.

Figure 5.3 Division of the lexical tree into two portions. The frst generation arcs at
a non-coarticulated root node are distributed among two cores giving rise to
two non-coarticulated root nodes. The coarticulated root nodes are distributed
among two cores such that the two subgraphs are distinct.

5.3.1 Parallel Search
This section describes our LTD parallelization of the RWTH recognizer in detail.

5.3.1.1 Lexical-tree Division
As described in Section 2.5.2 of Chapter 2, a lexical tree in the RWTH recognizer
is represented by an optimized WFST called a state-tree. The state-tree is composed of
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arcs and states with multiple root nodes. Recombination after the frst-generation triphone
arcs changes the structure of the tree between the root nodes and the beginning of the
second-generation triphone arcs so that the tree becomes a graph. This makes division of
the state tree among multiple cores more complex than division of a lexical tree based on
monophones in the MsState recognizer.
To help visualize the state tree, consider the lexical-tree structure composed of triphone
arcs, shown in Figure 2.11. The lexical tree contains a single non-coarticulated root node
and multiple coarticulated root nodes. The frst generation triphone arcs that originate at
the non-coarticulated root node are called non-coarticulated frst generation triphone arcs.
Similarly, the frst generation triphone arcs that originate at the coarticulated root nodes
are called co-articulated frst generation triphone arcs.
In order to divide the lexical-tree in Figure 2.11 among multiple core, we need to
distribute the frst generation triphone arcs and, consequently, the root nodes among the
cores. The non-coarticulated frst generation triphone arcs can be distributed among the
cores by creating multiple non-coarticulated root nodes, one for each core. However, the
second generation triphones are shared between the paths originating from both the noncoarticulated and coarticulated root nodes. Hence, the coarticulated root nodes need to
be distributed among the cores in a manner that keeps the second generation triphone
arcs distinctly distributed among the cores, with no overlap. This is achieved in the following manner. A frst generation triphone arc represents a phone with an across-word
left (last phone of the predecessor word) and a right context. All the frst generation triphone arcs originating at a particular coarticulated root node represent the same phone
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with the same left across-word context but a different right context. Therefore, each coarticulated root node represents a specifc phone on its frst generation triphone arcs with a
specifc across-word left context. If a coarticulated root node, with a phone representing
its frst generation triphone arcs, is allocated to the same core that was previously allocated
the non-coarticulated frst generation triphone arc representing the same phone, then each
core is allocated a distinct portion of the lexical tree.
Figure 5.3 shows an example of a lexical tree that is divided into two portions using
the procedure described in the previous paragraph. The non-coarticulated root node is
split into two non-coarticulated root nodes by dividing the non-coarticulated frst generation triphone arcs between the two portions. The coarticulated root nodes are divided
among the two portions so that resulting two portions due to the division of the lexical
tree are distinct. A coarticulated root node representing a phone on its frst generation arc
is allocated to the same portion that was allocated the non-coarticulated frst generation
triphone arcs representing the same phone. For example, the top portion of lexical-tree
shown in Figure 5.3 is allocated non-coarticulated frst generation triphone arcs ($ ae , $ af )
representing the phone, a. The coarticulated roots nodes representing the same phone a
on the frst generation triphone arcs (y ae ,y af ) are allocated to the top portion.

5.3.1.2 Search Management and Load Balancing
Search management consists of graph traversal and pruning. Parallelization of graph
traversal in the RWTH recognizer is similar to parallelization in the MsState recognizer.
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Graph Traversal: Because the lexical tree is distinctly divided among the cores with no
overlap, within-word graph traversal runs in parallel on multiple cores in each time frame.
Each core is responsible for traversing the portion of the lexical tree allocated to it. However, the second step of across-word graph traversal includes recombination at word-ends
that is inherently serial, as described in Section 5.1.1.2. We will observer later that this
step takes a very small percentage of overall computation time in the RWTH recognizer.
An improved static load-balancing technique based on linguistic knowledge, described
in Section 5.1.1, is also applied to the RWTH recognizer to obtain good load balance
among the cores during graph traversal.
Pruning: Parallel beam pruning in the RWTH recognizer is the same as parallel beam
pruning in the MsState recognizer and is described in Section 5.1.1.2. Parallel histogram
pruning in the RWTH recognizer is similar to parallel maximum-hypotheses pruning in
the MsState recognizer with one difference. Instead of serially sorting all the hypotheses
in the frst step of parallel maximum-hypotheses pruning, the histogram is created serially
in the frst step to re-order the search hypotheses.

5.3.1.3 Likelihood Computation
Division of the search space among cores implicitly parallelizes likelihood computation, as it did for the MsState recognizer. However, there are two drawbacks to using this
implicit parallelization of likelihood computation.
• Because of the caching of likelihood scores at every frame (described in Section 4.1.3),
each core needs to keep its local cache to avoid the use of locks. Bjt use of multiple
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caches can result in excess computations due to an increase in likelihood computations, as described in Section 5.1.1.
• There is no explicit way to balance the distribution of mixtures among the cores at
each time frame.
To avoid these drawbacks in our parallelization of the RTWH decoder, we used the decisiontree based approach to parallel fast likelihood computations (PFLC) presented in Chapter 4.

5.3.1.4 Language Model Computation
The language model lookahead trees for newly activated lexical-tree copies at a time
frame are created in serial in our implementation. However, application of the language
model lookahead scores to the active search hypotheses is done in parallel on multiple
cores. We will see later that the generation of language model lookahead trees takes only
a small percentage of overall computation time.

5.3.1.5 Synchronization
The types of synchronization used to parallelize the search algorithm in the MsState
recognizer, described in Section 5.1.1, are also used to parallelize the RWTH recognizer.

5.3.2 Experimental Results and Analysis
Experiments were run on the RWTH 2007 TC-STAR EPPS-EN recognition system,
described in Appendix A. The LTD parallelization of RWTH recognizer was benchmarked
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1-core Serial
PFLC
2-core LTD
PFLC
4-core LTD

Beam Width
200
250
300
350
400
450
500
99.2
173.8
303.5
490.7
684.4
863.6
998.3
60.4 (39.1%)113.8 (34.5%)221.1 (27.1%)386.3 (21.2%)564.3 (17.5%)727.6 (15.7%)860.3 (13.8%)
58.9 (40.6%)106.9 (38.5%)199.9 (34.1%)343.3 (30.0%)498.2 (27.2%)642.0 (25.7%)757.2 (24.2%)
41.7 (57.9%) 86.5 (50.2%)187.2 (38.3%)349.5 (28.7%)529.3 (22.6%)695.0 (19.5%)825.9 (17.2%)
50.5 (49.1%)101.4 (41.7%)218.5 (28.0%)409.3 (16.6%)618.8 (9.6%)814.1 (5.7%)938.9 (5.9%)

Table 5.10 Overall elapsed runtime in seconds. Improvement over serial system (1-core) in percentage is shown within
parentheses.

Figure 5.4 Real-time rate improvement due to the LTD scheme.

Figure 5.5 Overall speedup due to the LTD scheme.
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on two computing platforms. While one computing platform is based on an Intel Core2
Quad processor, the second computing platform is based on the latest Intel Corei7 processor. The two computing platforms are described in Appendix B.

5.3.2.1 Experimentation on Core2 Processor
The overall elapsed time taken by the LTD parallel scheme is shown in Table 5.10.
PFLC denotes the serial system using parallel likelihood computations. LTD denotes the
LTD parallel scheme using PFLC. The WER of the parallel systems is the same as for the
serial system. The comparison among the serial, PFLC, and LTD systems in terms of the
real-time rate is presented in Figure 5.4. A similar comparison of speedup is shown in
Figure 5.5. In analyzing the results, we make the following observations.
• On 2-cores, the LTD scheme outperforms the PFLC approach. Its advantage is
greater with wider beam widths because more computation is spent on search management. Whereas the LTD schemes parallelizes search management and likelihood
computation, the PFLC scheme just parallelizes likelihood computation. The improved runtime of LTCD compared to PFLC varies between 2.5% and 12.0% relative. The improvement is limited because of an increase in main memory access latency. Whereas likelihood computation involves a signifcant number of arithmetic
operations in addition to main memory access, search management primarily involves manipulation of data structures in main memory and no signifcant arithmetic
operations. Hence, main memory access is a bigger bottleneck in parallelization of
search management than in parallelization of likelihood computation.
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(b) 2-core LTD Search

Figure 5.6 Distribution of overall elapsed runtime among various search steps in seconds. A comparison between the serial system
and 2-core LTD scheme is shown.

(a) Serial 1-core Search

• On 4-cores, as shown in Table 5.10, runtime performance degrades for LTD. Its performance is worse than the performance of 2-core PFLC. Most of the improvement
from 4-core PFLC is lost due to an increase in main memory access latency. Four
cores manipulating the the main memory simultaneously results in a larger main
memory access latency than two cores manipulating the main memory at the same
time.
Figure 5.6 compares the distribution of overall elapsed runtime among the various
search steps in the serial system and the parallel system running on two cores. The search
steps of the RWTH recognizer, given in Algorithm 4, are defned below. The number in
parenthesis is a line number in the pseudocode of Algorithm 4.
Parallel steps:
(a) Expand HMM States (5): Within-word graph traversal in the lexical tree.
(b) Likelihood Computation (10): Parallel likelihood computation using the PFLC method.
(c) Apply LM Lookahead (7): Language model lookahead scores are applied to the state
hypotheses in parallel.
(d) State Pruning (9,12,14): Pruning of state hypotheses in parallel for beam pruning
and histogram pruning.
(e) Word-ends Creation (15): The frst step in across-word graph traversal consists of
the creation of word-end hypotheses.
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(f) Word-ends Pruning (17,21): Pruning of word-end hypotheses in parallel for beam
pruning and histogram pruning.
Serial Steps: The serial steps include the following:
(a) Reading a new feature vector for the current frame processing (3),
(b) Activating the new lexical-tree copies (4),
(c) Building the language model lookahead tree for the newly activated lexical-tree
copies (6),
(d) Creating backpointers for traceback (18),
(e) Recombination of word-end hypotheses (19), and
(f) Serial steps required to compute pruning thresholds for beam pruning and histogram
pruning.
As shown in Figure 5.6, the elapsed runtime taken by all the parallel steps decreases
compared to the serial system. However, we observe a slight increase in time taken by the
Serial step due to thread-synchronization overhead and serial components in the Parallel
Pruning Schemes.

5.3.2.2 Experimentation on Corei7 Processor
The comparison among the serial, PFLC, and LTD systems in terms of the real-time
rate is presented in Figure 5.7. We summarize the results:
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Figure 5.7 Real-time rate improvement due to the LTD scheme on Core2 and Corei7
processors.

Figure 5.8 Comparison of overall speedup due to the LTD scheme between Core2 and
Core7 processors.
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• On 2-cores, the realtime rate of LTD is better than PFLC at wider beam widths (greater
or equal to 300). At smaller beam widths (200,250) LTD is slightly worst as compared to PFLC by 3.6% and 0.6% relative. However, on wider beam widths, LTD
outperformed PFLC by 2.8% to 8.5% relative.
• On 4-cores, for larger beam widths (greater or equal to 300), the realtime rate of
LTD is better than PFLC. The relative improvement is between 6.8% and 22.6%.
However, at narrower beam widths (200,250), PFLC outperforms LTD by 26% and
9.5% relative.
• The best realtime rates on Corei7 are obtained on four cores.
A comparison of speedup due to LTD parallelization between Core2 and Corei7 processors is shown in Figure 5.8. We observe the following:
• On 2-cores, the overall speedup due to LTD is slightly better on Core2 (between
1.32 and 1.69) as compared to Corei7 (from 1.28 to 1.62). However, the realtime
rate on Corei7 is better than the realtime rate on Core2.
• On 4-cores, the overall speedup is signifcantly better on Corei7 (from 1.63 to 1.88)
as compared to the speedup on Core2.

5.4 Related Work
A very similar example of LTD parallelization was recently implemented for the HTK
recognizer [94] and published in September 2009. In this section, we compare this LTD
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parallelization of the HTK recognizer with our LTD parallelization of the RWTH recognizer. Distribution of overall computation time among search management, likelihood
computation, and language model computation is more similar in the RWTH and HTK recognizers than in the MsState and HTK recognizers, and so we only compare the RWTH
and HTK recognizers.
Although the two LTD implementations are very similar, there are two key differences.
The frst difference is the use of different load balancing techniques. The second difference
is the use of a different parallelization method for likelihood computation. The differences
are described in detail below.

5.4.1 Parallel Search
This section compares how LTD parallelization is implemented in the RWTH and
HTK recognizers.

5.4.1.1 Lexical-tree Division and Load Balancing
Whereas the lexical tree in the RWTH recognizer is represented as an optimized WFST
(called a state tree) in terms of HMM states and arcs, the lexical tree in the HTK recognizer
is represented at the triphone level. The lexical tree in the HTK recognizer is composed of
triphone arcs similar to the one shown in Figure 2.11. During within-word graph traversal,
the HMM states corresponding to the triphone arcs are dynamically created on the fy.
Hence, traversing the lexical tree in the HTK recognizer takes more computation than
traversing the state tree in the RWTH recognizer.
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The concept of the division of the lexical tree among cores by dividing the frst generation triphone arcs at the root node is the same as lexical-tree division in the RWTH
recognizer, as described in Section 5.3.1.1.

5.4.1.2 Search Management and Load Balancing
Search management consists of graph traversal and pruning. Graph traversal is the
same in both implementations. No information about pruning in LTD parallelization of
the HTK recognizer is provided in the published paper. But it is reasonable to assume that
pruning is applied in parallel, similar to our parallel pruning.
LTD parallelization of both recognizers does not use dynamic load balancing during
search management. However, both recognizers divide the lexical tree among the cores
using a different strategy.
Our approach exploits the fact that the number of active triphone arcs is very large
at word-beginnings (close to the root node of the lexical tree), and the number of active
triphone arcs drops dramatically as the word-end approaches (towards the leaf nodes of
the lexical tree) [61]. Most often, frst-generation triphone arcs and second-generation
triphone arcs dominate overall computations. Hence, we distribute the frst-generation triphone arcs and the corresponding subtrees among the cores by dividing each group of phonetically similar frst-generation triphone arcs. We create groups of phonetically similar
monophones, represented as frst-generation triphone arcs, based on linguistic knowledge.
Unlike our approach to load balancing, load balancing in the HTK recognizer assumes
that there is no large variation in the number of triphone arcs during processing of a word.
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Instead, it estimates the “workload” of a subtree corresponding to a lexical-tree branch at
the root node, using the number of HMM states in this subtree and the language model
probability. The paper does not describe how the number of states in a subtree and its socalled language model probability are combined to compute the workload. Further, it is not
clear how the language model probability of a subtree is computed. Each subtree can result
in many words at the leaf nodes and so, it is not known how the language model probability
is computed from the set of words. We assume that the unigram probability is considered
for each of the words at the leaf nodes. Nevertheless, after the so-called workload is
assigned to each of the lexical-tree branches, the lexical tree is divided in chunks at the
root node. Each chunk is composed of the subtrees corresponding to consecutive tree
branches at the root node. A group of subtrees collectively forms another subtree and
represents the chunk. Each core traverses a chunk (subtree) allocated to it. The total work
load of a chunk is the sum of the work load of its set of lexical tree branches. The lexical
tree is divided among the chunks in a static manner before the start of the search so that
the each chunk has almost equal work load.

5.4.1.3 Likelihood Computation
LTD parallelization of the RWTH recognizer uses the decision-tree based approach
to parallelize fast likelihood computations (PFLC), which is presented in Chapter 4. This
explicit parallelization of likelihood computations does not involve any dynamic load balancing. Instead it uses the acoustic similarity between mixtures to distribute the mixtures
between the cores. Similar to the RWTH implementation, likelihood computation is ex123

plicitly parallelized independently but the mixtures are dynamically load balanced among
the cores during each time frame processing. An additional serial step loops over all the
active state hypotheses and creates a list of active mixtures. This list is divided equally
among the processors to obtain good load balancing. Each core computes the likelihood
score for the set of mixtures allocated to it.
It is not clear from the publication if any of the optimizations for likelihood computation that are summarized in Chapter 4 were used in the baseline serial HTK system.

5.4.1.4 Language Model Computation
The handling of language model computation in either the serial HTK recognizer
or the parallel HTK recognizer is not provided in the published paper. However, it is
reasonable to assume that the language model computations are processed serially in the
LTD parallelization of the HTK recognizer as the paper only provides information about
parallelizing search management and likelihood computation.

5.4.1.5 Synchronization
While our LTD parallelization implements synchronization using the P-threads barrier
function, synchronization in the HTK parallelization is implemented using OpenMP.

5.4.2 Comparison of Experimental Results
LTD parallelization of the HTK recognizer was evaluated on a WSJ1 task with a
vocabulary size of 20,000 words. The acoustic beam width was set to 350 and the beam
width at the word level was set to 100. The WER obtained on 216 test utterances is 20.5%.
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The experiments were run on an Intel Core2 Quad processor which is the same processor
as one of the processors used to evaluate the parallel version of the RWTH recognizer.
When run on two cores, the parallel HTK recognizer achieves a speedup of 1.63. On four
cores the speedup improves to 2.05.
Because the recognition tasks used to benchmark the parallel versions of the HTK
and RWTH recognizers are different, it is not fair to compare the exact speedup numbers
of the two recognizers. Nevertheless, comparison of speedup gives some useful information about the potential of the LTD parallelization approach. The speedup from LTD
parallelization of the RWTH recognizer on two cores varied from 1.32 to 1.69 for various
acoustic beam pruning settings. On four cores, unlike the HTK recognizer, the speedup
degraded compared to two cores. However, with just the parallelized likelihood computation using the PFLC method, the speedup obtained on four cores is between 1.21 and
2.38.
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CHAPTER 6
PARALLELIZATION BASED ON DISTRIBUTION OF LEXICAL-TREE COPIES

One of the drawbacks of the LTD parallelization method presented in Chapter 5 is the
increase in load imbalance as the number of cores increases. Also, the maximum number
of cores that can be exploited in this scheme is limited by the number of distinct monophones that occur as the middle phone on the arcs originating from the root node. In
this chapter, we present a parallelization approach called Lexical-tree Copies Decomposition (LTCD) that avoids these drawbacks. It dynamically divides the active search-space
among CPU cores by distributing the active lexical-tree copies at each time frame.
LTCD parallelization applies only to the RWTH recognizer because it keeps multiple
copies of the lexical tree while traversing the search network. The MsState recognizer
does not explicitly keep multiple copies of the lexical tree and, hence, LTCD parallelization cannot be implemented in the MsState recognizer without substantial changes in its
architecture.

6.1 Parallel Search Algorithm
This section describes in detail LTCD parallelization of the RWTH recognizer.
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6.1.1 Lexical-tree Copies Decomposition
LTCD parallelization exploits the locality provided by the lexical tree in a different
fashion that avoids some of the drawbacks of the LTD scheme. Instead of dividing the
lexical tree itself, we dynamically distribute the active copies of the lexical tree, each with
its unique language model history, among the cores in a round robin fashion. This dynamic
distribution prevents any signifcant load imbalance. The maximum number of cores that
can be exploited using this scheme depends on the number of active lexical-tree copies
at each frame. Because the average number of active lexical trees for LVCSR is usually
in the range of a few tens to a few hundreds, this scheme should scale better than LTD
parallelization.

6.1.2 Search Management and Load Balancing
Search management consists of graph traversal and pruning. While graph traversal is
handled differently in LTCD parallelization than in LTD parallelization, parallel pruning
is the same in both approaches.
Graph Traversal and Dynamic Load Balancing: During processing of each time frame,
for within-word graph traversal, each core expands HMM state hypotheses corresponding
to the lexical-tree copies allocated to it in the previous time frame. If any core fnishes its
HMM state expansions before any other core, a block of unexpanded lexical-tree copies is
transferred to it from its right neighbor. If the right neighbor has also fnished expanding its
set of lexical-tree copies, the transfer of the block of unexpanded lexical-tree copies is ini-
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tiated from its right neighbor. This process continues until there are no more unexpanded
lexical-tree copies.
Division of the active lexical-tree copies among the cores has the additional effect of
partly parallelizing across-word graph traversal at the leaf nodes of the lexical tree copies.
As in LTD parallelization, the frst part of across-word graph traversal, which consists of
creating word-end hypotheses, is parallelized because each core is responsible for creating the word-end hypotheses at the leaf nodes of the lexical-tree copies allocated to this
core. However, the second part of across-word traversal, which involves recombination
of these word-end hypotheses, is serial in nature. The recursion at word transitions, given
by Equation (2.33), involves recombination at the root nodes, s0 (r), of a lexical tree copy
with history (B, C). The maximization of all the word-end hypotheses that ended with
word C and a right context r is performed over all the lexical tree copies with a word
history (u, B) where u is variable. Hence, the recombination occurs across the lexical-tree
copies and cannot be parallelized.
Likelihood computation, language model computation, and synchronization in LTCD
parallelization are handled in the same fashion as in LTD parallelization, as described in
Section 5.3.1 of Chapter 5.
Table 6.1 With a beam width of 400, variation of overall elapsed runtime in seconds with
respect to block-size parameter for PLCD scheme on 2-cores.

1
5
476.5 476.7

Block-size
10
25
477.9 480.7
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100
491.5

500
497.9
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1-core Serial
PFLC
2-core LTD
LTCD
PFLC
4-core LTD
LTCD

Beam Width
200
250
300
350
400
450
500
99.2
173.8
303.5
490.7
684.4
863.6
998.3
60.4 (39.1%)113.8 (34.5%)221.1 (27.1%)386.3 (21.2%)564.3 (17.5%)727.6 (15.7%)860.3 (13.8%)
58.9 (40.6%)106.9 (38.5%)199.9 (34.1%)343.3 (30.0%)498.2 (27.2%)642.0 (25.7%)757.2 (24.2%)
58.4 (41.1%)105.4 (39.4%)194.8 (35.8%)332.0 (32.3%)478.6 (30.1%)612.0 (29.1%)719.7 (27.9%)
41.7 (57.9%) 86.5 (50.2%)187.2 (38.3%)349.5 (28.7%)529.3 (22.6%)695.0 (19.5%)825.9 (17.2%)
50.5 (49.1%)101.4 (41.7%)218.5 (28.0%)409.3 (16.6%)618.8 (9.6%)814.1 (5.7%)938.9 (5.9%)
48.5 (51.1%)100.5 (42.2%)221.8 (26.9%)418.3 (14.8%)633.0 (7.5%)833.0 (3.5%)874.7 (12.4%)

Table 6.2 Overall elapsed runtime in seconds. Improvement over serial system (1-core) in percentage is shown within
parentheses.

Figure 6.1 Comparison of real-time rate improvement among the PFLC, LTD and LTCD
methods.

6.2 Experimental Results and Analysis
LTCD parallelization was tested on the RWTH 2007 TC-STAR EPPS-EN recognition system, described in Appendix A. The experiments were run on Intel Core2 Quad
processor and Intel Corei7 processor based desktop computing platforms described in Appendix B.

6.2.1 Experimentation on Core2 Processor
The LTCD scheme transfers a block of lexical-tree copies between cores in the load
balancing step. Table 6.1 shows the variation of overall elapsed runtime for LTCD as a
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Figure 6.2 Comparison of overall speedup among the PFLC, LTD and LTCD methods.

function of block size when run on two cores. The average number of lexical-tree copies
per frame with a beam-pruning width of 400 is 196.8. Performance degrades as the blocksize is increased beyond 10. For the remaining experiments presented in this paper, we
used a block-size of 1.
The overall elapsed time for the LTD and LTCD parallel schemes is shown in Table 6.2.
PFLC denotes the serial system using parallel likelihood computations. LTD denotes the
LTD parallel scheme using PFLC, and similarly, LTCD denotes the LTCD scheme with
PFLC. The WER of the parallel systems is the same as for the serial system. The comparison among the serial, PFLC, LTD, and LTCD systems in terms of the real-time rate
is shown in Figure 6.1. A similar comparison of speedup is shown in Figure 6.2. We
summarize the results as follows.
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132
(b) 2-core LTCD Search

Figure 6.3 Distribution of overall elapsed runtime among various search steps in seconds. A comparison between the serial system
and 2-core LTCD scheme is shown.

(a) Serial 1-core Search

• On 2-cores, both LTD and LTCD outperform PFLC. The advantage is greater with
wider beam widths since more computation is spent on the search component. The
improved runtime of LTCD compared to PFLC varies between 3.3% and 16.3%
relative. It is not more because of an increase in main memory access latency using
LTCD/LTD. Whereas likelihood computation requires arithmetic operations, graph
traversal requires manipulation of data structures in main memory.
• On 2-cores, as expected, the LTCD scheme outperforms the LTD scheme because
it does dynamic load balancing. The gap between the two widens with larger beam
widths because the average number of lexical-tree copies at each frame increases.
The improvement of LTCD over LTD varies between 0.9% and 5.0% relative.
• Figure 6.3 compares the distribution of various search steps between the serial system and the system that is parallelized using the LTCD approach. These search
steps are described in Section 5.3.2 of Chapter 5. On two cores, the elapsed runtime
taken by all parallel steps in LTCD parallelization decreases compared to the serial
system. However, we observe a slight increase in time taken by the Serial step due
to thread-synchronization overhead and serial components in the Parallel Pruning
Schemes.
• On 4-cores, as shown in Table 6.2, runtime performance degrades for both LTD and
LTCD, compared to PFLC, due to an increase in main memory access latency.
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Figure 6.4 Comparison of real-time rate improvement among the PFLC, LTD and LTCD
methods on corei7 processor.

Figure 6.5 Comparison of overall speedup due to the LTCD parallelization between
Core2 and Corei7 processors.
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6.2.2 Experimentation on Corei7 Processor
The comparison of the realtime rate among the serial, PFLC, LTD, and LTCD systems
is shown in Figure 6.4. We make the following observations.
• On both 2-cores and 4-cores, the realtime rate of the LTCD system is better than
LTD system. On 2-cores, the relative improvement over LTD is between 1.5% and
2.5%. When run on four cores, the relative improvement varied between 7% and
19%.
• The best realtime rate is achieved using LTCD system running on four cores of the
corei7 processor.
A comparison of speedup due to LTCD parallelization between Core2 and Corei7 processors is shown in Figure 5.5. The key results are summarized below.
• On 2-cores, the speedup of LTCD system on Corei7 processor (between 1.3 and
1.66) is slightly reduced as compared to Core2 processor (from 1.39 to 1.7).
• On 4-cores of Corei7 processor, the speedup is better on Corei7 processor (from
1.74 to 2.24) as compared to Core2 processor (between 1.12 and 2.05).
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CHAPTER 7
CONCLUSIONS

This dissertation addressed the problem of improving the real-time rate in large vocabulary continuous speech recognition by exploiting the computational power of multicore processors. Various approaches to parallelizing different components of a single-pass
n-gram lexical-tree based Viterbi search have been described. Two different implementations of the Viterbi search algorithm were parallelized: the Mississippi State (MsState)
recognizer and the Rheinisch-Westfälische Technische Hochschule (RWTH) recognizer.
We encountered a number of challenges in parallelizing a speech recognizer. First,
the software implementation of the Viterbi search component of a speech-recognizer is
extremely complex and represents the development effort of multiple programmers over
many years. For example, development for the Viterbi search software of the RWTH
recognizer started in the early 1990’s and is still an on-going effort. It consists of approximately 19, 000 lines of highly-optimized code. For example, for the RWTH recognizer,
the sequential code is optimized for effcient cache performance. Because simple parallelization can adversely affect cache performance, parallelization presents a considerable
challenge.
A second challenge is that the search-management component of Viterbi search involves graph traversal, which is extremely data intensive. Graph traversal does not require
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arithmetic operations; instead, it mainly requires manipulation of main memory contents.
When parallelized on multiple cores, the number of main memory accesses per unit time
increases by multiple times. Due to limited memory bandwidth, the main memory access
latency increases and causes an increase in CPU pipeline stalls. The increase in pipeline
stalls results in parallel overhead that limits improvement of the real-time rate of the recognizer. We believe that future research efforts in multi-core processor design need to
focus on improving memory bandwidth and not simply increasing the number of cores on
a single chip. Improved memory bandwidth would improve the performance of a number
of other data-intensive applications, besides speech recognition.
A third challenge for parallelization of Viterbi search is that synchronization of steps is
very fne-grained and it is a challenging task to achieve good load balancing in all computational steps. The computational steps correspond to several small computations during
the processing of each time frame, which typically varies between 8 and 80 milliseconds,
and any load imbalance in the fne-grained parallelization accumulates over time.
Despite these challenges, signifcant improvement in speedup was achieved using the
parallelization methods introduced in this dissertation. We presented a method called parallel fast likelihood computation (PFLC) for improving the runtime of likelihood computations. Mixtures are statically decomposed among the cores. At runtime, each core
computes the likelihood of the portion of the active mixtures that belong to it. Thus, likelihood computation runs in parallel on multiple cores resulting in a decrease in elapsed
runtime. When applied to the RWTH recognizer on the RWTH 2007 TC-STAR EPPS-EN
recognition system, the PFLC method using the decision-tree based approach achieved an
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overall speedup from 1.16 to 1.64 on two cores, and an overall speedup from 1.21 to 2.38
on four cores of an Intel Core2 processor. On 2 cores of a Corei7 processor, the overall
speedup was better between 1.18 and 1.68. When run on 4 cores, the speedup varied from
1.33 to 2.55. This method can be implemented in any speech decoder in order to achieve
similar runtime improvement.
A second parallelization method, called lexical-tree division (LTD), parallelizes the
search component of the Viterbi search by dividing the lexical tree among the cores. LTD
parallelization was implemented in both the MsState recognizer and the RWTH recognizer. LTD parallelization of the MsState recognizer was tested on a 5k word vocabulary
WSJ0 task based recognition system. It resulted in a speedup of 1.52 on two cores and a
speedup of 2.29 on four cores of a Core2 processor. LTD parallelization was implemented
in the RWTH recognizer in combination with the PFLC method. When the RWTH 2007
TC-STAR EPPS-EN recognition system was run on Core2 processor, the overall speedup
obtained varied between 1.32 and 1.69 on two cores. However, runtime performance degraded on four cores compared to the parallel system with just PFLC due to an increase
in main memory access latency. Unlike the MsState recognizer, the serial code for the
search-management component in RWTH recognizer is optimized for cache performance.
As a result, parallelization of the search-management code results in degradation of cache
performance. When run on four cores, the number of retired L2 cache misses increases
dramatically. Combined with increased memory access latency, this offsets any improvement from parallelization. When the LTD parallelization was run on two cores of the
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Corei7 processor, the speedup was between 1.28 and 1.62. On four cores, the speedup
varied from 1.63 to 1.88.
A third parallelization method, called lexical-tree copies decomposition (LTCD), also
parallelizes the search-management component. However, this approach includes dynamic
load balancing at each time frame. The active copies of the lexical tree are dynamically distributed among the CPU cores during the processing of a time frame. The LTCD method
was implemented in the RWTH recognizer along with the PFLC method. When run on
two cores of the Core2 processor, the overall speedup was from 1.39 to 1.7. This is a
relative improvement between 0.9% and 5% compared to LCD parallelization. When run
on two cores of a Corei7 processor, the speedup was between 1.3 and 1.66. On four cores,
the speedup was from 1.74 to 2.24, representing a relative improvement between 7% and
19% over the LCD parallelization.
The goal of this dissertation was to improve the real-time rate of a lexical-tree based
speech recognizer on a multi-core desktop processor. Although a challenging task, signifcant speedups over the baseline serial implementation have been achieved by developing various parallelization methods. The improvement of the real-time rate of the stateof-the-art RWTH recognizer is especially signifcant because the recognizer was highlyoptimized for serial runtime performance.
The immediate future research direction is to apply our proposed parallelization techniques to a multi-pass recognition system. We have demonstrated signifcant improvement
in the real-time rate of a single-pass recognition system. By parallelizing the second pass
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of a two-pass system based on the ideas explored in this dissertation, the real-time rate of
the two-pass recognition system could also be improved.
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RECOGNITION SYSTEM SETUP
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For this dissertation, two experimental setups were used to evaluate the performance
of the recognizers. The frst, Wall Street Journal, was used to evaluate the MsState recognizer, and the second, TC-STAR EPPS-EN, was used to evaluate the RWTH recognizer.
TC-STAR EPPS-EN has a much larger vocabulary and presents a more diffcult recognition task. However, we can’t evaluate the MsState recognizer on this task because it was
developed by RWTH university and has a format that can only be used by the RWTH recognizer. Although we can evaluate the RWTH recognizer using both experimental setups,
we prefer to evaluate it on the more challenging TC-STAR EPPS-EN setup.
Below, we describe the experimental setups in detail.

A.1 Wall Street Journal (WSJ0)
The Wall Street Journal (WSJ0) experimental setup is described in detail in [69]. Here,
we give a brief summary. Note that feature extraction and acoustic model training for the
WSJ0 task was performed using the MsState prototype system toolkit (release v5.15).

A.1.1 Corpora
The DARPA WSJ is a large vocabulary continuous speech recognition corpus consisting of high-quality recordings of speakers reading text from the Wall Street Journal [72].
It has a vocabulary size of 5000 words. The standard training set for WSJ0 is called
SI-84 and contains 7,138 utterances from 83 speakers, totaling 14 hours of speech data.
For testing the performance of the recognizer, we used the November 92 NIST evaluation
set [68] consisting of 330 utterances from 8 speakers. The 5,000 word vocabulary provides
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complete coverage of the evaluation set. In other words, there are no out-of-vocabulary
words (OOVs) in the evaluation set.

A.1.2 Acoustic Front-end Processing
An industry standard MFCC-based front end extracts a 13-dimensional feature vector
consisting of 12 cepstral coeffcients plus log energy every 10 ms using a 25 ms window. The frst and second-order time derivatives of the 13-dimensional feature vectors are
computed using regression analysis and appended to the base feature vector. Thus, each
feature vector has 39 dimensions. To adjust to varying channel and speaker conditions,
cepstral mean subtraction [3] was performed on the 39 cepstral features with the mean being computed and subtracted separately for each utterance for both the training and testing
data.

A.1.3 Acoustic Modeling
Using feature vectors extracted from the training data, a set of across-word triphone
models was trained. Each triphone model was a standard 3-state left-to-right model with
self-loops, except for two models. The silence model, sil, has a forward and backward skip
transition to account for long stretches of silence containing transitory noises. The short,
inter-word silence model, sp, contains a forward skip transition that allows it to consume
no data when there is no silence between consecutive words. Each HMM state is represented by a mixture model that consists of 16 Gaussian densities. Each Gaussian density is
modeled using a mean vector and a diagonal covariance matrix. The triphone models were
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trained using a standard Baum-Welch Expectation Maximization (EM) training algorithm
with the maximum likelihood criterion (ML). The decision tree based state-tying approach
was used to generalize the triphone model states to a distinct set of 3,215 states (mixtures).

A.1.4 Language Modeling
The corpus includes a standard bigram backoff language model [75] that consists of
826,002 bigrams and 4,988 unigrams with corresponding backoff weights. This bigram
language model has a perplexity of 135 on the November 92 NIST evaluation set.

A.2 TC-STAR EPPS-EN
The single-pass RWTH 2007 TC-STAR EPPS-EN baseline system 1 is described
in [46]. Here we briefy summarize the system.

A.2.1 Corpora
The TC-STAR (technology and corpora for speech to speech translation) EPPS (European parliament plenary sessions) task is a large vocabulary corpora consisting of parliamentary speeches and political debates. Although there are both English (EN) and
Spanish [1] corpora, we only used the English corpora for the experiments presented in
this dissertation. The vocabulary size for the English task is approximately 55 thousand
words. The training data consists of approximately 100 hours of manually transcribed
audio data from the European parliament plenary sessions [46]. To allow easy experimentation, ten segments totaling 121.7 seconds were selected from the 2007 evaluation set as
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a test set. All the timing measurements presented in this dissertation on the EPPS-EN task
are averaged over fve runs.

A.2.2 Acoustic Front-end Processing
This system uses an acoustic front end consisting of 16 melfrequency cepstral coeffcient (MFCC) features (including the zeroth coeffcient) derived from 20 flterbanks.
Cepstral mean normalization was applied and a voicedness feature was appended to the
16 features. The MFCCs and voicedness features from nine consecutive frames were
concatenated. Linear discriminative analysis was used to reduce the dimensions to 45
components.

A.2.3 Acoustic Modeling
The acoustic model consists of hidden Markov models (HMMs) representing the
across-word triphones of the words in the vocabulary. The HMM topology is the Bakis
topology, which is composed of 6-state HMM triphone models with skip, forward and
self-loop transitions. All three transition probabilities (skip, forward, and self-loop) are
shared among the triphone models. Silence is modeled using a different HMM topology
which consists of a single state with a self loop. The emission probabilities assigned to
the HMM states (see Section 2.1.2) are represented by a mixture of continuous Gaussian
densities. Each Gaussian density has its own mean vector, but a single pooled diagonal
covariance matrix is shared among all Gaussian densities.
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The baseline acoustic models were trained using Viterbi estimation with the maximum
likelihood criterion. Phonetic decision tree based state tying resulted in a single tree with
4501 generalized triphone states (mixtures). These mixtures have a total of 880,244 density components, with an average of 195.56 density components per mixture.

A.2.4 Language Modeling
A 4-gram language model for English contains approximately 7.5 million multigrams. The perplexity of this 4-gram language model on the 2007 evaluation set is 110.8.
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APPENDIX B
COMPUTING PLATFORMS
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Three different desktop computers were used for experiments, with the following hardware. Since the entire search space fts in main memory, we don’t need to consider page
faults or paging strategy. Parallel threads were implemented using the P-thread library.

B.1 Intel Core2 Duo based Hardware:
An Intel Core2 Duo processor (Model number E6600) is a dual-core processor. Each
core runs at a clock speed of 2.40 GHz and has its own 32 KB L1 data cache and 32 KB
L1 instruction cache. The total size of shared L2 cache is 4 MB. The size of main memory
is 2 GB. The Fedora Core 6 Linux OS and GNU gcc compiler (ver. 4.1.1) were used.

B.2 Intel Core2 Quad based Hardware:
An Intel Core2 Quad processor (Model number Q6600) consists of a pair of Core2
Duo processors. Each core runs at a clock speed of 2.40 GHz and has its own 32 KB
L1 data cache and 32 KB L1 instruction cache. Each pair of cores shares one of the two
available 4 MB L2 caches. The total size of shared L2 cache is 8 MB. The main memory
size is 2 GB. The Fedora Core 6 Linux OS and GNU gcc compiler (ver. 4.1.1) were used.

B.3 Intel Corei7 Quad based Hardware:
An Intel Corei7 processor (Model number corei7-920) is a quad core processor. Each
core runs at a clock speed of 2.66 GHz and has its own 32 KB L1 data cache and 32 KB
L1 instruction cache. Each core also has its own 256 KB L2 cache. The four cores share
a 8MB L3 cache. The size of main memory is 3 GB. The Fedora Core 10 Linux operating
system and GNU gcc compiler (version 4.3.2) were used.
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B.4 A Summary of comparison between Core2 and Corei7 processors

CPU Family

Intel Core2 Quad

Intel Corei7

# of Cores

4 on 2 dies

4 on 1 die

Clock Speed

2.40 GHz

2.66 GHz

L1 Cache

(32kB Data + 32kB Inst.) x 4

L2 Cache

4MB x 2

256kB x 4

L3 Cache

N/A

8 MB

Integrated Memory Controller

No

Yes

Connectivity

Front Side Bus (1.06 GT/s)

QPI(4.8 GT/s)

Data Rate (GT/s)

1.06

4.8

Memory Channels

Dual

Triple

Memory

DDR2 667MHz

DDR3 1600MHz
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