The diffusion model (Ratcliff, 1978) for fast two-choice decisions has been successful in a number of domains. Wagenmakers, van der Maas, and Grasman (2007) proposed a new method for fitting the model to data ("EZ") that is simpler than the standard chisquare method (Ratcliff & Tuerlinckx, 2002) . For The diffusion model, as it is currently used in research with response time (RT) and accuracy as dependent measures, was first applied to two-choice decision data in cognitive tasks by Ratcliff (1978) . The model explains RT and accuracy data jointly in terms of components of processing: the quality of the information on which a decision is based, the criterial amounts of information needed before a decision can be made, and the time taken by processes outside the decision itself. The model has been used to explain performance in a variety of two-choice tasks, and in each case it has accounted for the RT distributions of correct and error responses and the accuracy for each condition in an experiment.
The diffusion model (Ratcliff, 1978) for fast two-choice decisions has been successful in a number of domains. Wagenmakers, van der Maas, and Grasman (2007) proposed a new method for fitting the model to data ("EZ") that is simpler than the standard chisquare method (Ratcliff & Tuerlinckx, 2002) . For 
an experimental condition, EZ can estimate parameter values for the main components of processing using only correct response times (RTs), their variance, and accuracy, not error RTs or the shapes of RT distributions. Wagenmakers et al. suggested that EZ produces accurate parameter estimates in cases in which the chi-square method would fail-specifically, experimental conditions with small numbers of observations or with accuracy near ceiling. In this article, I counter these claims and discuss EZ's limitations. Unlike the chi-square method, EZ is extremely sensitive to outlier RTs and is usually less efficient in recovering parameter values, and it can lead to errors in interpretation when the data do not meet its assumptions, when the number of observations in an experimental condition is small, or when accuracy in an experimental condition is high. The conclusion is that EZ can be useful in the exploration of parameter spaces, but it should not be used for meaningful estimates of parameter values or for assessing whether or not a model fits data.
The diffusion model, as it is currently used in research with response time (RT) and accuracy as dependent measures, was first applied to two-choice decision data in cognitive tasks by Ratcliff (1978) . The model explains RT and accuracy data jointly in terms of components of processing: the quality of the information on which a decision is based, the criterial amounts of information needed before a decision can be made, and the time taken by processes outside the decision itself. The model has been used to explain performance in a variety of two-choice tasks, and in each case it has accounted for the RT distributions of correct and error responses and the accuracy for each condition in an experiment.
The diffusion model assumes that evidence is noisy and is accumulated over time, from a starting point (z) toward one of two decision criteria. For example, if a subject is presented with a letter string and is asked to judge whether it is a word or a nonword, evidence is accumulated toward a "word" or a "nonword" boundary-a or 0, respectively. Evidence is represented by drift rate v, which in this example is positive for word stimuli and negative for nonword stimuli. Components of processing outside the decision process-such as encoding, lexical access, memory retrieval, response output, and so on-are combined into one parameter, T er . The components of processing-v, z, and T er -are assumed to vary from trial to trial, which adds three parameters to the model.
The diffusion model can be viewed as an extension/ replacement for signal detection theory (SDT). In SDT, for each type of stimulus in an experiment, all sources of noise (e.g., perception, memory, criterion, and decision) are combined into a single value. In the diffusion model, four sources of noise are identified separately: variability within the decision process, as well as variability across trials in criteria, drift rate, and the nondecision component of processing. The across-trial variability in drift rate corresponds to noise in perception or memory, which is the source of noise usually assumed in SDT.
The standard way of fitting the diffusion model to data is to search for parameter values for the components of processing that best predict correct and error RT distributions and accuracy for all of the conditions in an experiment simultaneously. Maximum likelihood would be a more efficient method, but it is highly sensitive to contaminant RTs-that is, RTs that are not part of the decision process under investigation, such as for lapses of attention (Ratcliff & Tuerlinckx, 2002) . This problem is so acute that a few bad data points can lead to estimates of parameter values an order of magnitude different from the true values. Ratcliff and Tuerlinckx showed that a chi-square method based on quantile RTs, which was subsequently used in research by Ratcliff and colleagues, does not have this problem; it is robust to small and even modest numbers of contaminant RTs (see the Appendix). Wagenmakers, van der Maas, and Grasman (2007;  hereafter, simply Wagenmakers et al.) proposed a simplified alternative method for estimating diffusion model parameters from data, the "EZ" method. According to this method, three statistics from a single experimental condition (accuracy and the mean and variance of the RTs for correct responses) are used to estimate v, a, and T er for the condition. EZ assumes that the starting point is always halfway between the boundaries (z a/2) and, unlike the full diffusion model (and SDT) , that no across-trial variability in parameter values occurs. The assumption that drift rate is constant across trials means that if boundary separation is increased, accuracy for any condition will approach one. Wagenmakers et al. evaluated the EZ method fairly, with appropriate disclaimers about its applicability. In this article, I further evaluate EZ and show that it can produce misleading estimates of parameters.
There are several problems in applying EZ, as it has been implemented by Wagenmakers et al., to data. First, there is no foolproof way to test whether the EZ simplifications of the full diffusion model are valid. Second, as Wagenmakers et al. pointed out, the method can only fit one condition of an experiment at a time, so EZ cannot
Contaminant Responses
Contaminant responses are a long-standing and difficult problem for experiments that use RT measures (see, e.g., Ratcliff, 1979 Ratcliff, , 1993 Ulrich & Miller, 1994) . Contaminants are responses that do not derive directly from the processes under study; they include lapses of attention, spurious responses, gaps in processing, fast guesses that are not based on the stimulus (see, e.g., Swensson, 1972) , and so on. Fast guess RTs are short, and most can be excluded from data analyses by removing responses faster than a cutoff value below which accuracy is at chance. Other contaminant responses are more difficult to deal with, however, because they are spread through the whole RT distribution; many occur in the tail of the distribution, but not all.
The effects of contaminant RTs on estimates of parameter values can be reduced by fitting the model to quantile RTs, as is done when the model is fit to data by the chisquare method. Using quantiles reduces the influence of a few outlier RTs because the quantiles are insensitive to RTs above or below them (Ratcliff & Tuerlinckx, 2002) .
When contaminant RTs constitute more than a few percent of the data, they can nonetheless distort the fit of the model. To handle this problem, contaminant RTs can be explicitly modeled. Ratcliff and Tuerlinckx (2002) assumed that data contain contaminant responses and that these responses take extra time. These contaminants were modeled by assuming that they occur with probability p o and increase RTs but do not affect accuracy (Table 7 of Ratcliff & Tuerlinckx shows recovered parameter values without explicitly modeling contaminants). For each condition in an experiment, the increase in RTs was assumed to be distributed uniformly through the RT distribution, with a range from the minimum to the maximum RT in a condition. To demonstrate that recovered parameter values were accurate for data with contaminants, Rat cliff and Tuerlinckx conducted simulations. Contaminants were simulated for 5% of the RTs by adding an amount of time between 0 and 2,000 msec to RTs generated from the model. This percentage is a reasonable upper limit, beyond which subjects would likely be eliminated from data analyses. With contaminants added in this way, the chi-square method accurately recovered the parameter values used to produce the data. Note that the assumption for generating contaminants in the simulated data was not the same as the assumptions used for fitting the model to data that include contaminants. The conclusion from the simulations was that, with the chi-square method, contaminants are not a problem for fitting data.
In contrast, contaminant RTs do present a problem for EZ, one that was not discussed by Wagenmakers et al. One of the inputs to EZ is the RT variance for correct responses. Variance estimates are extremely sensitive to contaminants and are poorly estimated from data (Ratcliff, 1979) . For example, for an ex-Gaussian distribution of RTs with a mean of 700 msec and the shortest responses around 550 msec (a shape and values typical of recognition memory experiments; Ratcliff & Murdock, 1976) , the standard deviation in the estimate of variance with 100 take advantage of across-condition constraints on data. Third, EZ uses only accuracy and the mean and variance of RTs for correct responses; it does not use error RTs or the shapes of the correct and error RT distributions. The shapes of RT distributions provide especially strong constraints on whether and how the diffusion model can account for empirical data (Ratcliff & Murdock, 1976; Ratcliff, Van Zandt, & McKoon, 1999; Ratcliff & McKoon, 2008) . However, because distribution shape is relatively invariant across a large range of parameter values (see the discussion in Ratcliff & McKoon, 2008) , the model will produce mismatches only in limited situations (see below). As a result, there is usually no way for EZ to detect mismatches between the diffusion model predictions and data. Thus, whether the diffusion model appropriately describes the data or is radically inconsistent with them, EZ will produce estimates of v, a, and T er , so it will not be falsifiable without further evaluation, such as examining RT distributions. In contrast, the chi-square method requires the model to fit all aspects of the data and produces a goodness-of-fit value.
The chi-square and other quantile-based methods (e.g., G-square and QML [Heathcote, Brown, & Mewhort, 2002] ) have become standard for applications of the diffusion model (e.g., Ratcliff, Thapar, Gomez, & McKoon, 2004; Ratcliff, Thapar, & McKoon, 2001 . The latter studies found that small differences in parameter values between groups of subjects can be significant. Between 65-to 90-year-old subjects and college students, differences as small as 0.05 (15%) in v (drift rate), 40 msec in T er (nondecision component), and 0.02 (15%) in a (boundary separation) have been significant. If EZ produces parameter estimates that consistently deviate from true values by much more than these differences, it can then lead to misinterpretations. The simulations of data described below show inaccuracy in EZ parameter estimates large enough to be of practical significance, large enough in fact that differences in performance between groups of subjects can be attributed to the wrong component of processing.
The goal of this article is to show when and on what bases misinterpretations can occur. In it, simulated data are used to test EZ in two ways. First, the effects of misspecifications and contaminant RTs on EZ estimates of parameter values are assessed, and second, the EZ and chi-square methods are compared in terms of the accuracy and efficiency with which parameter estimates are recovered from data. In other words, this article reports on how closely EZ estimates approach the true parameter values and how much variability occurs in the estimates.
In addition to evaluation of EZ, Wagenmakers et al.'s criticisms of the chi-square method are addressed. Specifically, contrary to Wagenmakers et al., the chi-square method is shown to give accurate parameter estimates for experimental conditions with highly accurate responses or small numbers of observations. assumptions, the data were simulated with no across-trial variability in the values of v, T er , or z. Second, z was set halfway between 0 and a (z a/2). Third, the data for each experimental condition were fit separately, in accord with the inability of EZ to fit more than one condition at a time. To match EZ, the chi-square method was also fit to each experimental condition separately (although in practice, all of the conditions of an experiment would be fit simultaneously). Table 1 shows the results of the simulations when no data were excluded and when long RTs were excluded by an RT cutoff.
Without contaminants, EZ and the chi-square method both accurately recovered parameter values at the longer cutoffs, but as the cutoff was reduced, the EZ estimates began to move away from the true values to a greater degree than did the chi-square estimates. With 5% contaminants, the picture was different. With no cutoff, the EZ misestimates were large. As cutoffs were reduced, the estimates crossed the true values, but importantly, the cutoffs at which the parameter estimates matched the true values were different for the conditions with drift rate 0.3 and drift rate 0.1. The cutoffs for the best-matching estimates differed between the drift rates not only in terms of the RT above which data were eliminated, but also in terms of the proportion of contaminants eliminated and the number of standard deviations that the cutoff was above the mean RT. In contrast, the chi-square method estimated the true parameter values consistently well until the proportion of data eliminated began to exceed the proportion of contaminants (5%).
Even with few contaminants, the shapes of RT distributions can be badly mispredicted. Figure 1 shows a simulated RT distribution generated with 10,000 observaobservations is about 25% of the total variance, and with 1,000 observations, it is about 10% (Ratcliff, 1979) . This means that a 95% confidence interval around a variance estimate based on 100 observations would range from about one half to about one and a half times the true value. Because of this high sensitivity, the effects of contaminants on EZ can be large. Standard ways of eliminating slow outlier RTs from data can lead to radically different estimates of variance (e.g., Ratcliff, 1993) . For example, in a recognition memory experiment with 13,600 observations, Ratcliff (1979) found that moving from an upper cutoff of 5 sec to one of 2 sec reduced the estimate of variance by almost a half, from 69,800 to 37,300 msec 2 . This large difference resulted from elimination, between 2 and 5 sec, of only 0.8% of the data.
To demonstrate that contaminants have strong effects on EZ but not on the chi-square method, the two were applied to simulated data with and without contaminants ( Table 1) . The simulated data were generated from the model for three experimental conditions, with drift rates of 0.1 (a difficult condition), 0.3 (an easy condition), and 0.2. For each condition, the number of simulated trials was 10,000, a number that approximates exact predictions from the model. Contaminant RTs were generated by adding a uniformly distributed amount of time, with a minimum of 0 and a maximum of 2,000 msec, to RTs generated from the model (Ratcliff & Tuerlinckx, 2002) ; the probability of selecting a trial as an outlier was p o . For generality in examining the effects of contaminants, another set of simulations was performed with the amount of added time generated from an exponential distribution with mean 1,000 msec.
The comparison of the chi-square method and EZ was biased in EZ's favor in three ways. First, following the EZ .0710 Note-Each condition was fit separately for both methods. The parameter values used to generate the simulated data were a 0.12, T er 0.3, and z a/2. a, boundary separation; T er , nondecision component of response time; v, drift rate; p o , proportion of contaminants. 1 For these conditions with contaminants, the 2SD and 3SD cutoffs were 1,380 and 1,738 msec, for v 0.1, and 1,142 and 1,443 msec, for v 0.3. mates ranging from 12% to 20%. For an easier condition (the 0.3 drift rate above), the misses with 1,500-, 2,000-, and 5,000-msec cutoffs ranged from 45% to 58%.
The results of the simulations also show that no simple rule will improve EZ performance when the data contain contaminants and that the EZ parameter estimates are a function of the cutoff used. For the 0.1 drift rate condition, optimal EZ estimates were obtained with a cutoff somewhere between 2,000 msec and 1,500 msec (about 3 SDs above the mean, eliminating about 2.5% of the data). But for the 0.3 drift rate condition, optimal estimates were obtained with a cutoff near 1,000 msec (about 2 SDs above the mean, eliminating about 7% of the data). Simple rules such as cutting out responses longer than X msec, cutting out the slowest Y % of responses, or cutting out responses longer than Z SDs above the mean will fail to yield accurate parameter estimates across all of the conditions in an experiment. Inaccurate estimates can, in turn, lead to misinterpretations of the data. The chi-square method, in contrast, by modeling contaminants, can accommodate data that include contaminants, and thus can reduce or eliminate their effects on parameter estimates.
Experimental Conditions With High Accuracy
Wagenmakers et al. made a particularly strong claim about experimental conditions with high accuracy. They claimed that, for such conditions, too few errors are present to provide the error RT distributions required by the chi-square method, and that the number of errors required to accurately estimate error RT distributions is larger than would be feasible for most experiments. For this reason, they said that accurately estimating parameters with the chi-square method might not be possible in most practical settings (p. 7). However, this claim is contradicted by published fits of the model to over 500 individual subjects' data (e.g., Ratcliff, Thapar, & McKoon, 2001 Thapar et al., 2003) .
The reason that high-accuracy conditions are not problematic for the chi-square method is that all of the conditions of an experiment are fit simultaneously, therefore taking advantage of the mutual constraints on parameter values from one condition to another. In contrast, EZ currently can only fit the data from each condition of an experiment separately (e.g., in a lexical decision study, fit to word and nonword responses separately). Wagenmakers et al. discuss possibly constraining parameters across conditions by setting them equal and then fitting the data by weighted least squares. But this requires the kind of model-fitting procedure EZ is designed to avoid. Table 2 shows the strength of the constraints on parameter estimates from one condition to another. Exact predictions from the model were generated using numerical solutions in order to give accuracy and RT quantiles for four experimental conditions. Parameters were set at values similar to those from previous empirical applications of the model, and the data included 5% contaminants (chosen from a uniform distribution). For three conditions, data were generated with drift rates of 0.1, 0.3, and 0.3. The probabilities of correct responses were .73, .96, and .96, respectively. For the fourth condition, the drift rate was 0.6 and the probability of a cortions and 5% contaminants, along with the RT distribution predicted from the EZ parameter values. Because slow contaminants produce a large increase in variance relative to the mean, the EZ-predicted distribution is considerably wider than the distribution for the simulated data. The misses between data generated from EZ parameters (e.g., those in Figure 1 ) and real data can be large in chisquare terms. For example, one of the larger misses by EZ (row 5 of Table 1 ), a case with 5% contaminant RTs, produced predicted quantiles that missed the real data by about 50 msec for the .1 quantile and about 40 msec for the .9 quantile. The resulting chi-square value was 1,007, 66 times larger than when the chi-square method's parameter values were used to generate predicted data.
Results were similar when contaminant RTs were generated from an exponential instead of a uniform distribution (bottom rows in Table 1 ). The parameter values recovered with the chi-square method were approximately accurate, whereas those recovered with EZ significantly missed the true values with cutoffs of 5,000, 2,000, and 1,000 msec. The reason that the chi-square fitting method works for exponentially distributed contaminants is that the addition of contaminants to the diffusion model's RT distribution (a convolution) adds to the tail of the distribution, with little difference from what is added under a uniform distribution. The exponential assumption places more of the distribution of contaminants earlier in the regular RT distribution, relative to the uniform assumption, so the proportion of contaminants is slightly underestimated.
Summary. Real experiments contain contaminant RTs, so it is worth stressing that the problems presented by contaminants for the EZ method can be serious. For a relatively difficult condition (the 0.1 drift rate above), cutoffs of 5,000 and 1,000 msec yielded misses in parameter esti- but a and T er were averaged over all conditions (i.e., 4 40 values) for the EZ method.
No across-trial variability. Data were generated with z a/2, no contaminants, and no across-trial variability in any of the parameters. The chi-square and EZ methods estimated drift rates reasonably accurately and with about the same amount of variability. However, the estimates for a and T er had 3-5 times less variability for the chi-square than for the EZ method. The constraints across conditions led to much better estimation of a and T er for the chi-square method.
Part of the poor efficiency of the estimates of a and T er in the EZ method is due to correlations in parameter values. The variance for RT distributions is rather poorly estimated (Ratcliff, 1979) relative to mean RT and accuracy. The values of a and T er are determined to a large degree by the variance, and if by chance it is high, a is estimated to be higher and T er to be lower than the values used to generate simulated data. The correlation between the variance and a is about .9, that between the variance and T er is about .95, and that between a and T er is about .9 for the typical values used in this article (e.g., those in Table 3 ). The correlations between parameters from the chi-square method are much smaller, and the correlations between chi-square and EZ parameters are small. This suggests that parameter estimates from the EZ and chi-square methods are sensitive to different aspects of the data.
Across-trial variability in parameters. The simulated data for this analysis were more realistic and were generated with contaminant RTs and z a/2. The parameter values were typical of those obtained from the Ratcliff, Thapar, et al. experiments (e.g., Ratcliff, Thapar, et al., 2004; Ratcliff, Thapar, & McKoon, 2001 Thapar et al., 2003) ; the amounts of across-trial variability were at the low end of the range that has been obtained empirically, and the proportion of contaminants was at the upper end. Wagenmakers et al. pointed out the problems for EZ when drift rate varies across trials. The results of the simulations here demonstrate the size of the misses that EZ can produce, as compared with the chi-square method, when EZ is seriously misspecified.
The middle section of Table 3 shows the true parameter values along with the means and SDs across the 40 experiments for the recovered values. With the EZ method, the misses are sufficiently large that their SDs (i.e., efficiency) are largely irrelevant. In contrast, the chi-square method recovers parameters reasonably well, about as well as when the data have no contaminants and no across-trial variability (top section of Table 3 ). Drift rate, variability in drift rate across trials, and variability in starting point across trials were all overestimated, but the estimates were rect response .9986 (i.e., 1 error in 1,000 observations, on average). The chi-square method succeeded in accurately estimating the parameter values, within 2% of their true values, as shown in Table 2 . The conditions with drift rates of 0.1, 0.3, and 0.3 constrained the estimates of a, z, T er , and the across-trial variability parameters. Because of these constraints, RT quantiles alone were sufficient to recover the drift rate for the high-accuracy condition. The power that this gives the model has been demonstrated in many not-yetpublished experiments, including Ferrera, Grinband, Xiao, Hirsch, and and White, Ratcliff, Vasey, and McKoon (in press ). For example, in the Ferrera et al. experiments, as many as half of the experimental conditions had no errors (out of a total of 24 or 30 conditions).
These simulations demonstrate that, contrary to Wagenmakers et al.'s claim, the chi-square method can be used to estimate parameters for experimental conditions with high accuracy. The only requirement is that the experiment must include conditions with lower accuracy values. In lexical decision, for example, accuracy is typically lower for very-low-frequency words. In perceptual experiments, it is usually possible to include conditions for which accuracy is near chance.
In contrast, EZ cannot recover parameter values when accuracy is at ceiling. Wagenmakers et al. (p. 11) suggested applying a standard correction to address this problem, replacing 1.0 accuracy values by 1.0 minus half of the minimum step below 1.0-that is, 1 (0.5/N ), where N is the number of observations. However, this can produce incorrect parameter values if true accuracy is considerably higher than 1 (0.5/N ). This is shown for the experimental condition in Table 2 with a 0.12, T er 0.3, and v 0.6, with predicted accuracy of .9986. With N 50, accuracy would be estimated at 1.0, and application of the correction would give .99. When EZ was then applied with accuracy at .99 for the simulated data, the estimated parameter values missed the true values: a 0.088 (a serious miss), T er 0.317, and v 0.523.
The Accuracy and Efficiency of Parameter Estimates
In the section on contaminant RTs above, EZ produced inaccurate parameter estimates when the data contained contaminants. In this section, efficiency and accuracy will be considered. Data were simulated for four conditions, with drift rates of 0.3, 0.1, 0.1, and 3.0. There were three sets of simulations, and in each case a simulation was repeated 40 times in order to determine the SDs in the parameter estimates that would be expected across 40 experiments. The conditions were fit simultaneously for the chi-square method and separately for the EZ method, design with larger numbers of observations in other conditions and also with filler items (see White et al., in press ). For example, in a lexical decision experiment, 25 items in a condition of interest might be embedded in a list of 400 filler words and 400 filler nonwords. The total of 825 trials, each taking 1.5 sec, would require only about 30 min of testing.
To show that the chi-square method can be applied to conditions with small numbers of observations, data were simulated for two experimental conditions with 400 observations each and one condition with 25 observations. Both the EZ and chi-square methods were applied to the data, and the chi-square method was fit to all of the conditions simultaneously. The simulations were set to favor EZ: zero across-trial variability, no contaminants, and z a/2.
The chi-square method produced reasonably accurate estimates of a and T er , with much lower standard deviations across simulations than those from EZ, by factors of 3.0 and 5.4, respectively (bottom section of Table 3 ). Contrary to Wagenmakers et al.'s claim, the chi-square method also provided a reasonably accurate estimate of drift rate for the condition with only 25 observations, although it was slightly less efficient (1.3 times larger) than EZ. The chi-square method could be made more efficient for drift rate if the across-trial variability parameters were fixed at zero (rows 4 and 5 of Table 4 ). The chi-square method would do much better than EZ if there were contaminant RTs in the data or variability across trials in drift rates.
The simulations in Table 4 were conducted in order to assess what happens when an experiment has two conditions and both have low numbers of observations (50 in each condition). The simulations were run with and without across-trial variability in parameters, with z a/2, and within 1 SD of their true values (see Ratcliff & Tuerlinckx, 2002 , for explanations).
One way of determining whether across-trial variability parameters are needed is to look at whether the chi-square value decreases significantly with the addition of nonzero variability parameters (see, e.g., Vandekerckhove & Tuerlinckx, 2007) . The average chi-square across the 40 experiments with zero variability was 60.8 with 36 degrees of freedom. The average chi-square with nonzero variabilities was significantly different, 38.1 with 33 degrees of freedom. This result also indicates that the method of applying the model with and without nonzero parameters can be used to hierarchically assess the need for specific parameters and for other assumptions (e.g., equal durations of T er in a speed-accuracy manipulation).
Small numbers of observations. Wagenmakers et al. claimed that the chi-square method cannot produce accurate estimates of parameters when the number of observations in an experimental condition is small. In evaluating this claim, it is important to consider the kind of experimental design that would give rise to a small number of observations. First, no experiment would ever have only one condition (e.g., only words or only nonwords in a lexical decision experiment). Moreover, the diffusion model would never be applied to such an experiment, because it is a two-choice, not a one-choice, model (see Gomez, Ratcliff, & Perea, 2007) . Second, it would be unusual to run an experiment with only, say, 50 trials, 25 with one response and 25 with the other. In fact, the first 50 trials of an experiment are often used as practice, often with contaminant RTs, as subjects become familiar with the experimental task. More typically, a condition with a small number of observations would be embedded in a larger 1 The means and SDs in the parameters a and T er for the EZ method were computed from all the values from all four separate conditions. 2 , s z , and s t were fixed at zero. 3 , s z , and s t were allowed to vary freely. 4 The SDs in a and T er for the EZ method in the bottom section are for the N 25 condition. The SDs in a and T er for the N 400 condition were about the same as those in row 3.
EZ might have an advantage-there will be too little power to determine whether correct and error RTs are significantly different. Consider, for example, an experimental condition with a 0.12, T er 0.3, 0.16, s z 0.02, v 0.3, s t 0.2, and z a/2 (all of which are consistent with fits to real data) and no contaminants. The mean RT for correct responses is 494 msec, the mean RT for errors is 595 msec, the proportion of correct responses is .915, and the proportion of errors is .085. The standard deviation in the correct RTs is 192 msec, and the standard deviation in the error RTs is 231 msec. For the difference in the two mean RTs to be significant, the difference would have to be at least twice the standard error in the error RTs. For this to be the case, the experimental condition would need a relatively large number of observations, at least 250.
Also, because variability in drift rate across trials leads to errors slower than correct responses, whereas variability in starting point leads to faster errors, combinations of these can produce little or no difference between correct and error RTs. Because only drift rate variability across trials leads to incorrect parameter estimates, such combinations can defeat the test for misspecification.
Another possible misspecification concerns EZ's assumption that the starting point is equidistant from the boundaries (z a/2). Wagenmakers et al. noted that inaccurate estimates might occur when this assumption is violated, but they did not show how large these misses might be. To address this issue, simulated data were generated with z at either a/4 or 3a/4 and with two drift rates, v 0.1 and v 0.3. Data with values of z this extreme can occur when the probability of one of the responses is much greater than the probability of the other (e.g., 80:20). To produce parameter estimates as exact as possible, 10,000 data points were generated for each condition. There were no contaminants in the data, nor was there across-trial variability in any of the parameters.
As shown in Table 5 without contaminants. The patterns here are the same as in Table 3 . When there was no across-trial variability and the variability parameters were set to zero, the chi-square method gave values of a and T er that were more efficient than those from EZ. When the variability parameters were free to vary, the chi-square estimates were biased away from the true values and the variability parameters were estimated to be greater than zero. When the data were simulated with across-trial variability, EZ and the chisquare method produced similar magnitudes of biases in parameter values. In these two cases, though, the standard deviations in the values were large, and neither method provided adequate estimates of parameter values. When the total number of observations is small in every condition of an experiment and there is across-trial variability, both EZ and the chi-square method will produce biased estimates. Also, if some of the subjects make no errors, neither method can then be trusted. For the chi-square method, the recommendation is to always test conditions with small numbers of observations in the context of conditions with large numbers. The large-number conditions will then provide the necessary constraints to obtain accurate parameter estimates for the condition with few observations.
Misspecification
Wagenmakers et al. suggested several tests for determining when EZ should not be applied to data-that is, when EZ's assumptions are not met. First, the RTs of correct and error responses for a condition should not be significantly different from each other. If they are different, then and s z are different from zero, counter to the rule for applying EZ. The second test compares RTs for the two responses, positive and negative (e.g., word and nonword in lexical decision). EZ should not be applied when corrects are faster than errors for one response but slower than errors for the other. This pattern of data would arise when z a/2 (Wagenmakers et al., p. 17) .
The problem with these tests, and a major problem for EZ, is that for conditions with high accuracy or with small numbers of observations-exactly the conditions for which suggested that EZ mistakes like this could be avoided by using their tests for misspecification, but data in this example would pass the tests.
In the second example, college students and older adults did not differ in a, T er , or v. The only difference between the two groups was that the older adults' components of processing were moderately variable across trials, but the college students' were not. There were no contaminant RTs, and z a/2. EZ incorrectly estimated larger drift rates for the college subjects. This mistaken application could not be determined from the relative speeds of correct versus error responses; the RTs were equal at 502 msec. This occurs because variability in drift and in starting point across trials leads to errors that are slower than correct responses and faster than correct responses, respectively, so that the errors balance each other out (see, e.g., Experiment 1 of Ratcliff & McKoon, 2008) .
In the third example, the older adults had the same boundary separation and the same drift rate as the college students. There was no across-trial variability for either group, and there were no contaminant RTs. The two groups differed only in starting point; the older subjects were slightly biased toward the top boundary (0.045 instead of the unbiased value, 0.04), and the college students were unbiased. This bias is low relative to manipulations of response proportions in real data (see, e.g., Ratcliff & Smith, 2004, Experiment 3) . Again, EZ produced a misinterpretation of the data, attributing the difference in performance between the groups to a lower drift rate for the older subjects instead of to a difference in starting point. The data indicated only a minor misspecification. Error RTs were only 22 msec longer than correct RTs (499 vs. 521 msec), and this difference would almost certainly not be large enough for a researcher to rule out application of the EZ method.
These examples show that RT differences said to signal when EZ should not be applied can be insignificant, even when they are large enough that EZ produces misinterpretations. For applications to real data, to determine how bad a misinterpretation might be, simulations should be conducted with appropriate parameter values, numbers of observations, and standard deviations in correct and error RTs for each of the two responses in each condition of an experiment.
Applications to real data. Wagenmakers et al. compared the EZ and chi-square methods for one set of data from a two-choice perception task. They found that the estimated values from EZ differed by as much as 25% from the chi-square estimates (their Figure 12) .
The drift rate estimates differed from the true values by between 0.09 and 0.14. In contrast, the chi-square method gave reasonably accurate estimates of all parameters.
Misinterpretations of Experimental Effects
Perhaps the most serious problem with EZ is that for some patterns of empirical data, it leads to misinterpretations of the effects of independent variables. Here, three plausible examples are described, all framed in terms of differences in cognitive processing between older adults and college students, using parameter values chosen to be typical of those from experiments by Ratcliff and colleagues (e.g., Ratcliff, Thapar, & McKoon, 2001 Thapar et al., 2003) . The important point of the simulations is that EZ does not correctly identify the sources of the differences between the two groups. For each of the simulations, 10,000 data points were generated, with the parameter values shown in Table 6 .
For the first example, the simulated data were generated to produce worse performance for the older adults by setting their boundary separation wider, their nondecision components slower, and their drift rate lower (see, e.g., Thapar et al., 2003) . College students' performance was better in every way, except that they had occasional lapses of attention, such that 1% of their responses were contaminants (from a uniform distribution). This difference is plausible, because older subjects "try harder" than college students and therefore are less likely to have contaminants such as lapses of attention. There was no variability in parameter values across trials, and the starting point was equidistant between the two boundaries. EZ parameter estimates gave an incorrect picture of the differences between the two groups. According to the EZ estimates, the only difference between the groups was that T er was longer for the older adults. Wagenmakers et al. such as high-variance parameter estimates and sensitivity to starting points may become prominent." In contradiction, the simulations in Tables 1-5 show that in realistic situations, in which there are contaminant RTs and acrosstrial variability in processing, the chi-square method is accurate in recovering parameter values and reasonably efficient. Also, in practice, as long as T er is placed appropriately (e.g., about 50 msec less than the average .1 quantile RT in the data) and drift rates have the correct sign (positive or negative), recovered parameter values are almost always close to the best values. Wagenmakers et al. (p. 19 ) also implied that the diffusion model is prone to overfitting, writing that simpler models "are less prone to overfitting (i.e., modeling noise)." In other words, if a model is too complex, the parameters estimated from data can follow noise in the data and be biased away from the parameters' true values. It turns out that the full diffusion model will overfit somewhat, but only with lower numbers of observations, whereas the EZ method will overfit to accommodate random variation in the estimate of RT variance. Wagenmakers et al. argued that the diffusion model is limited in that it does not explain how subjects set or adjust decision criteria. This criticism is valid, but it applies to any model with decision criteria, including SDT. There currently appear to be no satisfactory general models for criterion setting. Such models are hard to develop because human subjects, given verbal instructions, can often accurately calibrate their criteria even for the first trial of an experiment.
Wagenmakers et al. also complained that the diffusion model includes no model of sequential effects and does not explain why the stimuli of one condition are more difficult than the stimuli of another. But they miss the central point that the diffusion model provides a meeting ground between models. For example, the diffusion model can estimate parameter values conditionalized on prior stimuli, and so provide parameter values to use in models of sequential effects. Likewise, a model for stimulus encoding must provide a drift rate such that when that drift rate drives the diffusion decision process, the correct predictions for RT distributions and accuracy are obtained (some models do exactly this: Ratcliff, 1981; Smith, Ratcliff, & Wolfgang, 2004) .
Discussion and Conclusions
The EZ method can be useful for exploring the behavior of the diffusion model and how it might account for variTo provide another real-data comparison, the two methods were applied to a brightness discrimination experiment with 60-to 75-year-olds and college students ; see also Ratcliff, 2002) . The difficulty of the task was manipulated with levels of brightness and presentation duration, and subjects were tested with both speed and accuracy instructions.
Fitting the data with the chi-square method (Table 7) , the surprising result was a finding of no significant differences in drift rates between the young and older subjects (replicated in Ratcliff, Thapar, & McKoon, 2006) . EZ estimates led to a different conclusion. The EZ parameters were computed for each experimental condition for each subject and then averaged. At three RT cutoffs, drift rates differed significantly between the young and older subjects ( p .001 for paired t tests on the average drift rates across subjects, for the 18 conditions formed by crossing brightness, duration, and speed vs. accuracy instructions).
For some experiments, the parameter values estimated by the two methods might be close enough to lead to the same conclusions (e.g., boundaries wider for one group relative to another). But for the example just described, EZ and the chi-square method produced divergent interpretations of the data. Thus, it is difficult to argue that EZ is an "attractive alternative" (Wagenmakers et al., p. 20) to the chi-square method. It is important to reiterate that, if the across-trial variability parameters had been zero, the chi-square method would have produced parameter values close to the EZ values, because EZ is nested in the full model. It is also important to note that EZ tests for misspecification would have produced a warning that EZ was inappropriate (error RTs were slower than correct RTs-overall, 30 msec slowerfor some proportion of subjects, as in Wagenmakers et al.'s experiment). However, it would be easy for a researcher to miss the warning or ignore it, because the high correlation between EZ and full-model parameters in Wagenmakers et al.'s experiment seems to suggest that the two methods will produce the same interpretation of the data.
Limitations of the Chi-Square Method and the Diffusion Model
Wagenmakers et al. criticized the diffusion model in several ways. Most of the criticisms were not sufficiently evaluated, and several were invalid. First, Wagenmakers et al. (p. 7) claimed that "when a model with at least seven free parameters is unleashed on a small data set, problems ous experimental effects, and can also provide a first pass at experimental data. However, the simulations presented in this article and the analysis of the data from Ratcliff et al. (2003) show that EZ and the chi-square method can lead to different estimates of parameter values, and so to different interpretations of experimental effects. For the simulated data, EZ consistently produced less accurate parameter estimates than did the chi-square method, with a wider margin of error. In practical settings, contaminant RTs will almost certainly lead EZ to incorrect parameter estimates for some or all of the conditions in an experiment, and the standard methods of eliminating contaminants will not solve the problem. In consequence, EZ interpretations of data can be wrong, attributing the effects of an independent variable to the wrong component of processing.
The chi-square method can produce accurate estimates of parameter values even when the number of observations in a condition is small or when a condition has high accuracy (counter to Wagenmakers et al.'s claim) . The only requirement is that an experiment include other conditions (or filler items) with several hundred observations and that these conditions provide sufficient errors to estimate RT distributions for errors. These other conditions constrain the parameter values so that quantile RTs alone are sufficient to estimate drift rate for either a high-accuracy or small-N condition. Currently, EZ is fit to the data for each condition of an experiment separately, so it cannot take advantage of across-condition constraints.
It is important to emphasize that EZ parameter estimates can be wrong, even when the data pass Wagenmakers et al.'s tests for misapplication of EZ. In the circumstances in which EZ would be most useful-small numbers of observations and high accuracy-the power of the tests will be extremely low. Most data sets will pass the tests, whether or not EZ is appropriate. The conclusion is that there is no substitute for collecting sufficient data and modeling the data with a method that provides accurate estimates of parameters.
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