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INTRODUCTION 
Throughout the development of agriculture man has attempted, first, 
to disclose and/or evaluate which variables have the greatest impact on 
crops and, second, to manage them for improving yields. 
Agronomists have refined this empirical approach by means of sta­
tistical tools that help to analyze information generated either from 
experimental or from nonexperimental data as defined by Heady and Dillon 
(1961). Although experimental studies have been preferred by most agri­
cultural scientists, nonexperimental studies, as the one presented here, 
may have the advantage of "letting the system express itself" without 
interference on the part of the experimenter. However, nonexperimental 
studies necessitate a vast amount of observations. Hence, sampling 
needs to be representative and to cover the whole range of values 
occurring in the population under study. 
There appear to be two schools of thought on how to analyze non-
experimental data. Because of problems with multicollinearity, the first 
school (which apparently originated at North Carolina State University) 
claims that researchers should use only the correlation matrix to get an 
insight into the structure of the system under study and should use re­
gression models merely to predict within the range of the data. The 
second school (which apparently originated at Iowa State University) 
claims that, by following some specific procedures, it is possible to re­
duce the multicollinearity problems, therefore being able to employ re­
gression models to describe the system. 
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According to the literature reviewed, the first school is theoreti­
cally correct. However, the second school pragmatically tries to go one 
step further and use regression models to gain additional insight into 
the system. Thus, the development of empirical polynomial equations 
(among them, regression models) is the objective of the second school. 
This development depends mainly on the selection and testing of the vari­
ables that best describe and predict the system. The selection process 
is detailed, expensive, and still in need of improvement, especially when 
trying to reduce the intercorrelations among the variables being studied. 
The procedures of this dissertation followed the second school and 
data collected from 1957 to 1970 at 678 sites in 15 counties of Iowa 
were used. Corn yields were related to 73 soil, weather, and management 
variables using 2657 observations. 
Several doctoral research projects were conducted in the past using 
these data to develop multiple regression models that attempted to 
describe and predict the effects of the predictor variables on corn 
yields. The first study was by Morris (1972) who worked mostly on the 
development of weather indexes using data from seven counties only. 
Henao (1976) modified the weather indexes and expanded the study to the 
15 counties available. He also studied in detaf^ the effects of soil 
factors on com yields and developed a final regression equation that in­
cluded the soil variables and some weather and management factors. He 
noted for the first time the presence of intercorrelations among the 
variables. Pena-Olvera (1979) studied and identified the intercorrela­
tions in data from seven western counties and modified the weather 
3 
indexes developed by Morris and Henao. Sridodo (1980) studied in detail 
the effects of management factors on yields, along with the soil and 
weather variables that had proven to be significant in previous works. 
He developed a final com yield prediction equation for all of Iowa 
that included 33 linear, 14 squared, and 33 linear by linear interac­
tion terms. This equation involved 20 management, 2 climatic, and 11 
2 
soil variables and had an R -value of 0.681. 
Along with the problem of intercorrelations, another prime concern 
of the previous researchers was that different trends in the corn yields 
were not clearly accounted for by the models used. The four most sig­
nificant trends were for eastern and western Iowa and for two defined 
periods of time from 1957 to 1963 and from 1964 to 1970. A reasonable 
question arose if the variables and/or their coefficients in the state­
wide equation could be different for each trend. If so, then the pre­
diction capability of the final equation from Sridodo (1980) could be 
improved and the system could be described better. 
Two problems have been mentioned here that need to be investi­
gated. The first one is to determine if other methods of analyzing non-
experimental data can improve the results obtained. The second one is 
to determine if the trends reported by the former researchers were in­
deed different. The second problem will be investigated in this re­
search. To make the results of this work more comparable to the findings 
of the previous researchers, the same procedures that they used will be 
followed. 
The principal aim of this research was then to study the possible 
trends in the data set. The objectives were: 
(1) To test and select in a series of quadratic models the most 
significant soil, weather, and management factors for eastern 
and western Iowa, each over two periods of time, and to develop 
a final multiple regression model with quadratic plus linear 
by linear interactions for the following conditions of East-
Timel, East-Time2, West-Timel, and West-Time2; 
(2) To test and select in a series of quadratic models the most 
significant soil, weather, and management factors for both 
time trends and for the eastern and western Iowa trends and 
to develop a final multiple regression model with quadratic 
plus linear by linear interactions for the TimeZ trend only; 
(3) To develop a final multiple regression model with quadratic 
plus linear by linear interactions for all Iowa; 
(4) To compare the predictability and differences among the final 
models previously mentioned; and 
(5) To test the predictive ability of a statewide model using only 
90% of the data on the remaining 10% of the data that was kept 
independent from the model building process. 
For the accomplishment of these objectives, two dummy variables for 
Area and Time periods were included for each observation. Two new vari­
ables to describe the corn variety effect on yields were added to the 
original data, together with some new variable transformations. Finally, 
in order to develop the models and analyze the data for each condition 
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and trend, particular arrangements or stratifications of the observa­
tions were enacted. 
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LITERATURE REVIEW 
General Information on the Procedures 
The early statistical methods for design and analysis of experi­
ments were primarily directed toward the isolation of the factor or 
factors being studied from the effects of the uncontrolled factors 
which were considered to be experimental error. Dumenil and Nelson 
(1948) emphasized the need to study interactions between fertilizer 
elements using factorial experiments. Although they studied only the 
interactions between treatments, a cursory examination of the data 
indicated that these interactions varied according to soil types. They 
were not able to analyze statistically the interactions between the 
applied nutrients and the environmental factors because these kinds of 
experiments assumed most of the environmental factors to be fixed at 
constant levels, unless the factors were included in the experimental 
design. 
Heady and Pesek (1957) stated that by knowing the "underlying family 
of relationships" between yield and the factors of production, which 
means defining the interactions between controlled and uncontrolled 
factors, research results could be compared from one soil to another 
and over various soil-climate relationships. 
Voss and Pesek (1967) reported a method based on the use of multi­
ple regression analysis to determine which uncontrolled factors affected 
yield and response to applied nutrients. An explanation of the 
theoretical basis of this methodology was given later by Turrent-
Fernandez (1968). 
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Until the late 1970s, similar multiple regression studies were re­
ported, although they varied in the method of identification, testing, 
and selection of the variables. Cady and Fuller (1970) pointed out 
several shortcomings of the regression models, such as measurement 
errors and heterocedasticity in the predictor variables, which might 
result in more significant differences than occur in reality. Hoerl 
and Kennard (1970) stated that when data vectors for the predictor 
variables (controlled or uncontrolled) are nonorthogonal, the regression 
coefficients tend to become too large in absolute value and it is 
possible some will have the wrong sign. A similar recommendation was 
advanced also by Heady and Dillon (1961). They mentioned that when 
fitting parameters by Least Squares to an unknown prediction function: 
. . . the fitted function can only be a "statistical" func­
tion, and not a logical function. Hence, it can be used 
mainly to predict within the range of the observed data, 
serving as an approximation to the basic structural phenomena 
of the process under study. . . . 
But they also stated that: 
. . . the fitted parameters for the form of the equation 
may not correspond, variable by variable, to the true 
structural representation; but taken ^  toto the fitted 
coefficients have effects that approximate those of the 
true but unknown parameters. 
Cady and Allen (1972) proposed the use of the prediction sum of 
squares (PRE.S.S.) to select the most significant variables. This 
procedure, when compared to the traditional stepwise procedure, gave 
a 30% reduction in the sum of squared deviations between and 
Hocking (1976) compared five methods of selection. He found that 
PRE.S.S. and ridge regression were the best when problems of 
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intercorrelation existed. He proposed to take additional observations, 
according to an orthogonal design in the factor space, to solve the 
multxcollinearity problem. Heady and Dillon (1961) had already pro­
posed this when working with nonexperimental data. They called this 
kind of additional sampling of observations under a factorial plan as 
"analytical survey procedures." The procedure is briefly explained by 
the authors. 
Nelson and Dale (1978) reported a methodology for testing the 
accuracy of yield predictions from weather-yield regression models 
for corn. They compared four different models, finding that regression 
models were not as good as a combination of regression and deterministic 
models when predicting yields on a new set values of Xs not used to 
estimate the regression coefficients. In a similar study, Waggoner and 
Norvell (1979) compared quadratic, root-squared, log, and Liebig's 
model to predict com yields from fertilizer applications. They found 
Liebig's model to be the best followed by the root-squared model. How­
ever, they concluded that Liebig's is good only when no interactions or 
substitutions with other factors exist. 
By the late 1970s, the mode of modeling was changing from statisti­
cal to deterministic models. Some researchers were claiming that 
deterministic models should be used, because regression models were 
site oriented (Hanks, 1974), or too primitive without any assumption 
as to the underlying causes (Hillel, 1977). Moreover, Mielke et al. 
(1983) pointed out that little progress has been made towards the study 
of appropriateness of specific statistical techniques for studying soil 
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parameters. The most commonly used tests rely upon assumptions of 
normality and homocedasticity of the parameters, although many soi] 
properties are not normal (as demonstrated also by Rao et al., 1979). 
Therefore, nonparametric methods should be used because they are more 
realistic and consistent with intuition. 
Others have proposed different ways to approximate the relationships 
between crop yields and the factors of production. Lanzer et al. (1981) 
advanced the use of a dynamic combined linear and nonlinear economic 
model. Anderson and Phillips (1981) recommended the use of specific 
kinds of models for qualitative variables as disease and insect damage 
measures. Comerford and Fisher (1982) used Discriminant Analysis. 
Cardwell (1982) used multiple regression analysis only to define, by 
the use of the linear terms, the most significant environmental and 
management factors affecting com yields in Minnesota in the past 50 
years. 
There is a broad gamut of methods that researchers are using to de­
fine the relationships between crop yields and factors of production. 
Most of the literature described previously has dealt with experimental 
data and sometimes with only a limited number of factors. Not much 
could be found about the use of nonexperimental data which include the 
field, laboratory, and other data collected over the whole region and 
over a number of years. These are the components of the experiment 
used in this study to analyze the yield-factor associations. 
Unfortunately, under these kinds of nonexperimental studies, short­
comings occur which are related to multicollinearity, heterocedasticity, 
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measurement errors, and variable selection (Heady and Dillon, 1961). 
The methods proposed to correct these problems are usually beyond the 
researcher because, as the authors mentioned, the unique control that 
the researcher can exert is ex post or after the event. In addition, 
the problems are recognized too late to implement the best remedies. 
Under these circumstances, some researchers have decided solely to 
use the simple correlation matrix to get an insight into the possible 
relationships of the system (Sopher and McCracken, 1973) or to develop 
a regression model to obtain the most significant variables merely for 
predicting purposes (Reich et al., 1981). We are referring to these 
methods as the first school of thought on the use of nonexperimental 
data. 
Some of the papers found on the methods of the first school reported 
a criteria of a = 0.05 and a = 0.01 significance level, to define highly 
and very highly correlated variables. The correspondent r-values for 
these levels are about 0.18 and 0.23, respectively. 
Reich et al. (1981) pointed out that it was not possible to obtain 
a regression equation with the coefficients in accord with agronomic 
2 
expectations, even when they tried to compromise between R , proper 
sign of the b^ s, and a reasonable level of significance. They blamed 
Intercorrelations as the chief reason for this alleged failure. They 
also reported that quadratic terms and linear by linear interactions 
2 did not contribute significantly to Increase the predictability (R ) of 
the equation. Hence, they used the linear terms to describe the results 
only for the variables that in the equation had agronomically proper 
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signs. Bauder and Randall (1982) followed the same school of thought 
and discussed their results on the basis of the correlation matrix, 
leaving the regression equation solely for predictive purposes. 
Porter et al. (1982) tried to predict wheat grain protein content 
from climatic and edaphic variables. They constructed their models as 
a function of location, cultivar, soil, and climatic factors. They 
mentioned that, after having followed a stepwise backward elimination 
procedure to select the most significant variables from the unmodified 
data set, they obtained spurious results which were significant but 
contradictory and confusing. They decided finally to use exclusively 
the correlation matrix for discussion of the results and to warn that 
their models were not to be used outside of the data range. 
A somewhat different approach to derive models from nonexperimental 
data has been proposed by several authors (Henao, 1976; Pena-Olvera, 
1979; Sridodo, 1980; Kazemi, 1983) under the direction of Dr. Lloyd C. 
Dumenil. It recognizes the usual problems that nonexperimental studies 
have, but makes an attempt to ameliorate them. The method will be dis­
cussed in the Data Sources and Procedures section. 
Modeling 
In this section, the development, use, evaluation, and comparison 
of models will be discussed. This information will give a better in­
sight into the task that modeling requires. 
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Development of models 
Because natural biological systems are very complex, scientists 
build models as convenient devices for collecting, describing, explain­
ing, and predicting data. Thus, models can be of many forms according 
to their nature, function, and design (Dijkerman, 1974). For this 
study, our interest is centered on mathematical models used to describe 
and predict yields. 
There are two general approaches to the building of mathematical 
models. The first one is to define differential equations to express 
the yield variation due to changes of the causal or predictor factors. 
The yield equation, also called a Simulation Model (Arkin and Dugas, 
1981), is determined by integration of the differential form. The 
second approach is to approximate the yield function by means of an 
Empirical Polynomial Equation (EPE), where the variable selection pro­
cedure attains cardinal relevance and both common sense and experience 
play a key role as well (Draper and Smith, 1981). Because of its 
features, the EPE methods have been regarded as primitive equations 
(Hillel, 1977). However, Kempthome (1972) stated that the determina­
tion of the exact relationships between plant and environment so far is 
not possible, due to nonuniform properties of biological systems, 
presence of unidentified stochastic components, and errors in measure­
ments. 
Shibles (1982) mentioned that crop plants, by necessity, function 
under competitive stress at maxiiauiu production. Hence, glasshouse and 
growth chamber results have to be ultimately related to field 
13 
performance. He stated that the complexity of developing deterministic 
models is due to the inability to both control the environment and fo 
define precisely which factors influence plant behavior. Moreover, he 
stated that the Genotype*Environment interaction, from the expression 
Y=f(G, E, G*E), cannot be fully expressed deterministically because it 
depends on how and what we pretend to measure and how we interpret the 
results. 
Nevertheless, Jenny's (1941) production system equation Y = f 
(soil, climate, and management) and further expansions by other authors 
(Hanway, 1973; Silva, 1981) to Y = f(soil, climate, plant, biology, man) 
have stimulated much research in the definition and use of yield response 
equations. These have varied widely depending on the variability of the 
controllable and uncontrollable factors and in the kind of mathematical 
expression used to fit the data. 
Wiese (1982) prepared a comprehensive review on the ways agronomists 
are appraising yield-determining variables to enhance crop management. 
The author stated that this is a very complex activity because of the 
many variables affecting yields either endogenous (genetic and physio­
logical) or exogenous. He stressed the necessity of comprehensive crop 
surveys and managing of the data, illustrating some ways for doing both. 
Moreover, he discussed the procedures for the summarization and multi­
variate analysis of these data; among the most common are correlation 
and multiple regression analysis. He concluded that the dissemination 
of survey and management information is a very important step, and gave 
some ideas available for doing it. 
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On the other hand, Baier (1977) stated that the validity and poten­
tial application of the EPE models depend on the representativeness of 
the input data, the selection of the variables, and the design or kind 
of fitted model. In addition, he pointed out that these models do not 
easily lead to an explanation of the cause and effect relationships, 
but it is feasible to use them for assessing the effect of climate and 
soil variables on crop yields. 
Pesek (1973) reviewed the different mathematical expressions more 
commonly used to approximate response functions. He also discussed the 
use of generalized yield equations in which the results of several 
experiments under many different conditions can be used to sample the 
relevant range of conditions. He proposed the use of the parabolic or 
quadratic equation as the best for these purposes due to its simple 
algebraic manipulation and relative goodness of fit to most biological 
phenomena. This recommendation was made although the square root 
transformation was more efficient in some cases for predicting Iowa corn 
yields (Heady et al., 1955). 
The building of an EPE requires the use of multiple regression, 
in which the general model as described in matrix notation (Draper and 
Smith, 1981) is: 
Y = XB + E , (1) 
where Y is an nxl vector of observable random variables, X = (X^, X^ , 
..., X^) is an nxk matrix of independent variables, B is a kxl vector 
of unknown constants, and E is an nxl vector of unobservable, 
15 
2 
uncorrelated, N(0,a ), random error terms. 
Uses and problems of models 
Baier (1977) cited four general uses of EPE models: (1) assessment 
of expected yields over large regions, (2) agronomic analysis of crop 
production, (3) evaluation of crop responses to weather elements, and 
(4) assessment of natural or man-induced variability in crop production. 
In an unmanipulated complex system, as is the case of survey or 
nonexperimental data, the use of an EPE has the advantage of allowing 
the system "to express itself." This in turn permits the researcher to 
understand the complex system and to leam from it. This is not an easy 
task to achieve, as we will see later, because of several difficulties 
in the selection and interpretation of the EPE that best fits the data 
surveyed from the system. 
In this respect, Cady (1981) stated that, although an explanatory 
variable can be important in general, it might not be important in the 
defined population for these reasons : (1) a sufficient range of values 
for the variable does not exist in the population; (2) sufficient range 
exists, but most of the range is beyond "the critical level" and has 
little effect on yield variability; (3) the variable cannot be measured 
accurately under field conditions, at least relative to the magnitude of 
its effect; (4) the variable is important but is suppressed by another, 
especially in a given year; and (5) the variable has an important inter­
action effect with another input variable but, in the sample of sites, 
a high correlation between the two prevents measuring this effect. 
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Besides the general difficulties associated with variable selec­
tion, three of the most important problems associated with the statisti­
cal procedures and variable selection are related to bias, multicol-
linearity, and interpretation. These problems will be discussed next. 
Bias According to Cady and Laird (1969), soil researchers are 
usually interested in the shape of the response surface, since the 
interpretation of the underlying phenomena is based on that shape. They 
found that bias is a very important effect that changes the shape of the 
response surface. They referred to the findings of Heady and Dillon 
(1961) who obtained different rates of recommended fertilizer for com, 
depending on the kind of model fitted to the same data. Another study 
by Cady and Fuller (1970) showed that because the standard errors of the 
b^ s are estimated using the deviations from regression as error and be­
cause different error variances may be relevant for testing a treatment 
factor as opposed to an environmental variable, then bias in the standard 
errors of the estimated coefficients may occur. The authors pointed out 
that measurement errors also cause bias since the independent variable 
is no longer independent from the error term. 
Multicollinearity According to Hosteller and Tukey (1977), 
multicollinearity arises from measuring essentially the same quantity 
under different names and then trying to use the several measures to 
obtain a regression relation between all of these nearly equivalent car­
riers and the response variable. These effects result in imprecise 
estimators of the parameters. 
Tejeda (1973) indicated that two types of multicollinearity or 
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intercorrelations occur: (1) natural ones and (2) algebraic manipulated 
ones. The first kind of intercorrelation can be solved in part, either 
by removing highly intercorrelated variables and leaving only those 
variables that provide most of the information regarding the factor, 
or by using indexes which also has been proposed by other authors 
(Laird and Cady, 1969; Hosteller and Tukey, 1977). The latter kind of 
intercorrelation, also called induced multicollinearity, arises from the 
use of cross-products terms in the equations. Tejeda (1973) proposed 
and tested the use of inverse polynomial models to avoid it. However, 
when he compared the inverse and quadratic polynomials, he found that 
the quadratic models described the relationships slightly better, al­
though previous lack of fit tests had shown that the inverse polynomials 
were superior. He concluded that with a large number of observations 
(n=442), either one of the models could be used. 
Furthermore, Laird and Cady (1969) pointed out that it is a common 
feature of EPE (empirical polynomial equations) that, due to intercor­
relations, the estimators (bus) of the parameters of important agronomic 
variables may be nonsignificant because their true effects are accounted 
for by a group of highly intercorrelated variables. 
Sopher and McCracken (1973) stated that each variable under multi­
collinearity problems is adjusted for all preceding variables. Thus, 
the resulting regression coefficients can be unrealistic with respect 
to sign and magnitude. However, they claimed that this is of little 
consequence if the model is to be used only for prediction of the 
dependent variable. 
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Pena-Olvera (1979) and Kazemi (1983) reviewed the effects of multi-
collinearity and methods to detect it. Both authors concluded that, 
after deleting from the full regression model all the very highly cor­
related variables, the intercorrelations in the remaining variables 
should be examined by calculating the latent roots and correspondent 
vectors of the matrix X'X, a technique explained by Morrison (1976). 
The researcher then can understand better why some regression coeffi­
cients behave erratically, either giving unexpected signs and values, or 
exhibiting nonsignificance. 
An important assertion made by Kazemi (1983) after the experiences 
of Mason et al. (1975) and Pena-Olvera (1979) was: . . if a predictor 
variable is involved in multicollinearity, then the relevant range over 
which it can be varied is dependent on the values assigned to the other 
variables . . . He proposed to regress each of these variables on the 
linear terms of all the others to approximate the relevant range. Thus, 
he was able to use the regression models to describe the system, and not 
merely to predict the response variable. 
Interpretation The difficulty in interpreting an EPE developed 
from nonexperimental data arises primarily because of the intercorrela­
tions that distort the estimated regression coefficients. 
A number of authors (Laird and Cady, 1969; Gunst and Mason, 1977; 
Tejeda, 1973; Silvey, 1969; Hosteller and Tukey, 1977; Baskerville and 
Toogood, 1982) have warned the users of EPE of the "very common practice" 
of interpreting b^s as a sine qua non description of any system. Laird 
and Cady (1969) stated, "... with a large number of independent 
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variables, agronomie interpretation of an individual estimated coeffi­
cient is nearly impossible." Tejeda (1973) mentioned that no strong 
statement can be made with respect to bias and probability levels of the 
parameters in the final model when the same data are used: (1) to 
identify the variables in the generalized model, (2) to test the vari­
ables and delete dubious ones from the full model, and (3) to make in­
ferences about the final model. 
Hosteller and Tukey (1977) proposed if someone wants to verify the 
effect on a dependent variable when only one predictor variable is 
changed, others fixed, that controlled trials should be made. They 
asserted that one cannot count much on the magnitude of the fitted 
because: (1) from a group of intercorrelated variables, each one is a 
proxy of all and many of them may not be causal variables; (2) individual 
coefficients are not well-determined; (3) it is not known exactly which 
are the most important variables; and (4) a better job can be done by 
using good judgment in condensing those variables into a proxy and fit­
ting one regression coefficient for it. 
Gordon (1968) found that, when three highly correlated variables 
were included in the same equation, none of them was significant, but 
if just one of the set was included, then it became highly significant. 
Moreover, he discovered that a weaker factor may be significant due to 
its being less repetitively represented in the equation. Finally, he 
asserted that a decrease in the absolute value of a factor may occur as 
more variables per factor are present. These effects reported by 
Gordon (1968) are named dilution or distraction effects by Laird and 
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Cady (1969). They proposed the use of proxies or indexes to avoid 
these problems. 
Pena-Olvera (1979), Sridodo (1980), and Kazemi (1983) reported that 
it is possible to use empirical regression models for interpretation of 
the system under study, as long as the very highly correlated variables 
are eliminated from the full model and the remaining predictor variables 
are varied within the restricted "relevant range" as defined by Kazemi. 
This is a difficult task to achieve because experience and knowledge of 
the data are needed by the researcher to define either the restricted 
relevant ranges of the variables or the levels at which the interacting 
factors should be established over their relevant ranges. 
Evaluation of models 
Because of the problems in the use of EPE, researchers developed 
different ways for evaluating the usefulness of these equations. The 
most common criterion of evaluation in the past was the coefficient of 
9 2 determination (R ). A higher R -value indicated a better prediction 
capability of the equation. Many have reported that this criterion 
alone is not enough and that some others should be used (Laird and 
Cady, 1969; Cady and Allen, 1972; Snee, 1977; Nelson and Dale, 1978; 
Chen and da Fonseca, 1980; Draper and Smith, 1981; Wilson and Sebaugh, 
1981; Villalpando-Ibarra, 1983). 
The major concerns when evaluating these EPE models are the sta­
bility of the regression coefficients (bus) and the reliability of the 
prediction when independent data are used. Both concerns can be 
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checked by using the model to predict on a new data set. 
The requirement of independent data to evaluate a model implies 
the necessity of splitting the data base. Snee (1977) stated that the 
most common practice is to split data into halves. One half is used 
for building the model and the other is used for evaluation. He recom­
mended that the sample should not be split if the total sample size is 
less than (2p+25), where p = number of parameters in the equation. 
L. C. Dumenil (Agronomy Department, Iowa State University, personal 
communication, 1982) recommended that the data should not be split if 
the sample size is less than five site observations per parameter in 
the equation. This is to prevent the possibility of overriding or over­
loading the model, which may cause distortion of the regression coeffi­
cients. 
Chen and da Fonseca (1980) found that using data from one period 
of time to predict over subsequent years gave low predicting errors 
(1.97 to 4.3%). Nevertheless, they advised that all the data should be 
included when computing the regression coefficients of the multiple 
regression model. 
Villalpando-Ibarra (1983) used 80% of his data to develop the 
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model and 20% to evaluate it. He obtained a higher R -value when 
predicting on the 20% data set. This effect was different from most 
2 
of the reports in the literature in which the R -values decreased when 
using a model to predict on independent data. Since the 20% Cn=16) 
of his data was so small, sampling errors could have arisen. 
Diaconis and Efron (1983) reported that, in a "Bootstrap" analysis 
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made to the residuals of a regression equation utilized by the U.S. 
Department of Energy to analyze and forecast energy demand in 10 regions 
of the U.S., the variability of the regression equation was from two to 
three times greater than was previously thought. The statistical 
"Bootstrap" method can be used as an analysis of sample variability. 
Briefly, it consists of generating from a single data set millions of 
combinations of the observations, as if they were different data sets 
arising from the same sampled population, and of the same size as the 
original set. Then, the analysis of variability of whatsoever desired 
statistics can be accomplished. The findings of these authors illus­
trated the risks related to sample representativeness that may arise 
when splitting data. 
Wilson and Sebaugh (1981) proposed a whole series of tests to 
evaluate models. These included bias, relative bias, relative standard 
deviation, correlation coefficient between and Y^ , and also some 
others that are not statistical tools such as objectivity, consistency 
with scientific knowledge, adequacy, timeliness, minimum cost, and 
simplicity. In regards to simplicity, Pringle (.1981) pointed out that 
the "Law of Parsimony" should be followed in the selection of a produc­
tion function, that is, "you should not explain a behavioral phenomenon 
by a higher, more complex process if a lower, simpler one will do it." 
Comparison of models 
The criteria described previously to evaluate models can be used 
fairly well to compare two models. However, more rigorous tests for 
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comparing either models or conditions are desired. 
Steel and Torrie (1980) presented a very simple procedure to com­
pare, by means of an F-test, two or more regression models. The F-
test is applied to contrast the homogeneity of the regression coeffi­
cients. The procedure is just a cook-book recipe that they present in 
a table (Steel and Torrie, 1980, Table 17.6, p. 421). 
Cady (1981) suggested a method which consists of measuring the 
discrepancy between the observed yield (Y^) and the predicted yield (Y^ ) 
when using the same model derived from one condition to predict in an­
other condition. This procedure by which you can estimate the allitera­
tion of two models is called the "transfer hypothesis" and is presented 
in the Data and Procedures section. The reader is referred to Wood and 
Cady (1981) for the theoretical discussion on the use of this procedure. 
Turrent-Femandez (1978), after his experiences working with 
quadratic regression equations to predict corn yields in Mexico, advanced 
the use of the estimated maximum or minimum yields (Ymax-min) and their 
associated levels of the variables along with the use of the partial 
curvature at the point of Ymax-min as interpretive parameters to define 
either two different conditions or two different equations. 
Data Stratification 
Cochran (1963) stated that some major advantages for stratification, 
along with administrative conveniences, are; (1) to eliminate unwanted 
variability and, hence, to increase precision and (2) to reduce intercor-
relations. In regard to regression estimates, he pointed out that in 
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stratified samples: (1) separate estimators have smaller variance than a 
combined (for all the strata) estimator, (2) separate estimates are 
more liable to bias when the sample size is small within individual 
strata, and (3) in autocorrelated populations (as might be the case for 
crop yields in subsequent years), stratified samples are superior. 
Sukhatme and Sukhatme (1970) added to the list that, when the relation 
between Y and X is not linear in practice, the efficiency of the regres­
sion estimates is further reduced in nonstratified samples. 
Jessen (1942), who studied sampling methods of crop yields, live­
stock numbers, etc. in Iowa, reported an increase of 22% in the pre­
cision of estimating county com yields if samples were stratified by 
townships within counties. He also found an increase of 35% in the 
precision of estimating the state yield if samples were stratified by 
counties within the whole state. This means the variability of the 
corn samples was at its maximum for the statewide condition and at its 
minimum for the township stratification. 
Turrent-Femandez (1978) stated that stratification is mostly a 
state of mind, a conceptual device that helps the researcher to under­
stand better the phenomena he is dealing with. He proposed the use 
of Agrosystems as a contrivance to stratify. He defined the Agrosystem 
as; (1) "... a cultivar in which the factors of diagnosis (uncon­
trolled) fluctuate within a range that has been preestablished by con­
venience and (2) within an Agrosystem, any variability in the response 
function is attributed to random events and not to any controlled 
factor. ..." 
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Regarding the use of Agrosystems, Turrent-Fernandez (1978) cited 
some studies in which the response functions were found to be improved 
as contrasted in the hypothesis of several Agrosystems versus one. The 
reason for the improvement was attributed to a reduction in the vari­
ability of the average response function in each of the various Agro­
systems. On the other hand, the author asserted that any response 
function has several parameters including intercept, Ymax, and curva­
ture at the point of maximum yield. However, only the last two are 
parameters of diagnosis, because they are not affected by previous 
management. This is a necessary condition in the use of response func­
tions to define an Agrosystem. He also warned the users of Agrosystems 
that an Agrosystem can range from a single plant to the entire universe. 
Therefore, one has to use agronomic criteria to preestablish the con­
venient range of the factors and to predict the number of possible Agro­
systems for a region. Afterwards, the variability of the factors is com­
pared within and among the hypothesized Agrosystems in order to define 
how many Agrosystems occur in the region under study. 
The importance of uncontrolled factors as diagnostic parameters, 
according to Cady (1981), is that uncontrolled factors affect the 
response to management factors at each location differentially. He also 
warned the users of stratified data for response functions purposes about 
the risks of defining a population by geographic area, because some 
agronomically important sites may be not properly sampled. 
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Important Soil, Weather, and Management Factors 
References in the literature on the effects of controlled and 'in-
controlled factors on com yields are abundant. The effects of these 
have been reviewed by a number of authors, Including Pierre et al. 
(1966), Desselle (1967), Aldrich et al. (1975), and Sridodo (1980). 
Because Sridodo extensively reviewed the effects of many single factors 
on corn yields, we will present only a brief update of reports found 
since 1980. The following references, although not all of them deal­
ing with corn yields, illustrate the effects of several soil, weather, 
and management factors on response variables in conditions similar to 
the corn belt region. 
Sridodo (1980) found the relative importance of variable groups on 
corn yields to be; climatic indexes > tillage and planting > plow layer 
soil tests > environmental (lodging, insect damage, weeds) > fertility 
management > crop rotation > soil. He reported that the effect of the 
moisture stress index on yields was involved in 8 interactions, which 
means that its effect was modified by 8 interacting variables. Likewise, 
N fertilizer interacted with 6 other variables. Six variables had no 
interactions. The remaining 25 variables in his final model were in­
volved in 1 to 4 interactions. 
A brief summary of the effects of the variables in his final model 
can be described as follows: (1) the yield response to N and plant 
density was increased as the moisture stress decreased; (2) N effect 
was markedly affected by interactions with crop rotation and soil test 
N level; (3) soil variables of drainage class, site slope, and thickness 
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of A horizon (highly correlated with erosion class) affected yields 
either directly or indirectly through interactions with N-related vari­
ables; (4) earlier planting dates had a larger positive effect on yield 
in northern than in southern Iowa; (5) yield losses from insect damage 
were modified by interacting variables, e.g., the negative effect of 
second brood com borer increased as the levels of plant density and N 
fertilizer increased; (6) for liming recommendations, plow layer pH, 
depth to carbonates, site slope, and subsoil soil test P level should 
be taken into account; and (7) other variables affecting corn yields 
were clay content of the plow layer, biosequence, S-N and E-W locations, 
and plant available water capacity. Surprisingly, the effect of E-W 
location had only one interaction (with second brood com borer) on 
yield; nevertheless, the linear effect of this variable showed a decreas­
ing E-W trend in yields. 
Magdoff and Amadon (1980), who worked with 11 years of continuous 
com data on clay soils with restricted drainage on Vermont dairy farms, 
analyzed the effects of N fertilizer and manure applications on com 
yields and soil chemical changes. They found either 66 tons of manure 
per year per hectare or 224 kg N per hectare per year were required to 
obtain 11 tons of corn grain per hectare. But, a combination of 44 tons 
of manure plus 124 kg of N produced 12 tons of corn. They also found 
that the amount of rain from May to August and the quadratic effect of 
year were very important variables for explaining yield variability 
throughout the period of study. 
Bauder and Randall (1982) analyzed Minnesota data for 5 years from 
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1975 to 1979 on the effects of a number of climatic and management fac­
tors on corn yields. They found that soil-stored moisture and early 
and mid-season precipitation were significantly related to com yields. 
Other significant inputs included date of planting, population density, 
and crop residue on the soil surface at planting time. They concluded 
that, although severe growing season drought seldom occurs over wide­
spread areas, seasonal precipitation was a major limiting yield factor. 
They reported no interaction effects. 
Cardwell (1982), who analyzed the sources of yield increases in 50 
years of Minnesota corn production, disclosed that the increases were 
due to a series of technological, cultural, and management practices 
adopted by the farmers. He ascribed 58% of the yield increase to the 
use of hybrid corn over open-pollinated varieties. The net N effect on 
yield was 19%, although some have reported as high as 47%. But he dis­
counted for the losses due to less manure applied and less N mineral­
ized from organic matter. He also found that an increase in plant 
densities from 30,000 to 50,000 per hectare increased yield by 21%. 
Better soil drainage, fall-plowing, and herbicides have permitted 10 
days earlier planting, with a gain of 8%. Drilled com rather than hill 
dropped has contributed also 8%. Other yield increases were due to re­
duced row spacing to 90 cm (4%), fall plowing (5%), and improved weed 
control (23%). He discovered that com following com decreased yields 
by 7%, com root worm by 5%, both broods of corn borer by 5% each, and 
soil erosion by 8% over the 50 years. Other negative and unaccounted 
factors reduced the potential yields by 23%. The author did not analyze 
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the effects of interactions between factors on yields. 
Pope and Heady (1982), who studied the effects of technological 
progress and weather on com yields over the com belt, reported that 
technological progress was a function of a long list of variables such 
as time, public and private expenditures on agricultural R&D, educa­
tional level of farmers, and other such variables. They asserted that, 
because most of the variables cannot be adequately defined, observed, 
or quantified, a proxy variable for technological progress was needed 
in order to use regression analysis. They chose rate of N application 
and real lagged public expenditures on agricultural R&D as proxies or 
indexes along with weather data to develop a system of simultaneous 
regression equations for each state of the com belt. They showed that 
technological progress (seeds, fertilizers, pesticides, management, 
labor, and soil) along with weather were the chief factors affecting 
yields. Of all these factors, the authors mentioned that only soil has 
worsened over time due to more land being brought into crop production 
and due to soil erosion exceeding the rate of natural replacement. 
Because of existence of autocorrelation problems in the error terms of 
their data, they used autoregressive (three-step least squares) models 
along with OLS (ordinary least squares) models to get a closer approxi­
mation of the linear functions of time. Finally, they asserted that 
the present trend of com yield increase can be maintained as long as 
some unconventional inputs such as public and private investment in 
agricultural research, social and political stability, strong economic 
incentives for farmers, and supporting industries, etc. are preserved. 
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DATA SOURCES AND PROCEDURES 
General Description 
The data used in this study were the same as the data used by 
Sridodo (1980). These data were collected under the supervision of Dr 
Lloyd C. Dumenil of the Agronomy Department for the Iowa Agriculture and 
Home Economics Experiment Station Project 1377 (replaced by Project 1958 
in 1972, by Project 2336 in 1978, and by Project 2574 in 1982). The 
title of the Project was "Crop yielding capacity of Iowa soil types under 
different soil, management, and weather conditions." 
The field research covered 15 counties representing all major soil 
association areas in Iowa except the Adair-Grundy-Haig area in southern 
Iowa. Explicit information of the field techniques, laboratory methods, 
and methods used to estimate most of the variables were given by Henao 
(1976). Recomputation and transformation of the variables and addition 
of new management factors were made by Sridodo (1980). The reader is 
referred to both of them for a detailed description of the variables 
used in this study. A data listing for all the variables in Sridodo's 
final deck is presented in the Appendix Table Al. Also, a data listing 
of all the variables available for this study is given in Appendix Table 
A2. 
New Variables and Data Stratification 
Two new variables were defined to study the following trends: 
(1) a dummy variable to discriminate between East and West Iowa named 
AREA and (2) a dummy to discriminate between the two time periods named 
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TIME. 
The criteria for the assignation of each observation to each /REA 
or TIME period were: 
(1) The observations from counties located in the eastern part of 
the state were allotted to AREAl and those from western 
counties to AREA2. Within each AREA, the group of counties 
had similar major soil association areas and presented a 
similar stability of the regression coefficients in a study 
made by Henao (1976). The exception was Clay County that is 
geographically located in the western part of the state, but 
53% of its observations were apportioned to AREAl (eastern) 
because they occurred in the Clarion-Nicollet-Webster soil 
association area which was defined to be in the eastern group. 
(2) Observations between 1957 and 1963 were allocated to the TIMEl 
period and those from 1964 to 1970 to the TIME2 period. 
Table 1 shows the counties, number of sites, and the distribu­
tion of the observations per county, AREA, and TIME. 
To study the trends of the variable effects on yields, two differ­
ent forms of stratification of the data were performed» The first one 
was a factorial stratification of the data into the AREA by TIME groups, 
in which for each area two time periods occurred. Thus, four different 
conditions were present which had approximately 1/4 of the total number 
of observations in each. This kind of arrangement permitted us to study 
the AREA*TIME interaction. The four conditions and their numbers of 
observations are presented in Table 2. Henceforth, this kind of 
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Table 1. Number of sites and distribution of the observations included 
in this study by AREA and TIME 
No. of observations 
County No. of 
sites East West 
Total Timel Time2 Total Timel Time2 
Adams 28 __ __ __ 105 51 54 
Bremer 35 151 92 59 — —  
Cass 46 — — —  — 189 99 90 
Clay 44 105 78 27 92 54 38 
Crawford 57 — — —  211 94 117 
Fayette 55 186 62 124 
— 
Hamilton 46 198 129 69 — —  — —  
Harrison 52 — —  194 78 116 
Howard 36 109 27 82 — —— — —  
Keokuk 50 197 113 84 — 
Linn 49 193 66 127 — —• 
Lyon 48 — —  204 90 114 
Muscatine 35 164 86 78 — 
Wayne 34 111 64 47 — 
Woodbury 63 248 142 106 
Total 678 1414 717 697 1243 608 635 
Table 2. Data sets developed in the factorial stratification by AREA 
and TIME  ^
TIME 
EAST 
AREA 
WEST 
Total 
observations 
TIMEl 
TIME2 
Total 
observations 
ETl (717) 
ET2 (697) 
1414 
WTl (608) 
WT2 (635) 
1243 
1325 
1332 
2657 
N^umber of observations for the four data sets are presented in 
the parentheses. 
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stratification will be referred to as "Conditions". 
A second form of stratification was used for each trend (AREA md 
TIME). The observations were separated so that approximately one-half 
of the total data occurred in each TIME trend; they were again separated 
so that about one-half occurred in each AREA trend. Hence, this strat­
ification did not take into account the interaction of AEEA*TIME as the 
stratification for Conditions did. Each trend had almost double the 
number of observations and each trend could be studied separately. This 
situation was considered to be important because the relevance of the 
management variables appeared to increase markedly during the second 
time period. The numbers of observations for each trend are also shown 
in Table 2. Henceforth, this kind of stratification will be referred to 
as "Trends". 
Two other new variables were defined to estimate the effects of 
the com variety used on com yields. One variable for estimating the 
effect of the relative maturity of the hybrid in the area where it was 
planted was named HYMAT. The other variable to estimate the effect of 
the hybrid cross (from four-way to single cross) was named HYCROSS. 
Some modifications were made to the other variables. The one that 
estimated the crop sequence code for N availability was recoded and re­
named from NCODE to NCODEl. Upper limits were set or reset to lower 
values for 13 variables: THAHOR, MANURE, NROW, PROW, KROW, NTOTAL, 
PTOTAL, KTOTAL, NFERT, PFERT, KFERT, STPl, and STKl. Finally, the PAWC 
variable was transformed from inches per 5 feet to centimeters per 1.52 
meter. The symbols and identification of the variables included in this 
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study are presented in Table 3. 
Building of the Models 
The development of the models took most of the time in this study. 
In order to obtain all the models reported in the Appendix Table A3, it 
was necessary to run and test 418 different models with a cost in com­
puter usage of about $3,000. 
Two major stages were followed in order to develop each final inter­
action model discussed in this dissertation. The first stage was the 
definition and selection, based on agronomic criteria, of the input 
variables. The second stage was dealing with the statistical procedures 
to develop the final models. 
General assumptions 
Two major assumptions made when developing the models were: 
(1) If a variable has a sufficiently wide range of values with 
most of them lying within the critical levels, can be measured 
well under field conditions, and is neither suppressed by 
another nor deeply involved in intercorrelations, then that 
variable will show a statistically significant effect on yield 
and appear in the final model. If the variable does not 
demonstrate significant effect on yield, it will not appear 
in the final model although the variable may be biologically 
important for plant development. 
(2) In light of the first assumption, if two models are shown to 
be different from each other, then the field conditions that 
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Table 3. Symbols and identification of the variables included in the 
com yield regressions on soil, weather, and management 
variables 
Variable Variable identifications 
symbol 
YIELD Corn yield, response variable, quintals/ha 
AREA Area of the state, coded Eastern Iowa = 1 and Western Iowa=2 
TIME Time period, coded 1957-1963 = 1 and 1964-1970 = 2 
TREND Time trend, coded 1957 = 1 to 1970 = 14 
BARR Barren plants, % 
SLKDATE 75% silking date, coded July date or August date + 31 
Weather group 
DV Soil moisture stress index 
EXMO Excess moisture index 
Environmental group 
RL3 Root lodged plants, moderate + severe, % 
CRW Corn root (rootworm) damage rating, coded 10 (none) to 
60 (very severe) 
SLl Stalk lodged plants, broken below ear node, % 
CBl First brood corn borer, cavities/10 plants 
CB2 Second brood corn borer, cavities/10 plants 
WEEDS Total weeds, grassy + broadleaf, kg/0.1 ha 
Tillage and planting group 
CULT Rotary hoed and cultivated, number of times 
PLOW Time of plowing, coded fall = 0, spring = 1, none = 2 
TILLAFT Tillage operations after plowing, number of times 
PLDEN Plant density, number of plants/0.01 ha 
PLDATE Planting date, coded days after April 20 
PLMETH Planting method, coded drilled = 0, hill dropped = 1 
ROWWID Row width, coded row width in cm minus 71 cm 
ROWSLP Slope of com rows through harvest area, % 
HYMAT Relative hybrid maturity, coded early = 1, adapted = 3, 
and late = 5 
HYCROSS Hybrid cross, coded, double = 1, 3-way = 2, modified single = 
3, and single = 4 
^ore complete descriptions of the variables and coding used are 
given in Sri'dodo (1980), Appendix Tables A1-A6 and A8. 
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Table 3. Continued 
, T Variable identification 
symbol 
Fertility management group 
MANURE Manure applied, metric tons/ha 
NROW N applied in row fertilizer, kg N/ha 
NBDCT Total N fertilizer other than NROW, kg N/ha 
PROW P applied in row fertilizer, kg P/ha 
PBDCT Total P fertilizer other than PROW, kg P/ha 
KROW K applied in row fertilizer, kg K/ha 
KBDCT Total potassium fertilizer other than KROW, kg K/ha 
TILE Distance to tile line, coded 61 m minus distance in m 
KCODE Crop sequence code for K availability, coded 0-60 
NCODEl Crop sequence code for N availability, coded 8-40 
NRESl Total N (manure+fert.) applied previous year, kg N/ha 
PRESl Total P (manure+fert.) applied previous year, kg P/ha 
KRESl Total K (manure + fert.) applied previous year, kg K/ha 
PRES2 Total P applied 2 years previously, kg P/ha 
KRES2 Total K applied 2 years previously, kg K/ha 
PRESS Total P. applied 3 years previously, kg P/ha 
Soil tests of plow layer group 
PHI Soil pH, coded (soil pH*10) - 50 
STN Soil test N (field moist), pp2m N 
STPl Soil test P (field moist), pp2m P 
STKl Soil test K (field moist), pp2m K 
Soil variable group 
THAHOR Thickness of A horizon, cm 
PAWC Plant availability water capacity, cm H2O/I5I cm 
DRAIN Natural internal drainage class, coded from excessive = 10 to 
very poor = 90 
CPL Clay in plow layer (0-18 cm), % 
CMAX Maximum clay in subsoil, % 
DCMAX Depth to midpoint of horizon with CMAX, cm 
BIO Biosequence, coded from forest = 1 to prairie = 5 
SLOPE Slope of the site area, % 
LOESS/T Loess 51-127 cm thick over till or paleosol coded 1, all 
others =0 
TILL Till parent material coded 1, all others = 0 
PALEO Paleosol parent material coded 1, all others = 0 
SAND Sand parent material in 0-127 cm profile coded 1, all others = 0 
COLLUV Colluvial parent material in loess areas coded 1, all others=0 
ALLUV Alluvial parent material (sand>127 cm) coded 1, all others = 0 
PHMIN Minimum pH in subsoil, coded (pH*10) - 45 
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Table 3. Continued 
Variable 
symbol Variable identification 
DPHMIN Depth to midpoint of PHMIN horizon, cm 
DCAL Depth to top of carbonate layer, cm, coded 152-depth and 
> 152 = 0 
STP2 Soil test P of 76-107 cm layer, pp2m P 
STK2 Soil test K of 30-61 cm layer, pp2m K 
Location variable group 
TWP S-N location, coded township number minus 65 
RANGE E-W location, coded R1E=G to R48W=48 
their variables attempt to describe are also different. Otherwise, 
the variables and their relative importance in the models would 
have been similar. 
Agronomic selection of input variables 
This first stage was executed with the assistance of Dr. L. C. 
Dumenil and it consisted of two main steps. The first step was to select 
from all the variables listed in Appendix Table A1 the ones that should 
be deleted due to nonsignificance in the previous research studies. A 
list of the remaining variables retained for this study is presented In 
Appendix Table A2. For the remaining variables, their means, ranges, 
and standard deviations for each Condition and Trend were obtained. 
Thus, we had eight different means for each variable in the stratified 
data sets. 
The second step was then to define and select from these tables the 
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input variables for the statistical analysis of each Condition and Trend. 
The particular selection of variables will be presented in the Results 
and Discussion section. After selection of the variables for each 
model, the second stage or statistical analysis proceeded. 
Statistical procedures 
Step ^  The first step of the second stage was the computation 
and analysis of simple correlation matrices of the variables for each 
Condition and Trend. In order to minimize the distortion of the regres­
sion coefficients in the model because of high intercorrelations, 
Sridodo (1980) and Kazemi (1983) recommended that if the correlation 
between two predictor variables was greater than ± 0.60, one of the 
pair should be deleted. The variable retained was the one that better 
2 predicted the variability in the corn yields by giving a higher R -
value. Therefore, alternate models were run to test which of two highly 
correlated variables should be kept in the model. 
Step ^  In this step, multiple regression analysis was used to 
provide estimates of the association between com yields and the soil, 
weather, and management variables. All computations were carried out 
with respect to the model; 
where is the dependent variable, the predictor variables X^, X^, ... 
Xp are assumed to be independent, B^ , ... B^  are the population re­
gression coefficients for the soil, weather, and management effects, and 
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is the error term due to the fact that the postulated independent 
variables do not completely describe the variation in Y^ . 
The usual assumptions in the regression analysis were made except 
that it was recognized that the Xs in these data were intercorrelated 
to a varying degree. The assumptions are: (1) the X^  are fixed vari­
âtes; (2) for a fixed set of Xs, say (X* ), the Ys associated with this 
r 
set are NID with mean E(Y*)=u+^BX and variance a (this assumption 
p=l P P 
is required for setting confidence limits or for tests of significance 
of the variables); and (3) for any set of Xs, the variance of Y shall 
be the same. 
A stepwise backward elimination procedure was followed in order to 
select the significant variates  ^that should be retained in each model. 
The criteria for retention of a given variate in the model were: 
(1) after the t-test for significance has been applied to each of the 
regression coefficients, only those were retained in the equation whose 
probability was a = 0.10; the exception was that a linear variate was 
retained in the model regardless of its significance if it had either a 
significant quadratic term or was included in one or more interactions; 
(2) no variables were to be included with simple correlation coeffi­
cients greater than i 0.60; and (3) after comparing correlated variables 
2 in alternate models, the one of the pair that gave the higher R -value, 
although only slightly higher, was retained for subsequent models and 
"Variate" will refer to a single term included in the multiple 
regression model. "Variable" will refer to a actor under study whose 
effect in the regression model and analysis ma> be a function of one 
or more variates or terms (X^ ). 
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the other was deleted. 
On the basis of the above criteria, the most important soil, 
weather, and management factors selected in the first stage were tested 
and their significant variates retained in a series of quadratic models 
for each Condition and Trend. The results of this step were eight final 
quadratic models of yield on the selected soil, weather, and management 
variates. 
Step ^  Due to the limitation of a maximum of ICQ variates in 
the Helarctos II regression program used (Kennedy, 1971), the regression 
analysis for all of the potential interactions for each Condition and 
Trend had to be done in different series or phases. The final quadratic 
model derived from the step 2 was used as a base model. Sometimes an 
extra quadratic or linear variate was retested and, therefore, included 
in the base model. This retesting was done if the experience from previ­
ous research indicated that the variable or variables could be important 
in interactions. 
The total interactions tested for any interaction model were 
assigned to balanced groups for each series. If a base set had 50 
terms (linear and quadratic terms with yield included), there was room 
for only 50 interactions in each series. If the total interactions to 
be tested were 200, then four series per model had to be computed. Be­
cause some variables were involved in many interactions while others 
were not, about the same number of interactions for each variable was 
allotted to each series. This was done to avoid the dilution effect, 
as defined in the Literature Review section, during the stepwise. 
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backward elimination of nonsignificant variates. 
The elimination process for the variates followed the same criteria 
as defined in the second step, but only to the interactions until the 
remaining interactions in all the series were reduced so they could be 
run in a single combined model. For the cases where the interactions 
remaining in all series were still too many to be combined into one 
model, the significance level for retention was changed from the 10% to 
5% level. The outcomes from the third step were the full combined inter­
action models for each Condition, for the TIME2 Trend, and for all Iowa. 
Step ^  Once we had the full combined model, the deletion of non­
significant variates, using the previously-listed criteria, was performed 
to any linear, quadratic, or interaction term. The end products from 
this step were the final interaction models of yield on the selected 
soil, weather, and management variates. 
Interpretation of the Final Models 
The interpretation of the final models is an important step (accord­
ing to the second school) in order to use a regression model, under 
problems of multicollinearity, to analyze the system under study. Again, 
the experience of the researcher and his/her knowledge of the data are two 
basic tools needed to interpret any model. The procedures described in 
the following paragraphs are considered solely as a mechanical support 
for the interpretation. 
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Interpretation of linear and quadratic functions 
The first partial derivative is computed to describe the quadratic 
effect of any variable (X^ ) on corn yield (YIELD), as follows: 
dYIELD/dX^ = + 2b^ X^_ . (3) 
The value of X^  that gives the maximum or minimum yield (YMAX or 
YMIN) is obtained by setting equation 3 equal to 0 and solving for 
X. = -b./2b.. . (4) 
If the signs of b^ and b^  ^are (+) and (-), respectively, the X^ 
gives a YMAX; if the signs are reversed, the X^ gives a YMIN. If the 
signs of both coefficients are (-), the computed YMAX occurs at a nega­
tive X^  value and outside of the relevant range. If both signs are (+), 
the computed YMIN occurs at a negative X^ and outside of the relevant 
range. 
Interpretation of linear and quadratic functions 
with interactions 
Again, the first partial derivative of the generalized equation is 
computed to describe the quadratic and interaction effects of X^  on 
YIELD, as follows: 
dYIELD/dX. = b. + 2b..X, + b. X . (5) 
1 1 Hi ip p 
This equation gives the slope (change in YIELD per unit change in X^ ) 
of the YIELD response curve at any level of X^  and X^. Therefore, the 
presence of interactions alters the slope of the YIELD response curve 
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at any level of X^ . To obtain the simplified partial derivative of 
YIELD on X^ at a fixed level of X^ , the mean or any other empirically 
selected value for X^ is substituted into equation 5. The product of 
bjj^pXp is then added to b^  to give equation 3 that can be used to com­
pute the value of X^ that gives the YMAX or YMIN at the fixed value of 
Xp. Therefore, whenever X^ changes, a different YMAX or YMIN will be 
obtained. 
When interpreting a quadratic function, the reader is cognizant 
that, under problems of intercorrelations, the fixed levels for X^ have 
to be chosen within the relevant range of X^ . A technique to properly 
define this range was explained by Kazemi (1983). However, this technique 
requires much computer usage, especially when a large number of variables 
and models occur, as is our case. Hence, a simple method is proposed to 
interpret quadratic functions; it does not require much computer usage 
and was derived from the experiences of Turrent—Fernandez (1978). 
A rule of thumb to approximate relevant ranges of X^ that can sub­
stitute for experience is the use of: 
Xp i 0.75sxp , (6) 
where s^  ^is the standard deviation for X^ . Although, statistically, 
X ± Sv accounts for the 66% of X s variation, the further reduction 
p Xp P 
in the range lessens the effect of the intercorrelations. 
Comparison of Prediction Models 
Because there is no single method to compare multiple regression 
models when they contain different variables and terms, comparisons of 
44 
the models were made using various tests. To apply the two statistical 
tests adapted to these kinds of comparisons, the F-test and the 
transfer hypothesis test, each final interaction model was used to pre­
dict individual observations in the four factorial (stratified), TIME2, 
and Iowa data sets. These predicted values generated a different analy­
sis of variance for each model on each of these six data sets. 
To accomplish this procedure, a computer program was written to 
calculate the predicted yields (?.) for all observations in each data 
set, using each final interaction model. From the observed and predicted 
yield values for each observation, the PROC GLM procedure from SAS.82.2A 
(SAS, 1982) was used to compute the following model; This 
prototype gave the statistics as if the interaction models had solely 
one treatment. Thus, the F-test procedure by Steel and Torrie (1980) 
and the transfer hypothesis procedure by Cady (1981) could be applied. 
2 
The predictions on each data set gave the R -values generated for each 
2 
model when predicting on the other data sets. These R -values were 
used also to compare the prediction capabilities of the models. In 
addition, other comparisons by use of parameters such as bias, relative 
standard deviations, partial standard coefficients, latent roots and 
correspondent vectors, and precision of the models were performed on 
all final interaction models. A brief description of each criterion 
used to compare the models follows. 
F-tests 
This procedure suggested by Steel and Torrie (1980) was adapted to 
our circumstances. The homogeneity of the single regression coefficient 
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generated by the equation was estimated for each final interac­
tion model after predicting on each data set. The statistics, 
I(?lj - I(Y.j - Yi'XY.j - Y^ .), and l(Y^. - Y.-)^ , were com­
puted for each prediction model. For the ith model, these values were 
designated Exx(i), Exy(i), and Eyy(i) , respectively. Once these 
quantities were computed, the procedure illustrated in Appendix Table 
A4 was" followed. 
Evaluation of the transfer hypothesis 
This method proposed by Cady (1981) measures the discrepancy between 
the observed yield and the predicted yield when using a model derived 
from one condition to predict in another. Let Y^(i) be the predicted 
yield when the transfer model estimated from one condition is used to 
predict in the same condition. And, let Y^ (i'), where i = i', denote 
the predicted yield using a transfer model with the regression coeffi­
cients estimated from one site used to predict yields for the other site. 
The rationale for this procedure is that if the estimated model can be 
transferred to the other condition, then the Y^(i) and Y^(i') should 
perform equally well. A measure of discordance is the squared deviation 
between the observed yield and the predicted yield. By summing up these 
deviations within a condition and if two models are essentially the 
same, then the following ratio, 
" *2(1)) ~ *1(2)) 
Jk ]k , (7) 
~ *1(1)) ~ *2(2)) 
would be 1.0. 
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If the ratio is much larger than 1, the transfer hypothesis would 
have to be rejected. If near to 1, it can be supported in the sense 
that prediction is not worse going across conditions than it is within 
conditions. But, according to the author, a ratio value of 1 does not 
necessarily mean that the response information can be transferred from 
one condition to another within an area. 
2 R -values 
2 As explained earlier, the R -values were another criterion to eval-
2 
uate the predictability of the models. The R -values were developed 
2 for all models and testing conditions. Differences between R -values 
of models developed from different conditions should occur if the data 
sets are different. 
Wilson-Sebaugh criteria 
Some of the yield reliability indicators proposed by Wilson and 
Sebaugh (1981) were utilized in this study. These included bias (B), 
relative bias (RB), and relative standard deviations (RSD). 
The formulas used to compute these indicators are: 
B = 1/n I d^  , (8) 
where d^^ = - Y^; 
RB = 100 B/Y , (9) 
where Y = 1/n J Y^; and 
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RSD = 100 SD/(Y+B) , (10) 
where SD = [1/n 
These indicators were computed for each model when it was used to pre­
dict on another condition. 
Standard partial regression coefficients (SPRC) 
The values for the SPRC are given in the computer output for each 
model when using the Helarctos II program. According to Steel and 
Torrie (1980), they are calculated by the equation: 
b! = b, , (11) 
where b^ = standard partial regression coefficient, b^ = partial regres­
sion coefficient (regression of Y on for fixed values of other Xs), 
s^  = standard deviation of b^, or (^ (X^ -X^ )^ /n-l)^ ^^ ; and, s^  = standard 
deviation of Y, or (^(Y-Y)^/n-l)^ ^^. 
Since each b^  is dimensionless, a comparison of any two gives a 
measure of the relative importance of the two X^ s involved. If b| is 
twice as large as b^, then X^  ^ is approximately twice as important as 
X2 in estimating or predicting Y. Therefore, if the SPRC for each 
variate are listed in descending order, the relative importance of the 
different variates in different conditions can be observed. Under the 
assumptions of the model building, if two conditions are different, then 
the SPRC of a model developed from one condition should differ widely 
from those of another model developed from a different condition. 
48 
Latent roots and correspondent vectors (LRV) 
In order to determine the number and form or nature of the inter-
correlations present in each final interaction model, the LRV of the 
correlation matrix were determined. A latent root 3 0.3 was used as 
indication of an intercorrelation problem (Gunst et al., 1976). The 
correspondent vectors for that latent root indicated the form of such 
an intercorrelation in terms of standardized independent variables. 
The LRV were computed using PROC MATRIX of SAS.82.2A (SAS, 1982). The 
number and form of the intercorrelations for each final interaction 
model were used to compare the different models. 
Precision of the models 
Because it has been suggested in the literature that different re­
gression models cannot be properly compared, and a proposed possibility 
is to compare them by the magnitudes of their variance components 
(Burns et al., 1983), an extra test was made in order to compare the 
relative gain (RG) in precision by comparing the models' residual vari­
ances (Sukhatme and Sukhatme, 1970). They developed a very simple 
formula to calculate RG as follows : 
RG = (S^/Sj) - 1 , (12) 
a D 
2 
where RG = relative gain in precision by the use of model b, S = vari-
2 
ance of model a, and = variance of model b. 
This parameter was used to compare the final quadratic (B-30) and 
final interaction (J-10) models derived by Sridodo (1980) and all the 
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models derived in this study. The forms of comparisons will be pre­
sented in the Results and Discussion chapter. 
Alternative Models 
The alternative (or additional) models are different from the 
alternate models which were constructed during Step 1 in the second 
stage of the model building to select 1 of 2 highly correlated variables. 
Instead, alternative models were developed to test some special cases 
such as the Contour Planting effect, AREA effect, and effects of some 
3-factor interactions for the TIME2 and IOWA data sets. The procedures 
for alternative models were the same as those for any of the final 
interaction models. 
For studying the Contour Planting effect, the variables SLOPE and 
ROWSLP were transformed to a single variable, the product of both vari­
ables for each observation, with the equation: 
(SL*RSL) = SLOPEj.*ROWSLPj, , for all i = i . (13) 
This transformed variable was then tested in the same way as 
described for any other variable. Special series of models were 
developed to test this effect. They will be described in the Results 
and Discussion section. 
For studying the AREA effect in place of the RANGE variable, the 
final interaction model for the TIME2 data set was used as the base 
model after deleting the RANGE variable and all of its Interactions. 
The AREA variable and the interactions of AREA and all other variables 
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included in that model were added and their significance levels were 
tested. The outcome of this procedure will be mentioned in the next 
chapter. 
Some 3-factor interactions that could be important were tested in 
different model series for the TIME2 and IOWA data sets. These inter­
actions will be mentioned also in the next chapter. 
The process of evaluating a model by predicting on a new data set 
is highly recommended in the literature reviewed. Because evaluating 
every one of the many modeJ.s developed by using this criterion would 
have been a costly process, it was decided to build a special Statewide 
model using only 90% (n=2391) of the total number of observations and 
to leave the remaining 10% (n=266) for evaluating its predictability. 
These two different data sets were named IOWA90 and lOWAlO. The 
independent lOWAlO data set was selected by picking each tenth observa­
tion out of the data set; the first observation was randomly chosen. 
The development of the model for the I0WA90 data set was made by 
following Step 4 from the second stage of the model building process 
described previously. This means that we used the variates in the 
final combined model derived for the IOWA data set to compute the initial 
model for the IOWA90 data set, and then deleted the nonsignificant 
variates. The prediction capability of the final model for IOWA90 was 
then tested by predicting on the independent lOWAlO remaining data set. 
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RESULTS AND DISCUSSION 
Analysis of the data for this study was initiated by Morris (3.972) 
who developed weather indexes using data from 7 of the 15 counties. 
Henao (1976) modified the weather indexes developed by Morris using 
data from all counties and tested these indexes in yield regression 
models in the presence of selected management variables. He then con­
centrated on selecting the most important soil variables affecting corn 
yields in Iowa, using all available data on soil properties. Next, 
Manu (1979) used data from upland soils in five western counties to 
study the effects of soil conservation practices on com yields through 
the use of yield regression equations. 
Pena-Olvera (1979) studied the effects of further modifications of 
soil variables and weather indexes, along with management factors, us­
ing data from seven western counties. He focused on examining the 
intercorrelations among variables by using several methods, including 
latent roots and correspondent vectors. Sridodo (1980) concentrated on 
selecting the most important management variables from all available 
ones in the presence of the previously-selected soil variables and 
weather indexes. He used data from all counties in his multiple regres­
sion yield models. 
The major aim of this study was to determine if the use of data 
stratified by time period and area of the state could improve the com 
yield prediction equations developed by the antecedent researchers. 
Therefore, the trends in com yields due to time and area noticed by 
these previous investigators were tested to ascertain if statistical 
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differences occurred within and among them. 
The results of this study will be presented in three sections. In 
the first section, the most significant soil, weather, management, and 
location variables were selected by using multiple regressions of com 
yields on linear or quadratic functions of these variables. For these 
quadratic models, the data were stratified into eight data sets. In 
one series of models, the data were stratified by eastern and western 
areas of the state and by two time periods (1957-1963 and 1964-1970) 
within each area so that about 1/4 of the observations were in each 
of the four data sets. In the other series of models, the data were 
stratified first by eastern and western areas and then by the two 
listed time periods so that about 1/2 of the observations were in each 
of the four data sets. 
In the second section, potential interactions were tested for all 
four of the data sets that were stratified with 1/4 of the data, for 
one of the data sets (the second time period) that was s.ratified with 
1/2 of the data, and for the statewide (nonstratified) data set that 
contained all the observations. The most significant linear, quadratic, 
and interaction variates were selected to develop a final interaction 
model for each of these six data sets. A statewide interaction model 
was also derived from 90% of the data to test the model development 
process by using it to predict yields of the independent 10% data set. 
While developing these models, alternative models were developed for 
later study and were listed in Appendix B. 
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In the third section, the final interaction models developed in the 
previous section were used to estimate yields of the observed values in 
some or all of the other data sets. A series of tests defined in the 
Data Sources and Procedures chapter were used to determine the differ­
ences among the final models. 
Development of Quadratic Models 
The variables included in this study were selected from the data 
collected for Project 1377 from 1957 through 1970. These variables were 
amply described by Sridodo (1980) and were identified in the preceding 
chapter (Table 3). Four new variables, not included in previous studies, 
were added for each observation; (1) TIME for the time periods, 
(2) AREA for area of the state, (3) HYMAT for relative hybrid maturity, 
and (4) HYCROSS for type of hybrid cross. Slight modifications in some 
of the other variables were described in the preceding chapter. 
Data stratified by area and time (1/4 data sets) 
Because previous researchers had noticed that yield trends were 
associated with two areas in the state (eastern and western Iowa) and 
two time periods (1957-1963 and 1964-1970), these trends were compared 
by stratifying the total observations (2657) into subgroups. A factorial 
stratification of the data gave the following data sets: ETl (East Iowa, 
Timel); ET2 (East Iowa, Time2); WTl (West Iowa, Timel); and WT2 (West 
Iowa, Time 2). Each of these data sets had approximately 1/4 of the 
total number of observations (Table 2). For each one, a regression 
model was developed according to the procedures described in the previous 
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chapter. 
The means and ranges of the variables included in the initial vield 
regressions on soil, weather, and management variables for each 1/4 data 
set are presented in Table 4. This table shows a total of 58 predictor 
variables besides the YIELD, BARR, and SLKDATE variables. It gives an 
initial insight into the prevalent conditions for each data set. The 
symbols and descriptions of the variables were presented in Table 3. 
Mean values for YIELD were larger in Time2 than in Timel; the dif­
ferences were more accentuated in the East than in the West. The mean 
values for BARR were larger for Time2 than for Timel in both areas. 
Mean values for SLKDATE were very similar in both areas but were less 
(earlier silking date) for Time2 than for Timel. Moisture stress in­
dexes (DV) were similar in the East for both time periods, but in the 
West, the DV value was less (more detrimental to yield) in the WT2 data 
set. The mean EXMO indexes were higher (more detrimental) in the East. 
Mean values for the planting variables (PLDEN and HYCROSS) and 
for the fertility management variables (NROW to NCODEl) were higher to 
much higher in Time2 than in Timel in both areas (Table 4). Again, 
differences were generally larger in the East than in the West. Of the 
soil test variables, STN decreased and STPl increased in both areas from 
Timel to Time2 and PHI and STKl were greater in the West than in the 
East. Some of the mean values for environmental variables (RL3 to 
WEEDS) were larger for Time2 than Timel. The mean values for tillage 
and cultivation variables (CULT to ROWWID) generally decreased from 
Timel to Time2. Finally, most of the mean values for the soil variables 
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Table 4. Means and ranges of the variables included in the yield re­
gressions on soil, weather, and management variables, strati­
fied data for ETl, ET2, WTl, and WT2 series of models^  
~ T ÊTÏ ËT2 WTÏ WT2 
(n=717) (n=697) (n=608) (n=635) 
Mean Range Mean Range Mean Range Mean Range 
YIELD 60.8 14-100 73.7 12-109 59.8 9-105 65.8 9-117 
BARR 3.9 0-40 5.0 0-53 4.0 0-41 6.1 0-51 
SLKDATE 31.7 10-55 28.7 14-51 31.6 13-56 28.8 8-47 
DV 3.8 1.9-4.6 3.9 2.0-5.1 3.9 2.0-5.0 3.6 1,1-5.2 
EXMO 1.4 0-11.6 1.5 0-14.0 0.8 0-12.1 1.3 0-14.8 
RL3 9.7 0-99 9.6 0-99 11.9 0-99 8.8 0-99 
CRW 13.7 10-37 13.9 10-54 16.3 10-40 17.0 10-52 
SLl 3.9 0-45 4.7 0-64 3.8 0-57 4.1 0-84 
CBl 2.6 0-26 2.6 0-29 3.5 0-23 4.5 0-33 
CB2 13.1 0-99 9.3 0-59 18.8 0-99 17.7 0-99 
WEEDS 52.7 0-457 61.0 0-441 53.5 0-391 63.2 0-475 
CULT 3.0 1-7 2.5 0-6 3.2 0-6 3.0 0-5 
PLOW 0.7 0-2 0.6 0-2 0.9 0-2 0.8 0-2 
TILLAFT 4.5 0-9 4.4 0-9 3.2 0-9 3.1 0-9 
PLDEN 329.0 193-623 426.0 208-751 302.6 193-507 376.2 198-692 
PLDATE 26.0 4-56 23.4 5-51 26.0 0-56 22.6 0-49 
PLMETH 0.9 0-1 0.6 0-1 0.3 0-1 0.1 0-1 
ROWWID 30.1 10-41 26.6 3-41 31.0 23-48 28.5 0-46 
ROWSLP 1.7 0-13 1.6 0-10 1.8 0-12 1.6 0-13 
HYMAT 3.1 0-5 3.2 0-5 3.0 0-5 3.1 0-5 
HYCROSS 1.1 0-4 2.1 0-4 1.2 0-4 2.0 0-4 
MANURE 5.1 0-38 5.7 0-45 4.6 0-45 3.7 0-45 
NROW 4.8 0-39 8.7 0-39 2.8 0-38 5.3 0-35 
PROW 6.6 0-29 13.5 0-29 3.4 0-29 7.4 0-29 
KROW 10.0 0-56 18.1 0-56 1.6 0-26 5.1 0-30 
NBDCT 21.3 0-168 88.3 0-280 29.8 0-141 84.4 0-280 
PBDCT 3.5 0-37 11.5 0-78 4.3 0-49 12.1 0-56 
KBDCT 5.0 0-112 26.0 0-149 0.8 0-74 6.8 0-99 
TILE 8.3 0-60 10.4 0-61 1.8 0-56 1.3 0-60 
NRESl 20.3 0-177 55.6 0-336 21.3 0-180 47.4 0-336 
PRESl 9.0 0-81 16.6 0—88 7.1 0-49 12.0 0-88 
KRESl 24.8 0-186 40.0 0-223 14.5 0-140 16.5 0-223 
PRES2 8.2 0-81 16.5 0-88 7.1 0-49 15.2 0—88 
a^ta were stratified as follows: ETl-East Iowa, Time 1; ET2 - East 
Iowa, Time 2; WTl-West Iowa, Time 1; and WT2 - West Iowa, Time 2. 
V^ariables are described in Table 3. 
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Table 4. Continued 
„ . ETl ET2 WTl WT2 
(n=717) Cn=697) (n=608) (n=635) 
Mean Range Mean Range Mean Range Mean Range 
KRES2 20.9 0-167 37.8 0-223 15.2 0-149 18.1 0-223 
PRESS 7.3 0-81 13.4 0-88 5.5 0-49 11.0 0—88 
NCODEl 20.2 8—40 23.7 8-40 22.9 8-40 25.0 8—40 
PHI 14.2 2-30 14.8 1-29 15.6 2-32 16.1 1-32 
STN 69.0 25-100 62.5 24-100 65.9 28-100 60.6 31-100 
STPl 25.5 5-80 35.0 5-80 25.9 7-80 33.3 5-80 
STKl 137.0 35-300 148.5 41-300 244.3 70-300 245.3 85-300 
THAHOR 37.0 0-61 35.1 0-61 32.8 0-61 32.9 0-61 
PAWC 22.9 6-30 22.6 6-30 27.6 18-31 27.1 8-31 
DRAIN 48.2 10-85 44.9 10-85 39.8 25-90 40.5 10-90 
GPL 25.2 5-40 23.8 5-40 28.6 12-56 28.9 10-58 
CMAX 32.8 5-60 31.1 5-56 32.2 11-60 33.3 4-60 
DCMAX 58.8 20-127 61.6 20-127 44.2 15-127 47.9 15-127 
BIG 4.5 1-5 4.3 1-5 4.9 3-5 5.0 3-5 
SLOPE 3.0 0-16 3.4 0-16 5.6 0-21 5.1 0-19 
LOESS/T 0.1 0-1 0.1 0-1 0.1 0-1 0.1 0-1 
TILL 0.5 0-1 0.5 0-1 0.02 0-1 0.03 0-1 
PALEO 0.03 0-1 0.02 0-1 0.01 0-1 0.03 0-1 
SAND 0.1 0-1 0.1 0-1 0.02 0-1 0.03 0-1 
GOLLUV 0.01 0-1 0.01 0-1 0.1 0-1 0.1 0-1 
ALLUV 0.1 0-1 0.1 0-1 0.2 0-1 0.2 0-1 
PHMIN 15.3 4-36 14.0 4-36 21.8 9-40 22.3 9-40 
DPHMIN 36.2 18-97 41.2 18-97 29.2 15-99 30.3 15-99 
DCAL 24.5 0-137 15.6 0-137 42.4 0-137 44.3 0-137 
STP2 18.1 5-94 19.8 5-98 16.0 5-84 17.0 5-90 
STK2 35.6 14-117 35.0 14-117 70.6 23-294 76.3 25-294 
TWP 19.8 2-34 21.0 2-34 19.8 6-34 19.7 6-34 
RANGE 15.8 0-38 12.1 0-38 40.5 32-48 40.8 32-48 
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(THAHOR to STK2) were the same for both periods of time, but marked dif­
ferences occurred between areas. 
Correlation analysis Simple correlation coefficients between 
all linear variates included for each data set were determined at the 
same time as the initial multiple regression was computed by Helarctos 
II program. If the correlation coefficient between two variables was 
greater than ^ 0.45 in any one of the four data sets, the correlations 
between the two variables in all data sets were listed in Table 5 for 
comparison and discussion. An 7.nspection of Table 5 shows noticeable 
differences among the correlation coefficients in the four data sets. 
The high correlations between YIELD and the BARR, SLKDATE, DV, 
PLDEN, and NBDCT variables suggested that they were the prime variables 
associated with com yield variability in the data sets under study. The 
correlations between YIELD and both PLDEN and BARR were similar for all 
conditions except WT2 in which the correlation between YIELD and PLDEN 
was less and that between YIELD and BARR was greater than in the other 
data sets. These effects probably reflected the severe moisture stress 
in 2 years of the Time2 period in most of western Iowa. YIELD and DV 
(moisture stress) were more highly correlated in both the ET2 and WT2 
data sets than in the Timel period. The higher correlation between 
YIELD and DV in the ET2 than in the WT2 data set, although moisture 
stress was somewhat more severe in western Iowa on the average, may be 
due to the expression of the DV effects through other environmental 
factors, particularly BARR in the WT2 data set. 
The YIELD and SLKDATE were more highly correlated in the ETl and WTl 
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Table 5. Simple correlation coefficients between yield, management, 
climatic, and soil variables in the ETl, ET2, WTl, and WT2 
data sets& 
r-values for^  
Between variables 
ETl ET2 WTl WT2 
YIELD and PLDEN .47 .53 .54 .28 
BARR -.43 -.48 -.44 -.57 
SLKDATE -.54 -.29 —. 48 -.29 
NBDCT .37 .52 .30 .31 
DV .24 .50 .12 .39 
PLDEN and ROWWID -.20 -.46 -.25 -.38 
NBDCT .38 .56 .32 .41 
HYGROSS .06 .48 .09 .28 
CRW and NCODEl .51 .24 .45 .32 
PLDATE and SLKDATE .69 .57 .63 .47 
PLMETH and TWP .40 .14 .55 .33 
NROW and PROW .79 .82 .82 .91 
KROW .68 .53 .43 .62 
PROW and KROW .88 .72 .63 .78 
NBDCT and PBDCT .36 .49 .31 .34 
KBDCT .30 ,53 .07 .34 
NRESl .34 .45 .46 .44 
PBDCT and KBDCT .70 .72 .39 .56 
NRESl and PRESl .82 .85 .71 .76 
KRESl .78 .75 .56 .53 
STPl .33 .53 .40 .41 
PRESl and KRESl .93 .90 .75 .75 
STPl .27 .53 .27 .36 
KRESl and STPl .26 .51 .21 .29 
PRES2 and KRES2 .87 .87 
_c c 
SLOPE and ROWSLP .71 .57 .45 .46 
THAHOR -.56 -.52 -.63 -.55 
DRAIN -.42 -.42 -.49 -.45 
T^he correlation coefficients between two variables are listed for 
all data sets if the correlation was greater than iO.45 in one of the 
data sets. 
N^umber of observations were 717, 697, 608, and 635 for ETl, ET2, 
WTl, and WT2, respectively. 
CNot tested. 
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Table 5. Continued 
Between r-values for^  
variables ETl ET2 WTl WT2 
ROWSLP and THAHOR -.52 -.38 -.35 -.29 
PHI and PHMIN .55 .42 .86 .83 
DCAL .37 .22 .62 .54 
STPl and STKl .51 . 66 .45 .51 
ALLUV .28 .16 .53 .45 
STKl and STK2 .67 .46 .52 .54 
EXMO and PAWC .18 .13 -.42 -.53 
CMAX .52 .53 .56 .61 
PALEO .31 .36 .25 .52 
PAWC and CPL .50 .55 -.34 -.28 
CMAX .59 .62 -.44 -.34 
SAND -.70 -.70 -.50 -.50 
TWP and RANGE .34 .12 .64 .64 
CMAX -.55 -.58 -.04 -.10 
TILL .58 .56 -.16 -.14 
RANGE and PHMIN .42 .29 .53 .54 
DPHMIN -.47 -.37 -.01 -.02 
DCAL .60 .59 .44 .41 
STP2 — .48 -.40 -.35 -.31 
THAHOR and DRAIN .49 .47 .49 .39 
DCMAX .31 .15 .50 .39 
BIO .53 .53 c c 
DRAIN and CPL .65 .68 .50 .57 
CMAX .60 .63 .65 .71 
SAND —. 48 -.51 -.07 -.12 
ALLUV .22 .23 .51 .50 
GPL and CMAX .57 .65 .75 .75 
SAND —. 48 -.52 .06 -.03 
DPHMIN -.40 -.49 -.14 -.17 
CMAX and SAND —. 48 -.54 -.01 -.11 
DCMAX and STP2 .06 -.04 .49 .46 
STK2 .05 -.02 .55 .51 
BIO and STP2 -.63 -.62 c c 
TILL and STP2 -.58 -.58 -.09 -.11 
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Table 5. Continued 
Between r-values for" 
variables ETl ET2 WTl WT2 
ALLUV and DPHMIN .04 .04 .51 .47 
STK2 .09 .10 .61 .66 
PHMIN and DCAL .72 .61 .75 .70 
DPHMIN and STP2 .51 .51 .42 .46 
DCAL and STP2 -.46 -.38 -.60 -.55 
data than in the Time2 period. This effect may be related to larger 
correlations between PLDATE and SLKDATE in Timel than in Time2 although 
both mean PLDATE and SLKDATE were about 3 days earlier in Time2 than 
in Timel. 
The YIELD-NBDCT correlations were higher in the East than in the 
West, particularly in Time2. The NBDCT and PLDEN variables were 
important ones in this study, as they have been in most reported re­
search. The relationship between PLDEN and NBDCT in only the ET2 data 
set has to be considered with some reserve due to the high correlation 
(0.56) between them; this indicated that high values of PLDEN were 
associated with high values of NBDCT and that the effects of each may 
be difficult to separate in the final regression model. 
The correlations between the predictor variables in Table 5 were 
considered in the selection of variables for the final models. If two 
variables were correlated more than ±0.60, alternate models were run 
to select the variable retained in the final model. Variables corre­
lated between *0.50 and ±0.60 were retained, but it was recognized that 
66 
this degree of correlation could cause distortion of their regression 
coefficients and influence their relationships with YIELD. Variables 
correlated less than iO.50 generally have not caused problems in 
interpreting the relationships in the models (Henao, 1976). The dif­
ferences in the correlation coefficients among the four data sets, how­
ever, may influence the significances of the variables and their quad­
ratic and interaction effects in the final models. These, thus, may 
contribute to the different variable mixes in the final models. The 
correlation effects will be discussed in the following paragraphs. 
As one would anticipate, environmental variables (RL3 to WEEDS) 
did not show strong correlations except that the positive CRW-NCODEl 
correlations were higher in Timel than in Time2. This showed that corn 
rootworm damage increased in 2nd-year to continuous com. The decrease 
in the correlation from Timel to Time2 indicated that more efficient 
chemical control was used in Time2 than in Timel. 
In the planting group, the correlations between PLDEN and both 
ROWWID and HYCROSS were higher in Time2 than in Timel, particularly in 
the East, reflecting the increased use of narrower row widths and of 
single-cross hybrids during the last half of the study. The higher 
correlations between PLMETH and TWP in Timel than in Time2 showed that 
hill dropping was more prevalent in northern Iowa than in southern Iowa. 
Only the high correlation of 0.55 for the WTl data set was of any con­
cern. 
Systematic strong correlations occurred between variables of the 
fertility management group, particularly within the row-applied and 
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within the residual nutrients in most data sets (Table 5). These 
showed the necessity of testing alternate models for most of these 
intercorrelated variables in order to avoid distortion of the regres­
sion coefficients which would occur if all of them were included in the 
same model. The common practice by farmers of applying fertilizers 
at similar nutrient ratios prevented, due to intercorrelations, the 
study of all individual nutrient effects on yields. The correlations 
involving K fertilizer were less in the west, particularly in Timel, 
because considerably less K fertilizer was applied (Table 4). Because 
of the high intercorrelations, only one of the row-applied nutrients 
and one of the residual nutrients in the first and second years after 
application could be included in the final models. The correlations 
among the broadcast nutrients were not high enough to limit their use 
in any of the data sets. Positive correlations between the residual 
nutrients and STPl, particularly in the ET2 data set, showed that the 
residual effects of P from fertilizer and manure also increased STPl 
levels. 
The SLOPE and ROWSLP variables were more highly correlated in the 
East than in the West (Table 5) because less com was planted on the 
contour in the East. The negative correlations between SLOPE and both 
THAHOR and DRAIN were similar in all data sets. The high SLOPE-THAHOR 
correlations are of concern because they may cause some distortion in 
their regression coefficients. Both variables are of interest because 
soils are mapped in Iowa by slope and erosion classes. Erosion class 
and THAHOR are very highly correlated (Henao, 1976). The THAHOR was 
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also positively correlated with DRAIN in all data sets, DCMAX in the 
West, and BIO in the East (not tested in the West). 
Among the pH-related soil variables, PHI (pH of plow layer) was 
much more highly correlated with both PHMIN and DCAL in the West than 
in the East, where liming of the acid surface soils has changed the 
natural pH relationships between the surface soil and subsoil. The 
correlations between PHMIN and DCAL were very high in all data sets. 
One or two of these variables need to be deleted in all data sets after 
testing in alternate models. The RANGE variable (E-W location) was posi­
tively correlated with PHMIN, particularly in the West, negatively cor­
related with DPHMIN only in the East, positively correlated with DCAL, 
particularly in the East, and negatively correlated with STP2. Since 
RANGE is highly correlated with annual precipitation in Iowa (Salih, 
1980), it is an index of one of the climatic factors affecting soil 
formation and many soil parameters. 
The STPl and STKl variables were positively correlated and more 
highly correlated in Time2 than in Timel due to increased rates of 
fixed-ratio fertilizers over the time span studied (Table 4). The 
higher positive correlations between STPl and ALLUV in the West showed 
that STPl levels of alluvial soils compared to deep loess-derived soils 
were relatively higher in the West than in the East. The soil test K 
levels in the plow layer (STKl) and subsoil (STK2) were highly and 
positively correlated. 
The available nutrient levels in the subsoil were correlated with 
other soil variables but not uniformly over the state. STP2 was highly 
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correlated with DCMAX in the West only, with TILL in the East only, with 
BIO in the East (not tested in the West), with DPHMIN in all areas, 
and with DCAL, particularly in the West. STK2 was highly correlated 
with both DCMAX and ALLUV in the West only. 
The texture-related variables of GPL, CMAX, DRAIN, PAWC, EXMO, and 
parent material variables of SAND (<1.27 m to sand), ALLUV, and PALEO 
were all highly intercorrelated (Table 5). Thus, several of them would 
need to be deleted from some or all of the final models. The clay vari­
ables of CMAX and CPL were positively and very highly correlated; thus, 
both were related to drainage, moisture holding capacity, and to soil 
weathering (clay and pH distributions). The EXMO (excess moisture in­
dex) was highly correlated with CMAX in all data sets, with the high-
clay PALEO parent material, and with the PAWC variable in the West. 
The PAWC variable was highly correlated with the SAND versus LOESS 
parent material comparison and positively correlated with CPL and CMAX 
in the East but negatively correlated to a lesser degree in the West. 
These reversals in sign were due to different ranges in the clay distri­
butions in the East data sets than in the West data sets (Table 4). In 
the East, the lower clay (higher sand) soils dominated the sign of the 
relationship between PAWC and clay but, in the West, the higher clay 
soils dominated the sign. This behavior indicated that the relationship 
between PAWC and clay was curvilinear, particularly if the data were 
combined over the entire state. 
The DRAIN variable was positively and very highly correlated with 
both CPL and CMAX. These correlations showed that internal drainage 
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became poorer as clay increased. DRAIN was also negatively correlated 
with SAND parent material in the East and positively correlated with 
ALLUV parent material, particularly in the West. Both CPL and CMAX 
were negatively correlated to the same degree with SAND parent materi­
al, as expected from the previous discussion. 
The two location variables of TWP and RANGE were correlated with 
several variables. The correlations between RANGE (E-W location) and 
the pH-related variables were discussed previously. TWP was highly cor­
related with RANGE in the West data sets because the sample areas were 
on either side of the line northwest from Adams to Lyon County. TWP 
(S-N location) was negatively correlated with CMAX in the East (which 
showed that the highest clay subsoils occurred in the southern part of 
the area) and positively correlated with TILL parent material (which 
showed that most till-derived soils occurred in northern Iowa). 
In summary, the correlation analysis showed that: (1) wide differ­
ences existed in the degree of correlation between the majority of the 
predictor variables, depending on the area of the state and the time 
period; (2) correlations between variables were similar in all data sets 
in about one-third of the cases; these were chiefly the ones previously 
reported in the literature, such as, slope and thickness of A horizon, 
between some management variables, excess moisture and high clay content 
in the subsoil, poor drainage and high clay content in the soil profile, 
etc.; (3) increased levels with time, such as plant density and NPK 
fertilizer usage caused these variables to be more highly correlated in 
some data sets than in others ; (4) the total number of simple 
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correlations between the predictor variables in the East increased from 
Timel to Time2 but remained the same for both periods of time in the 
West; and (5) generally, the differences in the r-values within the 
same area from one time period to the other were expected, either from 
the theoretical or empirical basis. 
Model selection For each data set (ET1-WT2), a series of multi­
ple regressions of yield on linear or quadratic functions of selected 
variables were performed to find out which were the most significant 
terms. These quadratic models were designated as the QETl, QET2, QWTl, 
and QWT2 series corresponding to the ETl, ET2, tJTl, and WT2 data sets, 
respectively. The variates included in the yield regressions for the 
QETl and QET2 series are presented in Table 6 and those included for 
the QWTl and QWT2 series are listed in Table 7. A total of 60 pre­
dictor variables along with 38 quadratic functions of these variables 
were included in the QETl and QET2 series. A total of 59 predictor vari­
ables with 36 quadratic functions were included in the QWTl and QWT2 
series. 
Because the stepwise backward model selection process was fully 
explained by Sridodo (1980; pp. 111-116), we will present only a brief 
summary of the steps followed for each model series. All the successive 
steps for the QWTl series are illustrated in Appendix Table A5. 
The models tested for each model series are presented in Table 8. 
Some conclusions can be drawn from this table. The initial regressions 
of YIELD on all variates had R^ -values of 0.806, 0.845, 0.788, and 0.821 
for Models QETl-1 to QWT2-1, respectively. Although these values were 
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Table 6. Variâtes included in the regressions of com yield on the 
linear or quadratic functions of selected variables. Models 
QETl and QET2 series 
Variate Variate Variate 
1 YIELD^  35 STN 68 WEEDS2 
2 TREND 36 STPl 69 PLDATE2 
3 PLDEN 37 STKl 70 SLKDATE^  
4 BARE 38 DV 71 MANURE^  
5 RL3 39 EXMO 72 NR0W2 
6 CRW 40 PAWC 73 PROW^  
7 SLl 41 NCODEl 74 KROW^  
8 CBl 42 HYMAT 75 NBDCT? 
9 CB2 43 HYCROSS 76 PBDCT? 
10 WEEDS 44 TWP 77 KBDCT? 
11 CULT 45 RANGE 78 SLOPE? 
12 PLOW 46 TIIAHOR 79 ROWSLP? 
13 TILLAFT 47 DRAIN 80 PHI? 
14 PLDATE 48 CPL 81 STN? 
15 SLKDATE 49 CMAX 82 STPl? 
16 PLMETH 50 DCMAX 83 STKl? 
17 ROWWID 51 BIO 84 DV? 
18 MANURE 52 LOESS/T 85 EXMO? 
19 NROW 53 TILL 86 PAWC? 
20 PROW 54 PALEO 87 NCODEl? 
21 KROW 55 SAND 88 TWP? 
22 NBDCT 56 ALLUV 89 RANGE? 
23 PBDCT 57 PHMIN 90 THAHOR? 
24 KBDCT 58 DPHMIN 91 DRAIN? 
25 TILE 59 DCAL 92 CPL? 
26 NRESl 60 STP2 93 CMAX? 
27 PRESl 61 STK2 94 BIO? 
28 KRESl 95 PHMIN? 
29 PRES2 62 TREND^  96 DCAL? 
30 KRES2 63 PLDEN^  97 STP2? 
31 PRES 3 64 BARR2 98 STK2? 
32 SLOPE 65 RL32 99 CRW? 
33 ROWSLP 66 CB12 
34 PHI 67 CB22 
®YIELD is the dependent variable regressed on 60 predictor vari­
ables. 
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Table 7. Variâtes included in the regressions of com yield on the 
linear or quadratic functions of selected variables, Models 
QWTl and QWT2 series 
X. Variate X. Variate X. Variate 
X X I  
1 YIELD 
2 TREND 
3 PLDEN 
4 BARR 
5 KL3 
6 CRW 
7 SLl 
8 CBl 
9 CB2 
10 WEEDS 
11 CULT 
12 PLOW 
13 TILLAF 
14 PLDATE 
15 SLKDATE 
16 PLMETH 
17 ROWWID 
18 MANURE 
19 NROW 
20 PROW 
21 KROW 
22 NBDCT 
23 PBDCT 
24 KBDCT 
25 TILE 
26 NRESl 
27 PRESl 
28 KRESl 
29 PRES2 
30 PRES3 
31 SLOPE 
32 ROWSLP 
33 PHI 
34 STN 
35 STPl 
36 STKl 
37 DV 
38 EXMO 
39 PAWC 
40 NCODEl 
41 HYMAT 
42 HYCROSS 
43 TWP 
44 RANGE 
45 THAHOR 
46 DRAIN 
47 CPL 
48 CMAX 
49 DCMAX 
50 LOESS/T 
51 TILL 
52 PALEO 
53 SAND 
54 COLLUV 
55 ALLUV 
56 PHMIN 
57 DPHMIN 
58 DCAL 
59 STP2 
60 STK2 
61 TREND^  
62 PLDEN^  
63 BARR2 
64 RL3^  
65 CRW2 
66 CBI2 
67 CB22 
68 WEEDS2 
69 PLDATE2 
70 SLKDATE 
71 MANURE2 
72 NR0W2 
73 PROW^  
74 KR0W2 
75 NBDCT2 
76 PBDCT2 
77 KBDCT? 
78 SL0PE2 
79 R0WSLP2 
80 PHI2 
81 STN^  
82 STP12 
83 STKI2 
84 DV2 
85 EXMO2 
86 PAWC2 
87 NC0DE12 
88 TWp2 
89 RANGE2 
90 TIIAH0R2 
91 DRAIN2 
92 CPL2 
93 CMAX? 
94 PHMIN? 
95 DCAL? 
96 STP22 
l^ELD is the dependent variable regressed on 59 predictor vari­
ables. 
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Table 8. Summary of the model selection steps. Models QETl, QET2, 
QWTl, and QWT2 series 
No. of 
vari- Identification 
ates 
QETl- 1 98 Complete model, all variates listed in Table 6 .806 
4 94 Deleted BARR and SLKDATE variables from Model 
QETl-1 .695 
25 33 Final model, deleted 61 highly correlated and 
nonsignificant variates from Model QETl-4 .657 
QET2- 1 98 Complete model, all variates listed in Table 6 .845 
4 94 Deleted BARR and SLKDATE variables from Model 
QET2-1 .757 
17 43 Final model, deleted 51 highly correlated and 
nonsignificant variates from Model QET2-4 .736 
QWTl- 1 95 Complete model, all variates listed in Table 7 .788 
4 91 Deleted BARR and SLKDATE variables from Model 
QWTl-1 .679 
17 34 Final model, deleted 57 highly correlated and 
nonsignificant variates from Model QWTl-4 .649 
QWT2- 1 95 Complete model, all variates listed in Table 7 .821 
4 91 Deleted BARR and SLKDATE variables from Model 
QWT2-1 .621 
15 40 Final model, deleted 51 highly correlated and 
nonsignificant variates from Model QWT2-4 .566 
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above the R^ -value of 0.772 that Sridodo (1980) had in his initial 
quadratic Model A-1 for all of Iowa, his Model A-1 did not include the 
2 
soil variable group. The different R -values of the final models showed 
some disparities among the data sets. They increased from Timel to Time2 
within each area, and they were higher in the East than in the West. 
As shown in Table 8, deletion of the BARR and SLKDATE variables " 
reduced the R^ -values markedly to 0.695, 0.757, 0.679, and 0.621 in 
Models QETl-4 to QWT2-4, respectively. Thus, the explanation of 
yield variation was reduced by 11% for Model QETl-4, 9% for Model 
QET2-4, 11% for Model QWTl-4, and 20% for Model QWT2-4, as compared to 
the initial models. If the phenomenon of the importance of the BARR 
and SLKDATE variables can be interpreted as general indexes of stress 
conditions, we can infer that the mildest climatic and environmental 
conditions occurred in the ET2 data set and the most restrictive in the 
WT2 data set. This inference is consistent with the findings of Sridodo 
2 (1980) who found a 16% decrease in the R after deleting these two vari­
ables. A statewide equation would tend to overestimate the effects of 
these variables in the East and underestimate them in the West. This 
is expected since the use of only one equation tends to average the 
variable effect. 
After the fourth model of each series, the BARR and SLKDATE vari­
ables were deleted from all subsequent models because they appeared to 
be yield components (Sridodo, 1980) and to confound some of the other 
variable effects on yield due to intercorrelations (Henao, 1976). 
Deletion of some highly correlated variables by testing them in 
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alternate models and deletion of nonsignificant variates were the model 
selection steps from the fourth to the final model in each series. The 
2 R -values for the final models with variates selected at the 10% sig­
nificance level were 0.657 for Model QETl-25, 0.736 for Model QET2-17, 
0.649 for Model QWTl-17, and 0.566 for Model QWT2-15. These values 
showed that elimination of 61, 51, 57, and 51 highly correlated and 
nonsignificant variates in the Models QETl—QWT2 series.reduced the pre­
diction capability of the equations by 4%, 2%, 3%, and 6% for each data 
set, respectively. The highest reduction in the WT2 data set (6%) and 
the lowest in the ET2 data set (2%) (as occurred when BARR and SLKDATE 
variables were deleted) suggested that the variables and the way they 
were selected were unable to account for considerable yield variability 
under restrictive climatic and/or environmental conditions. 
Contrasting of variables among models The regression statistics 
of the final quadratic models of com yield on selected variates for 
Models QETl-25 and QET2-17 are given in Table 9, and those for Models 
QWTl-17 and QWT2-15 are given in Table 10. All the regression coeffi­
cients for the quadratic variates were significant at either the 10%, 
5%, or 1% level. The analyses of variance for these models are given 
in Appendix Table A6. 
Climatic variables This group included the DV (moisture 
stress) and EXMO (excess moisture) indexes. The DV regression coeffi­
cients in Tables 9 and 10 showed that this variable had a curvilinear 
effect on yield only for the ET2 data set, with YMAX occurring at DV = 
4.7 units. For ETl, WTl, and WT2 data sets, the yields decreased 
Table 9. Regression statistics of the final quadratic models of corn yield on selected variates. 
Models QETl-25 and QET2-17 
Model QETl-25* Model QET2-17^  
Variable^  i^ Quadratic i^ Quadratic 
Linear Squared effect^  Linear Squared effect^  
DV 
EXMO 
8.74** 
-1.75** 
— — 52.62** 
-0.83** 
-5.615** YMAX at 4.7 
CRW 
SLl 
CBl 
CB2 
WEEDS 
0.945** 
0.173** 
-0.0355** 
-0.0390"" YMAX at 12 
-0.368** 
-0.231** 
1.018** 
-0.0353** 
-0.0559** YMAX at 9 
PLOW 
PLDEN 
PLDATE 
PLMETH 
ROWWID 
ROWSLP 
HYMAT 
HYCROSS 
-1.8* 
0.175** 
-0.220** 
-2.10++ 
1.41** 
-0.000169** YMAX at 518 0.0957** 
-0.237** 
-0.138* 
1.94** 
1.01** 
-0.0000621++ 
-0.341** 
YMAX at 771 
YMAX at 3 
MANURE 
PROW 
NBDCT 
TILE 
NCODEl 
0.190** 
0.213** 
0.0888** 
0.0653** 
-0.811** 0.00921** YMIN at 44 
0.300** 
0.1143** 
0.0846** 
-0.553** 
-0.00623++ 
-0.000362** 
0.01039* 
YMAX at 24 
YMAX at 160 
YMIN at 27 
I^ntercept = -51.9**, R^  = 0.657, no. of variates = 33, and no. of observations = 717. 
^Intercept = -100.5**, = 0.736, no. of variates = 43, and no. of observations = 697. 
cunits of the variables are given in Table 3; their means and ranges are given in Table 
dvalue of the X variable associated with YMAX (maximum yield) orYMIN (minimum yield), if present. 
**,*,"^ Significant at the 1%, 5%, and 10% levels, respectively, in this and all subsequent tables. 
Table 9. Continued 
Model 0ET1-25& Model QET2-17^  
Variable c i^ Quadratic i^ Quadratic 
Linear Squared effect^  Linear Squared effect^ 
PHI 
STN 
STPl 
STKl 
0.206** 
0.860** 
0.388** 
0.1065** 
-0.00549** 
-0.00395** 
-0.000202* 
YMAX at 78 
YMAX at 49 
YMAX at 264 
0.481** 
0.921** 
0.260** 
-0.00665** 
-0.00194* 
YMAX at 69 
YMAX at 67 
THAHOR 
DRAIN 
CPL 
BIO 
SLOPE 
TILL 
PALEO 
SAND 
ALLUV 
STK2 
DCAL 
0.132** 
-0.238** 
5.95** 
0.529** 
-4.84++ 
-0.709* YMAX at 4.2 
0.175** 
0.180 
1.549** 
-4.55** 
-5.21++ 
-4.24* 
-4.83* 
-0.202* 
0.142** 
-0.00258"' 
-0.0960* 
0.00162 
-0.00104* 
I++ 
YMAX at 35 
YMAX at 8 
YMIN at 62 
YMAX at 68 
TWP 
RANGE 
-0.292** 
-0.314** 
-0.209** 
-0.671** 0.01235* YMIN at 27 
Table 10. Regression statistics of the final quadratic models of com yield on selected vari­
âtes, Models QWTl-17 and QWT2-15 
Model QWTl-17 Model QWT2-15 
Variable bi 
Linear Squared effect" Linear Squared effect^  
DV 4.96** __  9.73** 
EXMO -0.93* — — -0.94** 
RL3 -0.084** —  —  — —  0.203* -0.00272** YMAX at 37 
CRW -0.364** — — —  -0.394** — 
SLl —  —  — — — —  -0.450** — 
CBl — —  —- 0.496* -0.0247** YMAX at 10 
CB2 0.274** -0.00329** YMAX at 42 0.176* -0.00207++ YMAX at 43 
WEEDS -0.0240** — —  -0.0296** — —  
PLOW -2.14* MM -1.58++ — — — —  
PLDEN 0.0901** —  —  — — 0.254** -0.000274** YMAX at 464 
PLDATE -0.215** 0.467 -0.01147++ YMAX at 20 
ROWSLP — —  — —  — — -1.79* 0.192* YMIN at 4-7 
HYMAT — —  1.11++ — 
MANURE 0.145** — 
PROW 0.164* — —  — —  — 
NBDCT 0.0473** 0.0670** ^ — 
PBDCT 0.0853"^  —  —  0.102 -0.00440++ YMAX at 12 
NCODEl -0.563* 0.00757++ YMIN at 37 -0.139* — 
PRESl 0.113** — —  — — — — 
PRES2 — —  — 0.0662++ — 
Intercept = 78.0*, = 0.649, no. of variates = 34, and no. of observations = 608. 
I^ntercept = -20.3, = 0.566, no. of variates = 40, and no. of observations = 635. 
U^nits of the variables are given in Table 3; their means and ranges are given in Table 4. 
V^alue of the X variable associated with YMAX (maximum yield) or "YMIN (minimum yield). 
Table 10. Continued 
Variable^  Quadratic i^ Quadratic 
Linear Squared effect^ Linear Squared effect^ 
Model QWTl-17^  Model QFr2-15^  
PHI 
STN 
STPl 
STKl 
THAHOR 
PAWC 
DRAIN 
CPL 
TILL 
PALEO 
COLLUV 
ALLUV 
DPHMIN 
DCAL 
TWP 
0.863** 
1.037** 
0.508** 
0.0245** 
-11.71** 
0.0961* 
2.172** 
-8.18* 
0.0555 
0.469 
-0.0196* 
-0.00606** 
-0.00561** 
0.235** 
-0.0369** 
-0.000609++ 
-0.0207** 
YMAX at 22 
YMAX at 86 
YMAX at 45 
YMIN at 25 
YMAX at 29 
YMAX at 46 
YMAX at 11 
0.265** 
0.234** 
0.588** 
0.500** 
-6.24** 
0.967** 
7.70* 
8.45** 
4.10++ 
0.0920* 
-0.822* 
-0.00654** 
-0.00920** 
0.155** 
-0.00856** 
YMAX at 45 
YMAX at 27 
YMIN at 20 
YMAX at 56 
0.0160 
.++ 
YMIN at 26 
linearly by 8.7, 5.0, and 9.7 q/ha, respectively, per unit decrease of 
DV (more moisture stress). 
Table 11 shows the relative changes in yield in each final model 
for variables with significant quadratic terms. As DV values decreased 
over the observed range from 5.0 to 2.0 (moisture stress increased), 
the yield reductions were about 26, 40, 15, and 29 q/ha for ETl to WT2, 
respectively (Table 11). However, as DV decreased from 5.0 to 3.0, 
yield reductions were 18, 15, 10, and 19 q/ha for the respective condi­
tions . 
If yield potential was high, as in ET2, three units of DV decreased 
yield more than in other data sets. If other factors such as PLDEN were 
limiting yields, as in WTl, the linear response to DV was flatter (less 
slope). Although, the effect of DV on YIELD appeared larger in ET2, 
the average slope of the yield response was steeper than the others only 
below DV = 3.0. This suggested that within the restricted relevant 
range of DV from 5.0 to 3.0 units, the responses of YIELD to DV were 
similar. Unless interactions in later models put some limits on the 
yield responses to DV, the DV effects in some conditions, however, will 
cause serious errors of estimation if these models are used to estimate 
yields for another condition. At DV = 2, yield differences of about 
25 q/ha may occur if Models QET2-17 and QWTl-17 are used to estimate 
yields of each other's data set. 
The linear effects of the EXMO index (Tables 9 and 10) showed that 
yields were decreased about the same per unit of EXMO in all data sets, 
except in ETl where the effect of EXMO on YIELD was about twice that 
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Table 11. Relative changes in yield (AY) for variables with signifi­
cant quadratic terms. Models QETl-25, QET2-17, QWTl-17, 
and QWT2-15® 
Variable, unit, 
and level^  
AY (q/ha)^  
QETl-25 QET2-17 QWTl-17 QWT2-15 
DV (coded): 5 (none) 0 0 0 0 
4 (slight) -8.8 -2.0 -5.0 -9.7 
3 (moderate) -17.6 -15.4 -10.0 -19.4 
2 (severe) -26.4 -39.9 -15.0 -29.1 
1 (v. severe) — — -38.8 
RL3 (%): 0 — 0 0 
20 —— — -1.7 3.0 
40 — -3.4 3.8 
60 — -5.1 2.4 
80 — —6.8 -1.2 
100 — -8.5 —6.9 
CBl (cav./lO stalks): 0 0 0 — 0 
8 5.1 4.5 — 2.4 
16 5.2 2.0 — 1.6 
24 0.2 -7.8 — -2.3 
32 -24.7 — -9.4 
CB2 (cav./lO stalks): 0 0 0 0 
20 3.5 4.2 2.7 
40 6.9 5.7 3.7 
60 10.4 4.6 3.1 
80 13.9 0.9 0.8 
100 17.4 • -5.5 -3.1 
PLDEN (stalks/ha): 20,000 0 0 0 0 
30,000 9.5 6.5 9.0 11.7 
40,000 14.7 11.2 18.0 18.0 
50,000 17.0 15.7 27.0 18.7 
60,000 15.9 18.4 — 13.9 
70,000 19.9 — 3.7 
PLDATE (decoded): Apr. 20 0 0 0 0 
May 10 -4.4 -4.7 -4.3 4.5 
May 30 —8.8 -9,4 —8.6 0.1 
June 19 -13.2 -14.1 -12.9 -13.5 
I^f a variable had a quadratic term in at least one model, then the 
changes in yield are also shown for linear terms of that variable in 
other models. 
V^alues are shown only for significant variables and within the 
observed range of the variable. 
CThe base level was chosen by agronomic criteria. 
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Table 11. Continued 
Variable, unit, 
and level 
AY (q/ha) 
QETl-25 QET2-17 QWTl-17 QWT2-15 
MANURE (MT/ha): 0 0 0 0 
10 1.9 2.4 1.5 — 
20 3.8 3.5 3.0 — 
30 5.7 3.4 4.5 — 
40 7.6 2.0 6.0 — 
NBDCT (kg N/ha) : 0 0 0 0 0 
80 7.1 6.9 3.8 5.4 
160 14.2 9.0 7.6 10.8 
240 — 6.6 — 16.2 
PBDCT (kg P/ha) : 0 — — 0 0 
15 — — 1.3 0.6 
30 — — 2.6 -0.9 
45 — — 3.9 -4.3 
60 — — — -9.7 
NCODEl (coded): 10 0 0 0 0 
20 -5.4 -2.4 -3.4 -1.4 
30 -8.9 -2.8 -5.2 -2.8 
40 -10.5 -1.0 -5.5 -4.2 
PHI (decoded): 5.0 0 0 0 0 
6.0 2.1 4.8 6.7 2.7 
7.0 4.2 9.6 9.4 5.4 
8.0 6.3 14.6 8.2 8.1 
STN (pp2m): 25 0 0 0 0 
50 11.2 10.5 14.6 5.9 
75 15.5 12.8 21.6 11.8 
100 13.0 6.7 21.0 17.7 
STPl (pp2m): 5 0 0 0 0 
25 5.4 4.1 6.8 7.9 
45 7.7 6.6 9.1 10.5 
65 6.7 7.5 7.0 7.8 
STKl (pp2m): 60 0 — 0 — 
140 5.3 — 2.0 — 
220 8.0 — 4.0 — 
300 8.1 — 6.0 — 
THAHOR (cm): 0 0 0 — 0 
10 1.3 1.8 — 4.8 
20 2.6 3.6 6.3 
30 3.9 5.4 6.7 
40 5.2 7.2 —— 5.3 
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Table 11. Continued 
Variable, unit. " 
and level QETl-25 QET2-17 QWTl-17 QWT2-15 
PAWC (cm): 30 — — 0 0 
25 — — -6.1 -11.4 
20 — —— -0.4 -15.1 
DRAIN (coded); 30 — 0 0 0 
50 — -0.5 1.9 5.6 
70 — -3.1 3.8 4.4 
90 — —7.8 5.8 -3.6 
GPL (%): 25 0 — 0 — 
35 -2.4 — -0.4 — 
45 -4.8 — -8.2 — 
55 — — -23.4 — 
SLOPE (%): 0 0 0 — — 
4 2.2 4.7 — — 
8 4.4 6.3 — — 
12 6.6 4.8 — — 
DCAL (decoded. cm) : 0 — 0 0 — 
38 — 5.1 4.1 — 
76 — 7.2 6.3 — 
114 — 6.4 6.9 — 
Z152 — 2.4 5.6 — 
TWP (decoded): 70 0 0 0 0 
80 -2.9 -2.1 0.6 -4.9 
90 -5.8 -4.2 -3.0 -6.7 
100 -8.7 -6.3 -10.8 -5.3 
RANGE; 0 0 0 — —— 
12 -3.8 -6.3 — 
24 -7.6 -9.0 — 
36 -11.4 -8.2 — 
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in the other conditions. The yield decrease was 1.75 q/ha per unit 
increase of EXMO for ETl and from 0.83 to 0.94 q/ha in the other data 
sets. 
Environmental variables This group included the RL3 to 
WEEDS variables. The RL3 variable had an effect on yields only in the 
West (Tables 9 and 10). In the WTl data set, yield was decreased 0.08 
q/ha per 1% increase of root lodged plants. In WT2, RL3 had a much 
different effect on yield (Table 11); yield increased as RL3 increased 
to 37% and then decreased at higher root lodging. Sridodo (1980) dis­
cussed some of the possible causes of having a YMAX associated with 
environmental variables which are expected to have detrimental effects 
on yields. His most general one was an association between the best 
managed, highest yielding fields and higher degrees of infestation of 
some environmental variables. 
Com rootworm damage (CRW) significantly decreased yields linearly 
in all data sets except ETl (Tables 9 and 10). From CRW=10 (no damage) 
to 50 (severe), yields were decreased from 14.6 to 15.8 q/ha in the 
three data sets. 
Stalk lodging below the ear (SLl) had significant negative effects 
on yields only in Time2 for both areas. This effect was twice as large 
in WT2 as in ET2, or -0.45 and -0.23 q/ha, respectively, per 1% increase 
in stalk lodging. 
The CBl (first-brood corn borer) had no significant effect on 
yield in the WTl data set, but had curvilinear effects in the other 
models (Tables 9 and 10). The curvilinear effects of CBl on yield were 
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similar between 0 to 12 cavities/10 stalks, around which YMAX occurred 
in all models. At moderately-severe to severe infestations (20 to 30 
cavities/10 stalks), yield responses differed in magnitude from 5 to 
15 q/ha between ET2 and WT2, as can be seen in Table 11. 
The CB2 (second-brood corn borer) had a linear, positive effect 
on yield for ETl but had no significance for ET2. For the West, YMAX 
values were associated with CB2=42 and 43 cavities/10 stalks for WTl 
and WT2, respectively. Table 11 shows that, like the case with CBl, 
the curvilinear effects of CB2 on yield were similar between 0 and the 
levels associated with YMAX levels. At severe infestations, yield dif­
ferences of up to 23 q/ha occurred when contrasting ETl with WTl or 
WT2. The CB2 effects, however, were similar in WTl and lfT2 at all in­
festation levels. 
The positive effects of light and moderate infestations of both 
CBl and CB2 on yield are unlikely to occur in controlled experiments. 
However, in nonexperimental data, their effects may be confounded with 
other effects. CBl populations were highest in early planted, high 
fertility fields and CB2 populations were highest in later maturing 
fields with high fertility levels. Very few fields had chemical control 
treatments which would have reduced the confounding effects associated 
with corn borer levels. 
WEEDS had similar negative linear effects on yields in all data 
sets. In the East, they reduced yields for both ETl and ET2 at a rate 
of 3.5 q/ha per 1000 kg/ha of total weeds. In the West, WEEDS reduced 
yields less than in the East and at the rates of 2.4 and 3.0 q/ha per 
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1000 kg/ha for WTl and WT2, respectively. 
Tillage and planting variables This group consisted of 
the PLOW to HYCROSS variables in Tables 9 and 10. The PLOW variable 
showed that plowing in the spring or no-plowing reduced yields signifi­
cantly as compared to plowing in the fall in all data sets, except ET2. 
The yield reductions varied from 1.6 to 2.1 q/ha per coded unit from 
fall to spring to no-plowing. 
The PLDEN (plant density) effects on yield varied among data sets 
(Tables 9 and 10). As shown in Table 11, the yield responses (AY) to 
PLDEN were similar for ETl and WT2 in which YMAX occurred at PLDEN = 
518 and 464, respectively. The responses were different for WTl, par­
ticularly at the higher PLDEN levels outside of the relevant range, 
because of the linear yield response to PLDEN. The yield responses to 
PLDEN for ET2 were different in most respects from the other conditions. 
The flatter response curve for ET2 with YMAX at PLDEN = 771 gave 
responses that were less than for other conditions at low PLDEN levels 
and greater than for the others (except WTl) at the high PLDEN levels. 
If one model is used to predict yields for another condition, dis­
similarities of about 7 q/ha may occur at PLDEN = 200 to 400; these may 
range from about 6 to 41 q/ha at PLDEN = 700. The diverse effects of 
PLDEN on yield among the data sets, especially outside of the relevant 
ranges, clearly showed that serious errors of estimation can occur if 
these models are used to estimate yields for other conditions. 
Negative linear effects of PLDATE (planting date) on yields were 
similar for all data sets except WT2 (Tables 9 and 10). In the case of 
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WT2, YMAX was attained at PLDATE = 20 (May 10). At coded PLDATE levels 
of 20 and 40, yield differences of about 9 q/ha occurred between those 
data sets with linear responses and the WT2 data set with a quadratic 
response (Table 11). 
PLMETH (planting method) showed a significant effect only in ETl 
where drilling increased yield over hill dropping by 2.1 q/ha (Table 9). 
In the other data sets, the effect of PLMETH on yield was nonsignifi­
cant. 
The effect of ROWWID (row width) on yield was significant only in 
ET2, where YIELD was decreased by 0.14 q/ha per cm increase in row width 
over 71 cm (Table 9). This means the yields were increased as ROWWID 
decreased. Research on narrowing rows from 102 to 76 cm had shown yield 
increases of 4-6% (Benson, 1982). This is very close to the estimate we 
had for ROWWID, since 26 units of change in ROWWID gave a AY of 3.6 q/ha. 
This is about 5% of the mean yield of 74 q/ha for ET2 (Table 4). 
The effect of ROWSLP (row slope) on yield cannot be compared between 
data sets. To be effective, ROWSLP needs to be used along with SLOPE 
and the SLOPE*ROWSLP interaction. All of these effects were tested 
later in the interaction models. 
HYMAT (relative hybrid maturity) had similar, significant, posi­
tive effects on yields only in ETl and WT2. The yield increases were 
1.4 and 1.1 q/ha per HYMAT coded unit for ETl and WT2, respectively 
(Tables 9 and 10). Since one yield component of later-maturing hybrids 
is larger ear size, later hybrids can compensate to a certain extent if 
PLDEN is low. Mean PLDEN in ET2 was 426 versus 329 in ETl; the higher 
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PLDEN could have diminished the importance of later maturity com. On 
the other hand, PLDEN increase lagged in the West (376 in WT2). 
The HYCROSS variable affected yield only in ET2, increasing yields 
by 1.0 q/ha per coded unit from double-cross to 3-way cross to modified-
single cross to single-cross hybrids. Very few crosses other than 
doubles were grown in Timel (Table 4). The single and modified-single 
crosses would have yielded relatively better under nonstress than stress 
conditions. Also, they would have yielded best where yield potential 
was highest as in ET2. 
Fertility management variables The MANURE variable had no 
significant effect on yield in WT2, similar positive linear effects in 
ETl and WTl, and a curvilinear effect in ET2 in which YMAX occurred 
at MANURE = 24 MT/ha. At higher rates than 24 MT/ha, the response to 
MANURE in ET2 deviated from the other data sets (Table 11); within the 
range of 0 to 20 MT/ha, small yield differences occurred among the data 
sets. 
The PROW variable had similar, positive, linear effects on yields 
only in the Timel period (Tables 9 and 10). This variable increased 
yields by 0.21 and 0.16 q/ha per kg increase of P applied in the row 
for ETl and WTl, respectively. For Time2, higher mean PBDCT values 
(Table 4) along with higher mean STPl values may be why PROW had less 
effect on yield. 
The NBDCT (N fertilizer other than row N) effects on yield varied 
among data sets (Tables 9 and 10), but not as much as with PLDEN. As 
shown by the AY values in Table 11, the differences in yield responses. 
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within the relevant NBDCT range of 0 to 160, were small to moderate, 
with the responses in ETl greater and those in WTl less than the 
others. Above 160 kg/ha of N, yield differences among the four condi­
tions became larger because of the linear yield responses in all 
except ET2 which was curvilinear with a YMAX at NBDCT = 160. The 
linear responses are not agronomically logical at the high N rates. 
The effect of PBDCT (P fertilizer other than row P) on yield was 
nonsignificant in the East. In WTl, PBDCT increased yields linearly 
by 0.085 q/ha per kg increase of P. In WT2, PBDCT had a curvilinear 
effect with YMAX at PBDCT = 12. Table 11 shows that the AYs for 
PBDCT were small at the low P levels, but the large negative yield 
effect from high P levels in WT2 will cause large errors in estimated 
yields if its model is used to estimate yields for other conditions. 
The TILE variable was not tested in the West where tile drainage 
is not a common practice. In the East, yield responses were positive 
with increases of 0.065 and 0.085 q/ha per meter closer to the tile 
line, for ETl and ET2, respectively (Table 9). The importance of TILE 
was slightly greater in ET2 because of higher yield potential in the 
Time2 period. 
The negative effects of coded NCODEl (number of years after legume 
meadow) on corn yields were greater for ETl than for WTl (Tables 9 and 
10), probably because the higher average PLDEN of ETl put more stress on 
the N availability. The yield reductions from first-year to fourth-year 
or continuous corn are due primarily to decreased N availability. The 
effects of NCODEl on yield were similar in both areas in Time2 and were 
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less negative in Time2 than in Timel (Table 11). These differences 
reflected the much higher average rates of NBDCT applied in Time2. The 
different effects of NCODEl in the four conditions could contribute to 
sizable errors of estimation if the models were used to estimate yields 
for the other conditions. 
PRESl and PRES2 variables showed similar, positive, linear effects 
on yields only in WTl and WT2, respectively (Table 10). Since both 
were highly correlated with total N and P applied the previous year 
and two years previously, respectively, they are indexes of residual 
nutrients. Their presence in the models will introduce some error if 
the models are used to estimate yields for other conditions. 
Soil tests of plow layer variables The PHI variable had 
positive, linear effects on yield in all data sets, except for a curvi­
linear effect on yield in WTl where YMAX occurred at PHI = 22 (Tables 9 
and 10). The yield responses were similar in all conditions except in 
ET2 where the responses were higher at pH values above 7.0 (Table 11). 
At PH = 8.0, the estimated AY was about 8 q/ha higher in ET2 than the 
others. The linear effect of pH on yield over the full range was un­
expected. 
The STN had a curvilinear effect on yields in all data sets except 
in WT2 where a positive, linear response occurred (Tables 9 and 10). 
The YMAX were attained at STN = 78, 69, and 86 for ETl, ET2, and WTl, 
respectively. Within the relevant range of 25-75 pp2m of STN (Table 
11), differences in AY up to 10 q/ha occurred. STN had a smaller effect 
on AY in Time2 than in Timel because NBDCT rates were considerably higher 
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in TimeZ. 
The STPl variable showed similar curvilinear effects for all data 
sets. YMAX values occurred at STP1=49, 67, 45, and 45 for ETl, ET2, 
WTl, and WT2, respectively (Tables 9 and 10). The AY within the rele­
vant ranges of 5 to 65 pp2m P were slightly larger in the West than in 
the East (Table 11). 
The STKl variable was deleted in an alternate model in ET2 and 
was nonsignificant in WT2. Therefore, it had significant effects on 
yields only in Timel (Tables 9 and 10). For ETl, YMAX occurred at STKl 
= 264 pp2m K. For WTl, the positive linear effect of STKl on yields 
was up to 4 q/ha less than the STKl effect on yield for ETl (Table 11). 
Soil variables The THAHOR (thickness of A horizon) vari­
able had similar, positive, linear effects on yield in the East (Table 
9). In the West, THAHOR was significant only in WT2 and had a curvi­
linear effect on yield, with YMAX occurring at THAHOR = 27 (Table 10). 
Table 11 shows that within the relevant range of 0-40 cm of THAHOR, 
only small differences existed in AY among the data sets. 
The PAWC (plant-available water capacity) had nonsignificant 
effects on yield in the East. In the West, it had curvilinear effects 
on yields with YMIN at PAWC = 25 and 20 for WTl and WT2, respectively 
(Table 10). Within the relevant ranges of 20-30 cm of PAWC, Table 11 
shows that the maximum difference in AY between both data sets was 
about 15 q/ha. The larger yield reduction in WT2 with decreased PAWC 
was caused by the restrictive climatic conditions for WT2. 
The DRAIN (soil drainage class) variable was deleted in ETl due to 
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a high intercorrelation with CPL. In ET2, this variable had a curvi­
linear effect on yield (Table 9) with YMAX at DRAIN =35. In the 
West, DRAIN had a positive, linear effect on yield for WTl and a curvi­
linear effect with YMAX at DRAIN = 56 for WT2. Within the relevant 
range of coded DRAIN = 30 to 70, the difference in AY was as much as 4 
q/ha between WT2 and WTl (Table 11). Comparing ET2 to WT2, the dis­
similarities were up to about 8 q/ha. DRAIN (from well to poorly 
drained) had an adverse effect on yield in the EAST, as expected, and 
an opposite effect in the West. 
CPL (% clay in the plow layer) showed significance in ETl (Table 
9), but in ET2 it was deleted in an alternate model because DRAIN was 
better. In WTl, CPL had a marked, curvilinear effect with YMAX at CPL = 
29 (Table 10). In WT2, the effect of CPL was not significant. In 
Table 11, differences in AY between WTl and ETl occurred above about 40% 
clay, the maximum observed value in ETl. 
BIO (.biosequence) was included only in the East, where it showed a 
curvilinear effect on yield (Table 9) for ETl. A YMAX was obtained at 
BIO =4.2 (transition-prairie intergrade) which had yields about 7 q/ha 
higher than that of the forest-derived soils. 
The SLOPE variable was highly correlated with THAHOR in the West 
and was deleted because THAHOR was better. In the East, this variable 
had a significant, positive, linear effect on yield for ETl and a 
curvilinear effect for ET2, with YMAX at SLOPE = 8 (Table 9). Table 11 
shows that AY values for ETl and ET2 were similar over most of the SLOPE 
range. 
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The TILL variable showed a significant effect on yield only for 
the Time2 period in both areas. In ET2, yields of till-derived soils 
were 4.6 q/ha less than the average of loess-derived soils (Table 9). 
In WT2, however, till-derived soils had higher yields than loess-derived 
soils by 7.7 q/ha (Table 10). This effect was unexpected. 
The PALEO variable had very similar negative effects on yield in 
both time periods in the East. Yields of paleosol-derived soils were 
4.8 and 5.2 q/ha less than those of loess-derived soils for ETl and 
ET2, respectively (Table 9). In the West, PALEO was significant only 
in WTl, decreasing yields by 8.2 q/ha as compared to the loess-derived 
soils. 
The SAND variable had a significant effect on yield only in ET2 
(Table 9), reducing yields by 4.2 q/ha as compared to the average of 
loess-derived soils. 
The COLLUV variable was significant only in WT2 (Table 10), increas­
ing the yield in colluvial-derived soils by 8.5 q/ha as compared to the 
average of loess-derived soils. 
ALLUV had reversed effects during Time2 in the two areas. In ET2, 
ALLUV decreased yields by 4.8 q/ha (Table 9), and in WT2, it increased 
yields by 4.1 q/ha (Table 10) as compared to loess-derived soils. 
DPHMIN was significant only in WT2 (Table 10), increasing the yield 
by 0.09 q/ha per 1 cm increase in depth to the midpoint of the horizon 
with minimum pH. 
The STK2 (soil test K in the subsoil) variable had a significant 
effect on yields only for ET2. For ETl, this variable was highly 
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correlated with STKl and was deleted in an alternate model. In ET2, 
the effect of STK2 was curvilinear with YMIN at STK = 62. Within the 
relevant range of 15-60 pp2m, increasing STK2 had an unexpected, nega­
tive effect on yield of up to 3 q/ha. 
The DCAL variable had a curvilinear effect on yield for ET2 (Table 
9), with YMAX at DCAL = 68 or, decoded, 84 cm to the top of the calcare­
ous horizon. DCAL was highly correlated with RANGE in ETl and was 
deleted in an alternate model. In the West, DCAL was significant only 
in WTl with YMAX at DCAL = 46 or, decoded, 106 cm to the top of the 
calcareous horizon (Table 10). Table 11 shows that AY values increased 
similarly to a maximum for both ET2 and WTl as depth to the calcareous 
horizon below the soil surface increased. The AY then decreased so that 
yields of soils with calcareous horizons greater than 152 cm were 2.4 
and 5.6 q/ha more than those which were calcareous at the surface in 
ET2 and WTl, respectively. 
Location variables The TWP variable had similar, negative 
effects on yield except for some divergence between WTl and WT2 (Tables 
9 to 11). In the West, TWP had reversed curvilinear effects with a 
YMAX at TWP = 11 for WTl and a YMIN at TWP = 26 for WT2; these differ­
ences caused the divergence in TWP effects in the two data sets. 
In the West, the RANGE variable was highly correlated with TWP and 
was deleted in the alternate models. For ETl, RANGE had a negative 
linear effect on yield (Table 9) and for ET2, it had a curvilinear ef­
fect on yield, with YMIN at RANGE = 27. Table 11 shows that differences 
in AY due to the RANGE variable were small. 
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Summary of quadratic models for data stratified by area and time 
(1/4 data sets) To develop the four quadratic models of this subsec­
tion, a factorial stratification of the total observations was made, 
with each data set containing approximately 1/4 of the 2657 observa­
tions. Tlie objectives of this subsection were to develop the final 
quadratic models for the ETl, ET2, WTl, and WT2 data sets and to con­
trast the effects of the predictor variables on com yields among the 
final models. 
The mean values of most variables (except the tillage and soil vari­
ables) were higher in Time2 than in Timel and the differences were more 
accentuated in the East than in the West. The mean values of the soil 
variables showed no differences between time periods, but differences 
occurred between areas. 
The correlation analysis was used, first, to determine which highly-
correlated variables (r ^  ±0.60) needed to be tested in alternate models 
for the model selection process. Second, the contrasting correlation 
coefficients between variables among data sets were studied in detail 
to get more information about the intercorrelations. Wide differences 
existed in the correlations between most predictor variables, depending 
on area of state and time period. Increased levels of the management 
variables with time caused these variables to be more highly correlated 
in some data sets than in others. 
In the model selection process, the BARR and SLKDATE, the highly 
correlated, and the nonsignificant variates were deleted in a series 
of steps to arrive at the following final quadratic models; Models 
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QETl-25, QET2-17, QWTl-17, and QWT2-15 with R^ -values of 0.66, 0.74, 
2 0.65, and 0.57, respectively. The low R -value of Model QWT2-15 sug­
gested that more restrictive climatic conditions occurred in WT2. The 
important contrasts of the variable effects on yield among the condi­
tions will be summarized in the following paragraphs. 
The DV variable had the least detrimental effect in WTl and at 
slight to moderate levels in ET2. EXMO had the greatest detrimental 
effect in ETl but the same effect in all other data sets. More environ­
mental variables affected yields in the West than in the East and in 
Time2 than in Timel. The effects of CBl and CB2 were quite variable at 
higher infestation levels among the conditions. 
In the tillage and planting variables, changes in PLDEN, PLDATE, 
PLMETH, ROWWID, and HYCROSS from Timel to Time2 influenced their effects 
in the data sets. Although PLDEN and PLDATE had significant effects in 
all models, their varying effects on yield, particularly outside of 
their relevant ranges, could cause large errors if one model is used to 
predict for other conditions. The absence or presence of the other vari­
ables, which had small effects, in the models will introduce only small 
errors in predicted yields. 
Within the relevant ranges of the fertility management variables, 
small changes in predicted yields occurred among data sets. For vari­
ables such as NBDCT, PBDCT, and NCODEl, differences in their effects 
occurred at high levels or at the extremes of the observed ranges. The 
presence of some variables with moderate effects in 1 or 2 models may 
introduce moderate errors if the models are used for other conditions. 
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Differences in yield responses to the soil test variables, particularly 
PHI and STN, occurred among the area and time conditions. Some of -.he 
varying effects due to changes in management from Timel to Time2 may be 
accounted for by interactions. 
Several of the soil variables (texture-related variables of PAWG, 
DRAIN, and CPL) had widely differing effects on yields within their 
relevant ranges. Others (DRAIN, TILL, and ALLUV) had reversed effects, 
depending on the area. Another group (BIO, SAND, COLLUV, DPHMIN, and 
STK2) had significant effects in only one data set. Three variables 
(THAHOR, DCAL, and SLOPE) had similar effects on yield in the 2 or 3 
models in which they occurred. Most differences in the soil variable 
effects occurred between areas rather than between time. The location 
variables of TWP and RANGE had similar effects on yields for all data 
sets except opposite curvilinear effects of TWP in WTl and WT2. 
The widely-differing effects of some variables on yield in the four 
models, particularly at the extremes or outside of the relevant ranges, 
may cause large errors if using one model to predict over the full 
range of other data sets. Conversely, restriction of a prediction 
model to only its relevant ranges to reduce the errors of prediction may 
reduce the usefulness of the prediction model. The absence or presence 
in the models of variables which did not have large effects on yields, 
probably will not cause large errors if the models are used to predict 
yields in other data sets. For some of the variables with widely-differ­
ing effects on yields, the inclusion of interactions with other variables 
and some quadratic terms that were deleted, such as the ones for PLDEN, 
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NBDCT, and PHI, may minimize the differences in the yield predictions 
from one condition to another. 
Since only the DV, PLDEN, PLDATE, NBDCT, NCODEl, PHI, STN, STPl, 
and TWP variables were significant in all data sets, most of the dif­
ferences among the four quadratic models could only be seen by stratifi­
cation of the data and could not be detected using a single state-wide 
model. Increasing the precision of the regression coefficients by 
reducing variability and reducing the intercorrelations among predictor 
variables may be further advantages of stratification of the data into 
the four models. 
Data stratified by area or time (1/2 data sets) 
The data stratification gave the following data sets: EAST, WEST, 
TIMEl, and TIME2. Each one had approximately one-half of the total 
number of observations (Table 2). For each one, a regression model was 
developed according to the procedures described previously. 
The means and ranges of the variables included in the yield regres­
sions on soil, weather, and management factors for the EAST, WEST, TIMEl, 
and TIME2 data sets are presented in Table 12. A total of 59 predictor 
variables, besides YIELD, BARR, and SLKDATE, are shown in this table. 
Descriptions of their symbols were presented in Table 3. 
Most of the mean values presented in Table 12 are similar to those 
shown in Table 4 which were discussed in the previous section. Hence, 
a brief summary will be given. Surprisingly, the DV variable showed no 
difference in mean value between EAST and WEST and TIMEl and TIME2, 
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Table 12. Means and ranges of the variables included in the yield re­
gressions on soil, weather, and management variables, 
stratified data for EAST, WEST, TIMEl, and TIME2 series of 
models® 
EAST WEST TIMEl TIME2 
Varia- (n=1414) (n=1243) (n=1325) (n=1332) 
ble^  Mean Range Mean Range Mean Range Mean Range 
YIELD 67.1 12-109 62.7 9-117 60.3 9-105 69.9 9-117 
BARR 4.4 0-53 5.1 0-51 4.0 0-41 5.6 0-53 
SLKDATE 30.2 10-55 30.2 8-56 31.7 10-56 28.8 8-51 
DV 3.8 1.9-5.1 3.8 1.1-5.3 3.9 1.9-5.0 3.8 1.1-5.3 
EXMO 1.5 0-14.0 1.1 0-14.8 1.1 0-12.1 1.4 0-14.8 
RL3 9.7 0-99 10.3 0-99 10.7 0-99 9.2 0-99 
CRW 13.8 10-54 16.7 10-52 14.9 10-40 15.4 10-54 
SLl 4.3 0-64 4.0 0-84 3.9 0-57 4.4 0—84 
CBl 2.6 0-29 4.0 0-38 3.0 0-26 3.5 0-38 
CB2 11.2 0-99 18.3 0-99 15.8 0-99 13.3 0-99 
WEEDS 56.8 0-457 58.5 0-475 53.0 0-457 62.1 0-475 
CULT 2.8 0-7 3.1 0-6 3.1 0-7 2.7 0-6 
PLOW 0.6 0-2 0.9 0-2 0.8 0-2 0.7 0-2 
TILLAFT 4.5 0-9 3.2 0-9 3.9 0-9 3.8 0-9 
PLDEN 376.8 193-751 340.2 193-692 316.9 193-623 402.2 198-751 
PLDATE 24.8 4-56 24.3 0-56 26.0 0-56 23.1 0-51 
PLMETH 0.7 0-1 0.2 0-1 0.6 0-1 0.4 0-1 
ROWWID 28.4 3-41 29.7 0-48 30.5 10-48 27.5 0-46 
ROWSLP 1.7 0-13 1.7 0-13 1.7 0-13 1.6 0-13 
HYMAT 3.2 1-5 3.0 1-5 3.1 1-5 3.2 1-5 
HYCROSS 1.6 1-4 1.6 1-4 1.1 1-4 2.0 1-4 
MANURE 5.4 0-45 4.1 0-45 4.9 0-45 4.8 0-45 
NROW 6.7 0-39 4.1 0-38 3.9 0-39 7.1 0-39 
PROW 10.0 0-29 5.4 0-29 5.1 0-29 10.6 0-29 
KROW 14.0 0-56 3.4 0-30 6.1 0-56 11.9 0-56 
NBDCT 54.3 0-280 57.7 0-280 25.2 0-168 86.4 0-280 
PBDCT 7.4 0-78 8.3 0-56 3.8 0-49 11.8 0-78 
KBDCT 15.4 0-149 3.9 0-99 3.1 0-112 16.9 0-149 
TILE 9.4 0-61 1.5 0-60 5.3 0-60 6.1 0-61 
KCODE 19.4 0-60 16.0 0-60 19.2 0-60 16.4 0-60 
NCODEl 21.9 8-40 24.0 8-40 21.4 8-40 24.3 8-40 
NRESl 37.7 0-336 34.6 0-336 20.8 0-180 51.7 0-336 
PRESl 12.8 0—88 9.6 0—88 8.2 0-81 14.4 0-88 
KRESl 32.3 0-223 15.5 0-223 20,1 0-186 28.8 0-223 
BData were stratified as follows: EAST - eastern Iowa, WEST -
western Iowa, TIMEl - 1957 to 1963, and TIME2 - 1964 to 1970. 
V^ariables are described in Table 3. 
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Table 12. Continued 
Varia-
bleb 
EAST 
(n=1414) 
WEST 
(n=1243) 
TIMEl 
(n=1325) 
TIME2 
(n=1332) 
Mean Range Mean Range Mean Range Mean Range 
PRES 2 12.3 0-88 11.2 0-88 7.7 0-81 15.9 0-88 
KRES2 29.2 0-223 16.7 0-223 18.3 0-167 28.4 0-223 
PRES 3 10.3 0-88 8.3 0-88 6.5 0-81 12.3 0-88 
PHI 14.5 1-30 15.9 1-32 14.9 2-82 15.4 1-32 
STN 65.8 24-100 63.2 28-100 67.6 25-100 61.6 24-100 
STPl 30.2 5-80 29.7 5-80 25.7 5-80 34.2 5-80 
STKl 142.6 35-300 244.8 70-300 186.2 35-300 194.6 41-300 
THAHOR 36.1 0-61 32.8 0-61 35.1 0-61 34.1 0-61 
PAWC 22.7 6-30 27.3 8-31 25.0 6-31 24.7 6-31 
DRAIN 46.6 10-85 40.1 10-90 44.3 10-90 42.8 10-90 
GPL 24.5 5-40 28.7 10-58 26.7 5-56 26.2 5-58 
GMAX 32.0 5-60 32.8 4-60 32.5 5-60 32.1 4-60 
DCMAX 60.2 20-127 46.0 15-127 52.1 15-127 55.1 15-127 
BIO 4.4 1-5 5.0 3-5 4.7 1-5 4.6 1-5 
SLOPE 3.2 0-16 5.4 0-21 4.2 0-21 4.2 0-19 
LOESS/T 0.1 0-1 0.1 0-1 0.1 0-1 0.1 0-1 
TILL 0.5 0-1 0.03 0-1 0.3 0-1 0.3 0-1 
PALEO 0.03 0-1 0.02 0-1 0.02 0-1 0.03 0-1 
SAND 0.1 0-1 0.02 0-1 0.1 0-1 0.1 0-1 
GOLLUV 0.01 0-1 0.1 0-1 0.03 0-1 0.03 0-1 
ALLUV 0.1 0-1 0.2 0-1 0.1 0-1 0.1 0-1 
PHMIN 14.6 4-36 22.0 9-40 18.2 4-40 17.9 4-40 
DPHMIN 38.7 18-97 29.8 15-99 33.0 15-99 36.0 15-99 
DCAL 20.1 0-137 43.4 0-137 32.7 0-137 29.3 0-137 
STP2 18.9 5-98 16.6 5-90 17.2 5-94 18.5 5-98 
STK2 35.3 14-117 73.5 23-294 51.6 14-294 54.7 14-294 
TWP 
RANGE 
20.4 
14.0 
2-34 
0-38 
19.8 
40.7 
6-34 
32-48 
19.8 
27.1 
2-34 
0-48 
20.4 
25.8 
2-34 
0-48 
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Higher mean values for EXMO occurred in the EAST and in TIME2. Most of 
the environmental variables (RL3 to WEEDS) had higher mean values in the 
WEST than in the EAST, but differed little between TIMEl and TIME2, 
except WEEDS which had a higher mean in TIME2. 
The tillage and planting variable means from TIMEl to TIME2 showed 
considerable change as follows: less cultivation, higher plant density, 
earlier planting, more drilled com, narrower row width, and greater use 
of hybrid crosses other than double crosses. Of the fertility manage­
ment variables, the mean row fertilizer nutrients and broadcast K were 
higher in the EAST than in the WEST; means of all fertilizer nutrients 
were much higher in TIME2 than in TIMEl. The STKl means were much higher 
in the WEST than in the EAST; STN decreased and STPl and STKl increased 
from TIMEl to TIME2. 
As anticipated, soil variables had different mean values between 
EAST and WEST, but similar values between time periods. Higher means 
occurred in the EAST than in the WEST for the following: THAHOR, DRAIN, 
DCMAX, DPHMIN, STP2, and TILL. Higher means in the WEST than in the 
EAST occurred for: PAWC, CPL, BIO, SLOPE, PHMIN, DCAL, and STK2. 
Correlation analysis The simple correlation coefficients between 
yield, management, climatic, and soil variables for the 1/2 data sets 
(EAST, WEST, TIMEl, and TIME2) are presented in Table 13. Most of the 
correlations were similar to those in the stratified 1/4 data sets (ETl, 
ET2, WTl, and WT2) which were discussed in the previous section. However, 
for the variables (DV, PLDEN, NBDCT, NCODEl, PHI, STN, STPl, PAWC, 
DRAIN, and CPL) which had large effects on yield in Table 11, the 
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Table 13. Simple correlation coefficients between yield, management, 
climatic, and soil variables in the EAST, WEST, TIMEl, and 
TIME2 data sets* 
_ . . , , r-values for^  
Between variables 
EAST WEST TIMEl TIME2 
YIELD and PLDEN .58 .41 .49 .45 
BARR -.39 — .48 -.43 -.53 
SLKDATE -.46 -.40 -.51 -.28 
NBDCT .55 .35 .33 .42 
PLDEN and TIME .54 .50 
c c 
TREND .65 .58 .33 .39 
NBDCT .65 .53 .31 .49 
HYCROSS .50 .36 -.01 .39 
AREA and RANGE c 
c 
.84 .91 
STKl c c .63 .59 
STK2 c c .50 .54 
PLMETH 
c c 
-.54 -.46 
PAWC c c .53 .58 
TILL c 
c 
-.50 -.49 
PHMIN c c .41 .53 
KROW c c -.40 -.52 
TIME and TREND .84 .85 
c c 
BARR .10 .50 c c 
PLDEN .54 .50 c c 
NBDCT .55 .49 
c c 
TREND and NBDCT .64 .57 .28 .40 
HYCROSS .55 .42 .05 .42 
PLDATE and SLKDATE .65 .58 .66 .53 
NROW and PROW .82 Oo
 
.81 .87 
KROW .64 .57 .59 .58 
PROW and KROW .82 .75 .79 .74 
KROW and RANGE -.25 -.22 —. 48 -.52 
TILL .31 .06 .39 .51 
NBDCT and PBDCT .54 .43 .33 .42 
KBDCT .58 .37 .18 .44 
PBDCT and KBDCT .75 .56 .52 .59 
KCODE and NOCDEl -.54 -.50 -.56 —.48 
®The correlation coefficients between two variables are listed for 
all data sets if the correlation was greater than *0.49 in one of the 
data sets. 
N^umber of observations were 1414, 1243, 1325, and 1332 for EAST, 
WEST, TIMEl, and TIME2, respectively. 
CNot tested. 
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Table 13. Continued 
r-values for 
EAST WEST TIMEl TIME2 
NRESl and PRESl ,84 .75 .77 .81 
KRESl .75 .51 .68 .65 
PRESl and KRESl .91 .73 .87 .84 
PRES2 and KRES2 .88 c .83 . .78 
SLOPE and ROWSLP .64 .46 .52 .48 
THAHOR -.55 -.59 -.61 -.54 
PHI and PHMIN .49 .85 .69 .61 
DCAL ,30 .58 .53 .44 
STPl and STKl .59 .48 .38 .45 
STKl and STK2 .56 .53 .65 .62 
RANGE -.01 .18 .56 .56 
EXMO and PAWC .15 -.50 -.08 -.16 
CMAX .51 .58 .53 .56 
PAWC and CPL .53 -.31 .32 .33 
CMAX ,60 -.38 .22 .25 
SAND -.70 -.50 -.65 -.64 
TWP and RANGE .22 .64 .22 .05 
CMAX -.57 -.07 -.33 -.35 
TILL .57 -.15 .34 .35 
RANGE and PHMIN .38 .54 .55 .60 
DCAL .60 .42 .42 .47 
STK2 nil .13 .44 .52 
THAHOR and BIO .53 c .28 .26 
DRAIN and CPL .67 .54 .47 .52 
CMAX .62 .68 .60 .64 
ALLUV .22 .51 .29 .32 
CPL and CMAX .62 .75 .61 .70 
PHMIN and DCAL .68 .72 .73 .70 
STP2 and BIO -.63 c -.52 -.49 
TILL -.58 -.10 -.37 -.35 
DPHMIN .51 .44 ,48 .49 
DCAL -.42 -.57 -.50 -.45 
STK2 and DCMAX .02 .53 .17 .15 
ALLUV .10 .64 .48 .58 
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differences in r-values between area and/or time stratifications were 
slightly smaller in the 1/2 data sets than in the 1/4 data sets (Tables 
5 and 13). 
The prime variables in the 1/2 data sets associated with YIELD were 
PLDEN, NBDCT, BARR, and SLKDATE (Table 13). The differences in r-values 
for PLDEN and NBDCT were larger between areas than between time periods. 
The reverse occurred for the environmental variables of BARR and 
SLKDATE. For these prime variables, the differences in r-values were 
also slightly smaller than those for the stratified 1/4 data sets. 
The differences in r-values between area and time for all the pre­
dictor variables in the 1/2 data sets in Table 13 were investigated. Of 
the 115 pairs of r-values compared between EAST-WEST and between TIMEl-
TIME2, 40 of them (35%) were similar and 75 (65%) had differences in 
r-values larger than 0.06. Of the 40 similar r-values, 80% were between 
time periods and only 20% were between areas. Of the 75 different r-
values, 38 (51%) were larger between areas than time periods, and only 
12 (16%) were larger between time periods than areas. Of the 38 larger 
differences between EAST-WEST, 63% of them included soil and location 
variables and 37% included the other variables. Of the 12 larger dif­
ferences between TIME1-TIME2, all except one included management and 
environmental variables. 
The differences in r-values of the predictor variables shown in 
Table 13 were less marked than those shown for the 1/4 data sets (Table 
5). The differences in r-values between EAST and WEST (averaged over 
Timel and Time2) in Table 5 showed that 110 (86%) of these differences 
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were larger than 0.06 and only 18 (14%) were similar. Between Time 
periods (averaged over East and West), 68 (52%) of the differences in r-
values were larger than 0.06 and 63 (48%) were similar. 
Several variables were involved in high correlations which varied 
considerably among data sets (Table 13). These included PLDEN, NBDCT, 
AREA, TREND, PBDCT, KBDCT, SLOPE, THAHOR, PHI, PHMIN, STKl, STK2, PAWC, 
CMAX, SAND, DCAL, DRAIN, CPL, RANGE, row applied nutrients, and residual 
nutrients. To limit the correlations between variables to <±0.60 in the 
final models, several alternate models will have to be run. 
In summary, most of the dissimilarities in r-values were found be­
tween areas rather than between time periods. The dissimilarities be­
tween areas were mostly accounted for by soil and location variables 
and those between time periods were mostly accounted for by management 
and environmental variables. Fewer and smaller differences in r-values 
were found between variables in the 1/2 data sets than in 1/4 data sets. 
Most of the important variables were highly correlated with other 
variables and had large differences in r-values between areas and/or 
time periods. This behavior clearly supported the need to use stratifi­
cation of the data to reduce the intercorrelations among the variables. 
This may also give better regression models with less distorted coeffi­
cients and, therefore, with higher prediction capabilities. 
Finally, the variables that needed to be tested in alternate models 
due to high intercorrelations, were again mostly management variables of 
row-applied and residual nutrients, along with several texture-related 
and pH-related soil variables. 
107 
Model selection The quadratic models developed for each 1/2 
data set were designated QEAST, QWEST, QTIMEl, and QTIME2. The vari­
âtes included in the yield regressions for the QEAST and QWEST series 
are presented in Tables 14 and 15, respectively. Those for the QTIMEl 
and QTIME2 series are given in Table 16. 
The summary of the models tested for each series is presented in 
Table 17. This table showed that deletion of the BARR and SLKDATE 
variables had similar effects as in the analysis of the 1/4 data sets, 
that is, they had more detrimental effect on yield in the WEST and 
TIME2 than in the EAST and TIMEl. The effects, however, were less than 
those exhibited in the 1/4 data sets. The BARR and SLKDATE variables 
were deleted from all subsequent models as explained earlier in the 1/4 
data set section. 
Highly-correlated and nonsignificant variates were deleted from 
2 
each series. The R -values for the final quadratic models with vari­
ates selected at the 10% significance level were 0.70, 0.58, 0.63, and 
0.64 for the QEAST, QWEST, QTIMEl, and QTIME2 series, respectively. 
Contrasting of variables among models The regression statistics 
of the final quadratic models of com yields on selected variates for 
Models QEAST-22 and QWEST-10 are given in Table 18, and those for Models 
QTIMEl-16 and QTIME2-15 are given in Table 19. All of the regression 
coefficients for the quadratic variates were significant at the 10%, 
5%, or 1% level. The analyses of variance for these models are given 
in Appendix Table A7. The relative changes in yield in each final model 
are shown in Table 20 for variables which had quadratic effects in one 
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Table 14. Variâtes included in the regression of com yield on the 
linear or quadratic functions of selected variables, Model 
QEAST series 
Variate Variate Variate 
1 YIELD* 35 
2 TIME 36 
3 TREND 37 
4 PLDEN 38 
5 BARR 39 
6 RL3 40 
7 CRW 41 
8 SLl 42 
9 CBl 43 
10 CB2 44 
11 WEEDS 45 
12 CULT 46 
13 PLOW 47 
14 TILLAFT 48 
15 PLDATE 49 
16 SLKDATE 50 
17 PLMETH 51 
18 ROWWID 52 
19 MANURE 53 
20 NROW 54 
21 PROW 55 
22 KROW 56 
23 NBDCT 57 
24 PBDCT 58 
25 KBDCT 59 
26 TILE 60 
27 KCODE 61 
28 NRESl 62 
29 PRESl 63 
30 KRESl 
31 PRES2 64 
32 KRES2 65 
33 PRES3 66 
34 SLOPE 67 
ROWSLP 68 CB12 
PHI 69 CB22 
STN 70 PLDATE^  
STPl 71 SLKDATE 
STKl 72 MAKURE2 
DV 73 NR0W2 
EXMO 74 PROWZ 
PAWC 75 KROW? 
NCODEl 76 NBDCT^  
HYMAT 77 PBDCT? 
HYCROSS 78 KBDCT? 
TWP 79 KCODE? 
RANGE 80 SLOPE^  
THAHOR 81 ROWSLP? 
DRAIN 82 PHI? 
GPL 83 STN? 
CMAX 84 STPl? 
DCMAX 85 STKl? 
BIO 86 DV? 
LOESS/T 87 EXMO? 
TILL 88 NCODEl? 
PALEO 89 TWP? 
SAND 90 RANGE? 
ALLUV 91 THAHOR? 
PHMIN 92 DRAIN^  
DPHMIN 93 CPL? 
DCAL 94 CMAX^  
STP2 95 BIO? 
STK2 96 PHMIN? 
97 DCAL? 
TREND^  98 STP2? 
PLDEN2 99 STK2? 
BARR2 100 PAWC? 
RL32 
Y^IELD is the dependent variable regressed on 62 predictor vari­
ables . 
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Table 15. Variâtes included in the regression of com yield on the 
linear or quadratic functions of selected variables, Model 
QWEST series 
Variâtes Variates Variates 
1 YIELD^  
2 TIME 
3 TREND 
4 PLDEN 
5 BARR 
6 RL3 
7 CRW 
8 SLl 
9 CBl 
10 CB2 
11 WEEDS 
12 CULT 
13 PLOW 
14 TILLAFT 
15 PLDATE 
16 SLKDATE 
17 PLMETH 
18 ROWWID 
19 MANURE 
20 mow 
21 PROW 
22 KROW 
23 NBDCT 
24 PBDCT 
25 KBDCT 
26 KCODE 
27 NRESl 
28 PRESl 
29 KRESl 
30 PRES2 
31 PRES3 
32 SLOPE 
33 ROWSLP 
34 PHI 
35 STN 
36 STPl 
37 STKl 
38 DV 
39 EXMO 
40 PAWC 
41 NCODEl 
42 HYMAT 
43 HYCROSS 
44 TWP 
45 RANGE 
46 THAHOR 
47 DRAIN 
48 GPL 
49 CMAX 
50 DCMAX 
51 LOESS/T 
52 TILL 
53 PALEO 
54 SAND 
55 COLLUV 
56 ALLUV 
57 PHMIN 
58 DPHMIN 
59 DCAL 
60 STP2 
61 STK2 
62 TREND? 
63 PLDEN2 
64 BARR2 
65 RL3? 
66 CRW2 
67 CB12 
68 CB2^  
69 PLDATE^  
70 SLKDATE^  
71 MANURE2 
72 NR0W2 
73 PR0W2 
74 NBDCT^  
75 PBDCT2 
76 KBDCT2 
77 NCODEl^  
78 SL0Pe2 
79 ROWSLP^  
80 PH12 
81 STN2 
82 STPlZ 
83 STK12 
84 DV^  
85 EXMO2 
86 TWP2 
87 RANGE^  
88 THAH0R2 
89 DRAIN^  
90 CPL^  
91 CMAX2 
92 PHMIn2 
93 DCAL^  
94 STP2^  
95 PAWC2 
l^ELD is the dependent variable regressed on 60 predictor vari­
ables . 
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Table 16. Variâtes included in the regressions of com yield on the 
linear or quadratic functions of selected variables. Models 
QTIMEl and QTIME2 series 
Variate i^ Variate 1^ Variate 
1 YIELD* 35 ROWSLP 68^  CBl^  
2 AREA 36 PHI 69C CB22 
3 TREND 37 STN 70<^  WEEDS^  
4 PLDEN 38 STPl 71 PLDATE? 
5 BARR 39 STKl 72 SLKDATE? 
6 RL3 40 DV 73 MANURE? 
7 CRW 41 EXMO 74 NROW? 
8 SLl 42 PAWC 75 PROW? 
9 CBl 43 NCODEl 76 KROW? 
10 CB2 44 HYMAT 77 NBDCT? 
11 WEEDS 45 HYCROSS 78 PBDCT? 
12 CULT 46 TWP 79 KBDCT^  
13 PLOW 47 RANGE 80 NCODEl? 
14 TILLAFT 48 THAHOR 81 SLOPE?, 
15 PLDATE 49 DRAIN 82 ROWSLP'' 
16 SLKDATE 50 CPL 83 PHI? 
17 PLMETH 51 CMAX 84 STN? 
18 ROWWID 52 DCMAX 85 STPl? 
19 MANURE 53 BIO 86 STKl? 
20 NROW 54 LOESS/T 87 DV? 
21 PROW 55 TILL 88 EXMO? 
22 KROW 56 PALEO 89 TWP? 
23 NBDCT 57 SAND 90 RANGE^  
24 PBDCT 58 COLLUV 91 THAHOR? 
25 KBDCT 59 ALLUV 92 DRAIN? 
26 TILE 60 PHMIN 93 CPL? 
27 KCODE 61 DPHMIN 94 CMAX? 
28 NRESl 62 DCAL 95 BIO? 
29 PRESl 63 STP2 96 PHMIN? 
30 KRESl 64 STK2 97 DCAL? 
31 PRES2 98 STP2? 
32 KRES2 65 PLDEN? 99 PAWC? 
33 PRES 3 66 BARR2 
34 SLOPE 67 RL32 
&YIELD is the dependent variable regressed on 63 predictor vari­
ables . 
X^68 variate was CRW^  for QTIME2. 
cx69 variate was CBl^  for QTIME2. _ 
X^70 variate was for QTIME2; the WEEDS variate was not tested 
in QTIME2. 
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Table 17. Summary of the model selection steps. Models QEAST, QWEST, 
QTIMEl, and QTIME2 series 
Model No. of . 2 
vari- Identification R 
ates 
QEAST- 1 99 Complete model, all variates listed in Table 14 .825 
4 95 Deleted BARR and SLKDATE variables from Model 
QEAST-1 .720 
22 46 Final model, deleted 49 highly correlated and 
nonsignificant variates from Model QEAST-4 .703 
QWEST- 1 94 Complete model, all variates listed in Table 15 .781 
2 90 Deleted BARR and SLKDATE variables from Model 
Q1ŒST-1 .601 
10 47 Final model, deleted 43 highly correlated and 
nonsignificant variates from Model QWEST-2 .580 
QTIMEl-1 98 Complete model, all variates listed in Table 16 .780 
2 94 Deleted BARR and SLKDATE variables from Model 
QTIMEl-1 .645 
16 43 Final model, deleted 51 highly correlated and 
nonsignificant variates from Model QTIMEl-2 .628 
QTIME2-1 98 Complete model, all variates listed in Table 16 .808 
2 94 Deleted BARR and SLKDATE variables from Model 
QTIME2-1 .647 
15 41 Final model, deleted 53 highly correlated and 
nonsignificant variates from Model QTIME2-2 .635 
Table 18. Regression statistics of the final quadratic model of corn yield on selected vari­
âtes, Models QEAST-22 and QWEST-10 
Model QEAST-22* Model QWEST-10^  
V&iri" 
,. c b. Quadratic b. Quadratic 
— 3 effect^  — effect^  Linear Squared Linear Squared 
DV 41.95** -4.417** YMAX at 4.7 15.51** -1.059* YMAX at 7.3 
EXMO -1.28** — — -0.87** — 
RL3 0.095* -0.00106++ YMAX at 45 -0.085** —— — —  
CRW -0.380** —— — -0.281** 
SLl -0.233** •— — — -0.306** — 
CBl 1.059** -0.0515** YMAX at 10 0.357* -0.0207** YMAX at 9 
CB2 0.0827** — —  0.246** -0.00256** YMAX at 48 
WEEDS -0.0336** -0.0224** — — 
PLOW -1.49* -1.37* — —  
PLDEN 0.1386** -0.0001011** YMAX at 685 0.280** -0.000296** YMAX at 473 
PLDATE 0.111 -0.00618* YMAX at 9 0.263 -0.00872* YMAX at 15 
PLMETH -1.81* — — — — — 
ROWSLP 1.11** -0.2004** YMAX at 3 -1.07* 0.1060* YMIN at 5 
HYCROSS 1.19** — — — — 
MANURE 0.316** -0.00697** YMAX at 23 0.0894* — — —— 
NBDCT 0.1113** -0.000295** YMAX at 189 0.0701** 
PBDCT M — —  — — 0.138++ -0.00482* YMAX at 14 
KBDCT -0.167* 0.00266* YMIN at 31 
TILE 0.0716** —— — 
NCODEl -0.205** — —  —•— -0.710** 0.00984** YMIN at 36 
I^ntercept-= —116.8**, = 0.703, no. of variates = 46, and no. of observations = 1414. 
I^ntercept = -44.8**, = 0.580, no. of variates = 47, and no. of observations = 1243. 
M^eans and ranges of the variables are given in Table 12. 
dvalue of the X variable associated with YMAX or YMIN. 
Table 18. Continued 
Model QEAST-22^  Model QWEST-10^  
Vari-  ^  ^
able^  i Quadratic i Quadratic 
Linear Squared Linear Squared eriect 
PRESl 
PRES2 
0.0465* 
0.0544* 
PHI 
STN 
STPl 
STKl 
THAHOR 
PAWC 
DRAIN 
CPL 
DCMAX 
BIO 
SLOPE 
TILL 
PALEO 
COLLUV 
ALLUV 
DPHMIN 
TWP 
RANGE 
0.843** 
0.598** 
0.335** 
0.0156* 
0.0639"^  
1.471** 
-0.0796* 
0.0270+^  
1.032** 
0.370* 
-2.71** 
-4.41* 
0.321 
-0.186** 
-0.0187* 
-0.00349** 
-0.00311** 
-0.0315* 
YMAX at 23 
YMAX at 86 
YMAX at 54 
YMAX at 23 
-0.0139** YMAX at 12 
0.730** 
0.821** 
0.662** 
0.211"*^  
-6.006** 
0.674** 
1.265** 
-0.211"^ 
-5.26* 
5.99** 
2.84++ 
0.0576* 
-0.268** 
-0.0158* 
-0.00472** 
0.00700** 
-0.00446** 
0.1335** 
-0.00615** 
-0.0203** 
YMAX at 23 
YMAX at 87 
YMAX at 47 
YMAX at 24 
YMIN at 22 
YMAX at 55 
YMAX at 31 
Table 19. Regression statistics of the final quadratic model of com yield on selected vari­
âtes, Models QTIMEl-16 and QTIME2-15 
Model QTIMEl-16^  Model QTIME2-I5^  
ableC Quadratic 1^ Quadratic 
Linear Squared effect" Linear Squared effect* 
DV 6.01** 17.38** -0.907++ YMAX at 9.6 
EXMO -1.33** — -0.900** — 
KL3 -0.049** 0.124* -0.00161* YMAX at 38 
CRW -0.298** — -0.384** — — 
SLl — -0.351** — —  
CBl 0.552** -0.0302** YMAX at 9 0.654** -0.0308** YMAX at 11 
CB2 0.280** -0.00295** YMAX at 47 — 
WEEDS -0.0284** — -0.0336** 
PLOW -1.84** w — — 
PLDEN 0.199** -0.000191** YMAX at 521 0.1385** -0.000109** YMAX at 635 
PLDATE -0.230** — — — — 0.198 -0.00806* YMAX at 12 
ROWWID — -0.119* 
HYMAT 0.874* •—— 
HYCROSS — 0.806** 
MANURE 0.153** • 0.254** -0.00572* YMAX at 22 
PROW 0.215** — 
NBDCT 0.0666** 0.0998** -0.000253** YMAX at 197 
PBDCT 0.103** — —  — — — — 
I^ntercept = -58.0**, = 0.628, no. of variates = 43, and no. of observations = 1325. 
I^ntercept = -54.7**, = 0.635, no. of variates = 41, and no. of observations = 1332. 
'^ Means and ranges of the variables are given in Table 12. 
V^alue of the X variable associated with YMAX or YMIN. 
Table 19. Continued 
Model QTIMEl-16^  Model QTIME2-15^  
i^ Quadratic i^ Quadratic 
 ^  ^ Linear Squared effect Linear Squared effect^  
TILE 
NGODEl 
PRESl 
PHI 
STN 
STPl 
STKl 
THAHOR 
PAWC 
DRAIN 
CPL 
BIO 
SLOPE 
TILL 
PALEO 
DCAL 
TWP 
RANGE 
0.0453* 
-0.809** 
0.062* 
0.667** 
0.931** 
0.501** 
0.0267** 
0.099** 
0.293 
6.91** 
0.606* 
-2.81** 
-5.81** 
0.0222 
0.072 
-0.096** 
0.0112** 
-0.0157* 
-0.00572** 
-0.00507** 
-0.00701++ 
-0.896** 
-0.0282++ 
-0.0004037 
-0.0102* 
YMIN at 36 
YMAX at 21 
YMAX at 81 
YMAX at 49 
YMAX at 21 
YMAX at 3.9 
YMAX at 11 
YMAX at 28 
YMAX at 3.5 
0.0564* 
-0.581** 
1.038** 
0.654** 
0.399** 
0.478** 
-0.973 
0.444** 
0.0716* 
0.219 
-0.482** 
0.0102** 
-0.0193* 
-0.00419* 
-0.00376** 
-0.00612** 
0.0282++ 
-0.00513** 
-0.000656* 
-0.0124** 
0.00876** 
YMIN at 28 
YMAX at 27 
YMAX at 78 
YMAX at 53 
YMAX at 39 
YMIN at 17 
YMAX at 43 
YMAX at 55 
YMAX at 9 
YMIN at 28 
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Table 20. Relative changes in yield (AY) for variables with signifi­
cant quadratic terms. Models QEAST-22, QWEST-10, QTIMEl-16, 
and QTIME2-15^  
Variable and level 
AY (q/ha)b 
QEAST-22 QWEST-10 QTIMEl-16 QTIME2-15 
DV (coded): 5 (none) 0 0 0 0 
4 (slight) -2.2 -6.0 -6.0 -9.3 
3 (moderate) -13.2 -14.1 -12.0 -20.3 
2 (severe) -33.1 -24.3 -18.0 -33.1 
1 (v. severe) -36.7 — -47.8 
RL3(%): 0 0 0 0 0 
20 1.5 -1.7 -1.0 1.8 
40 2.1 -3.4 -2.0 2.4 
60 1.9 -5.1 -3.0 1.7 
80 0.8 -6.8 -4.0 -0.4 
100 -1.1 -8.5 -5.0 -3.7 
CBl (cav./lO stalks): 0 0 0 0 0 
8 5.1 1.5 2.4 3.2 
16 3.7 0.4 1.1 2.5 
24 -4.3 -3.4 -4.2 -2.1 
32 -18.9 -9.8 -13.3 -10.6 
CB2 (cav./lO stalks); 0 0 0 0 —— 
25 2.1 4.6 5.1 
50 4.2 5.9 6.6 
75 6.3 4.9 4.4 
100 8.4 -1.0 -1.5 
PLDEN (stalks/ha): 20,000 0 0 0 0 
30,000 8.8 13.2 10.4 8.4 
40,000 15.5 20.5 16.9 14.6 
50,000 20.3 21.8 19.6 18.7 
60,000 23.0 17.3 18.5 20.5 
70,000 23.8 6.8 — 20.2 
PLDATE (decoded); Apr. 20 0 0 0 0 
May 10 -0.2 1.8 -4.6 0.7 
May 30 -5.4 -3.4 -9.2 -5.0 
June 19 -15.6 -15.6 -13.8 -17.2 
I^f a variable had a quadratic term in at least one model, then 
AY are also shown for the linear function of the variable if it 
occurred in other models. 
V^alues are presented only for significant variables and within 
the observed range of the variable. 
117 
Table 20. Continued 
Variable and level (q/ha) 
QEAST-22 QWEST-10 QTIMEl-16 QTIME2-15 
MANURE (m/ha) : 0 0 0 0 0 
10 2.5 0.9 1.5 2.0 
20 3.6 1.8 3.0 2.8 
30 3.2 2.7 4.5 2.5 
40 1.5 3.6 6.0 1.0 
NBDCT (kg N/ha): 0 0 0 0 0 
80 7.0 5.6 5.3 6.4 
160 10.2 11.2 10.6 9.5 
240 9.7 16.8 — 9.4 
PBDCT (kg P/ha): 0 — 0 0 — 
15 — 1.0 1.5 — 
30 — -0.2 3.0 — 
45 — -3.6 4.5 — 
60 — -9.1 — — 
NCODEl (coded): 10 0 0 0 0 
20 —2.1 -4.2 -4.7 -2.8 
30 -4.1 -6.3 -7.2 -3.5 
40 —6.2 -6.5 -7.5 -2.1 
PHI (decoded): 5.0 0 0 0 0 
6.0 6.7 5.7 5.1 8.5 
7.0 9.4 8.3 7.1 13.0 
8.0 8.5 7.7 5.9 13.8 
STN (pp2m) : 25 0 0 0 0 
50 8.4 11.7 12.6 8.5 
75 12.4 17.5 18.0 11.8 
100 12.1 17.4 16.2 9.8 
STPl (pp2m) : 5 0 0 0 0 
25 4.9 9.1 6.9 5.8 
45 7.2 12.5 9.9 8.5 
65 7.1 10.4 8.7 8.2 
THAHOR (cm): 0 0 0 0 0 
10 0.6 1.7 1.0 4.2 
20 1.3 2.4 2.0 7.1 
30 1.9 2,3 3.0 8.8 
40 2.3 1.3 4.0 9.3 
Table 20. Continued 
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Variable and level (q/ha) 
QEAST-22 QWEST-10 QTIMEl-16 QTIME2-15 
PAWC (cm); 30 0 0 0 
25 1.3 -6.7 — -2.9 
20 1.0 -6.7 — -4.4 
15 —0.8 -0.1 — -4.4 
10 -4.2 — — -3.1 
DRAIN (coded): 30 0 0 — 0 
50 -1.6 3.6 — 0.7 
70 -3.2 2.4 — -2.8 
90 —4.8 -3.9 — -10.3 
CPL (%): 15 — 0 0 
25 — 4.5 0.1 — 
35 — 5.0 -1.2 — 
45 — 1.4 -3.8 — 
55 — -6.2 -7.9 — 
BIO (coded): 1 0 — 0 — 
2 1.0 — 4.3 — 
3 2.1 — 6.7 — 
4 3.1 — 7.3 — 
5 4.1 — 6.2 — 
SLOPE (%): 0 0 0 0 — 
5 1.9 -1.1 2.3 — 
10 3.8 -2.2 3.2 — 
15 5.7 -3.3 2.7 — 
20 — -4.4 0.8 — 
DCAL (decoded. cm) : 0 — — 0 0 
38 — — 3.2 3.9 
76 — — 5.3 5.9 
114 — — — 6.2 6.0 
1^52 — — 5.9 4.3 
TWP (decoded): 70 0 0 0 0 
80 0.4 -5.4 —1.3 -0.3 
90 -1.9 -8.0 -4.7 -3.1 
100 -7.0 -10.7 -10.1 -8.3 
RANGE: 0 0 — 0 0 
12 -2.2 — -1.2 -4.5 
24 -4.5 — -2.3 -6.5 
36 -6.7 — -3.5 -6.0 
48 — — -4.6 -3.0 
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or more models. If a quadratic effect of a variable was listed, the 
linear effects in other models, if significant, were also listed. 
Because the contrasting of variables effects on yield among the 
1/4 data set models showed different yield responses to a number of 
variables, depending on the models contrasted, the AREA*TIME interac­
tion was interpreted to be significant. In this section, the results 
related to the AREA*TIME interaction also will be discussed. 
Climatic variables The DV variable had slightly different ef­
fects on yields in both areas (Table 18), but it had larger differences 
between time periods (Table 19). As shown in Table 20, AY differences 
up to about 8 q/ha occurred between time periods within the relevant 
range of DV = 3 to 5; a greater AY difference of 15 q/ha occurred at 
DV = 2. Less effect of DV on yield was expected for the TIMEl period 
because low PLDEN and inadequate fertility frequently limited yields 
and fewer sites had severe moisture stress in this time period. A maxi­
mum difference of about 9 q/ha between EAST and WEST occurred at DV = 2, 
which is at the lower limit of the relevant range. As expected because 
of averaging over time, the differences in AY between EAST and WEST 
were smaller than those in the models of the 1/4 data sets (Table 11). 
The EXMO variable had slightly different negative, linear effects 
on yield (Tables 18 and 19). These reflected the larger E3ÎM0 effect in 
Model ETl than in the other models of the 1/4 data sets (Tables 9 and 10). 
Environmental variables All of the environmental variables had 
similar, but slightly less, effects on yield in the 1/2 data sets 
(Tables 18-20) than in the 1/4 data sets (Tables 9-11). The CBl and 
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CB2 effects on yield were positive at light to moderate infestations, 
as they were in the 1/4 data sets; these unrealistic effects were dis­
cussed previously. The RL3 variable generally had opposite effects on 
yield (Table 20); it had negative, linear effects in the WEST and TIMEl 
and curvilinear effects in the EAST and TIME2, in which yield increased 
to a maximum and then decreased as RL3 increased. RL3 had no effects 
on yield in ETl and ET2, but had opposite effects in the WTl and WT2 
data sets (Table 11) as occurred in the 1/2 data sets. 
Tillage and planting variables The effects of all tillage 
and planting variables on yield in the 1/2 data sets (Tables 18-20) 
were generally slightly less than their effects in the 1/4 data sets 
(Tables 9-11). The PLDEN effects on yield in the EAST, WEST, TIMEl, 
and TIME2 data were curvilinear and similar up to about 60,000 plants/ha 
(Table 20). The YIELD-PLDEN relationships were more reasonable in these 
data sets than in the 1/4 data sets (Table 11). 
The effect of the PLDATE variable on yield was curvilinear in 3 of 
the 4 data sets with YMAX occurring from April 29 to May 5 (Tables 18 
and 19). The similar effects of PLDATE effects in most of the 1/2 
data sets were more reasonable than those in the 1/4 data sets (Tables 
9-11) in which 3 of the 4 had negative, linear responses to PLDATE. 
Benson (1982) reported that little difference in yield, on the average, 
occurred from planting dates ranging from April 16 to May 12. 
Of the other variables, the effect of PLOW was significant, nega­
tive, and linear in 3 of 4 data sets (Tables 18 and 19) but was slightly 
less negative than in an equal number of the 1/4 data sets (Tables 9 and 
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10). The PLMETH, ROWWID, HYMAT, and HYCROSS variables were significant 
in only 1 or 2 of the 4 data sets in each group; their effects on 
yield were slightly less in the 1/2 than in the 1/4 data sets. The 
effect of ROWSLP alone on yield has little meaning; it was retained 
because it will be used in the interaction models. 
Fertility management variables The effects of the most 
important variables (MANURE, NBDCT, and NCODEl) on yields were similar 
in the EAST, WEST, TIMEl, and TIME2 data sets, except for some devia­
tion at the highest levels (Tables 18-20). These effects were similar 
to their effects in the 1/4 data sets (Tables 9-11) except that the 
effects were less variable among the 4 models of the 1/2 data sets 
than in those of the 1/4 data sets. One additional curvilinear func­
tion occurred in the models for the 1/2 data sets for the MANURE and 
NBDCT variables as compared to the models for the 1/4 data sets. 
The PBDCT variable had significant effects on AY in 2 of 4 models 
in each data set. The effects were quite different within the data 
sets (Tables 11 and 20) but the PBDCT effects on AY were the same in 
WT2 and WEST and in WTl and TIMEl. The KBDCT variable was significant 
in the WEST only. It had been deleted from several of the models in 
the 1/4 and 1/2 data sets because of its high correlation with PBDCT. 
Of the other fertility management variables, the TILE variable 
had linear, positive effects on yields in all models (Tables 18 and 
19) ; the effects were similar to those in the ETl and ET2 data sets 
(Table 9). The PROW, PRESl, and PRES2 variables had similar effects 
on yields in the 1 or 2 models that each appeared in both the 1/4 and 
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1/2 data sets. 
Soil tests of plow layer variables The soil test variables 
had similar effects on yields in the different models of the 1/2 data 
sets (Tables 18-20). They generally had somewhat similar effects in 
these models as in those for the 1/4 data sets (Tables 9-11). 
The PHI variable had the expected curvilinear effect on yields in 
all models of the 1/2 data sets, with YMAX occurring at decoded PHI of 
7.1 to 7.7. It had a linear effect in 3 of the 4 models in the 1/4 
data sets. The STN variable had a curvilinear effect on yields in all 
models (Table 20), had similar STN values associated with YMAX, and had 
less variable yield responses among models than in the 1/4 data sets 
(Table 11). In the WT2 (1/4) data set, STN had only a linear effect. 
The STPl gave similar yield responses in all models among and 
between the 1/4 and 1/2 data sets. The STKl variable had significant, 
linear effects on yield in the EAST and TIMEl data sets (Tables 18 and 
19). Its effects on yields in the ETl and WTl data sets were similar 
to those in the EAST and TIMEl data. 
Soil variables The majority of the variables in the models 
for the 1/2 data sets had similar effects on yields (Tables 18-20) as 
they had in the 1/4 data sets (Tables 9-11). A different mix of the 
variables occurred in the different models because only THAHOR was 
significant in all 4 models of the 1/2 data sets; none was significant 
in all models of the 1/4 data sets. 
The THAHOR variable had the largest effect on yield in TIME2 and 
only small effects in both the EAST and WEST (Table 20). The THAHOR 
123 
effects on yields were more consistent in the 3 models for the 1/4 data 
sets (Table 11) than in those for the 1/2 data sets. The effects of 
PAWC on yields were variable in the 3 models of the 1/2 data sets, but 
were less variable than in the 2 models for WTl and WT2. The DRAIN 
variable had a negative effect on yield in the EAST and a positive 
effect over most of the relevant range in the WEST (Table 20). Similar 
DRAIN effects occurred in the 1/4 data sets (Table 11). 
In the two models in which CPL had a significant effect on yield 
(Table 20), it had less variable effects than in the two models for ETl 
and WTl (Table 11). The BIO variable had significant effects on yield 
in the EAST and TIMEl; it was not included in the QWEST model. It had 
a larger effect in TIMEl (Table 20) which was similar to its effect in 
the 1/4 ETl data set (Table 9). SLOPE had variable effects on yield 
in the 3 models of the 1/2 data sets. It had a negative, linear effect 
in the WEST, a positive, linear effect in the EAST (which was similar 
to those in ETl and ET2, Table 11), and a small, curvilinear effect in 
TIMEl which was positive in the entire range. The DCAL variable had 
very similar effects on yield in both models of the 1/2 data set (TIMEl 
and TIME2) and of the 1/4 data set (ET2 and WTl). 
The rest of the soil variables were significant in fewer models. 
DPHMIN had similar positive effects on yield in the WEST and WT2 data 
sets. DCMAX had a slight effect on yield in the EAST only. Two vari­
ables (SAND and STK2) were significant in only the ET2 model. The TILL 
parent material variable had very similar effects on yield in the EAST 
and TIMEl data (Tables 18 and 19) but diverse effects in the 1/4 data 
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sets of ET2 and WT2 (Tables 9 and 10). The effects of PALEO on yields 
were similar in each of the 3 models of the 1/4 and 1/2 data sets. 
The COLLUV effects were similar in the WEST and WT2 data sets. The 
ALLUV effect was positive in the WEST and WT2 data sets (2.8 to 4.1 
q/ha) but was negative in ET2 (-4.8 q/ha). 
Location variables The TWP variable had somewhat variable 
effects on yield in the 1/2 data sets. The trends of generally de­
creasing yields from south to north occurred in all data sets (Table 
20). Similar effects of TWP on yields also occurred in the 1/4 data 
sets (Table 11). 
The RANGE variable had less effect on yields in the EAST (Table 20) 
than it had in the ETl and ET2 data sets (Table 11). In TIMEl, RANGE 
had a negative, linear effect on yield, but in TIME 2, the yield de­
creased from east to west to RANGE = 28 and then increased. 
Summary of quadratic models for data stratified by area or time 
(1/2 data sets) To develop the four quadratic models of this sub­
section, the observations were stratified first by area between eastern 
(EAST) and western (WEST) Iowa and then by time between 1957-1963 
(TIMEl) and 1964-1970 (TIME2). The objectives were to develop final 
quadratic models for the EAST, WEST, TIMEl, and TIME2 data sets and to 
contrast the effects of the predictor variables on com yields among 
the final models for the 1/2 data sets and also in relation to the 
previous findings from the 1/4 data set models. 
Most of the mean values were similar to those shown for the 1/4 
data sets. Most environmental variables had higher mean values in the 
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WEST than in the EAST. Considerable changes in management occurred 
between time periods, which included higher PLDEN, earlier PLDATE, 
higher fertilizer rates, and higher soil test P and K levels. Soil 
variables differed between areas but were similar between time periods. 
Correlation analysis was used to detect highly correlated variables 
and to contrast the differences in r-values between data sets. The dif­
ferences among r-values in the 1/2 data sets were similar to slightly 
smaller than those found in the 1/4 data sets. Dissimilarities in r-
values were found mostly between areas rather than between time periods 
and were mainly accounted for by soil and location variables ; dissimi­
larities between time periods were mostly accounted for by management 
and environmental variables. The differences found in the correlation 
analysis supported the need to use stratification of the data to reduce 
intercorrelations among the variables. Most of the highly intercorre-
lated variables were row-applied and residual nutrients along with 
several texture-related and pH-related soil variables. 
In the model selection process, the BARR and SLKDATE, the highly 
correlated, and the nonsignificant variates were deleted stepwise to 
obtain final quadratic Models QEAST-22, QWEST-10, QTIMEl-16, and 
QTIME2-15 with R^ -values of 0.70, 0.58, 0.63, and 0.64, respectively. 
These values showed an average effect either over time or area on the 
R^ -values of the 1/4 data set models. Contrasts of the variable ef­
fects on yields among the models will be compared to the results from 
the 1/4 data set models. 
The effects of the climatic variables on yields differed more 
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between time periods than between areas. All the environmental vari­
ables had similar, but slightly less, effects on yields in the 1/2 
data sets than in the 1/4 data sets. Also, all tillage and planting 
variables had generally slightly less effect on yields in the 1/2 data 
sets than in the 1/4 data sets. Some variables such as PLDEN and 
PLDATE had mostly curvilinear and more reasonable effects on yield than 
their effects in the 1/4 data sets. The fertility management variables 
demonstrated the same pattern as that described for the tillage and 
planting variables, that is, similar but less effect on yields and 
for some variables more reasonable effects. 
The soil tests of plow layer variables demonstrated similar, 
although slightly smaller, effects on yields than those shown for the 
1/4 data sets. However, in these 1/2 data sets, PHI had significant 
quadratic effects in all models, whereas it had only linear effects in 
3 of the 4 1/4 data set models. The majority of the soil variables 
in the 1/2 data set models had similar effects on yields as they had 
in the 1/4 data sets. The location variables of TWP and RANGE had 
somewhat variable effects on yields among the models in both the 1/4 
and 1/2 data sets, although the trends of decreasing yields from south 
to north and from east to west occurred in all models. 
Although most of the variables had similar effects within data 
sets and between the 1/4 and 1/2 data sets, considerable diversity in 
effects occurred. Some diversity in variable effects was due to the 
AREA*TIME interaction; the intercorrelations present and different 
variable mixes in the final model also contributed to different 
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variable effects. 
Development of Interaction Models 
Interactions between the management, climatic, and soil variables, 
which were retained in the final quadratic models for all the 1/4 data 
sets and for only the TIME2 data set, were next selected in a series of 
steps. Not all the possible interactions for each model were tested. 
Several were deleted initially because the interaction could not occur 
such as between parent material variables, because of limited range of 
observed values, or because Henao (1976), Pena-Olvera (1979), and 
Sridodo (1980) had found them not significant. Thus, only those inter­
actions that in previous research had shown some significance in at least 
the preliminary models were retained and tested. 
Interaction models for 1/4 data sets 
As explained earlier, because of the 100 variate limitation in the 
Helarctos II computer program used, each of the four final quadratic 
models (QETl-25, QET2-17, QWTl-17, and QWT2-15) was used as a base set 
of linear and squared terms, with which all the agronomically selected 
interactions were tested. Some variables that were nearly significant 
in the quadratic models and some squared terms of variables that were 
not significant in the final quadratic models, but were expected to be, 
were added to the base sets and retested along with the interactions. 
Two or more balanced groups of interactions were tested with each 
base set of variates. Each time a different group of interactions was 
tested, a new model series was defined. The most significant 
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interactions in each model series were selected by backward, stepwise 
elimination of nonsignificant variates. The elimination criteria were 
applied only to the interaction terms. The interactions selected from 
each of these series were then combined into a final combined series 
to be tested and selected by the same procedures. In the final models, 
criteria for elimination of nonsignificant variates were applied to all 
interaction, squared, and linear terms. The outcome from the combined 
model series was the final interaction model for each data set. 
Model selection for the lETl series A total of 96 interactions 
were tested in two balanced series (IETl-1 and IETl-2). The interactions 
selected from these two series were then combined and tested in the 
IETl-3 series. An alternative model for evaluating the contour plant­
ing effect was designated the IET1-3A series. Hence, some extra 
variates (SLOPE*ROWSLP transformation and its selected interactions) 
were added to the initial IETl-3 complete model. Table 21 shows the 
linear, squared, and interaction variates tested in the final combined 
model for the IETl-3 and IET1-3A series. In addition to the variates 
in final Quadratic Model QETl-25 (Table 9), the CRM, PBDCT, TILL, SAND, 
and ALLUV variables and the PLDATE^ , NBDCT^ , PBDCT^ , SLOPE^ , PHl^ , 
THAHOR^ , and CPL^  variates were retested in the IETl-3 series. The 
ROWSLP variable was also added in order to compute the SLOPE*ROWSLP 
transformation for use in the Model IET1-3A series. 
A summary of the model selection steps followed for both series is 
presented in Table 22. Deletion of 33 nonsignificant variates in the 
IETl-3 series reduced the R^ -value from 0.730 in Model IETl-3(2) to 
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Table 21. Linear, squared, and interaction variates tested in the 
final combined yield regressions. Models IETl-3 and IET1-3A 
series 
Variate i^ Variate^  Variate^  
1 YIELD^  33 ALLUV 65 PROWAPBDCT (1.7) 
2 PLDEN 34 PLDEN? 66 NBDCT*PBDCT (1.6) 
3 CRW 35 CBI2 67 *STN (-1.5) 
4 CBl 36 PLDATE^  68 *STP1 (-2.5) 
5 CB2 37 NBDCT? 69 *BIO (2.6) 
6 WEEDS 38 PBDCT? 70 SLP*RSLP (-1.5) 
7 PLOW 39 SLOPE? 71 *PH1 (1.4) 
8 PLDATE 40 PHI? 72 *STN (2.6) 
9 PLMETH 41 STN? 73 *TWP (-2.2) 
10 MANURE 42 STPl? 74 PH1*DV (-1.8) 
11 PROW 43 STKl? 
44 NCODEl? 75 STN*NC0DE1 (4.2) 
12 NBDCT 45 THAHOR? 76 *ALLUV (-2.4) 
13 PBDCT 46 CPL? 77 STPIASTKI (1.3) 
14 TILE 47 BIO? 78 STK1*NC0DE1 (2.5) 
15 SLOPE (SLP) 79 DV*SAND (2.0) 
16 ROWSLP (RSLP) 48 PLDEN*PLIIETH (1.8) 80 *ALLUV (-1.8) 
17 PHI 49 *NBDCT (1.6) 81 EXM0*NC0DE1 (-2.7) 
18 STN 50 *DV (1.2) 82 NC0DE1*THAH0R (2.3) 
19 STPl 51 *EXMO (-2.4) 83 CPL*TILL (1.6) 
20 STKl 52 ANCODEl (-4.1) 85 BI0*TILL (1.3) 
21 DV 53 CRW*CB1 (1.5) 86 [SLPARSLP]? 
22 EXMO 54 *PLDATE (-1.4) 
55 CB1*TWP (-1.7) 87 [SLPARSLP]*PLDEN 
23 NCODEl 88 *PLMETH 
24 HYMAT 56 WEEDS*PLDATE (-2.2) 89 *NBDCT 
25 TWP 57 *NC0DE1 (1.9) 90 *PH1 
26 RANGE 58 PLOW*NBDCT (2.8) 91 *STP1 
27 THAHOR 59 ASLOPE (-1.3) 92 *DV 
28 CPL 60 ANCODEl (1.5) 93 *NC0DE1 
29 BIO 61 PLDATE*DV (3.5) 94 *TWP 
30 TILL 62 *HYMAT (1.8) 95 *THAH0R 
31 PALEO 63 *THAHOR (-1.9) 96 *BIO 
32 SAira 64 *SAND (2.7) 97 PLDEN*NBDCT*DV 
lumbers in parentheses are the t-values of the interaction vari­
ates in the final regressions of the preliminary Models IETl-1 and 
lETl—2 series. 
bx84 is the dummy variate in the Helarctos II program. 
CYIELD is the dependent variable in this and all subsequent model 
series. 
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Table 22. Summary of the model selection steps. Models IETl-3 
IET1-3A series 
and 
Model no.^  
No. 
of 
X. 1 
Identification R^  
IET1-3(1) 95 Complete final interaction model for ETl data 
set plus selected variates for an alternative 
model (Table 21) .733 
(2) 84 2 Deleted [SLP*RSLP] and all interactions with 
[SLP*RSLP] from Model IET1-3(1) .730 
(9) 51 Reduced final interaction model for ETl data 
set .712 
IET1-3A(1) 88 Complete alternative interaction model to 
test [SLOPE*ROWSLP] transformed variable; all 
variates in Table 21 except SLOPE and ROWSLP 
variables and their interactions with other 
variables .728 
(7) 60 Reduced final alternative model for evaluat­
ing the contour planting effect .718 
N^umbers in parentheses identify the models tested during the 
stepwise, backward elimination of nonsignificant variates for this 
and all subsequent interaction models. 
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0.712 in reduced final Interaction Model IETl-3(9). This reduction in 
was 0.018 or 1.8%. The complete alternative model with the 
2 [SLOPE*ROWSLP] transformed variable had 88 variates and an R of 0.728 
and the reduced final alternative model, for evaluating the contour 
2 planting effect, had 60 variates and an R of 0.718 (Table 22). 
The regression statistics of final Interaction Model IETl-3(9) are 
shown in Table 23. Its analysis of variance is given in Appendix Table 
A8. Model IETl-3(9) had 51 variates including 27 linear, 5 quadratic, 
O 
and 19 interaction terms. Its R was 0.712, while final Quadratic 
Model QETl-25 with 33 variates had an of 0.657 (Table 9). The in-
2 
crease of 0.055 (5.5%) in the R of the interaction model was only a 
moderate increase for 19 interaction terms. 
The regression statistics of final alternative Model IET1-3A(7) 
are given in Appendix Table Bl. This model will not be discussed; it 
was computed for later use, only. 
Besides the 19 significant interactions, the major differences be­
tween the quadratic and interaction models were the following: (1) of 
the variates retested, only CRW, SAND, and ALLUV were retained in the 
final Interaction model because they were either significant or were 
2 2 involved in significant interactions; (2) PBDCT, PBDCT , TILL, PLDATE , 
2 2 2 2 2 
NBDCT , SLOPE , PHI , THAHOR , and CPL were again deleted because of 
nonsignificance; and (3) previously significant variates of PLMETH, 
THAHOR, NCODEl^ , and BIO^  lost their significance and were deleted. 
In Model IETl-3(9) (Table 23), the important variables of NBDCT 
and NCODEl were involved in 5 interactions; PLDATE and STN had 4; 
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Table 23. Regression statistics of the final interaction model of 
yield on selected variates, Model IETl-3(9)^  
Variate^  
"i Variate 
2 PLDEN (329±63) 0.275** 34 PLDEN^  -0.0002408** 
3 CRW (14+4) -0.318** 35 CB12 -0.04024** 
4 CBl (2.6+4) 1.280** 41 STN2 -0.004808** 
5 CB2 (13±12) 0.180** 42 STPl^  -0.003516** 
6 WEEDS (53+59) -0.0202 43 STKlZ -0.0002169** 
7 PLOW (0.7+0.5) —4.04** 49 PLDEN*NBDCT 0.0006772** 
8 PLDATE (26+8) -2.664** 51 *EXMO -0.008428* 
10 MANURE (5+9) 0.200** 52 *NC0DE1 -0.002895** 
11 PROW (7±7) 0.160* 55 CB1*TWP -0.02314++ 
12 NBDCT (21+34) -0.0940 
56 WEEDS*PLDATE -0.001806* 
14 TILE (8+17) 0.0756** 57 *NC0DE1 0.001428* 
15 SLOPE (3+3) -0.961 58 PLOW*NBDCT 0.07478** 
17 PHI (14±6) 1.781** 61 PLDATE*DV 0.5427** 
18 STN (69+13) 0.514* 62 *HYMAT 0.1396** 
64 *SAND 0.4399** 
19 STPl (26±16) 0.378** 
20 STKl (137±68) 0.0812** 67 NBDCT*STN -0.003203** 
21 DV (3.8±0.4) 1.350 68 *STP1 -0.001416* 
22 EXÎ10 (1.4+2) 1.722 69 *BIO 0.03294** 
23 NCODEl (20±10) -0.596* 72 SL0PE*STN 0.02098* 
74 PH1*DV -0.4183* 
24 HYMAT (3+0.7) -2.522 
25 TWP (20+9) -0.217** 75 STN*NC0DE1 0.01455** 
26 RANGE (16+10) -0.316** 76 *ALLUV -0.2520* 
28 CPL (25±6) -0.193* 78 STK1*NC0DE1 0.001808** 
81 EXM0*NC0DE1 -0.05072* 
29 BIO (4.5±1.0) 0.901* 
31 PALEO (0.03±0.2) -5.47* 
32 SAND (0.1+0.3) -10.90* 
33 ALLUV (0.1±0.3) 21.02** 
I^ntercept = -4.77, R = 0.712, and no. of observations (n) = 717. 
R^ounded means and standard deviations of the variables are given 
in the parentheses for this and all subsequent final interaction models. 
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PLDEN had 3; WEEDS, DV, and EXMO were involved in 2 interactions; 11 
other variables had 1 interaction; and 8 variables had none. The inter­
actions involving PLDATE, NBDCT, and NCODEl will compensate, in part, 
for absence of their curvilinear (quadratic) effects on yield in the 
prediction model. 
Model selection for the IET2 series A total of 270 interactions 
were selected and tested initially in 5 balanced series (IET2-1 to 
IET2-5). The variates included in the final combined Models IET2-6 and 
IET2-6A (alternative model for contour planting effect) series are shown 
in Table 24. In addition to the variates in final Quadratic Model 
QET2-17 (Table 9), the NROW and PBDCT variables and the NROW^ , PBDCT^ , 
0 9 
PHI , and THAHOR variates were retested in the IET2-6 series. Also, 
2 
the previously significant PALEO, STK2, and NCODEl variates lost their 
significance earlier during the testing and selection of variates in the 
IET2-1 to IET2-5 series. 
A summary of the model selection steps for the IET2-6 and IET2-6A 
series is presented in Table 25. Deletion of 14 nonsignificant variates 
reduced the R^ -value from 0.792 for Model IET2-6(2) to 0.788 for final 
Interaction Model IET2-6(6) which was selected at the 10% significance 
level. The reduction in was less than 0.5%. With the criterion for 
2 deletion of nonsignificant variates restricted to the 1% level, the R -
value was reduced considerably to 0.748 in Model IET2-6(16). This is a 
2 
total reduction in R of 4.0% due to deleting 28 variates from Model 
IET2-6(6). Thus, 28 variates were explaining only 4% of the total yield 
variability. Table 25 also shows that the complete alternative Model 
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Table 24. Linear, squared, and interaction variates tested in the 
final combined yield regressions, Models IET2-6 and IET2-
6A series 
i^ Variate i^ Variate^  Variate^  
1 YIELD 32 PLDEN^  65 PLDATE*MANURE (3.0) 
33 CB12 66 *SAND (2.0) 
2 PLDEN 34 MANURE^  67 ROWWID*TWP (3.0) 
3 CRW 35 NR0W2 68 MANURE*DRAIN (2.2) 
4 SLl 36 NBDCT^  69 NROW*PBDGT (2,1) 
5 CBl 37 PBDCT? 70 NBDCTANCODEl (3.5) 
6 WEEDS 38 SLOPE? 
71 PBDCT*NC0DE1 (1,8) 
7 PLDATE 39 ROWSLpZ 72 SLOPE*STN (-2,6) 
8 ROWWID 40 PHI? 73 *DV (-1.8) 
9 MANURE 41 STN? 74 *TWP (2.4) 
10 NROW 42 STPl? 75 *RANGE (-2.6) 
11 NBDCT 43 DV? 76 PH1&STP1 (-2.2) 
12 PBDCT 44 RANGE? 77 *DV (-1.7) 
13 TILE 45 THAHOR? 78 STP1*HYCR0SS (-3.1) 
14 SLOPE (SLP) 46 DRAIN? 79 DV*HYCROSS (-1.8) 
15 ROWSLP (RSLP) 47 DCAL? 80 *SAND (2.6) 
16 PHI 48 [SLP*RSLP] (2.5) 
49 [SLP*RSLP]? 81 EXM0*NC0DE1 (-1.9) 
17 STN 83 NC0DE1*THAH0R (-2.2) 
18 STPl 50 PLDENACRW (-2.1) 84 DRAIN*DCAL (-2.3) 
19 DV 51 *CB1 (-1.7) 85 TILL*DCAL (-2.1) 
20 EXMO 52 *STP1 (3.3) 
21 NCODEl 53 *DV (3.0) 86 [SLP*RSLP]*PLDEN 
54 *EXMO (2.3) 87 &PLDATE 
22 HYCROSS 55 *HYCR0SS (2.1) 88 ANBDCT 
23 TWP 56 *SAND (-1.9) 89 *PH1 
24 RANGE 90 *STN 
25 THAHOR 57 CRW*CB1 (-2.7) 91 &STP1 
26 DRAIN 58 ASLOPE (2.6) 92 *DV 
59 SL1*NC0DE1 (2.3) 93 *NC0DE1 
27 TILL 60 GB1*DV (3.6) 94 *TWP 
28 SAND 61 *TWP (3.1) 95 &THAH0R 
29 ALLUV 62 WEEDS*ROWWID (-1.7) 96 *TILL 
30 DCAL 63 M^ANURE (2.8) 97 *SAND 
31 STP2 64 *STN (2.1) 
N^umbers in parentheses are the t-values of the interaction vari­
ates in the final regressions of the preliminary Models IET2-1 through 
IET2-5 series. 
bx82 is the dummy variate in the Helarctos II program. 
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Table 25. Summary of the model selection steps. Models IET2-6 and 
1ET2-6A series 
Model No. of Identification 
no. Xi 
IET2-6(1) 95 Complete final interaction model for ET2 .794 
data set plus selected variates for an 
alternative model (Table 24) 
(2) 82 Deleted [SLP*RSLP]^  and all interactions .792 
with [SLP*RSLP] from Model IET2-6(1) 
(6) 68 Reduced final interaction model for ET2 data .788 
set for variates selected at the 10% sig­
nificance level 
(16) 40 Reduced final interaction model for ET2 .748 
data set for variates selected at the 1% 
level 
IET2-6A(1) 86 Complete alternative interaction model to .780 
test [SLOPE*ROWSLP] transformed variable; 
all variates in Table 24 except SLOPE, 
ROWSLP, and their interactions with other 
variables 
(4) 60 Reduced final alternative model for .773 
evaluating contour planting effect 
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IET2-6A(1), in which the [SLOPE*ROWSLP] transformed variable was used 
2 to evaluate the contour planting effect, had an R of 0.780 and the 
reduced final alternative Model IET2-6A(4) had an of 0.773. 
The regression statistics of the final Interaction Model IET2-6(6) 
are shown in Table 26, and those of Model IET2-6(16) are given in 
Table 27. The analyses of variance for both models are given in the 
Appendix Table A8. Table 26 shows that the Model IET2-6(6) had 68 
variates, including 28 linear, 10 quadratic, and 30 interaction terms. 
The R^  of this model was 0.788 while final Quadratic Model QET2-17, 
with 43 variates, had an R^  of 0.736 (Table 9). The increase of 0.052 
2 (5.2%) in R was only a moderate increase for 30 interaction terms. 
Besides the 30 significant interactions, the major differences be­
tween Quadratic Model QET2-7 and Interaction Model IET2-6(6) were as 
follows: (1) of the variates retested, the NROW, PBDCT, and THAHOR^  
were retained in the final interaction model because they were either 
2 
significant or were involved in significant interactions ; (2) NROW , 
2 2 PBDCT , and PHI were again deleted because of nonsignificance; and 
(3) previous significant variates of NCODEl^ , STPl^ , RANGE^ , DRAIN^ , 
STK2, PALEO, and ALLUV lost their significance and were deleted. 
In Model IET2-6(6), PLDEN was involved in 6 interactions; CBl, DV, 
and SLOPE had 4; CRW, WEEDS, HYCROSS, MANURE, NCODEl, STPl, TWP, and 
SAND had 3; PLDATE, ROWWID, DRAIN, and DCAL had 2; 10 variables had 1 
interaction; and only 2 had none (Table 26). In Model IETl-3(.9), 
NBDCT, NCODEl, and STN had 4 or 5 interactions (Table 23), which showed 
that the variables associated with N availability had more complex 
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Table 26. Regression statistics of the final interaction model of 
yield on selected variates. Model IET2-6(6)^  
i^ Variate hi i^ Variate hi 
2 PLDEN (426±87) 0 .0675 41 STN? -0.008512** 
3 CRW (14±6) 0 .252 43 DV? -3.557** 
4 SLl (5±6) -0 .256** 45 THAHOR? -0.004292++ 
5 CBl (3+3) -0 .670 47 DCAL? -0.0008781* 
6 WEEDS (61+75) -0 .0689* 
7 PLDATE (23±8) -0 .312** 48 SL0PE*R0WSLP 0.2961* 
50 PLDEN*CRW -0.001495* 
8 ROWWID (27±7) 0 .442* 51 *CB1 -0.003730* 
9 MANURE (6±11) -0 .281 52 *STP1 0.000664** 
10 NROW (9+6) -0 .0400 53 *DV 0.02566* 
11 NBDCT (88±63) 0 .0870** 55 *HYCROSS 0.008957* 
12 PBDCT (12+15) -0 .0255 56 *SAND -0.02792++ 
13 TILE (10±20) 0, .116** 
57 CRW*CB1 -0.06037** 
14 SLOPE (3.4+3.0) 0. 604 58 *SL0PE 0.05809* 
15 ROWSLP (1.6±1.0) I, .311"++ 60 CB1*DV 0.8152** 
16 PHI (15±5) 0. 773** 61 *TWP 0.04691** 
17 STN (63±11) 1. 112** 62 WEEDS*ROWWID -0.001445++ 
18 STPl (35+21) 0. ,0550 63 *MANURE 0.001034** 
19 DV (3.9±0.5) 25. ,54** 64 *STN 0.001049* 
20 EXMO (1.5±2.0) -0. 128 65 PLDATE*MANURE 0.01238** 
21 NCODEl (24±11) -0. 0369 66 *SAND 0.2371++ 
22 HYCROSS (2.1±1.0) 5. 82++ 67 ROWWID*TWP -0.02531** 
23 TWP (21±9) 0. 107 68 MANURE*DRAIN 0.005463* 
24 RANGE (12±8) -0. 114 69 NR0W*PBDCT 0.007967++ 
25 THAHOR (35+12) 0. 585** 70 NBDCT*NC0DE1 0.002108** 
26 DRAIN (45±15) -0. 136** 74 SL0PE*TWP 0.03904** 
27 TILL (0.5+0.5) -0. 82 75 *RANGE -0.05496** 
28 SAND (0.1+0.3) -20. 23++ 76 PH1*STP1 -0.008930** 
30 DCAL (16+28) 0. 299** 78 STP1*HYCR0SS -0.05214** 
79 DV*HYCROSS -1.704* 
32 PLDEN? -0. 0001629** 80 *SAND 6.291** 
33 CB12 -0. 04594** 
34 MANURE? -0. 006341* 81 EXM0*NC0DE1 -0.02745++ 
36 NBDCT? -0. 0004781** 83 NC0DE1*THAH0R -0.005883* 
38 SLOPE? -0. 1289** 84 DRAIN*DCAL -0.002186* 
39 ROWSLP? -0. 6201** 85 TILL*DCAL -0.08190* 
I^ntercept = -67.0**, = 0.788, and n = 697. 
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Table 27. Regression statistics of the final interaction model, 
selected at the 1% significance level, of yield on selected 
variates. Model IET2-6(16)& 
Variate Variate 
2 PLDEN -0.00912 25 THAHOR 0.135** 
3 CRW -0.331** 26 DRAIN -0.186** 
4 SLl -0.228** 28 SAND -26.53** 
5 CBl 1.071** 
32 PLDEN^  -0.0001553** 
6 WEEDS -0.0462** 33 CB12 -0.06289** 
7 PLDATE -0.292** 36 NBDCT^  -0.0004323** 
8 ROWWID 0.521** 39 ROWSLPZ -0.3496** 
9 MANURE -0.362** 41 STN? -0.005450** 
43 DV2 -3.970** 
11 NBDCT 0.0825** 
13 TILE 0.0873** 53 PLDEN*DV 0.04074** 
14 SLOPE -0.715* 55 *HYCR0SS 0.01175** 
15 ROWSLP 2.315** 
63 WEEDS*MANURE 0.001301** 
16 PHI 0.468** 65 PLDATE*MANURE 0.01592** 
17 STN 0.839** 
18 STPl 0.150** 67 ROWWID*TWP -0.03032** 
19 DV 26.51** 70 NBDCT*NC0DE1 0.001951** 
74 SLOPE*TWP 0.04457** 
20 EXMO -0.820** 
21 NCODEl -0.215** 78 STP1*IIYCR0SS -0.03966** 
22 HYCROSS 6.21* 79 DV*HYCR0SS -2.178** 
23 TWP 0.383++ 80 *SAND 6.074** 
24 RANGE -0.172** 
I^ntercept = -38.51^ , = 0.748, and n = 697. 
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effects on yield in ETl than in ET2. Others such as the PLDEN, DV, 
environmental, planting, and soil variables had more interactions in 
ET2 than in ETl. 
Final Model IET2-6(16), in which a more restrictive criterion 
(1% level) was used in the model selection, had only 40 variates in­
cluding 24 linear, 6 quadratic, and 10 interaction terms (Table 27). 
It had 4 less linear and quadratic terms and 20 less interactions than 
Model IET2-6(6). The retested variates of NROW, PBDCT, and THAHOR^ , 
which were significant in Model IET2-6(6), were deleted from the 1% 
2 2 
significance level model; others deleted included MANURE , SLOPE , 
DCAL, DCAL^ , and TILL. Of the 28 deleted variates, 7 were highly sig­
nificant (1% level) in Model IET2-6(6); this suggested that some multi-
collinearity problems were still present in the model. The need for 
Model IET2-6(16) will be discussed later in the section on comparison 
of prediction models. 
The regression statistics of final alternative Model IET2-6A(4) 
for evaluating the contour planting effect are given in Appendix Table 
B2. This model will not be discussed; it was computed for later use, 
only. 
Model selection for the IWTl series For this data set, a total 
of 150 interactions were tested in 3 balanced series (IWTl-1 to IWTl-3). 
The variates included in the final combined model for the IWTl-4 
series are shown in Table 28. Because of the high correlation between 
SLOPE and THAHOR (r = -0.63), SLOPE was tested and deleted in an 
alternate model in an early selection stage for the final model for 
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WTl; THAHOR then was deleted later because of nonsignificance and did 
not appear in final Model QWTl-17 (Table 10). For this data set, the 
transformed [SLOPE*ROWSLP] variable was used in the final interaction 
model instead of using the SLOPE and ROWSLP variables, as was done in 
the other 1/4 data sets. 
In addition to the variates in final Quadratic Model QWTl-17 
(Table 10), the CBl, THAHOR, TILL, ALLUV, STP2, PLDEN^ , NBDCT^ , and 
2 
PBDCT variates were retested (Table 28). The STP2 variable was sub­
stituted for the DCAL variable, with which it was highly correlated 
(r = -0.60). 
A summary of the model selection steps for the IWTl-4 series is 
presented in Table 29. Deletion of 36 nonsignificant variates reduced 
the from 0.731 to 0.713 in final Interaction Model IWTl-4(9). 
The regression statistics of Model IWTl-4(9), which had 29 linear, 
9 quadratic, and 22 interactions, are shown in Table 30. Its analysis 
2 
of variance is given in the Appendix Table A8. The R of this model 
was 0.713 while Quadratic Model QWTl-17 with 25 linear and 9 quadratic 
terms had an R^  of 0.649 (Table 10). The interaction terms gave a 
2 
moderate gain of 0.064 (6.4%) in R which was slightly higher than the 
gains in the ETl and ET2 data sets. 
Besides the 22 significant interactions, the major differences 
between Models QWTl-17 and IWTl-4(9) were as follows: the retested 
2 
variates of CBl, THAHOR, TILL, ALLUV, STP2, and PLDEN were retained 
in the final model because they were either significant or were in-
2 2 
volved in significant interactions. And, NBDCT and PBDCT were again 
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Table 28. Linear, squared, and interaction variates tested in the 
final combined yield regressions. Model IWTl-4 series 
i^ Variate i^ Variate^  Xi' Variate^  
1 YIELD 34 CB2^  67 MANURE*NC0DE1 (1.3) 
2 PLDEN 35 NBDCT2 68 PROW*PBDCT (1.7) 
3 RL3 36 PBDCT2 69 *PH1 (1.6) 
4 CRW 37 PH12 70 ASTPl (-2.1) 
5 CBl 38 STN^  71 NBDCTAPBDCT (1.6) 
6 CB2 39 STP12 72 ASTPl (-2.1) 
7 WEEDS 40 PAWC^  73 ANCODEl (-1.4) 
8 PLOW 41 NCODElZ 74 ATWP (-1.6) 
9 PLDATE 42 TWP2 75 AALLUV (2.1) 
10 MANURE 43 CPL^  76 ASTP2 (2.4) 
11 PROW 44 [SLP*RSLP] (-1.4) 77 PBDCTA[SLPARSLP](-1.3) 
12 NBDCT 45 PLDEN*CRW (-2.4) 78 PRESIATHAHOR (-1.3) 
13 PBDCT 46 *CB2 (-2.0) 79 [SLPARSLPJATWP (2.1) 
14 PRESl 47 ANBDCT (-1.2) 80 PHIATHAHOR (1.2) 
15 SLOPE (SLP) 48 *DV (1.3) 81 AALLUV (1.9) 
16 ROWSLOPE (RSLP) 49 *NC0DE1 (-1.9) 82 STNADRAIN (-2.3) 
17 PHI 50 RL3*CRW (1.9) 84 AALLUV (-2.5) 
18 STN 51 *DV (1.4) 85 STP1ASTP2 (-2.3) 
19 STPl 52 CRW*PBDCT (-1.5) 86 DVAPAWC (-2.7) 
20 STKl 53 ASTPl (-1.3) 87 ADRAIN (-1.5) 
21 DV 54 CB1*CB2 (-2.5) 88 EXM0AALLUV (-1.9) 
22 EXMO 55 *NBDCT (-1.8) 89 PAWCATHAHOR (1.9) 
23 PAWC 56 *STN (-1.6) 90 ACPL (-1.8) 
24 NCODEl 57 *DV (2.4) 91 NC0DE1AALLUV (-2.0) 
25 TWP 58 *TWP (-1.4) 92 ASTP2 (-2.5) 
26 THAHOR 59 CB2*PLDATE (-2.0) 93 TWPATHAHOR (1.5) 
27 DRAIN 60 WEEDS*DV (-2.9) 94 THAHORAALLUV (-2.1) 
28 GPL 61 ANCODEl (-1.9) 95 [SLPARSLP]2 
29 TILL 62 PLOWAPLDATE (2.1) 96 STK1*DV 
30 PALEO 63 *CPL (-1.8) 97 ASTPl 
31 ALLUV 64 PLDATEADRAIN (1.5) 98 ASTN 
32 STP2 65 MANURE*STN (-2.2) 99 APLDEN 
66 *DV (3.4) 100 ANBDCT 
33 PLDEN 
N^umbers in parentheses are the t-values of the interaction vari­
ates in the final regressions of the preliminary Models IWTl-1 through 
IWTl-3 series; X96 to XlOO had not been tested previously. 
X^83 is the dummy variate in the Helarctos II program. 
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Table 29. Summary of the model selection steps, Model IWTl-4 series 
Model No. of Identification 
no. Xj. 
IWT1-4(1) 96 Complete final interaction model for WTl .731 
data set; all variates listed in Table 28 
except SLOPE and ROWSLP 
(9) 60 Reduced final interaction model for WTl data .713 
set 
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Table 30. Regression statistics of the final interaction model of 
yield on selected variates, Model IWTl-4(9)^  
Variate ti i^ Variate 
2 PLDEN (303+53) 0.253** 33 PLDEN2 -0.0002048* 
3 RL3 (12+23) -0.170** 34 CB22 -0.002667** 
4 CRW (16+6) -0.352** 37 PHI2 -0.02746** 
5 CBl (3.5±4) 1.778** 38 STN^  -0.008473** 
39 STPI2 -0.005454** 
6 CB2 (19+16) 0.702** 
7 WEEDS (54±65) 0.1037* 40 PAWC^  0.2054** 
8 PLOW (0.9±0.5) -8.37** 41 NCODElZ 0.007854++ 
9 PLDATE (26±8) -0.312** 42 TWP2 -0.01549* 
43 CPL2 -0.04689** 
10 MANURE (5±9) -0.735* 
-0.0007041++ 11 PROW (3±6) 0.305** 46 PLDEN*CB2 
12 NBDCT (30±38) 0.0673** 49 *NC0DE1 -0.001088++ 
13 PBDCT (4±9) 0.199 50 RL3*CRW 0.005039* 
52 CRW*PBDCT -0.01117++ 
14 PRESl (7±11) 0.122** 54 CB1*CB2 -0.01815** 
17 PHI (16+7) 0.924** 55 *NBDCT -0.005167* 
18 STN (66±13) 1.446** 56 *STN -0.01934* 
19 STPl (26±18) 0.664** 59 CB2*PLDATE -0.007788* 
21 DV (3.9±0.5) 6.03** 60 WEEDS*DV -0.03282** 
22 EXMO (0.8+1.0) -0.69++ 62 PLOW*PLDATE 0.2533** 
23 PAWC (28±2) -10.148** 66 MANURE*DV 0.2349** 
24 NCODEl (23±11) -0.130 68 PROW*PBDCT 0.02949* 
70 *STP1 -0.006845* 
25 TWP (20±9) -0.0702 72 NBDCT*STP1 -0.001477* 
26 THAHOR (33+18) -1.345** 75 *ALLUV 0.06951* 
27 DRAIN (40±14) 0.0916++ 76 *STP2 0.002388* 
28 CPL (29+6) 4.175** 
79 [SLP*RSLP]*TWP 0.007423* 
29 TILL (0.02±0.1) -12.17** 84 STN*ALLUV -0.2177** 
30 PALEO (0.01+0.1) -18.51** 89 PAWC*THAHOR 0.04296** 
31 ALLUV (0.2±0.4) 12.49* 90 *CPL -0.05894* 
32 STP2 (16+14) 0.0705 92 NC0DE1*STP2 -0.009016** 
93 TWP*THAH0R 0.007979* 
44 [SLPARSLP] (14+25) 0.1370* 
I^ntercept = 16.40, = 0.713, and n = 608. 
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rejected because of nonsignificance. The previously significant STKl 
variable lost its significance, perhaps due to its correlation with 
the added ALLUV variable (r = 0.52). 
In Model IWTl-4(9), NBDCT was involved in 4 interactions; CBl and 
CB2 had 3; PLDEN, CRW, PLDATE, PROW, PBDCT, NCODEl, STN, STPl, DV, 
TWP, PAWC, THAHOR, STP2, and ALLUV had 2; 6 variables had 1 interac­
tion; and 6 had none. 
Model selection for the IWT2 series A total of 155 interactions 
were tested in 3 balanced series (IWT2-1 to IWT2-3). The variates 
included in the final combined model for the IWT2-4 and IWT2-4A 
series are shown in Table 31. 
In addition to the variates in final Quadratic Model QWT2-15 
(Table 10), which were tested in the final combined model of the IWT2-4 
series, the SLOPE, NBDCT^ , PHl^ , and NCODEl^  variates were retested. 
For the IWT2-4A series, the transformed [SLOPE*ROWSLP] variable was 
used to evaluate the contour planting effect. 
A summary of the model selection steps for both series is presented 
2 in Table 32. Deletion of 26 nonsignificant variates reduced the R from 
0.573 for Model IWT2-4(2) to 0.636 for final Interaction Model IWT2-
4(15). The complete alternative model with the [SLOPE*ROWSLP] trans-
2 formed variable had an R of 0.672 and the reduced final alternative 
Model IWT2-4A(11) for evaluating the contour planting effect, had an 
of 0.656 (Table 32). 
The regression statistics of Model IWT2-4(15) which had 26 linear, 
14 quadratic, and 23 interactions, are shown in Table 33. Its analysis 
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Table 31. Linear, squared, and interaction variates tested in the 
final combined yield regressions. Models IWT2-4 and IWT2-4A 
series 
i^ Variate i^ Variate^  Variate^  
1 YIELD 34 CBl^  66 WEEDSATWP (1.6) 
35 CB22 67 ADRAIN (-1.8) 
2 PLDEN 36 PLDATE? 68 PLDATEANBDCT (-1.7) 
3 RL3 37 NBDCT? 69 ASTN (2,0) 
4 CRW 38 PBDCT? 70 ADV (-3.3) 
5 SLl 71 AHYMAT (1.7) 
6 CBl 39 ROWSLP^  72 ATWP (-1.8) 
7 CB2 40 PH12 73 NBDCTAPBDCT (-1.8) 
8 WEEDS 41 STPl? 74 ASTPl (-1.8) 
9 PLOW 42 PAWC? 75 ANCODEl (2.4) 
10 PLDATE 76 AALLUV (-1.5) 
11 NBDCT 43 NCODEl^  
44 TWP? 77 PBDCTASTPl (-3.0) 
12 PBDCT 45 THAHOR? 78 ANCODEl (2.0) 
13 PRES2 46 DRAIN? 79 AALLUV (-1.8) 
14 SLOPE (SLP) 80 ADPHMIN (2.0) 
15 ROWSLP (RSLP) 47 PLDEN&CRW (-1.6) 82 SLOPEAPHl (-2.6) 
16 PHI 48 *CB1 (-3.1) 83 STNANCODEI (-2.2) 
17 STN 49 *PLDATE (1.7) 
18 STPl 50 *NBDCT (2.9) 84 STPIANCODEI (1.5) 
19 DV 51 ASLOPE (1.8) 85 ATWP (-2.7) 
20 EXMO 52 *DV (3.4) 86 AALLUV (2.6) 
21 PAWC 53 *EXM0 (2.1) 87 DVAPAWC (-3.1) 
22 NCODEl 88 AHYMAT (2.3) 
54 CRW*CB2 (-1.7) 89 ADRAIN (-2.3) 
23 HYMAT 55 *PLDATE (-2.8) 90 AALLUV (-2.8) 
24 TWP 56 *NBDCT (-3.3) 91 NC0DE1ATWP (-1.8) 
25 THAHOR 57 ASLOPE (-2.3) 
26 DRAIN 58 ASTPl (-1.6) 92 [SLPARSLP]APLDEN 
27 TILL 59 AHYMAT (-1.8) 93 ANBDCT 
28 COLLUV 60 SLIANCODEI (2.0) 94 APBDCT 
95 APHl 
29 ALLUV 61 CBIANBDCT (-1.6) 96 ASTN 
30 DPHMIN 62 APHl (-1.6) 97 ASTPl 
33 [SLP*RSLP] 63 ATWP (-1.8) 98 ADV 
31 PLDEN? 64 CB2ANBDCT (-2.1) 99 ANCODEl 
32 RL32 65 WEEDSADV (-1.7) 100 ATHAHOR 
N^umbers in parentheses are the t-values of the interaction vari­
ates in the final regressions of the preliminary Models IWT2-1 to 
IWT2-3 series. 
bx81 is the dummy variate in the Helarctos II program. 
146 
Table 32. Summary of the model selection steps. Models IWT2-4 and 
IWT2-4A series 
Model No of Identification 
no. 
IWT2-4(1) 
(2)  
(15) 
98 Complete final interaction model for WT2 
data set plus selected variates for an 
alternative model (Table 31) 
89 Deleted [SLP*RSLP]2 and all interactions 
with [SLP*RSLP] from Model IWT2-4(1) 
63 Reduced final interaction model for WT2 
data set 
.677 
.673 
.656 
IWT2-4A(1) 92 Complete alternative interaction model to 
test [SLP*RSLP] transformed variable; all 
variates in Table 31 except SLOPE and 
ROWSLP variables and their interactions 
with other variables 
.672 
(11) 64 Reduced final alternative model for evalu­
ating the contour planting effect 
.656 
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Table 33. Regression statistics of the final interaction model of 
yield on selected variates. Model IWT2-4(15)® 
i^ Variate hi i^ Variate "i 
2 PLDEN (376173) 0.204** 39 ROWSLPZ 0.2136** 
3 RL3 (9±17) 0.207** 40 PH12 -0.0122++ 
4 CRW (17±8) 1.603** 41 STPl? -0.007331** 
5 SLl (4±6) -1.147** 42 PAWC? 0.1964** 
6 CBl (5+6) 3.129** 43 NCODEl^  0.1147* 
7 CB2 (18+16) 0.532** 44 TWP2 0.02182* 
8 WEEDS (63+77) -0.0269** 45 THAH0R2 -0.009359** 
9 PLOW (0.8±0.6) -1.63++ 46 DRAIN^  -0.007948** 
10 PLDATE (23+7) 0.413 47 PLDEN*CRW -0.002218* 
11 NBDCT (84+57) 0.00137 48 *CB1 -0.004441** 
12 PBDCT (12±14) -0,0223 50 *NBDCT 0.0005080** 
14 SLOPE (5±5) 0.586++ 52 *DV 0.03601** 
15 ROWSLP (1.6±2.0) -1.790** 54 CRW*CB2 -0.01274** 
16 PHI (16±7) 1.111** 55 *PLDATE -0.03317** 
17 STN (61±11) -0.314++ 56 *NBDCT -0.002116++ 
18 STPl (33+23) 0.891** 60 SL1*NC0DE1 0.02124** 
19 DV (3.6+0.8) 18.44** 62 CB1*PH1 -0.02970* 
20 EXMO (1.3±2.0) -0.911** 63 *TWP -0.0206 8++ 
21 PAWC (27±3) -6.392** 64 CB2*NBDCT -0.001083* 
22 NCODEl (25+11) -1.495** 69 PLDATE*STN 0.01338* 
23 HYMAT (3.1+0.8) -4.39* 70 *DV -0.2582** 
24 TWP (20+9) -0.273 71 *HYMAT 0.2192** 
25 THAHOR (33±18) 0.535** 72 *TWP -0.02308* 
26 DRAIN (41+14) 0.850** 77 PBDCT*STP1 -0.006864** 
28 COLLUV (0.1±0.2) 5.79* 78 *NC0DE1 0.01167** 
29 ALLUV (0.2+0.4) 11.86++ 82 SL0PE*PH1 -0.03535* 
31 PLDEN^  -0.0003643** 83 STN*NC0DE1 0.008922* 
32 RL32 -0.002698** 85 STP1*TWP -0.006483* 
34 CBl2 -0.01919* 86 *ALLUV 0.1312* 
35 CB22 -0.002800* 87 DV*PAWC -0.5928** 
37 NBDCT? -0.0004211** 90 *ALLUV -4.348** 
38 PBDCT^  -0.002133++ 
I^ntercept = -14.07, = 0.656, and n = 635. 
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2 
of variance is given in the Appendix Table AS. The R of this model 
was 0.656 while Quadratic Model QWT2-15 with 28 linear and 12 quadratic 
2 2 
terms had an R of 0.566 (Table 10). The gain of 0.09 (9%) in R was 
2 the highest of all the 1/4 data sets. However, the R -values were the 
lowest. This suggested that the WT2 data set had the greatest problems 
in either development of the models or data variability. 
The regression statistics of final alternative Model IWT2-4A(11) 
for evaluating the contour planting effect are given in Appendix Table 
B3. This model will not be discussed; it was computed for later use, 
only. 
Besides the 23 significant interactions, the major differences 
2 between Models QWT2-15 and IWT2-4(15) were as follows: SLOPE, NBDCT , 
2 2 PHI , and NCODEl were retained in the final model because they were 
significant. The previously significant PRES2, TILL, DPHMIN, and 
2 PLDATE variates lost their significance in the presence of interac­
tions, due partly to intercorrelation problems. 
In Model IWT2-4(15), PLDATE was involved in 5 interactions; PLDEN, 
CRW, and DV had 4; CBl, NBDCT, NCODEl, STPl, and TWP had 3; CB2, PBDCT, 
PHI, STN, and ALLUV had 2; 4 variables had 1 interaction; and 8 had 
none. For the second period of time as compared to WTl, the PLDATE, 
PLDEN, CRW, DV, and PHI variables were involved in more interactions; 
only THAHOR had fewer interactions; and the other variables had about 
the same number. 
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Other interaction models 
The results of the previous sections indicated that Time and Area 
trends were different in the derived regression models. Because of 
the high computer costs to develop interaction models, it was decided 
that interaction models would be derived only for the TIME2 and the 
statewide (IOWA and I0WA90) data sets. The reasons for using only 
TIME2 were that these data were more important and more up-to-date in 
regards to yields and technology use and, also, that the variable 
effects in TIME2 would be more comparable to those in a statewide 
model. 
The procedures followed for the model selections in this section 
were exactly the same as used in the previous one. 
Model selection for the ITIME2 series A total of 176 interac­
tions were tested in four balanced series (ITIME2-1 to ITIME2-4). The 
variates included in the final combined model for the ITIME2-5 series 
are shown in Table 34. In addition to the variates in final Quadratic 
Model QTIME2-15, the NROW, PBDCT, NRESl, SLOPE, ROWSLP, TILL, PALED, 
2 2 COLLUV, ALLUV, and NROW variates were retested. Also, the PBDCT and 
O 
SLOPE variates had been retested but they were deleted earlier at the 
conclusion of variate selection in the ITIME2-1 to ITIME2-4 series. 
Summaries of model selection steps followed for the ITIME2-5, 
ITIME2-6, and ITIME2-7 series are presented in Table 35. Deletion of 
2 24 nonsignificant variates from Model ITIME2-5(1) reduced the R from 
0.700 to 0.695 in final Interaction Model ITIME2-5(10). The ITIME2-6 
series of models was developed to test the AREA variable in place of 
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Table 34. Variâtes included in the final combined yield regressions 
to select interaction variates, Model ITIME2-5 series 
Variate Variate^  Variate^  
1 YIELD 35 PLDEN? 68 WEËDS*MANURE (2.5) 
2 PLDEN 36 RL32 69 PLDATE*MANURE (2.0) 
3 RL3 37 CB12 70 *DV (-2.5) 
4 CRW 38 PLDATE? 71 ROWWID*DV (-2.6) 
5 SLl 39 MANURE? 72 *TWP (-3.4) 
6 CBl 40 NROW? 
7 WEEDS 41 NBDCT? 73 NBDCT*DV (2.5) 
8 PLDATE 44 PHI? 74 *NC0DE1 (3.6) 
9 ROWWID 45 STN? 75 *THAHOR (-1.7) 
STPl? 
76 *DRAIN (-2.3) 
10 MANURE 46 77 PBDCT*STPl (-2.3) 
11 NROW 47 DV? 78 *NC0DE1 (2.0) 
12 NBDCT 48 PAWC? 79 *TILL (2.0) 
13 PBDCT 49 NCODEl? 
14 TILE 50 TWP? 80 NRES1*RANGE (-2.9) 
15 NRESl 51 RANGE? 81 SL0PE*PH1 (-2.6) 
16 SLOPE 52 THAHOR? 82 *STN (2.2) 
17 ROWSLP 53 DRAIN? 83 *DV (-1.8) 
54 DCAL? 84 GRANGE (-3.0) 
18 PHI 86 PH1*DV (-3.0) 
19 STN 55 PLDEN*CRW (-3.0) 87 STN*NC0DE1 (2.1) 
20 STPl 42 *CB1 (-4.2) 
21 DV 56 *NBDCT (2.5) 88 STP1*TWP (-3.3) 
22 EXMO 57 *DV (4.4) 89 *ALLUV (1.8) 
23 PAWC 58 RL3*DV (-1.8) 90 DV*PAWC (-3.8) 
24 NCODEl 59 CRW*CB1 (-2.0) 91 &NC0DE1 (-2.4) 
25 HYCROSS 60 APLDATE (-2.9) 92 ARANGE (-2.2) 
61 *PBDCT (-1.8) 93 *DRAIN (-2.4) 
26 TWP 62 *RANGE (-1.8) 94 *ALLUV (-3.4) 
27 RANGE 95 *DCAL (-1.8) 
28 THAHOR 63 SL1*NBDCT (-1.9) 
29 DRAIN 64 *NC0DE1 (1.8) 96 NCODElARANGE (-2.4) 
30 TILL 65 GRANGE (-1.7) 97 *THAH0R (-2.3) 
31 PALEO 66 CB1*DV (3.5) 98 *DRAIN (-2.8) 
32 COLLUV 67 *PAWC (1.7) 99 THAH0R*ALLUV (-2.8) 
33 ALLUV 43 *NC0DE1 (2.4) 100 WEEDS*DV 
34 DCAL 
N^umbers in parentheses are the t-values of the interaction vari­
ates in the final regressions of the preliminary Models ITIME2-1 through 
ITIME2-4 series. 
bx85 is the dummy variate in Helarctos II program; XlOO was tested 
for the first time. 
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Table 35. Summary of the model selection steps. Models ITIME2-5 to 
ITIME2-7 series 
Model No. of Identification 
no. 
ITIME2-5(1) 98 
(10) 74 
Complete final interaction model for TIME2 .700 
data set (Table 34) 
Reduced final interaction model for TIME2 .695 
data set 
ITIME2-6(1) 98 Complete alternative model for testing of .694 
AREA variable in place of RANGE variable 
(Appendix Table B4) 
(13) 74 Reduced final alternative model for AREA in .691 
place of RANGE variable 
ITIME2-7(1) 93 Complete alternative model for testing of .698 
the [SLP*RSLP] transformed variable 
(Appendix Table B6) 
(11) 74 Reduced final alternative model for evalu- .694 
ating contour planting effect 
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the RANGE variable. The list of the variates included in this series 
is given in the Appendix Table B4. Also, the ITIME2-7 series of 
models was computed to test the [SLOPE*ROWSLP] transformed variable 
for evaluating the contour planting effect on yield. The variates 
included in this series are given in Appendix Table B6. Table 35 
shows that deletion of nonsignificant variates from the complete 
2 
models for both series decreased the R only very slightly. 
The regression statistics of final Interaction Model ITIME2-5(10) 
are shown in Table 36. Its analysis of variance is given in Appendix 
Table A8. Table 36 shows that the Model ITIME2-5(10) had 74 variates 
2 including 29 linear, 15 quadratic, and 30 interaction terms. Its R 
was 0.695 while final Quadratic Model QTIME2-15 with 24 linear and 17 
2 quadratic terms had an R of 0.635 (Table 19). The increase of 0.06 
2 (6%) in the R of the interaction model was similar to the increases in 
most other interaction models. 
The regression statistics of final alternative Models ITIME2-6(13) 
and ITIME2-7(11) are given in Appendix Tables B5 and B7, respectively. 
These models will not be discussed; they were computed for later use, 
only. 
Besides the 30 significant interactions, the major differences 
between the quadratic and the interaction models were the following: 
(1) the retested variates of PBDCT, NRESl, SLOPE, PALEO, and ALLUV were 
retained in the final model; (2) the NROW, ROWSLP, TILL, COLLUV, and 
2 NROW variates were again rejected; and (3) the previously significant 
2 2 DV and TWP variates lost their significance in the presence of the 
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Table 36. Regression statistics of the final interaction model of 
yield on selected variates, Model ITIME2-5(10)^  
i^ Variate hi i^ Variate 
2 PLDEN (402±85) 0.0888* 46 STPl? -0.003919** 
3 RL3 (9±18) 0.301** 48 PAWC? 0.06997* 
4 CRW (15±7) 0.633* 49 NCODEl? 0.008176* 
5 SLl (4+6) -0.209 51 RANGE? 0.005441* 
6 CBl (4±5) 1.624** 52 THAHOR? -0.004149* 
7 WEEDS (62+76) -0.0370** 53 DRAIN? -0.004261** 
8 PLDATE (23±8) 1.079** 54 DCAL? -0.0007107** 
9 ROWWID (28±6) 0.322* 
10 MANURE (5+10) 0.0886 55 FLDEN*CRW -0.001315** 
12 NBDCT (86±61) 0.0772* 42 *CB1 -0.003808** 
13 PBDCT (12±15) 0.0675 56 *NBDCT 0.0001694* 
14 TILE (6+16) 0.0733** 57 *DV 0.02690** 
15 NRESl (52±70) 0.0192* 58 RL3*DV -0.05154* 
16 SLOPE (4±4) -0.0560 59 CRW&CB1 -0.02981** 
18 PHI (15±6) 2.044** 60 *PLDATE -0.01460* 
19 STN (62±11) 0.512* 63 SL1*NBDCT -0.003061** 
20 STPl (34±22) 0.533** 64 *NC0DE1 0.01446** 
21 DV (3.8+0.7) 21.39** 65 *RANGE -0.008795** 
22 EXMO (1.4+2.2) —0.804** 66 CB1*DV 0.2153** 
23 PAWC (25±5) -0.951 43 *NC0DE1 0.01429* 
24 NCODEl (24±11) -0.602* 68 WEEDS*MANURE 0.0006994* 
25 HYCROSS (2.Oil.3) 0.907** 69 PLDATE*MANURE 0.006889++ 
26 TWP (20±9) 0.476* 70 *DV -0.1598** 
27 RANGE (26±16) -0.286* 72 ROWWID*TWP -0.02101** 
28 THAHOR (34±15) 0.471** 74 NBDCT*NC0DE1 0.001952** 
29 DRAIN (43±15) 0.434** 76 *DRAIN -0.001004** 
31 PALEO (0.0310.2) -4.21* 77 PBDCT*STP1 -0.001605++ 
33 ALLUV (0.1+0.4) 7.05+^  . 80 NRES1*RANGE -0.0008560** 
34 DCAL (29+43) 0.0867** 81 SL0PE*PH1 -0.03487** 
83 *DV 0.2004++ 
35 
M 1 -0.0001569** 86 PH1*DV -0.2567** 36 RLS"^  -0.001355* 87 STN*NC0DE1 0.005209* 
37 CB12 -0.03208** 88 STP1*TWP -0.006370** 
38 PLDATE^  -0.009302* 89 *ALLUV 0.1178** 
39 MANURE^  -0.005771* 90 DV*PAWC -0.5054** 
41 NBDCT? -0.0004711** 91 *NC0DE1 -0.09442* 
44 PHI? -0.01513* 97 NC0DE1*THAH0R -0.003745++ 
45 STN? -0.004064* 99 THAH0R*ALLUV -0.2606** 
^Intercept = -92.9**, = 0.695, and n = 1332. 
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interactions. 
In Model ITIME2-5(10), DV was involved in 8 interactions; NCODEl 
had 6; PLDEN, CBl, and NBDCT had 4; CRW, SLl, PLDATE, and STPl had 3; 
MANURE, PHI, TWP, RANGE, SLOPE, THAHOR, and ALLUV had 2; 8 variables 
had 1 interaction; and 5 variables had none. 
Model selection for the IIOWA series The selection of the base 
set of linear and quadratic terras was based on significant variates in 
final Quadratic Model B-30 of Sridodo (1980) and final Quadratic Model 
QTIME2-15 (Table 19). Selection of the interaction variates was based 
on those that were significant at the 10% level in the Models C to G 
series of Sridodo (1980) and in final Interaction Model ITIME2-5(10) 
(Table 36). Several 3-factor interactions suggested by Sridodo (1980) 
also were tested in the IIOWAl and II0WA2 series. A total of 84 inter­
actions were tested initially in two balanced series (IIOWA-l and 
IIOWA-2), which included all 2657 observations. 
The variates included in the final combined model for the IIOWA-3 
and IIOWA-4 (with 90% of the observations used) series are shown in 
Table 37. All linear and quadratic variates had been significant in 
previous quadratic models except TILL and STP2 which were retested in 
this series. The PLMETH, ROWSLP, MANURE^ , STKl^ , DV^ , SLOPE^ , THAHOR^ , 
CPL^ , and TILL variates had been tested in the IIOWA-1 and IIOWA-2 
series, but they were deleted because of nonsignificance in both model 
series. Of the three 3-factor interactions initially tested, only 
the PLDEN*DV*NBDCT interaction was significant and included in the 
IIOWA—3 series. 
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Table 37. Variâtes included in the combined yield regressions, Models 
IIOWA-3 and IIOWA-4 series 
Variate Variate^  Variate^  
1 YIELD 34 ALLUV 67 WEEDS*DV (-3.0) 
2 PLDEN 35 DCAL 68 PLDATE*TWP (-2.0) 
3 RL3 36 STP2 69 ROWWID*TWP (-4.9) 
4 CRW 70 MANURE*NBDCT (-3.2) 
5 SLl 37 PLDEN^  71 ASTKl (-2.8) 
6 CBl 38 RL32 72 NBDCT*STN (-3.0) 
7 CB2 39 CB12 73 *STP1 (-2.3) 
8 WEEDS 40 CB22 74 *NC0DE1 (5.1) 
9 PLDATE 41 PLDATE? 75 *RANGE (-2.6) 
42 NBDCT2 76- *THAHOR (-2.7) 
10 ROWWID 43 PBDCT? 
11 MANURE 44 PHI? 77 PBDCT*STP1 (-2.4) 
12 PROW 45 STN? 78 NRESIARANGE (-2.1) 
13 NBDCT 46 STPl? 79 PLDEN*DV*NBDCT (3.7) 
14 PBDCT 47 PAWC? 80 SLOPE*STN (3.2) 
15 TILE 48 NCODEl? 81 *DCAL (-5.0) 
16 NRESl 49 TWP? 82 PH1*DV (-3.0) 
17 SLOPE 50 RANGE? 83 *DCAL (-2.3) 
51 DRAIN? 
18 PHI 52C DCAL? 84 STN*NC0DE1 (3.3) 
19 STN 85 *TWP (-3.0) 
20 STPl 53 PLDENACRW (-2.7) 86 STP1*DV (3.4) 
21 STKl 54 *CB1 (-2.7) 88 *THAH0R (-3.0) 
22 DV 55 *CB2 (-3.8) 89 AALLUV (2.1) 
23 EXMO 56 *DV (5.0) 90 STK1*NC0DE1 (2.3) 
24 PAWC 57 RL3*DV (-3.0) 91 DV*PAWC (-6.0) 
25 NCODEl 58 *PAWC (-3.5) 92 *NC0DE1 (-2.8) 
93 *DRAIN (-3.1) 
26 HYCROSS 59 CRW*CB1 (-2.5) 94 *BI0 (-2.9) 
27 '.CWP 60 *STP1 (-3.3) 
28 RANGE 61 SL1*NBDGT (-4.1) 95 PAWC*TWP (3.6) 
29 THAHOR 62 CB1*CB2 (-3.9) 96 THAHOR*CPL (-3.4) 
30 DRAIN 63 *DV (4.4) 97 *ALLUV (-3.5) 
31 GPL 64 *PAWC (2.8) 98 BI0*STP2 (3.2) 
32 BIO 65 *NC0DE1 (2.1) 99 ALLUV*DCAL (2.5) 
33 PALEO 66 CB2*RANGE (2.6) 100 DCAL&STP2 (3.4) 
lumbers in parentheses are the t-values of the interaction vari­
âtes in the final regressions of the preliminary Models IIOWA-1 and 
IIOWA-2 series. 
bx87 is the dummy variate in the Helarctos II program. 
CX52 is the NBDCT*DV variate in the Model IIOWA-4 series. 
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Summaries of the model selection steps followed for the IIOWA-3 
to the IIOWA-6 series are presented in Table 38. Deletion of 11 non-
2 
significant variates from Model II0WA-3(1) reduced the R from 0.686 
to 0.684 in final Interaction Model II0WA-3(6), a very slight reduc-
2 tion in R . For the IIOWA-4 series (derived from 90% of the statewide 
data or 2391 observations), deletion of 17 nonsignificant variates 
2 
reduced the R from 0.689 in the initial model (Table 38) to 0.686 
2 in the final Interaction Model II0WA-4(9). The R -values for the 
IIOWA-3 and IIOWA-4 series were very similar; this was expected because 
both models were derived from the same data set. 
The model selection steps for the alternative IIOWA-5 series to 
test several 3-factor interactions and the IIOWA-6 series to test the 
[SLOPE*ROWSLP] transformed variable are also given in Table 38. The 
variates included in both of these series are given in Appendix Table 
B8. 
The regression statistics of final Interaction Model IIOWA-3(6) 
are shown in Table 39. Its analysis of variance is given in the 
Appendix Table AS. Model IIOWA-3(6) had 87 variates including 35 
2 linear, 12 quadratic, and 40 interaction terms. It had an R of 0.684, 
while the Quadratic Model B-30 (Sridodo, 1980), which was comparable 
2 in most respects, had an R of 0.633 and 58 variates including 37 
2 linear and 21 quadratic terms. The increase in R of 0.051 (5.1%) was 
similar to that In other interaction models. 
The regression statistics of final Interaction Model II0WA-4(9) 
are shown in Table 40 and its analysis of variance is also given in 
157 
Table 38. Summary of the model selection steps. Models IIOWA-3 to 
IIOWA-6 series 
Model 
no. 
No. of Identification R' 
II0WA-3(1) 98 Complete final interaction model for state- .686 
wide data set (Table 37) 
(6) 87 Selected final interaction model for state- .684 
wide data set 
II0WA-4C1) 
(9) 
98 Complete model derived from 90% of the 
statewide data (Table 37) 
.689 
81 Selected final model derived from 90% of the .686 
statewide data 
II0WA-5(1) 92 
(7) 
Complete alternative model for evaluation .681 
of selected 3-factor interactions ; all vari­
âtes listed in Appendix Table B8 except 
X90 to X95 
83 Reduced final alternative model for évalua- .681 
tion of selected 3-factor interactions 
I10WA-6(1) 
(4) 
91 Complete alternative model for evaluation of .683 
contour planting; all variates listed in 
Appendix Table B8 except X17, X18, and X96 
to XlOO 
85 Reduced final alternative model for evalu­
ation of contour planting 
.682 
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Table 39. Regression statistics of the final interaction model of 
yield on selected variates. Model IIOWA-3(6)^  
i^ Variate Variate 
2 PLDEN (360±85) 0.131** 48 NCODEl^  0.009041** 
3 RL3 (10±19) 0.370** 49 TWpZ -0.005496++ 
4 CRW (15+6) 0.278++ 50 RANGE^  0.003683++ 
5 SLl (4±6) -0.0695 51 DRAIN? -0.003171** 
6 CBl (3±4) -0.554 
7 CB2 (15±14) 0.365** 53 PLDEN*CRW -0.001182** 
8 WEEDS (58±69) -0.0289** 55 *CB2 -0.0006088** 
9 PLDATE (25+8) 0.213++ 56 *DV 0.02549** 
10 ROWWID (29±5) 0.299** 57 RL3*DV —0.04866* 
11 MANURE (5+10) 0.322** 58 *PAWC -0.007940** 
12 PROW (8+8) 0.0826** 59 CRW*CB1 -0.01845* 
13 NBDCT (56±58) 0.112** 60 *STP1 -0.003320* 
14 PBDCT (8±13) 0.0875* 61 SL1*NBDCT -0.002276** 
15 TILE (6±15) 0.0692** 62 CB1*CB2 -0.007817* 
16 NRESl (36±57) 0.0181* 63 *DV 0.2129** 
17 SLOPE (4±4) -0.815* 64 *PAWC 0.02795* 
18 PHI (15±6) 0.961** 66 GB2 RANGE 0.002511++ 
19 STN (65±13) 0.444** 69 ROWWID*TWP -0.02187** 
20 STPl (30±20) 0.323** 70 MANURE*NBDCT -0.0007939* 
21 STKl (190±84) -0.000041 71 *STK1 -0.0005955* 
22 DV (3.8+.6) 21.98** 72 NBDCT*STN -0.0008683* 
23 EXMO (1.311.9) -1.10** 73 *STP1 -0.0004304+4-
74 *NC0DE1 0.001945** 
24 PAWC (25+5) -0.539 76 *THAHOR -0.0005967* 
25 NCODEl (23±11) -0.903** 77 PBDCT*STP1 -0.001478++ 
26 HYCROSS (2+1) 0.681** 78 NRES1*RANGE -0.0005942* 
27 TWP (20+9) 0.444++ 79 PLDEN*DV*NBDCT 0.00003856** 
28 RANGE (27±15) -0.284** 80 SL0PE*STN 0.01696** 
29 THAHOR (35+15) 0.227** 81 *DCAL -0.004550** 
30 DRAIN (44+16) 0.609** 82 PH1*DV -0.1535** 
31 CPL (27±7) 0.0549 83 *DCAL -0.003906** 
32 BIO (5±1) 4.13* 84 STN*NC0DE1 0.007137** 
33 PALEO (.03±.2) -5.35** 85 *TWP -0.004383++ 
34 ALLUV (.1+.3) 8,90** 86 STP1*DV 0.03937* 
35 DCAL (31±44) 0.0618** 90 STK1*NC0DE1 0.0005772* 
36 STP2 (18±17) -0.0724++ 91 DV*PAWC -0.4693** 
92 *NC0DE1 -0.1096** 
37 PLDEN^  -0.0001986** 93 *DRAIN -0.07847** 
39 CB12 -0.02430** 94 *BIO -1.0435* 
40 CB22 -0.002838** 95 PAWC*TWP 0.01550* 
41 PLDATE^  -0.007753** 96 THAHOR*CPL -0.004731++ 
42 NBDCT? -0.0003890** 97 *ALLUV -0.1980** 
45 STN2 -0.003073** 98 BI0*STP2 0.02350* 
46 STPlZ -0.003686** 99 ALLUV*DCAL -0.02915++ 
47 PAWC2 0.04818** 100 DCAL*STP2 0.004500** 
^Intercept = -82.30**, r2 = 0.684, and n = 2657. 
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Table 40. Regression statistics of the final yield model derived from 
90% of the statewide data. Model IIOWA-4(9)^  
i^ Variate hi i^ Variate ti 
2 PLDEN (359+85) 0.136** 47 PAWC? 0.06114** 
3 RL3 (10±19) 0.429** 48 NCODEl? 0.007091** 
4 CRW (15+6) 0.228 50 RANGE? 0.004355* 
5 SLl (4±6) -0.118++ 51 DRAIN? -0.003108** 
6 CBl (3±4) -0.134 
7 CB2 (15+14) 0.377** 53 PLDEN*CRW -0.001516** 
8 WEEDS (58±70) -0.0290** 55 *CB2 -0.0006474** 
9 PLDATE (25±8) 0.172 56 *DV 0.02896** 
10 ROWWID (29±5) 0.349** 57 RL3*DV -0.05291* 
11 MANURE (5+10) 0.329** 58 *PAWC -0.009555** 
12 PROW (8±8) 0.0640* 61 SL1*NBDCT -0.001750** 
13 NBDCT (56.L58) 0.101** 62 CB1*CB2 -0.008298* 
15 TILE (6±15) 0.0716** 63 *DV 0.1976** 
16 NRESl (36±57) 0.0196* 66 CB2*RANGE 0.002885* 
17 SLOPE (4±4) -0.675* 69 R0WWID*TWP -0.02412** 
18 PHI (15±6) 1.020** 70 MANURE*NBDCT -0.0009960* 
19 STN (65+13) 0.476** 71 *STK1 -0.0005965* 
20 STPl (30+20) 0.331** 72 NBDCT*STN -0.0005803++ 
21 STKl (191±84) -0.00133 73 *STP1 -0.0006214** 
22 DV (3.8+.6) 23.30** 74 *NC0DE1 0.002205** 
23 EXMO (1.3+2) -1.04** 76 *THAHOR -0.0006872* 
24 PAWC (25±5) -0.791 78 NRES1*RANGE -0.0006470* 
25 NCODEl (23+11) -0.681** 79 PLDEN*DV*NBDCT 0.00003469* 
26 HYCROSS (2±1) 0.710** 80 SL0PE*STN 0.01491** 
27 TWP (20±9) 0.291 81 *DCAL -0.005086** 
28 RANGE (27±15) -0.323** 82 PH1*DV -0.1647** 
29 THAHOR (35±15) 0.272** 83 *DCAL -0.003730** 
30 DRAIN (44+16) 0.629** 84 STN*NC0DE1 0.005986** 
31 CPL (27±7) 0.0868 85 *TWP -0.004521"*^  
32 BIO (5±1) 4.38* 86 STP1*DV 0.03370++ 
33 PALEO (.03±.2) -4.76** 90 STK1*NC0DE1 0.0004891++ 
34 ALLUV (.1±.3) 10.38** 
35 DCAL (31±44) 0.0674** 91 DV*PAWC -0.5233** 
36 STP2 (18+17) -0,0682 92 *NC0DE1 -0.1245** 
93 *DRAIN -0.08761** 
37 PLDEN? -0.0002131** 94 *BI0 -1.0478++ 
39 CB12 -0.01992** 95 PAWC*TWP 0.01539* 
40 CB22 -0.002871** 96 THAH0R*CPL -0.005801* 
41 PLDATE? -0.007282** 97 *ALLUV -0.2306** 
42 NBDCT? -0.0003606** 98 BI0*STP2 0.02319* 
45 STN? -0.003106** 99 ALLUV*DCAL -0.03455++ 
46 STPl^  -0.004010** 100 DCAL*STP2 0.004226** 
^Intercept = -89.55**, = 0.686, and n = 2391. 
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Appendix Table A8. Model IIOWA-4(9) had 81 variates including 34 
linear, 11 quadratic, and 36 interaction terms. 
The regression statistics of final alternative Models IIOWA-5(7) 
and II0WA-6(4) are given in Appendix Tables B9 and BIO, respectively. 
These models will not be discussed; they were computed for later use, 
only. 
The major differences between Quadratic Model B-30 (Sridodo, 1980) 
and IIOWA-3(6) models were the following: (1) the PLMETH, ROWSLP, and 
DPHMIN variates, which were significant in Model B-30, were deleted 
from Model II0WA-3(6); (2) the ROWWID, ALLUV, and STP2 variates, which 
had not been significant in Model B-30, were significant in Model 
IIOWA-3(6); the significant HYCROSS variable had not been tested previ­
ously; and (3) the quadratic terms of RL3^ , MANURE^ , PBDCT^ , PHl^ , DV^ , 
2 2 2 2 SLOPE , THAHOR , CPL , and DCAL , significant in Model B-30, were 
deleted from Model II0WA-3(6). 
The differences between Models IIOWA-3(6) and IIOWA-4(9), derived 
from 90% of the data, were; the initial complete model of both series 
2 
was the same except that nonsignificant DCAL of the former series was 
replaced by the nonsignificant NBDCT*DV variate in the latter series; 
and the PBDCT, TWP^ , CRW*CB1, CRW*STP1, CB1*PAWC, and PBDCT*STP1 vari­
ates were deleted from the 90% data set final model due to nonsignifi-
cance. Finally, coefficients of all the variates included in both 
models were alike and of the same sign. Therefore, this was evidence 
that both models were essentially the same. 
As shown in Table 39 for Model IIOWA-3(6), DV was involved in 10 
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interactions; NBDCT had 7; PLDEN, CBl, STN, STPl, PAWC, NCODEl, and 
DCAL had 4; CRW, CB2, TWP, and THAHOR had 3; RL3, MANURE, SLOPE, PHT, 
STKl, RANGE, BIO, ALLUV, and STP2 had 2; 6 variables had 1 interaction; 
and 5 variables had none. 
Discussion of variable effects on yields 
The main effects on yields of most variables in interaction models 
are similar to their effects on yields in the quadratic models. Inter­
actions will modify effects to a varying degree. A few may have marked 
effects on the yield responses to a variable (for example, from nega­
tive to positive or from very large to nil), but most will change the 
slope of the yield response only a small to moderate amount. 
The effects of the variables on yield were discussed in detail for 
the quadratic models. Addition or deletion of variables from the 
quadratic to the interaction models were also discussed previously for 
each interaction model. The comparisons between the quadratic and 
interaction models will be briefly summarized. Most of the discussion, 
however, will focus on the differences between or among interaction 
models. 
2 
The increases in explanation of the total yield variability (R ) in 
the interaction models, as compared to the quadratic models, were only 
moderate for the number of interactions involved (from 19 to 40). For 
2 
the ETl, Ex2, WTl, TIME2, and IOWA data sets, the increases in R -values 
were very similar and between 5.1 to 6.4%. The only exception was the 
2 WT2 data set where the increase in R -value was 9.0%. 
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Several of the retested variates (24 in the 6 final interaction 
models) which had not been significant in the quadratic models were re­
tained in the interaction models because they or their interactions were 
significant. Of the variates that had been significant in the quadratic 
models, 13 linear variates were deleted from the 6 final interaction 
models and 18 squared terms were deleted and replaced by at least one to 
several interactions each. This clearly showed the dilution effect as 
described by Laird and Cady (1969). 
Most of the retested variates were rejected in the lETl and IET2 
interaction models, but most were retained in the IWTl and IWT2 models. 
This behavior illustrated one of the problems in variable selection in 
the modeling process, that is, significance of variables may change from 
quadratic to interaction models. Hence, retesting of variables should 
be done routinely in the modeling process. 
As expected, the highest number of interaction terms occurred in 
Model II0WA-3(6) with 40. Then, both Models ITIME2-5(10) and IET2-6(6) 
had 30, Model IWT2-4(15) had 23, Model IWT1-4C9) had 22, and, finally. 
Model IETl-3(9) had only 19 interactions. This showed that the number 
of interactions increased from Timel to Time2, and also, as the area 
covered and number of observations per model increased. 
Tables 41, 42, and 43 summarize the linear, quadratic and interac­
tion effects on yields of the variables included in each of the six final 
interaction models. Because the models for the Time2 period and all of 
Iowa are more up-to-date, most of the discussion will relate to them. 
The variables that had 3 or more interactions in Model IETl-3(9) 
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Table 41. Summary of the linear, quadratic, and interaction effects on 
yields, interaction Models IETl-3(9) and IET2-6(6) 
Model IETl-3(9)^  Model IET2-6(6)b 
Vari­
able Signif 
of L,Q 
Interacting Signif 
of L,Q 
Interacting X^  
No Xi No Xi 
PLDEN ** J ** 3 NBDCT,EXMO, ns,** 6 CRW,CBl,STPl,DV, 
NCODEl HYCROSS,SAND 
CRW ** ^ — 0 — ns,— 3 PLDEN,CBl,SLOPE 
CBl A*,** 1 TWP ns,** 4 PLDEN,CRW,DV,TWP 
WEEDS ns,— 2 PLDATE,NCODEl *  ^ —— 3 ROWWID,MANURE,STN 
PLOW A* ^ 1 NBDCT 
PLDATE ^ 4 WEEDS,DV,HYMAT,SAND ^ 2 MANURE,SAND 
ROWWID —— — it ^  — 2 WEEDS,TWP 
MANURE 0 — ns,* 3 WEEDS,PLDATE,DRAIN 
NROW __ ns,— 1 PBCT 
NBDCT ns,— 5 PLDEN,PLOW,STN, *A Aft 1 NCODEl 
STPl,BIO 
PBDCT — — ns,— 1 NROW 
SLOPE ns,— 1 STN ns,** 4 CRW,ROWSLP,TWP,RANGE 
ROWSLP — —• ++,** 1 SLOPE 
PHI ** ^ — 1 DV AA 1 STPl 
STN * J A* 4 NBDCT,SLOPE,NCODEl,ALLUV *A *A 1 WEEDS 
STPl 1 NBDCT ns,— 3 PLDEN,PHI,HYCROSS 
STKl AApA* 1 NCODEl — — —  
DV ns,— 2 PLDATE,PHI AA Aft 4 PLDEN,CBl,HYCROSS, 
SAND 
EXMO ns,— 2 PLDEN,NCODEl ns,— 1 NCODEl 
NCODEl *,— 5 PLDEN,WEEDS,STN, ns,— 3 NBDCT,EXMO,THAHOR 
STKl,EXMO 
HYCROSS ++,— 3 PLDEN,STPl,DV 
HYMAT -H-,— 1 PLDATE — — 
TWP AA^ 1 CBl ns,— 3 CBl, ROWWID,SLOPE 
RANGE Aft ^  0 ns,— 1 SLOPE 
THAHOR **,++ 1 NCODEl 
DRAIN — *Ap—— 2 MANURE,DCAL 
BIO *, 1 NBDCT — 
TILL — ns,— 1 DCAL 
SAND * >  1 PLDATE ++,— 3 PLDEN,PLDATE,DV 
ALLUV Aft ^  1 STN — — 
DCAL — AA,A 2 DRAIN,TILL 
aCB2, PROW, TILE, CPL, and PALEO had only significant linear ef­
fects on yield. 
bSLl and TILE had only significant linear effects on yield. 
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Table 42. Summary of the linear, quadratic, and interaction effects 
on yields, interaction Models IWTl-4(9) and IWT2-4(15) 
Model IWTl-4(9)a Model IWT2-4(15)^  
Vari­
able 
Signif. 
of L,Q 
Interacting Signif. 
of L,Q 
Interacting 
No. Xi No Xi 
PLDEN **,* 2 CB2,NCODEl AA,AA 4 CRW,CBl,NBDCT, 
DV 
RL3 îfc A ^ —— 1 CRW AAjAA 0 
CRW **, 2 RL3,PBDCT Aft ^ — 4 PLDEN,CB2,PLDATE, 
NBDCT 
SLl — — —  ftA J—— 1 NCODEl 
CBl A* J 3 CB2,NBDCT,STN AA,A 3 PLDEN,PHI,TWP 
CB2 3 PLDEN,CBl,PLDATE AA jA 2 CRW, NBDCT 
WEEDS *, 1 DV AA J 0 — 
PLOW J 1 PLDATE ++, 0 
PLDATE *) 2 CB2,PL0W ns,— 5 CRW,STN,DV, 
HYMAT,TWP 
MANURE * i  1 DV — — 
PROW ftA J 2 PBDCT,STPl — 
NBDCT Aft J 4 CBl,STPl,ALLUV, ns,** 3 PLDEN,CRW,CB2 
STP2 
PBDCT ns,— 2 CRW,PROW ns ,++ 2 STPl,NCODEl 
SLOPE — —  — —  1 PHI 
PHI AA^AA 0 **,++ 2 CBl,SLOPE 
STN AApAA 2 CBl,ALLUV ++,— 2 PLDATE,NCODEl 
STPl AA J AA 2 PROW,NBDCT ftft^AA 3 PBDCT,TWP,ALLUV 
DV Aft ^ 2 WEEDS,MANURE ftft, 4 PLDEN,PLDATE, 
PAWC,ALLUV 
PAWC AA J AA 2 THAHOR,CPL ftA,AA 1 DV 
NCODEl ns,++ 2 PLDEN,STP2 AA,A 3 SLl,PBDCT,STN 
HYMAT — —  1 PLDATE 
TWP ns,* 2 THAHOR,[SLP*RSLP] ns,* 3 CBl,PLDATE,STPl 
THAHOR AA^ 2 PAWC,TWP AAjAA 0 — 
GPL AApAA 1 PAWC — 
ALLUV * >  2 NBDCT,STN ++, 2 STP1,DV 
STP2 ns,— 2 NBDCT,NCODEl — 
[SLP*RSLP] * t  1 TWP — 
apRESl, EXMO, DRAIN, TILL, and PALEO had only significant linear 
effects on yield. 
R^OWSLP and DRAIN had only significant quadratic effects on yield; 
EXMO and COLLUV had only significant linear effects. 
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Table 43. Summary of the linear, quadratic, and interaction effects on 
yields, interaction Models ITIME2-5(10) and IIOWA-3(6) 
Model ITIME2-5(10)^  Model IIOWA-3(6)^  
Vari­
able Signif 
of L,Q 
Interacting Signif 
of L,Q 
Interacting 
No Xi No Xi 
PLDEN 4 CRW,CBl,NBDCT,DV 4 CRW,CB2,DV,NBDCT*DV 
RL3 ** J * 1 DV — 2 DV,PAWC 
CRW *,— 3 PLDEN,CBl,PLDATE ++,— 3 PLDEN,CBl,STPl 
SLl 3 NBDCT,NCODEl,RANGE ns,— 1 NBDCT 
CBl 4 PLDEN,CRW,DV, ns,** 4 CRW,CB2,DV,PAWC 
NCODEl 
CB2 — 3 PLDEN,CBl,RANGE 
WEEDS it* ^ 1 MANURE ft* J — 0 — 
PLDATE ** J * 3 CRW,MANURE,DV ++,** 0 —— 
ROWWID *, 1 TWP ftft J — 1 TWP 
MANURE ns,* 2 WEEDS,PLDATE ftft J — 2 NBDCT,STKl 
NBDCT * J ** 4 PLDEN,SLl,NCODEl, ftft,*ft 7 SLl,MANURE,NCODEl,STN, 
DRAIN STPl,THAHOR,PLDEN*DV 
PBDCT +.— 1 STPl ft,— 1 STPl 
NRESl 1 RANGE ft,— 1 RANGE 
SLOPE ns,— 2 PH1,DV ft,— 2 STN,DCAL 
PHI **,* 2 SLOPE,DV ftft,— 2 DV,DCAL 
STN 1 NCODEl ftft,ftft 4 NBDCT,SLOPE,NCODEl,TWP 
STPl •k-k ^  ** 3 PBDCT,TWP,ALLUV ftft,ftft 4 CRW,NBDCT,PBDCT,DV 
STKl — — ns,— 2 MANURE,NCODEl 
DV ** ^ — 8 PLDEN,RL3,CBl, ftft,— 10 PLDEN,RL3,CBl,PHI,STPl, 
PLDATE,SLOPE,PHI, PAWC,NCODEl,DRAIN,BIO, 
NCODEl,PAWC PLDEN*NBDCT 
PAWC +,** 1 DV ns,** 4 RL3,CB1,DV,TWP 
NCODEl 6 SLl,CBl,NBDCT,STN, ftft,ftft 4 NBDCT,STN,STKl,DV 
DV,THAHOR 
TWP *,— 2 ROWWID,STPl ++,++ 3 ROWWID,STN,PAWC 
RANGE 2 SLl,NRESl **,++ 2 CB2,NRESl 
THAHOR 2 NCODEl,ALLUV ftft,— 3 NBDCT,CPL,ALLUV 
DRAIN A*,** 1 NBDCT ftft, ftft 1 DV
CPL — ns,— 1 THAHOR 
BIO — ft ,— 2 DV,STP2 
ALLUV ++,— 2 STPl,THAHOR ftft, —— 2 THAHOR,DCAL 
DCAL ft* J Aft 0 ftft, —— 4 SLOPE,PH1,ALLUV,STP2 
STP2 ++,— 2 BIO,DCAL 
T^ILE, EXMO, HYCROSS, and PALEO had only significant linear effects 
on yield. 
bpROW, TILE, EXMO, HYCROSS, and PALEO had only significant linear 
effects. 
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were PLDEN, PLDATE, NBDCT, NCODEl, and STN; those that had 3 or more 
interactions in Model IET2-6(6) were PLDEN, CRW, CBl, WEEDS, HYCROSS, 
MANURE, NCODEl, STPl, DV, TWP, SLOPE, and SAND (Table 41). In the 
East, variables associated with N availability had more interaction 
effects on yield in Timel than in Time2; the others, such as the PLDEN, 
DV, environmental, and planting variables, had more interactions in 
Time2 than in Timel. 
In Model lWTl-4(9) the CBl, CB2, and NBDCT variables were involved 
in 3 or more interactions: in Model IWT2-4(15), the PLDEN, CRW, CBl, 
PLDATE, NBDCT, NCODEl, STPl, DV, and TWP were involved in 3 or more 
interactions (Table 42). In the West, the DV, environmental, and plant­
ing variables also had more interactions in Time2 than Timel, but the 
N availability variables (NBDCT, NCODEl, and STN) had about the same 
number of interactions in both time periods. 
In the models for the second time period and for all of Iowa, the 
highest R^  (0.788) was attained in Model IET2-6(6) and the lowest (0.656) 
in Model IWT2-4(15), while the R^ -values of Models ITIME2-5(10) and 
IIOWA-3(6) were very similar (0.695 and 0.684, respectively). The 
most linear and interaction terms occurred in Model II0WA-3(6) and the 
least in Models IWT2-4(15). The most quadratic terms (15) occurred in 
Model ITIME2-5(10) and the least (10) in Model IET2-6(6). 
The effects of the variables on yield in Interaction Models 
IET2-6(6), IWT2-4(15), ITIME2-5(10), and II0WA-3(6) , as shown in Tables 
41 to 43, will be discussed in the following paragraphs. We will refer 
to these models as the IET2, IWT2, ITIME2, and IIOWA models to 
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facilitate the discussion. 
The PLDEN variable had curvilinear effects on yields, as expected; 
the rate of curvature was similar in all models except IWT2, in which 
2 the regression coefficient of PLDEN was twice as large as in the other 
models (Tables 26, 33, 36, and 39). PLDEN had from 4 to 6 interactions 
with other variables (Tables 41 to 43). It had interactions with CRW 
and DV in all 4 models, with NBDCT in all models except IET2, with CBl 
in all except IIOWA, with HYCROSS, STPl, and SAND only in the IET2 
model, and with CB2 only in the IIOWA model. The effects of PLDEN on 
yields should be similar in all 4 models, except in IET2 in which PLDEN 
had interactions with different variables and in IWT2 in which the rate 
of curvature was greater. 
The PLDATE variable had the expected curvilinear effects in the 
ITIME2 and IIOWA models but not in the IET2 and IWT2 models. This 
variable interacted with 2, 5, 3, and 0 variables in the IET2, IWT2, 
ITIME2, and IIOWA models, respectively (Tables 41 to 43). The CRW, 
MANURE, and DV variables that interacted with PLDATE in ITIME2, inter­
acted also with PLDATE in either the IET2 or IWT2 model. SAND inter­
acted with PLDATE only in IET2 and STN, HYMAT, and TWP interacted with 
PLDATE only in IWT2. The YMAX occurred on May 4 in the IIOWA model 
(computed from data in Table 39) and again on May 4 in the ITIME2 
models at mean levels of the interacting variables (computed from data 
in Table 36). The effect of PLDATE on yield will be more variable in 
the IET2 and IWT2 models because it can be negative or positive depend­
ing on levels of interacting variables. 
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The NBDCT variable had similar curvilinear effects in all models 
2 because the regression coefficients for NBDCT varied only from 
-0.00039 to -0.00048 (Tables 26, 33, 36, and 39). The interactions with 
NBDCT varied from 1 in IET2 to 7 in the IIOWA model (Tables 41 to 43). 
NBDCT had interactions with NCODEl and PLDEN in 3 models, with SLl in 
2 models, and with the other variables only once in the models. The 
effects of NBDCT on yields will vary among the models primarily because 
of its varying number of interactions. 
The DV variable had a curvilinear effect on yield only in IET2 and 
it interacted with 4, 4, 8, and 10 variables in the IET2, IWT2, ITIME2, 
and IIOWA models, respectively (Tables 41 to 43). DV interacted with 
PLDEN in all models, with CBl and PAWC in 3 models, with RL3, PLDATE, 
PHI, and NCODEl in 2 models, and with several variables in only one 
model. In the ITIME2 and IIOWA models, DV had interactions with 6 of 
the same variables. The effects of DV on yields among the models will 
vary primarily because of the varying number of interactions in each 
model. 
The NCODEl variable had similar curvilinear effects in all models 
2 
except IET2; the regression coefficients of NCODEl were similar in all 
except IET2 (Tables 33, 36, and 39). It interacted with 3, 3, 6, and 4 
variables in IET2, IWT2, ITIME2, and IIOWA models, respectively (Tables 
41 to 43). NCODEl interacted with NBDCT and STN in 3 models, with SLl, 
DV, and THAHOR in 2 models, and with 4 variables in only one model. 
The varying numbers of interactions may cause different effects of 
NCODEl on yields among the models. 
159 
The PHI variable had curvilinear effects in 2 of the 4 models. 
2 
As shown by the regression coefficients for PHI and PHI (if present-) 
in Tables 26, 33, 36, arid 39, its effects on yields were variable among 
the models. PHI had 2 interactions in 3 models and 1 interaction in 
IET2 (Tables 41 to 43). Only interactions with DV and SLOPE occurred 
in more than one model. 
The STN variable had curvilinear effects on yield in all models 
2 
except in IWT2; the regression coefficient of STN in Model IET2 was 
more than twice those in the ITIME2 and IIOWA models (Tables 26, 36, 
and 39). It interacted with 1, 2, 1, and 4 variables in the IET2, 
IWT2, ITIME2, and IIOWA models, respectively (Tables 41 to 43). STN 
interacted with NCODEl in 3 models and with 5 other variables in only 
one model each. The effects of STN on yields will be variable due to 
differences in the regression coefficients and interactions among the 
models. 
The STPl variable had curvilinear effects on yields in all models 
except IET2; the regression coefficients for STPl^  in Models ITIME2 
and IIOWA were about half of the one in Model IWT2 (Tables 33, 36, and 
39). It interacted with 4 variables in the IIOWA model and with 3 vari­
ables in each of the others (Tables 41 to 43). The variables interact­
ing with STPl in the IWT2 and ITIME2 models (PBDCT, TWP, and ALLUV) 
were the same. STPl had interactions with different variables in the 
IET2 and IIOWA models. Both the varying regression coefficients and 
different interactions will cause different effects of STPl on yields. 
The TWP variable had curvilinear effects on yields in 2 of the 4 
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models. In the IWT2 and IIOWA models, the regression coefficients of 
2 TWP had opposite signs; in the other two models, the signs of the 
linear TWP effects varied, depending on levels of the interacting vari­
ables (Tables 26, 33, 36, and 39). TWP had interactions with 2 or 3 
variables in each of the models (Tables 41 to 43) ; it had interactions 
with ROWWID in 3 models, with CBl and STPl in 2 models, and with SLOPE, 
PLDATE, STN, and PAWC in 1 model each. The effects of TWP on yields 
will be variable among the models because of differences in the regres­
sion coefficients and interactions. 
The other location variable of RANGE had similar curvilinear ef­
fects in the ITIME2 and IIOWA models. It had a negative linear effect 
which increased with SLOPE in IET2 but it was not included in the IWT2 
model (Tables 26, 36, and 39). RANGE had only 1 or 2 interactions with 
other variables in each of the 3 models (Tables 41 and 43). The effects 
of RANGE on yields will be similar in the 3 models except at high levels 
of the interacting variables. 
Of the environmental variables, both CRW and CBl had 3 or 4 inter­
actions in each model. CRW had a linear effect on yield in all models 
and interacted with PLDEN in all 4 models, with CBl in 3 models, with 
PLDATE in 2 models, and with 3 others in 1 model each (Tables 41 to 43). 
CBl had a similar curvilinear effect on yield in all models except in 
IET2 where the rate of curvature was about double (Tables 26, 33, 36, 
and 39). It interacted with PLDEN, CRW, and DV in 3 models, with TWP 
in 2 models, and with 4 others in 1 model each. 
The CB2 variable had similar curvilinear effects in the 2 models 
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(IWT2 and IIOWA) in which it was retained (Tables 33 and 39). It had 
2 interactions in the IWT2 model and 3 interactions with different 
variables in the IIOWA model. The RL3, SLl, and WEEDS variables had 
2 or 3 interactions in 1 model and 0 or 1 in the other models (Tables 
41 to 43). The effects of the environmental factors on yield will 
vary among the models mostly because of the absence or presence of 
their interactions with other variables. 
All other planting and fertility variables except MANURE were in­
volved in only a few interactions (Tables 41 to 43). MANURE had 2 or 
3 interactions in the 3 models in which it was retained; interactions 
with WEEDS and PLDATE occurred in 2 models each. ROWWID had an inter­
action with TWP in 3 models and with 1 other variable. HYCROSS had 3 
interactions in the IET2 model and none in the others. PBDCT had an 
interaction with STPl in 3 models and with 2 other variables in 1 model 
each. NRESl had an interaction with RANGE in both the ITIME2 and IIOWA 
models. 
The soil variables had 11, 4, 7, and 15 interactions in the IET2, 
IWT2, ITIME2, and IIOWA models, respectively (Tables 41 to 43). SLOPE 
had 4 interactions in IET2 and 1 or 2 in the other models; only its 
interaction with PHI occurred in more than 1 model. PAWC had 4 inter­
actions in the IIOWA model and 1 each with DV in 2 other models. THAHOR 
had 3 interactions in IIOWA model and from 0 to 2 in the other 3 models. 
DCAL had 4 interactions in the IIOWA model and 2 in another one. The 
SAND variable had 3 interactions in only 1 model. Others had 1 or 2 
interactions in 1 or more models. The varying number and mix of the 
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interactions involving the soil variables will influence their effects 
on yield among the different models. 
Comparisons between the ITIME2 (1/2 data) and IIOWA (all data in­
cluding TIMEl) models are of most interest. The variables which had 
more interactions in the ITIME2 model than in the IIOWA model were 
SLl, PLDATE, and NCODEl. Those which had fewer interactions in ITIME2 
than in IIOWA included NBDCT, DV, STN, PAWC, and DCAL. These differ­
ences indicated that the variable effects on yields were influenced 
either more or less by other variables in the second time period (with 
higher management levels) as compared to the entire time period. The 
CB2, PROW, STKl, CPL, BIO, and STP2 variables were significant alone or 
2 in interactions in the IIOWA but not in the ITIME2 model. The RL3 , 
MANURE^ , PHl^ , THAHOR^ , and DCAL^  variates appeared in the ITIME2 model 
2 but not in IIOWA model. Conversely, the TWP squared term appeared in 
THE IIOWA but not in the ITIME2 model. Additional differences between 
the variable effects on yields were due to frequent variations in the 
magnitudes of the regression coefficients among models. 
Summary of the interaction models 
The objectives of this section were to develop the final interac­
tion models for ETl, ET2, WTl, WT2, TIME2, IOWA, and IOWA90 data sets, 
and to contrast the effects of the variables on yields between the 
quadratic and interaction models and among the interaction models. 
The variables retained in each final quadratic model were used as a 
base set in the selection of interactions between soil, weather, and 
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management variables. Only those interactions that had shown some sig­
nificance in at least the preliminary models in previous research w^ re 
tested. Also, several variables and squared terms that had been 
deleted in the quadratic models were retested, if they had been nearly 
significant or had agronomic importance. The most significant variates 
in each final model were selected at the 10% significance level by step­
wise, backward elimination. 
In the selection of interaction models for the 1/4 data sets, 96, 
270, 159, and 155 interactions were tested in from 3 to 6 different 
series of balanced models for the ETl, ET2, WTl, and WT2 data sets, 
respectively. The R^ -values for the final IETl-3(9), IET2-6(6), 
IWTl-4(9), and IWT2-4(15) models were 0.71, 0.79, 0.71, and 0.66, respec-
2 
tively. The increases in R over the respective quadratic models were 
5.5% for 19 interactions in lETl, 5.2% for 30 interactions in IET2, 6.4% 
for 22 interactions in IWTl, and 9.0% for 23 interactions in the IWT2 
2 
model. These moderate increases in R -values for the number of inter­
actions involved are important, however, since the interactions modify 
to varying degrees the yield responses to the variables. 
Of the 30 nonsignificant variates in the quadratic models that were 
retested in these models, 16 were retained and 14 rejected again. Ten 
previously significant variates in the quadratic models were deleted 
because of nonsignificance in the interaction models, and 7 significant 
quadratic terms were replaced by one to several interactions. These 
findings showed the dilution effect of interaction terms described by 
Laird and Cady (1969). 
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In Model IETl-3(9), the important variables of NBDCT and NCODEl 
were involved in 5 interactions; PLDATE and STN had 4; PLDEN had 3; 
3 variables had 2; 11 other variables had 1 interaction; and 8 variables 
had none. The interactions involving PLDATE, NBDCT, and NCODEl can 
compensate, in part, for absence of their curvilinear (quadratic) 
effects on yield in the prediction model. In Model IET2-6(6), PLDEN 
was involved in 6 interactions; CBl, DV, and SLOPE had 4; CRW, WEEDS, 
mCROSS, MANURE, NCODEl, STPl, TWP, and SAND had 3; 4 variables had 2; 
10 variables had 1 interaction; and only 2 had none. 
In Model IWTl-4(9), NBDCT was involved in 4 interactions; CBl and 
CB2 had 3; 14 variables had 2; 6 variables had 1 interaction; and 6 had 
none. In Model IWT2-4(15), PLDATE was involved in 5 interactions; 
PLDEN, CRW, and DV had 4; CBl, NBDCT, NCODEl, STPl, and TWP had 3; 5 
variables had 2; 4 variables had 1 interaction; and 8 had none. 
In the East, variables associated with N availability had more 
interaction effects on yields in Timel than in Time2; in the West, 
these had about the same number of interactions in both times. In both 
the East and West, the DV, environmental, and planting variables had 
more interaction effects in Time2 than in Timel. 
Because of the high computer costs to develop interaction models, 
it was decided that interaction models would be derived primarily for 
the TIME2 (1/2) data set and statewide IOWA and IOWA90 data sets. A 
total of 176 and 84 interactions were tested initially for the ITIME2 
and IIGWA model series, respectively. For the ITIME2 and IIOWA model 
series, the significant variates in Model QTIME2-15 and Quadratic 
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Model B-30 (Srldodo, 1980), respectively, were used as the base set of 
terms. Selection of interaction variates to be tested in the ITIME? 
series included those that were significant at the 10% level in the 
Models C to G series of Sridodo (1980) plus other logical ones ; selec­
tion of those tested in the IIOWA series included those in Sridodo*s 
models plus those in the final ITIME2-5(10) model. 
The R^ -values for final Models ITIME2-5(10) with 74 variates and 
II0WA-3(6) with 87 variates were 0.695 and 0.684, respectively. The 
2 increases in R over their respective quadratic models (QTIME2-15 and 
Sridodo's B-30) were 6.0% for 30 interactions and 5.1% for 40 interac­
tions, respectively. In the IIOWA-4 series, a model was developed using 
90% of the data. The of final Model II0WA-4(9) was 0.686; in most 
respects, it was almost the same as final Model IIOWA-3(6). 
In Model ITIME2-5(10), DV was involved in 8 interactions; NCODEl 
had 6; PLDEN, CBl, and NBDCT had 4; CRW, SLl, PLDATE, and STPl had 3; 
7 variables had 2; 8 variables had 1 interaction; and 5 variables had 
none. 
In Model II0WA-3(6), DV was involved in 10 interactions; NBDCT had 
7; PLDEN, CBl, STN, STPl, PAWC, NCODEl, and DCAL had 4; CRW, CB2, TWP, 
and THAHOR had 3; 9 variables had 2; 6 variables haC one interaction; 
and 5 variables had none. In the final IIOWA model, the DV, NBDCT, STN, 
PAWC, DCAL, CB2, STKl, BIO, and STP2 variables were involved in 2 to 4 
more interactions than in the ITIME2 model. The NCODEl, SLl, and 
PLDATE variables had 2 or 3 fewer interactions in the IIOWA than in the 
ITIME2 model. 
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Because the models for the Time2 period (IET2, IWT2, and ITIME2 
models) and all of Iowa (IIOWA model) are more up-to-date, most of the 
2 discussion was related to them. The highest R (0.79) occurred in the 
IET2 model, the lowest (0.66) in IWT2, and intermediate R^ -values 
2 (about 0.69) occurred in the ITIME2 and IIOWA models. The R -values 
varied more between the stratified 1/4 data sets than between the 1/2 
data and complete data sets. 
The effects of the variables on yields in the different interac­
tion models depended on their quadratic effects and the combined linear 
and linear by linear interaction effects. If one model is to be used 
to estimate yields for another data set, different in part or complete­
ly, errors of estimate will increase if the variables have different 
regression coefficients and different interactions in the different data 
sets. The final interaction models were similar in many respects, but 
differed frequently in the quadratic (curvilinear) effects of the vari­
ables on yield and in the interactions (number and presence) among 
models. 
The important variables had the following effects on yields among 
the models: (1) PLDEN effects were similar in the ITIME2 and IIOWA 
models but differed in the 1/4 data sets because of either a different 
quadratic effect or interactions with different variables; (2) PLDATE 
had the expected curvilinear effects in the ITIME2 and IIOWA models but 
only linear effects in the 1/4 data set models which could be negative 
or positive, depending on levels of interacting variables; (3) NBDCT had 
similar curvilinear effects in all 4 models but had different effects 
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among the models because its interactions with others varied from 1 to 
7; (4) DV which had 4 to 10 interactions with other variables had vary­
ing effects, but in the ITIME2 and IIOWA models, it had interactions 
with 6 of the same variables; (5) NCODEl had similar curvilinear ef­
fects in all except one model and had somewhat different effects be­
cause of varying number of interactions (3 to 6) among models; (6) the 
soil test variables of PHI, STN, and STPl had different effects because 
of both varying curvilinear effects and different interactions; (7) TWP 
had varying curvilinear effects in 2 models, varying linear effects in 
the other 2, and different interaction mixes, but RANGE had similar 
effects in the 3 models in which it occurred, except at high levels of 
the interacting variables; (8) the environmental factors (CRW, CBl, CB2, 
etc.) had varying effects primarily because of absence or presence of 
their interactions with other variables; and (9) since the soil vari­
ables had 11, 4, 7, and 15 interactions in the IET2, IWT2, ITIME2, and 
IIOWA models, respectively, these differences influenced their effects 
on yields among the models. 
Comparison of Prediction Models 
The prediction abilities of the final interaction models developed 
in the previous sections are compared in this section by using the models 
to estimate yields of the observed values in each of the data sets. A 
computer program was written to calculate with each of the 8 final models 
the predicted yields (Y^ ) of all the observations in the ETl, ET2, WTl, 
and WT2 data sets. The final models for the TIME2 and IOWA data sets 
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were also used to predict yields in the 1/2 data sets (EAST, WEST, 
TIMEl, and TIME2) and the TIME2 model was used to predict yields in the 
IOWA data set. The predicted yields (Y^ ) from each final model on the 
mentioned data sets were then available to compare with the observed 
yields (%\) for each individual observation. The use of the prototype 
Model = Y^  gave the statistics needed for most of the different 
tests made in this section. 
The statistics from the testing of Models IETl-3(9), IET2-6(6), 
IWTl-4(9), IWT2-4(15), IET2-6(16), QET2-17, ITIME2-5(10), and IIOWA-
3(6) for predicting yields of the ETl, ET2, WTl, and WT2 data sets are 
given in Appendix Table A9. Those from the testing of Models ITIME2-
5(10), IIOWA-3(6), and IIOWA-4(9) for predicting yields of the EAST, 
WEST, TIMEl, TIME2, IOWA, and I0WA10% (266 observations) data sets are 
given in Appendix Table AID. 
F-tests 
This procedure suggested by Steel and Torrie (1980) and defined in 
the previous chapter was applied to compare the models as a whole. Not 
only was the same model used to predict on different data sets, but dif­
ferent models were used to predict on the same data set. Thus, differ­
ences either among conditions (use of same model) or among models (use 
of same data set) could be compared by an F-test. 
Table 44 shows the F-values obtained when comparing models and data 
sets. For each of the Models from IETl-3(9) to QET2-17, the ETl, ET2, 
WTl, and WT2 data sets were compared. For Model IIOWA-4(9), the 90% 
and 10% data sets were compared. For the ETl to WT2 data sets, the 4 
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Table 44. F-values obtained when comparing models and data sets, 
according to the procedures of Steel and Torrie (1980)^  
Same model 
on different 
data sets 
F-value 
Same data 
set with 
different 
models 
F-value 
IETl-3(9) 48.6** ETl 20.8** 
IET2-6(6) 64.3** ET2 51.9** 
IWTl-4(9) 31.0** WTl 42.4** 
IWT2-4(15) 10.9** WT2 38.8** 
IET2-6(16) 17.5** TIME2 0.01 ns 
QET2-17 24.8** IOWA 0.01 ns 
IIOWA-4(9) 1.14 ns 
T^he models or data sets compared for each item are described in 
the text. 
models compared were from IETl-3(9) to IWT2-4(15). For the TIME2 data 
set, the models compared were ITIME2-5(10) and IIOWA-3(6). For the 
IOWA data set, the models compared were II0WA-3(6) and IIOWA-4(9). 
Table 44 shows that the differences among the ETl, ET2, WTl, and 
WT2 data sets were significant for each model used, with the F-values 
ranging from 10.9 to 64.3. The highest F-value for Model IET2-6(6) 
and the lowest for Model IWT2-4(15) indicated that the model for ET2 
was the most variable for predicting yields of all data sets but was 
the most specific for its own data set, and that the WT2 model was the 
least variable for predicting yields of all data sets but was less 
specific for its own data set. Use of Model IET2—6(16), in which the 
variates were selected at the 1% level resulting in 4 less linear and 
quadratic and 20 less interaction variates than in Model IET2-6(6), 
decreased the F-value to 18 as compared to the F-value of 64 in Model 
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IET2-6(6). The 28 fewer variates in Model IET2-6(16) gave less preci-
2 
sion for predicting yields in the ET2 data set (R = 0.75; for Mode] 
IET2-6(6), R^  = 0.79) and less variability for predicting yields in 
other data sets. 
Quadratic Model QET2-17 (R^  = 0.74) with no interactions had an 
F-value of 24.8; it also gave less variability for predicting" yields 
of other data sets than Model IET2-6(6). 
An important finding from the F-test analysis was that there was 
no significant difference in predicted yields in the 90% and 10% data 
sets when using Model IIOWA-4(9) (F = 1.14, Table 44). This verified 
the model selection process that we followed. Additional verification 
was that no significant difference was found (F = 0.01) for the IOWA 
data set in which predicted yields from the statewide and the 90% final 
models were compared. 
The F-values in Table 44 also showed that, for the ETl to WT2 data 
sets, the predicted yields from different models had highly significant 
differences. Also, the F-value for the TIME2 comparison which compared 
the ITIME2-5(10) and the II0WA-3(6) models showed no significant dif­
ference between their predicted yields (F = 0.01). 
The F-tests indicated that both conditions and models were signifi­
cantly different from each other. Hence, the 1/4 data stratifications 
by two areas of the state and two time periods, from which the models 
were derived, were also different. Another important finding was that 
the models derived for TIME2 and for all of IOWA were not different from 
each other. Therefore, the model derived with observations only from 
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the second period of time, ITIME2-5(10), should predict actual yields 
better than the model which included all the observations, Model IICWA-
3(6). 
Transfer hypothesis tests 
This method proposed by Cady (1981) and described previously tries 
to evaluate the discrepancy between the observed (Y^ ) and the predicted 
(Y^ ) yields when using a model derived from one condition to predict in 
another. According to the author, if the ratio is around 1, the models 
can be used interchangeably in any of the two compared conditions. 
Table 45 shows the ratios obtained in testing the transfer hypothe­
sis between different models. The comparisons among 1/4 data set models. 
Table 45. Ratios obtained for testing the transfer hypothesis between 
different models (Cady, 1981) 
Transfer between Ratio Transfer between Ratio 
IETl-3(9) and IET2-6(6) 2.31 IET2-6(6) and IWTl-4(9) 3.18 
and IWTl-4(9) 2.17 and IWT2-4(15) 2.30 
and IWT2-4(15) 2.16 II0WA-3(6) and ITIME2-5(10) 1.12 
IWTl-4(9) and IWT2-4(15) 1.96 
from IETl-3(9) to IWT2-4(15), showed that all of them were different. 
Therefore, each cannot be used to predict for another condition except 
its own. 
The only exception shown in Table 45 was the comparison between 
IIOWA-3(6) and ITIME2-5(10) which indicated that both models can be 
182 
used interchangeably to predict on the other condition since the 
ratio was around 1 (1.12). 
The direct and simple analysis offered by this criterion of com­
parison supported the results from the F-tests subsection. The models 
developed for each condition (1/4 data set) were different and should 
not be used to predict on another condition. Also, the models derived 
from TIME2 data, only, and the one from the statewide data, can both 
be used interchangeably. 
2 
R -values 
2 Each time a model was used to predict on another condition an R -
value was automatically estimated when computing the regression, = 
Y^ . Table 46 shows the R^ -values of different models used to predict 
2 yields of several data sets. Large differences in R -values occurred 
for every model derived from the 1/4 data sets. In general, for the 
2 1/4 data set models, the plunge in R was smaller if the models were 
used to predict within the same area than if they were used to predict 
2 
across areas. The largest decreases in R occurred if the models were 
used to predict across both area and time. 
The reductions in R^ -values across area or time were less if 
yields were predicted by Quadratic Model QET2-17 or Model IET2-6(16) 
in which variates were selected at the 1% level. The lack of inter­
action variates in Model QET2-17 and deletion of 20 interaction vari­
ates plus 4 linear and 4 squared terms in Model IET2—6(16) decreased 
2 
specificity (R ) of these models for predicting yields in the ET2 data 
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2 Table 46. R -values of different models used to predict yields of 
different data sets 
2 ~ 
_ R for following yield prediction models 
lETl- IET2- IWTl- IWT2- IET2- QET2-
3(9) 6(6) 4(9) 4(15) 6(16) 17 
ETl .71 .45 .34 .37 .51 .48 
ET2 .40 .79 .27 .45 .75 .73 
WTl .43 .18 .71 .43 .35 .23 
WT2 .27 .28 .33 .66 .38 .38 
for following yield prediction models 
ITIME2- IIOWA- IIOWA-
5(10) 3(6) 4(9) 
ETl .53 .65 
ET2 .74 .72 
WTl .46 .63 — —  
WT2 .61 .59 
EAST .69 .72 
WEST .56 .62 
TIMEl .50 .64 
TIME2 .69 .67 
IOWA .64 .68 .69 
I0WA90 — .69 
lOWAlO .67 .64 
set, but both were better models than Model IET2-6(6) for predictions 
in other data sets. These same effects were noted and discussed in 
the F-tests subsection. 
The use of the Model ITIME2-5(10) to predict yields in the 1/4 
2 data sets gave fewer reductions in R than the reductions that occurred 
with IET2-6(16) or QET2-17 (Table 46). These effects were expected 
since the TIME2 model is a less specific one averaged over both areas; 
for the ET2 and WT2 data sets, the same observations were used to both 
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build the model and to cross-predict. 
2 
The R -values from using the Model II0WA-3(6) to predict yields in 
the 1/4 data sets were higher in the ETl and WTl data sets than those 
2 from using the ITIME2 model; they were also higher than the R from 
using the TIME2 model in all 1/2 data sets except in the TIME2 data 
set (Table 46). 
For predicting yields in the 1/2 data sets (EAST, WEST, TIMEl, and 
TIME2), the R^ -values of ITIME2-5(10) and IIOWA-3(6) were very similar, 
except for the TIMEl data set (Table 46). This was expected because 
the TIME2 model included no observations from the TIMEl data set, 
2 
whereas the statewide model included them. Also, the R -values for the 
EAST were usually higher than those for the WEST data sets with either 
2 
the TIME2 or IOWA model. Unexpectedly, both models had higher R -values 
when predicting yields in the ET2 or EAST data sets than when predicting 
in its own data set. 
2 The difference between R -values for Model IIOWA-4(9) when predict­
ing yields in its own and in the 10% independent data set (Table 46) 
was about 5% which appeared to be somewhat large. However, this de­
crease was still within an acceptable range since the coefficient of 
variation of this model was 15.3% (Table A7) and a nonsignificant dif­
ference between predicted yields in the two groups was found in the 
previous F-test (Table 44). 
Wilson-SebauKh criteria 
Some of the reliability indicators proposed by Wilson and Sebaugh 
(1981) were utilized in this study. The procedures were described in 
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the previous chapter. Because the two parameters of comparison, Bias 
and Relative Bias, are directly related, the difference described for 
one of the parameters applies to the other. Therefore, only general 
trends will be discussed. The Relative Standard Deviations are in-
2 
versely related to the R -values given in Table 46 and will not be dis­
cussed. 
The three parameters of the models derived from the 1/4 data sets 
and used Co predict yields of the 1/4 data sets are compared in Table 
47. For the models used to predict yields of its own data set, there 
was no Bias and, therefore, no Relative Bias, and the Relative Standard 
Deviation was the lowest. This showed that the best model was the one 
derived for its own condition. 
Whenever the interaction models of the East or West were used to 
predict yields in the other area, the Bias parameters were less across 
time than within time periods (Table 47). The IET2 models had high 
Bias and Relative Bias when used to predict yields in both WTl and WT2. 
The Bias values of the other models had variable trends. Thus, 
IETl-3(9) had the largest Bias when predicting in WTl; Model QET2-17 
had the largest Bias when predicting across both area and time; Model 
IWTl-4(9) had the most Bias when predicting on WT2; and Model IWT2-4(15) 
had the most when predicting on ET2. The models underestimated and over­
estimated the corn yields at about the same frequency. 
The Bias, Relative Bias, and Relative Standard Deviation values for 
Models ITIME2-5(10), IIOWA-3(6), and IIOWA-4(9) resulting from yield 
predictions in other data sets are given in Table 48. In general, most 
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Table 47. Criteria used to evalute the com yield predictability of 
the models derived from the 1/4 data sets 
Model 
Predicting 
on 
data set 
Bias 
(q/ha) 
Relative 
Bias 
(%) 
Relative 
Std. Dev. 
(%) 
IETl-3(9) ETl 
ET2 
WTl 
WT2 
0 .0  
-0.2 
-1.5 
0.5 
0 .0  
-0.2 
-2.5 
0.7 
14.6 
18.6 
19.0 
23.1 
IET2-6(6) ETl 
ET2 
WTl 
WT2 
0.5 
0 .0  
-5.6 
- 6 . 8  
0.9 
0 .0  
-9.4 
-10.4 
20.1 
11.1 
2 2 . 8  
22.9 
IET2-6(16) ETl 
ET2 
WTl 
WT2 
0.5 
0 . 0  
-2.4 
-4.4 
0 . 8  
0 .0  
-4.1 
-6.6 
19.1 
12.1 
20.2  
21.3 
QET2-17 ETl 
ET2 
WTl 
WT2 
0 . 6  
0 . 0  
2 . 2  
-1.0 
1.0  
0 .0  
3.6 
-1.6 
19.7 
12.5 
22.0 
21.6 
IWTl-4(9) ETl 
ET2 
WTl 
WT2 
-0.9 
-0.8 
0 . 0  
2.7 
-1.6 
-1.1 
0 . 0  
4.1 
22 .2  
20 .6  
13.5 
2 2 . 2  
IWT2-4(15) ETl 
ET2 
WTl 
WT2 
0.6 
-3.2 
2 . 2  
0 .0  
1.0  
-4.3 
3.6 
0 .0  
21.7 
18.0 
18.9 
15.8 
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Table 48. Criteria used to evaluate the com yield predictability of 
the models derived from TIME2, IOWA, and IOWA90 data sets 
Model 
Predicting 
on 
data set 
Bias 
(q/ha) 
Relative 
Bias 
(%) 
Relative 
Std. Dev. 
(%) 
ETl 0.8 1.4 18.6 
ET2 nil nil 12.3 
WTl 0.5 0.9 18.5 
WT2 nil -0.1 15.8 
EAST 0.5 0.7 15.3 
WEST 0.2 0.4 17.6 
TIMEl 0.7 1.2 18.6 
TIME2 0.0 0.0 14.4 
IOWA 0.4 0.5 16.4 
ETl 0.4 0.6 16.1 
ET2 -0.1 -0.1 12.8 
WTl nil nil 15.3 
WT2 -0.3 -0.4 17.3 
EAST 0.1 0.2 14.4 
WEST -0.1 -0.2 16.4 
TIMEl 0.2 0.3 15.8 
TIME2 -0.2 -0.3 14.9 
IOWA 0.0 0.0 15.3 
lOWAlO 0.9 1.4 15.2 
I0WA90 0.0 0.0 15.3 
lOWAlO 1.2 1.8 15.9 
ITIME2-5(10) 
IIOWA-3(6) 
IIOWA-4(9) 
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values were less and were also less variable than the ones associated 
with the 1/4 data set models (Table 47). 
When Model IIOWA-4(9) was used to predict yields in the 10% inde­
pendent data set, it overestimated the yields by 1.2 q/ha, had a Rela­
tive Bias of 1.8%, and a Relative Standard Deviation of 15.9%, which 
was very close to the 15.3% for the IOWA90 data set. 
The use of the Wilson-Sebaugh parameters to compare the models 
demonstrated similar trends as were found using the other tests. Thus, 
these tests supported the findings from the previous tests. 
Standard partial regression coefficients (SPRC) 
Because the SPRC are unitless parameters, they can give a measure 
of the relative importance or effect of each variate involved in the 
equation on yield. It was thought that the analysis of the SPRC for 
each final model may help to explain some of the reasons for the dif­
ferences among models. 
Table 49 shows the 20 most important variates (highest SPRC) for 
the 1/4 data set models. Large differences in the relevance of the 
variates in each model can be seen in this table. This explains why the 
models have been quite different from each other, since the relevance of 
both the variables and variates (individual terms) changed completely 
from one model to another. 
In order to have a more stable comparison, the relative importance 
of the variables, rather than that of the variates, was determined and 
listed in descending order. The rank was defined by the order in which 
Table 49. The 20 most important variates according to their standardized partial regression 
coefficients (SPRC), Models IETl-3(9), IET2-6(6), IWTl-4(9). and IWT2-4(15) 
IETl-3(9) IET2-6(6) IWTl-4(9) IWT2-4(15) 
Variate SPRC Variate SPRC Variate SPRC Variate SPRC 
1 PLDATE -1.36 PLDEN? -0.73 CPL 1.72 PAWC? 1.76 
2 PLDATE*DV 1.09 DV? -0.72 PAWC? 1.69 PAWC -1.21 
3 PLDEN 1.05 DV 0.70 PAWC -1.65 PLDEN? -1.19 
4 PLDEN*NC0DE1 -0.67 STN 0.69 THAHOR -1.60 STPl 1.17 
5 STN*NC0DE1 0.67 STN? -0.68 PAWC*THAH0R 1.51 CBl 1.00 
6 PLDEN? -0.64 PLDEN*DV 0.61 STN 1.29 NCODEl -0.95 
7 PHI 0.62 CB1*DV 0.52 CPL? -1.22 STPl? -0.87 
8 PH1&DV -0.56 DV*HYCR0SS -0.51 STN? -1.03 PLDEN 0.84 
9 PLDEN*NBDCT 0.55 DCAL 0.47 PLDEN 0.90 DV*PAWC -0.83 
10 STN2 -0.54 HYCROSS 0.43 STPl 0.80 DV 0.82 
11 NBDCT*STN -0.46 DV*SAND 0.39 CB2 0.77 PLDEN*DV 0.74 
12 STN 0.42 THAHOR 0.39 PAWC*CPL -0.61 CRW 0.74 
13 STPl 0.37 ROWWID*TWP -0.38 MANURE*DV 0.56 PLDEN*NBDCT 0.74 
14 NCODEl -0.36 SAND -0.36 WEEDSADV -0.56 DRAIN 0.68 
15 ALLUV 0.34 ROWSLP? -0.36 STPl? -0.56 THAHOR? -0.68 
16 STKl 0.34 PLDEN*HYCROSS 0.36 PHI? -0,51 DRAIN? -0.64 
17 STK12 -0.32 NBDCT? -0.35 CBl 0.46 PLDEN&CB1 -0.59 
18 NBDCT*BIO 0.32 PLDEN 0.33 PHI 0.45 THAHOR 0.54 
19 STPl? -0.29 NBDCT 0.31 PLDEN? -0.45 PLDATE&DV -0.50 
20 STN*ALLUV -0.29 WEEDS*STN 0.30 WEEDS -0.45 CB2 0.48 
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a variable appeared first in a variate for the models shown in Table 
49. Thus, for Model IETl-3(9), the most important variables in terms 
of their effect on yield (SPRC > ±0.40) were PLDATE, DV, PLDEN, NCODEl, 
STN, PHI, and NBDCT (Table 49); the variables with the most interac­
tions were NBDCT (5), NCODEl (5), STN (4), PLDATE (4), and PLDEN (3) 
(Table 41). Although all variables which had the most interactions 
appeared in the list of those with the highest SPRC values (as defined 
above), the order of importance was different. This indicated that a 
variable involved in the highest number of interactions was not neces­
sarily the one with highest effect on yield. Three possible reasons 
are: (1) the effect of the variables as indicated by the SPRC was 
diluted by interactions ; (2) the intercorrelations influenced the SPRC 
values and, therefore, the variate appeared more important than it 
really was; and (3) the total effects of variables with varying inter­
actions were not fully accounted for by the ranking method used. 
For Model IET2-6(6), the most important variables (SPRC > ±0.40) 
were PLDEN, DV, STN, CBl, HYGROSS, and DCAL (Table 49); the variables 
with the most interactions were: PLDEN (6); DV, CBl, and SLOPE (4 
each); and CRW, WEEDS, MANURE, STPl, NCODEl, TWP, and SAND (3 each) 
(Table 41). Only PLDEN, DV, and CBl maintained the same importance in 
the two lists; importance of the rest of the variables differed. 
For Model IWTl-4(9), the most important variables (SPRC > ±0.44) 
were CPL, PAWC, THAHOR, STN, PLDEN, STPl, CB2, MANURE, DV, WEEDS, PHI, 
and CBl (Table 49); those with the most interactions were NBDCT (4), 
CBl (3), and CB2 (3) (Table 42). This indicated that the most important 
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variables of this model were not involved in high numbers of interac­
tions . 
For Model IWT2-4(15), the most important variables (SPRC > ±0.46) 
were PAWC, PLDEN, STPl, CBl, NCODEl, DV, CRW, NBDCT, DRAIN, THAHOR, 
PLDATE, and CB2 (Table 49); those with the most interactions were: 
PLDATE (5); PLDEN, DV, and CRW (4 each); and CBl, NBDCT, NCODEl, STPl, 
and TWP (3 each) (Table 42). Only PLDEN, CBl, and NCODEl had similar 
importance in both lists. As in the WTl model, PAWC had a large 
effect on yield but was involved in only 1 or 2 interactions in the 
IWTl and IWT2 models. PLDATE had 5 interactions, but none had a large 
SPRC (Table 49). 
For Model ITIME2-5(10), the most important variables (SPRC > ±0.40) 
were PAWC, DV, PHI, STPl, PLDEN, PLDATE, and CBl (Table 50); those with 
the most interactions were DV (8) ; NCODEl (6) ; PLDEN, CBl, and NBDCT 
(4 each); and CRW, SLl, PLDATE, and STPl (3 each) (Table 43). Only DV, 
PLDEN, CBl, and STPl had similar importance on both lists. 
For Model IIOWA-3(6), the most important variables (SPRC > ±0.40) 
were PLDEN, DV, PAWC, NCODEl, DRAIN, and RL3 (Table 50); those with the 
most interactions were: DV (10); NBDCT (7); PLDEN, CBl, STN, STPl, 
PAWC, NCODEl, and DCAL (4 each); CRW, CB2, TWP, and THAHOR (3 each) 
(Table 43). Only DV, PLDEN, PAWC, and NCODEl had the same importance 
on both lists. 
The comparison of the SPRC values and numbers of interactions 
showed that only the PLDEN, DV, NCODEl, and CBl variables had high 
values of both in 3 or more of the 6 final models. These effects 
2 
3 
4 
5 
6 
7 
8 
9 
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12 
13 
14 
15 
16 
17 
18 
19 
20 
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The 20 most important variates according to their standard­
ized partial regression coefficients (SPRC), Models 
ITIME2-5(10) and IIOWA-3(6) 
ITIME2-5(10) IIOWA-3(6) 
Variate SPRC Variate SPRC 
PAWC2 0.80 PLDEN^  -0.75 
DV 0.77 DV 0.70 
PHI 0.70 DV&PAWC -0.63 
DVAPAWC -0.69 PLDEN 0.63 
STPl 0.65 NCODEl -0.57 
PLDEN2 -0.63 PAWC? 0.55 
PLDEN*DV 0.62 PLDEN*DV 0.55 
PLDATE 0.46 DRAIN 0.53 
STP12 -0.44 RL3 0.40 
PLDEN 0.41 STPl? 0.38 
CBl 0.41 STPl 0.37 
PLDEN*CB1 -0.40 NBDCT 0.37 
THAHOR 0.39 PHI 0.35 
NCODEl -0.37 R0WWID*TWP -0.33 
PH1*DV -0.36 STN 0.32 
DRAIN 0.36 STN*NC0DE1 0.31 
DRAIN? -0.34 STN2 -0.29 
STN2 -0.31 CB2 0.29 
ROWWID*TWP -0.31 DV*DRAIN -0.29 
NBDCT2 -0.31 NCODEl? 0.28 
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indicated that a variable with a high number of interactions does not 
necessarily have the highest effect on yield. 
Table 51 shows a summary of the importance of the variables on 
yields as shown by the SPRC-values in the final interaction models. 
Differences in the relative importance of the variables were less be­
tween the ITIME2 and IIOWA models than among the 1/4 data set models. 
Two variables (RL3 and CB2) had more importance in the IIOWA than in the 
IÎIME2 model; 3 variables (PLDATE, CBl, and THAHOR) had more importance 
in ITIME2 than in the IIOWA model. Table 51 also showed that only 
PLDEN and DV had consistently large effects on yields in all models. 
PAWC had large effects in all except the lETl and IET2 models. Other 
variables that had moderately large to large effects in 4 or 5 of the 6 
models included CBl, NBDCT, NCODEl, PHI, STN, STPl, and THAHOR. 
The analysis of the SPRC for the six final interaction models has 
shown that large differences occurred in the relative importance of 
the variables among models. These effects indicated some of the follow­
ing: (1) high naturally-occurring variability between or among condi­
tions which is averaged (therefore, not seen) when using a unique state­
wide model; (2) intercorrelation problems despite the model selection 
process followed; (3) sampling problems involving large unaccounted 
variability; and (4) not accounting fully for the interaction effects 
in the use of SPRC-values for estimating the relative importance of the 
variable effects on yields. 
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Table 51. Summary of the importance of the variables as shown by 
their SPRC-values in the final interaction models 
Variable 
Rank^  of the variable in 
IIOWA- ITIME2- lETl- IET2- IWTl- IWT2-
3(6) 5(10) 3(9) 6(6) 4(9) 4(15) 
PLDEN 
DV 
PAWC 
NCODEl 
DRAIN 
RL3 
STPl 
NBDCT 
PHI 
ROWWID 
STN 
CB2 
PLDATE 
CBl 
THAHOR 
ALLUV 
STKl 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
5 
2 
1 
9 
10 
4 
14 
3 
12 
11 
6 
7 
8 
3 
2 
1 
2 
12 
4 
8 
11 
4 
7 
12 
3 
2 
6 
1 
5 
11 
4 
10 
9 
10 
HYCROSS 
DCAL 
SAND 
TWP 
ROWSLP 
13 
5 
6 
7 
10 
11 
BIO 
CPL 
MANURE 
WEEDS 
CRW 
11 
13 
1 
8 
10 
T^he lower limit of the rank was given by the number of variates 
in the 20 most important ones listed in Tables 49 and 50. 
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Latent roots and corresponding vectors (LRV) 
An important part of the differences found among the models may 
relate to the intercorrelations among the variables. For this reason, 
the LRV were estimated to determine the number of severe intercorrela­
tions (those with a latent root £ 0.3) present in each of the six final 
models. As in the previous tests, only general tendencies among data 
sets will be discussed. In Tables 52 to 57, the smallest latent roots 
and corresponding vectors are presented for Models IETl-3(9), IET2-6(6), 
IWTl-4(9), IWT2-4(15), ITIME2-5(10), and IIOWA-3(6), respectively. 
The intensity of the intercorrelation is inversely related to the 
value of its latent root; thus, the degree of the intercorrelation de­
creases as the latent root increases to about 0.30. Intercorrelations 
with latent roots above 0.30 are slight and usually disregarded. The 
variables (latent vectors) associated with the smallest latent root 
are designated Intercorrelation 1. For each latent root, the latent 
vectors are computed for all variables in the correlation matrix, but 
those above 0.25 have the most important effects and are listed in the 
tables. The variables with the largest latent vectors within each 
latent root have the dominant effects in that particular intercorrela­
tion. 
Table 52 shows that there were only two moderately-severe inter­
correlations in Model IETl-3(9). In Model IET2-6(6), there were three 
(Table 53), one severe and two moderately severe. The intensity of one 
intercorrelation was greater in the IET2 model than the others in both 
models. As expected from previous research and correlation analysis 
1% 
Table 52. Smallest latent roots and corresponding vectors, Model 
IETl-3(9) 
Latent vectors for each of the 
following latent roots^  
Variable Vi for 
= 0.236 
V2 for 
A2 = 0.244 
STKl .64 
STPl -.51 
TWP .25 -.56 
RANGE .49 
PROW .38 
&Only the vector elements > ±0.25 are presented in this and sub­
sequent tables. 
Table 53. Smallest latent roots and corresponding vectors, Model 
IET2-6(6) 
Latent vectors for each of the following latent roots 
Variable Vi for V2 for V3 for 
= 0.161 \2 = 0.221 X3 = 0.258 
RANGE -.54 
TWP .52 
DRAIN .54 .48 
TILL .43 -.38 
SAND .43 
THAHOR -.26 
DCAL .46 
SLOPE .32 
NBDCT 00
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Table 54. Smallest latent roots and corresponding vectors. Model 
IWTl-4(9) 
Latent vectors for each of the following latent roots 
Variable Vi for V2 for V3 for V4 for 
Al = 0.165 A2 ~ 0.202 A3 = 0.272 A^  — 0.286 
PHI .41 
THAHOR .37 
DRAIN -.54 .29 
CPL .51 .34 
STPl .36 -.45 
ALLUV -.69 
NBDCT .29 
TWP .48 
STP2 .46 
PAWC .57 
TILL .36 
Table 55. Smallest latent roots and corresponding vectors , Model 
IWT2-4(15) 
Latent vectors for each of the following latent roots 
Variable Vi for V2 for V3 for V4 for 
Xl = 0.173 X2 = 0-223 A3 = 0.273 A4 = 0.296 
ALLUV .61 .41 
THAHOR -.49 .45 
STPl -.29 
STN .29 .33 
COLLUV .26 
SLOPE .57 
EXMO .61 -.27 
DRAIN — .48 
PAWC .35 -.27 
PLDEN -.33 
NCODEl .31 
TWP -.37 
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Table 56. Smallest latent roots and corresponding vectors. Model 
ITIME2-5(10) 
Latent vectors for each of the followinR latent roots 
Variable Vj for V2 for V3 for 
Xl = 0.188 A2 = 0.271 X3 = 0.284 
RANGE .55 -.27 
PAWC -.37 
DRAIN .39 .55 
DCAL -.43 
ALLUV -.54 
STPl .49 
STN -.37 
SLOPE .54 
TILE -.28 
PBDCT -.25 
Table 57. Smallest latent roots and corresponding vectors. Model 
IIOWA-3(6) 
Latent vectors for each of the following latent roots 
Variable V^  for V2 for V3 for for V5 for 
Xl = 0.159 A2 = 0.180 X3 = 0.216 A4 = 0.247 A5 = 0.267 
RANGE .70 .27 
TWP -.29 
STKl -.42 .32 
PAWC -.29 .38 -.28 
DRAIN .68 
CPL -.29 -.36 
STPl .30 
THAHOR -.30 .41 
STP2 .59 
DCAL .51 
PHI -.29 
BIO .26 
SLOPE .26 
PLDEN -.26 
NBDCT .35 .60 
PBDCT -.25 
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(Table 5), most of the variables involved in intercorrelations were 
soil-related and location-related variables. In the lETl model. Inter-
correlation 1 reflected the simple correlation of 0.51 between STPl and 
STKl (Table 5). The simple correlation of 0.34 between TWP and RANGE 
underestimated the degree of intercorrelation shown in Intercorrelation 
2 (Table 52). Inclusion of data from Clay County in the East data sets 
probably caused Intercorrelation 2. In the IET2 model, the intercorre­
lations in Table 53 were related to the following simple correlations in 
Table 5: THAHOR and DRAIN (0.47), DRAIN and SAND (-0.51), RANGE and 
DCAL (0.59), TWP and TILL (0.56), and indirectly through other correla­
tions involving SLOPE, THAHOR, and DRAIN. Only one management variable 
had a weak intercorrelation effect in each model. 
Model IWTl-4(9) had 2 severe and 2 moderate intercorrelations 
(Table 54); Model IWT2-4(15) had 1 severe, 1 moderate-severe, and 2 
moderate intercorrelations (Table 55). The intensity of the intercorre­
lations, thus, was similar in both models. Of the 11 to 12 variables 
in the intercorrelations, 6 variables occurred in both models. In each 
model, 7 soil variables, 2 soil test variables of the plow layer, 1 
location (TWP), and 1 or 2 management variables occurred in the inter­
correlations. 
In the IWTl model, the intercorrelations in Table 54 reflected many 
correlations, part of which were shown in Table 5; these included DRAIN 
and GPL (0.50), THAHOR and DRAIN (0.49), STPl and ALLUV (0.53), DRAIN 
and ALLUV (0.51), STPl and STP2 (0.42), TWP and STP2 (-0.41), and PAWC 
and TILL (-0.44). In the IWT2 model, the intercorrelations in Table 55 
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were related to the following simple correlations (some shown in Table 
5); THAHOR and ALLUV (0.41), STPl and ALLUV (0.44), SLOPE and ALLUV 
(-0.50), SLOPE and THAHOR (-0.55), EXMO and PAWC (-0.53), EXMO and 
DRAIN (0.42), and STN and TWP (0.34). 
In the 1/4 data set models, location variables were involved in 
intercorrelations in all models; variables related to drainage were 
involved in all except lETl; soil test variables occurred in all except 
IET2; and only 1 or 2 management variables occurred in one intercorre-
lation per model. The relative importance of the variables in the 
intercorrelations, however, varied considerably. The number and sever­
ity of the intercorrelations were less in the East than in the West; 
these may explain why more problems occurred in the interpretation of 
the IlfTl and IWT2 models. 
The intercorrelations for Models ITIME2-5(10) and IIOWA-3(6) are 
shown in Tables 56 and 57, respectively. The ITIME2 model had 1 severe 
and 2 moderate intercorrelations, while the IIOWA model had more inter­
correlations (2 severe, 2 moderate-severe, and 1 moderate one). Ten and 
15 variables were involved in intercorrelations in the ITIME2 and IIOWA 
models, respectively; 7 variables occurred in both models. In ITIME2 
and IIOWA models, 1 and 2 location variables, 5 and 8 soil variables, 2 
and 3 soil test (plow layer) variables, and 2 and 3 management variables 
occurred, respectively; the relative frequency of the variables within 
variable groups involved in intercorrelations was almost identical. 
In the ITIME2 model, the intercorrelations in Table 56 were related 
to the following simple correlations (part of which are shown in Table 
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13): RANGE and DCAL (0.47), PAWC and RANGE (0.42), STPl and ALLUV 
(0.31), SLOPE and DRAIN (-0.44), TILE and DRAIN (0.43), and TILE an4 
RANGE (0.41). In the IIOWA model, the intercorrelations in Table 57 
were related to the following simple correlations, part of which were 
given in Table 14 of Sridodo (1980): STKl and RANGE (0.53), DRAIN and 
CPL (0.49), RANGE and PAWC (0.42), PAWC and CPL (0.33), BIO and STP2 
(-0.50), DCAL and STP2 (-0.47), PHI and DCAL (0.48), SLOPE and THAHOR 
(-0.50), PLDEN and NBDCT (0.58), and NBDCT and PBDCT (0.49). 
Advantages of the ITIME2 over the IIOWA model were fewer severe 
intercorrelations, absence of intercorrelations with NBDCT, and fewer 
variables that need to be deleted to decrease the intercorrelations. 
The RANGE and DRAIN variables were involved in the most severe inter­
correlations in both models. Additional alternate models in the modeling 
process to delete some of these highly intercorrelated variables would 
improve the models. 
The results from this latent root and corresponding vectors analysis 
show the advantages of stratification of data, if it decreases the 
number of intercorrelated variables and also the number of severe inter­
correlations . 
As in previous tests, the LRV analysis showed some to considerable 
variability in the number and form of the LRV for each data set. This 
fact can be important because the variability among models has been 
blamed on the existence of intercorrelation problems. But, now we find 
that even the intercorrelations varied among models, depending on the 
data sets. Since the intercorrelations of the 1/4 data sets were not as 
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important as when using the IIOWA model derived from all the available 
data, it can be inferred that variability among 1/4 data sets may be 
due to some causes other than intercorrelation problems. These causes 
may be naturally occurring variability or sampling problems. 
Precision of the models 
It has been suggested in the literature that different regression 
models cannot be properly compared, but a proposed possibility is to 
compare them by the magnitudes of their variance components (Burns et 
al., 1983). Therefore, an extra test was made to compare the relative 
gain in precision given by the use of different models (Sukhatme and 
Sukhatme, 1970). 
For this analysis, comparisons were made of all the final models 
obtained in the study. In addition, final Quadratic Model B-30 and 
final Interaction Model J-10 obtained by Sridodo (1980) were included 
in the comparisons. Table 58 shows the comparisons made. The relative 
gain in precision (RG) for the IIOWA-3(6) model over Sridodo's J-10 
model was only 1%; therefore, both models were essentially the same. 
The use of the ITIME2-5(10) and IWT2-4(15) models, as compared to the 
use of Model I10WA-3(6), decreased the RG by 4% and 14%, respectively. 
The use of lETl, IET2, and IWTl models increased the RG, as compared to 
the use of II0WA-3(6). The use of II0WA-4(9) instead of the II0WA-3(6) 
gave no change in RG. This means that both models were essentially the 
same. 
The comparison between the Model ITIME2-5(10) with the 1/4 data 
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Table 58. Relative gain in precision (RG) by the use of different 
models 
Models compared^  RG^ Models compared RG^ 
J-10 and II0WA-3(6) .01 QETl-25 and IETl-3(9) .16 
QET2-17 and IET2-6(6) .20 
IIOWA-3(6) and ITIME2-5(10) -.04 QWTl-17 and IWTl-4(9) .17 
IETl-3(9) .23 QWT2-15 and IWT2-4(15) .22 
IET2-6(6) .39 
IWTl-4(9) .43 QEAST-22 and QETl-25 .04 
IWT2-4(15) -.14 QET2-17 .16 
IIOWA-4(9) nil QWEST-10 and QWTl-17 .46 
QWT2-15 -. 16 
ITIME2-5(10) and IETl-3(9) .26 
IET2-6(6) .45 QTIMEl-16 and QETl-25 -.01 
IWTl-4(9) .49 QWTl-17 .17 
IWT2-4(15) -.11 
QTIME2-15 and QET2-17 .40 
B-30 and QEAST-22 .15 QWT2-15 -.14 
QWEST-10 -.04 ITIME2-5(10) .17 
QTIMEl-16 .22 
QTIME2-15 -.06 
QETl-25 .19 
QET2-17 .33 
QWTl-17 .40 
QWT2-15 -.19 
T^he Models B-30 and J-10 correspond to the final Quadratic and 
final Interaction models of Sridodo (1980), respectively. 
The relative gain in precision is from the use of the second model 
versus the first one, according to the equation (Sukhatme and Sukhatme, 
1970): RG = (variance 1st model/variance 2nd model) - 1. 
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set models showed the same pattern as that for the IIOWA model; all the 
1/4 models increased the precision, except Model IWT2-4(15). The com­
parison between Sridodo's Quadratic Model B-30 and the eight final 
quadratic models that we developed showed decreases in RG only for the 
Models QWEST-10, QTIME2-15, and QWT2-15. All other models had increases 
in RG. 
The comparisons between the quadratic and the interaction models 
for the 1/4 data sets showed an increase in RG for all the interaction 
models. The comparison of the quadratic models for the 1/2 data sets 
versus the quadratic models for the 1/4 data sets showed increases in 
RG in all 1/4 data set models except for the models developed from the 
WT2 data sets. 
In conclusion, the comparisons between various models showed that: 
(1) all the models developed from stratified data were better than the 
models with less or no stratification of the data except the models 
developed from the WT2 data set, which systematically had decreases in 
RG; (2) all the interaction models showed an increase in RG as compared 
to the quadratic models; (3) the gain in precision for the stratified 
data was: statewide < 1/2 data < 1/4 data, which indicated that the 
best stratification for prediction purposes was given by the 1/4 data 
sets; and (4) the model derived from 90% of the data had the same pre­
cision as the model derived from all the available data. 
Summary of the comparison of prediction models 
The objective of this section was to compare the predictive ability 
of selected final models. The comparisons were made by using the models 
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to estimate yields (Y^ ) of all the observed values in each of the data 
sets. The use of the prototype model = Y^  gave the statistics 
needed for most of the tests. 
A modified F-test procedure proposed by Steel and Torrie (1980) 
was used to compare the different regression models. Differences were 
tested using the same model (between dàta sets) and using the same data 
set (between models). Final Models IETl-3(9), IET2-6(6), IWTl-4(9), 
IWT2-4(15), IET2-6(16), and IQET2-17 were used to compare the four 1/4 
data sets. Model IIOWA-4(9) was used to compare the IIOWA90 and the 
IIOWAIO data sets. For each 1/4 data set, the models compared were 
from Model IETl-3(9) to Model IWT2-4(15). For the TIME2 data set, the 
models compared were ITIME2-5(10) and II0WA-3(6). And, for the IOWA 
data set, the models compared were IIOWA-3(6) and II0NA-4(9). 
The F-tests indicated that both conditions and models were signifi­
cantly different from each other. Hence, the 1/4 data stratifications 
by two areas of the state and two time periods, from which the models 
were derived, were also different. Also, a model with variates selected 
at the 1% level and a quadratic model reduced the specificity for 
predicting yields in its own data set, but both had less variability 
for predicting yields in other data sets. 
The F-tests also showed that the models derived for TIME2 and for 
all of IOWA were not different from each other; neither were the models 
derived from all of IOWA and from the IOWA90 data sets. Also, no signifi­
cant differences occurred when the Model II0WA-4(9) was used to predict 
on the 10% data set that was kept independent from the model building 
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process. 
The transfer hypothesis test proposed by Cady (1981) was used to 
evaluate the discrepancy between the observed and the predicted yields 
when using a model derived from one condition to predict on another. 
Only the final models derived from the 1/4 data sets and the TIME2 and 
IOWA data sets were transferred. 
The comparisons among 1/4 data set models, from IETl-3(9) to 
IWT2-4(15), showed that all of them were different. Therefore, each 
should not be used to predict for any condition except its own. Also, 
the models derived from the TIME2 and IOWA data can both be used inter­
changeably. These differences supported the findings from the F-tests. 
2 The R -values obtained each time a model was used to predict on 
another data set were analyzed. The major findings supported the previ­
ous F-test and transfer hypothesis ones. 
2 
The 1/4 data set models showed the largest differences in R -
2 
values. The plunge in R was smaller if the models were used to pre­
dict within the same area (different times) than across areas. Largest 
decreases in R occurred if the models were used to predict across both 
2 
area and time. The reduction in R -values was less if yields were pre­
dicted by the quadratic model or the model with variates selected at 
the 1% level, 
2 
The ITIME2 and I IOWA models gave less reduction in R than those 
of the 1/4 data set models. However, these models included, in some 
cases or in all cases, the same observations to build and to cross-
predict. The ITIME2 model reduced the R^-values more than the I IOWA 
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model when predicting data from the Timel period, but it had higher 
2 R -values when predicting on Time2 data. Both models (ITIME2 and I^ OWA) 
2 had higher R -values when predicting on the ET2 and EAST data sets 
than when predicting on their own data sets. 
2 
The IIOWA90 model derived from 90% of the data reduced the R by 
5% when predicting yields of the 10% independent data. This was not 
considered a significant decrease. 
Some yield reliability indicators proposed by Wilson and Sebaugh 
(1981), Bias, Relative Bias, and Relative Standard Deviations, were 
utilized to compare the cross-prediction abilities of the models. The 
1/4 data set, ITIME2, IIOWA, and II0WA90 models were analyzed. The 
major findings of previous comparisons were supported by these tests. 
For each 1/4 data set model used to predict on its own data set, 
there was no Bias, and, therefore, no Relative Bias, and the Relative 
Standard Deviation was the lowest. This indicated that the best model 
was the one derived for its own condition. 
The parameters of comparison for the models derived from TIME2 and 
IOWA data sets were less and had less variability than the ones derived 
from the 1/4 data sets. The model derived from 90% of the data over­
estimated the yields of the 10% independent data by 1.2 q/ha and had 
a Relative Bias of 1.8%. 
Standard partial regression coefficients (SPRC) were used to com­
pare the relative importance or effect on yield of each variate involved 
in the equation. In order to have a more stable comparison, the rela­
tive importance of the variables, rather than that of the variates, was 
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determined by ranking them by the order in which a variable appeared 
first in a variate for each model. 
For the 1/4 data sets, large differences in the relevance of both 
variables and variates in each model were seen. This explained why 
the models were quite different from each other. 
It was found also that a variable involved in the highest number 
of interactions was not necessarily the one with highest effect on yield. 
Three possible reasons were: (1) the effect of the variables as indi­
cated by the SPRC was diluted by interactions; (2) the intercorrela-
tions influenced the SPRC values and, therefore, the variate appeared 
more important than it really was; and (3) the total effects of vari­
ables with varying interactions were not fully accounted for by the 
ranking method used. 
The differences in the relative importance of the variables were 
less between the ITIME2 and IIOWA models than among the 1/4 data set 
models. Only PLDEN and DV had consistently large effects on yields in 
all models. PAWC had large effects in all except the East data sets. 
Other variables that were important in 4 or 5 of the 6 models included 
CBl, NBDCT, NCODEl, PHI, STN, STPl, and THAHOR. 
The relative importance of the variables among models indicated 
the following: (1) high naturally occurring variability between or 
among conditions which is averaged (therefore, not seen) when using a 
unique statewide model; (2) intercorrelation problems despite the model 
selection process followed; (3) sampling problems involving unaccounted 
variability; and (4) not accounting fully for the interaction effects in 
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the use of SPRC-values for estimating the relative importance of the 
variable effects on yields. 
Latent roots and corresponding vectors (LRV) were computed for the 
six final interaction Models of IETl-3(9) to IWT2-4(9), ITIME2-5(10), 
and IIOWA-3(6). These LRV gave the number and intensity of the inter­
correlations remaining in each of these models. 
The analysis for the LRV of the 1/4 data set models showed that lo­
cation variables were involved in intercorrelations in all models ; vari­
ables related to drainage were involved in all except lETl; soil test 
variables occurred in all except IET2; and only one or two management 
variables occurred in one intercorrelation per model. The relative 
importance of the variables, however, varied considerably. The number 
and severity of the intercorrelations were less in the East than in the 
West. 
For the ITIME2 and IIOWA models, the relative frequency of the 
variables within variable groups involved in intercorrelations was 
almost identical. However, advantages of the ITIME2 over the IIOWA 
model were: fewer severe intercorrelations, absence of intercorrela­
tions with NBDCT, and fewer variables that need to be deleted to de­
crease the intercorrelations. 
As in previous tests of this section on comparisons of prediction 
models, the LRV showed differences among models in the number and form 
of intercorrelations, depending on the data sets. Because the 1/4 data 
set models had fewer and less important intercorrelations than those 
in the IIOWA model, it was inferred that variability among these models 
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may have been related to some causes other than intercorrelation prob­
lems. These causes may be naturally occurring variability or sampling 
problems. 
Comparisons of the relative gain in precision (RG) by the use of 
different models, as defined by Sukhatme and Sukhatme (1970), were 
made for all the final models obtained in this study. In addition, 
final Quadratic Model B-30 and final Interaction Model J-10 obtained 
by Sridodo (1980) were included in the comparisons. 
The comparisons between various models showed that: (1) all the 
models developed from stratified data had higher precision than the 
models with less or no stratification, except the models developed for 
the WT2 data set; (2) all interaction models showed an increase in RG 
as compared to the quadratic models; (3) the gain in precision for the 
stratified data was: 1/4 data >1/2 data > statewide data; and (4) the 
model derived from 90% of the data had the same precision as the model 
derived from all available data. 
211 
SUMMARY AND CONCLUSIONS 
Agronomists have evaluated the effects on corn yields of soil, 
weather, and management variables. Multiple regression analysis has 
been used with success to study information generated either from 
experimental or nonexperimental data (Heady and Dillon, 1961). 
In this study, data collected from 1957 to 1970 at 678 sites in 15 
counties representing most major soil association areas of Iowa were 
used. Corn yields were related to 73 soil, weather, and management 
variables using 2657 observations. From these data, Morris (1972) de­
rived climatic indexes. Henao (1976) modified the climatic indexes and 
selected the most important soil variables. He noted for the first time 
the presence of intercorrelations among the variables. Pena-Olvera 
(1979) identified the intercorrelations in the data from seven western 
counties and modified further the weather indexes- Sridodo (1980) 
studied the effects on yields of management factors, along with the soil 
and weather variables that in the previous studies had proven to be sig­
nificant. He developed a com yield prediction equation for all of Iowa 
that had an of 0.681. 
In addition to the intercorrelations, a prime concern of the previ­
ous researchers was that different trends in the com yields were not 
clearly accounted for by the models developed. The four most signifi­
cant trends were for eastern and western Iowa and for two periods of 
time (1957-1963 and 1964-1970). 
The objectives of this research were: (1) to test and select in a 
series of quadratic and interaction models the most significant soil. 
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weather, and management factors for eastern and western Iowa, each over 
two periods of time; (2) to derive in a series of quadratic models the 
most significant factors for both time trends and for the eastern and 
western Iowa trends, and to develop a final interaction multiple regres­
sion model for the second time trend only; (3) to develop a final inter­
action multiple regression model for all Iowa; (4) to compare the pre­
dictability and differences among the final models previously mentioned; 
and (5) to test the predictive ability of a statewide model using only 
90% of the data on the remaining 10% of the data that was kept inde­
pendent from the model building process. 
To develop the models, two different methods of stratifying the 
observations were used. The first was a factorial stratification of the 
data into AREA by TIME groups. Four data sets, with approximately 1/4 
of the total observations each, were formed: ETl (East Timel); ET2 
(East Time2) ; IVTl (West Timel) ; and WT2 (West Time2) . The second in­
cluded each trend separately. Four data sets, each with about 1/2 of 
the total observations, were EAST, WEST, TIMEl (1957-1963), and TII'IE2 
(1964-1970). 
Two general assumptions in the building of models were made: 
(1) if a variable has a sufficiently wide range of values with most of 
them lying within the critical levels, can be measured well under field 
conditions, and is neither suppressed by another nor deeply involved 
in intercorrelations, then that variable will show a statistically sig­
nificant effect on yield and appear in the final model. If the variable 
does not demonstrate significant effect on yield, it will not appear in 
213 
the final model although the variable may be biologically important for 
plant development; and (2) in light of the first assumption, if two 
models are shown to be different from each other, then the field condi­
tions that their variables attempt to describe are also different. 
Otherwise, the variables and their relative importance in the models 
would have been similar. 
The development of each final model had two major stages: 
(1) agronomic selection of input variables, and (2) statistical pro­
cedures for the selection of significant variables. The criteria for 
retention of given variates in the second stage were: (1) after the 
t-test for significance was applied to each of the partial regression 
coefficients, only those were retained in the equation whose probability 
was a = 0.10, except that the variate was retained regardless of its 
significance if its squared or any interaction variate was significant 
at a = 0.10; (2) no variables were to be included with simple correlation 
coefficients t ±0.60; and (3) after comparing correlated variables in 
2 
alternate models, the one of the pair that gave a higher R -value was 
retained for subsequent models and the other was deleted. The fitting 
of the multiple regression equations was made by using the computer pro­
gram of Helarctos II (Kennedy, 1971). 
Quadratic Models 
The objectives of this section were to develop the final quadratic 
models for the ETl, ET2, WTl, WT2, EAST, WEST, TIMEl, and TIME2 data 
sets, and to contrast the effects of the predictor variables on com 
yields among the final models. 
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For the 1/4 data sets, the mean values of most variables (except 
the tillage and soil variables) were higher in Time2 than in Timel and 
the differences were more accentuated in the East than in the West. 
The mean values of the soil variables showed no differences between time 
periods, but differences occurred between areas. 
For the 1/2 data sets, most of the mean values were similar to 
those shown for the 1/4 data sets. Most environmental variables had 
higher mean values in the WEST than in the EAST. Considerable changes 
in management occurred between time periods, which included higher 
PLDEN (plant density), earlier PLDATE (planting date), higher fertilizer 
rates, and higher soil test P (STPl) and K (STKl) levels. Soil vari­
ables differed between areas but were similar between time periods. 
Correlation analyses were used: (1) to determine which highly-
correlated variables (r > ±0.60) needed to be tested in alternate 
models for the model selection process; and (2) to study the correlation 
coefficients between variables among data sets to get more information 
about the intercorrelations. 
For the 1/4 data sets, wide differences existed in the correla­
tions between most predictor variables, depending on area of state and 
time period. Increased levels of the management variables with time 
caused these variables to be more highly correlated in some data sets 
than in others. 
The differences among r-values in the 1/2 data sets were similar to 
slightly smaller than those found in the 1/4 data sets. Dissimilarities 
in r-values were found mostly between areas rather than between time 
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periods and were mainly accounted for by soil and location variables ; 
dissimilarities between time periods were mostly accounted for by 
management and environmental variables. 
The differences found in the correlation analyses supported the 
need to use stratification of the data to reduce intercorrelations among 
the variables. Most of the very highly intercorrelated variables were 
row-applied and residual nutrients along with several texture-related 
and pH-related soil variables. 
After the correlation analyses, the most significant linear and 
squared variates for each of the 8 model series were selected by step­
wise, backward elimination of nonsignificant ones. A linear variate 
was retained regardless of its significance if its squared term was 
significant. 
In the model selection process of the data stratified by area and 
time (1/4 data sets), the BARR (barren stalks) and SLKDATE (silking 
date), the highly correlated, and the nonsignificant variates were 
deleted in a series of steps to arrive at the following final quadratic 
models: Models QETl-25, QET2-17, QWTl-17, and QWT2-15 with R^ -values 
2 
of 0.66, 0.74, 0.65, and 0.57, respectively. The low R -value of 
Model QWT2-15 suggested more restrictive climatic conditions in OT2. 
The DV (moisture stress) variable had the least detrimental ef­
fect in WTl and at slight to moderate moisture stress levels in ET2. 
EXMO (excess moisture) had the greatest detrimental effect in ETl but 
the same effect in all other data sets. More environmental variables 
affected yields in the West than in the East and in Time2 than in Timel. 
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The effects of CBl and CB2 (first and second brood com borers) were 
quite variable at higher infestation levels among the conditions. 
In the tillage and planting variables, changes in PLDEN, PLDATE, 
PLIIETH (planting method), ROWWID (row width), and HYCROSS (type of 
hybrid cross) from Timel to Time2 influenced their effects in the 
data sets. 
Within the relevant ranges of the fertility management variables, 
small changes in predicted yields occurred among data sets. For vari­
ables such as NBDCT (broadcast and side-dressed N), PBDCT (broadcast 
P), NCODEl (crop rotation code), differences in their effects occurred 
at high levels or at the extremes of the observed ranges. Differences 
in yield responses to the soil test variables, particularly PHI (soil 
pH) and STN (soil test N), occurred among the area and time conditions. 
Several of the soil variables, texture-related variables of PAWC 
(plant-available water capacity), DRAIN (drainage class), and CPL (% 
clay-plow layer), had widely differing effects on yields within their 
relevant ranges. Others, DRAIN, TILL (till soils), and ALLUV (alluvium 
soils) had reversed effects, depending on the area. Another group, 
BIO (biosequence), SAND (sandy soils), COLLUV (colluvium soils), 
DPHMIN (depth to minimum pH), and STK2 (soil test K-subsoil), had 
significant effects in only one data set. Three variables, THAHOR 
(thickness of A horizon), DCAL (depth to carbonate horizon), and SLOPE 
(% slope), had similar effects on yield in the 2 or 3 models in which 
they occurred. Most differences in the soil variable effects occurred 
between areas rather than between time. 
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The location variables of TWP and RANGE had similar effects on 
yields for all data sets except for the opposite curvilinear effects of 
TWP in WTl and WT2. 
The widely-differing effects on yield of some variables among the 
four models, particularly at the extremes or outside of their relevant 
ranges, could cause large errors if using one model to predict over the 
full range of other data sets. Conversely, restriction of a prediction 
model to only its relevant ranges of the variables to reduce the errors 
of prediction could reduce the usefulness of the prediction models. 
Since only the DV, PLDEN, PLDATE, NBDCT, NCODEl, PHI, STN, STPl, 
and TWP variables were significant in all data sets, most of the dif­
ferences among the four quadratic models could only be seen by stratifi­
cation of the data and could not be detected using a single state-wide 
model. 
For the data stratified by area or time (1/2 data sets), the BARR 
and SLKDATE, the highly correlated, and the nonsignificant variates 
were deleted stepwise to obtain final Quadratic Models QEAST-22, 
2 QWEST-10, QTIMEl-16, and QTIME2-15 with R -values of 0.70, 0.58, 0.63, 
and 0.64, respectively. These values showed an averaging effect either 
2 
over time or area in the R -values of the 1/4 data set models. Con­
trasts of the variable effects on yields among the models were compared 
to the results from the 1/4 data set models. 
The effects of the climatic variables on yields differed more be­
tween time periods than between areas. All the environmental variables 
had similar, but slightly less, effects on yields in the 1/2 data sets 
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than in the 1/4 data sets. Also, all tillage and planting variables 
had generally slightly less effects on yields in the 1/2 data sets 
than in the 1/4 data sets. Some variables such as PLDEN and PLDATE 
had mostly curvilinear and more reasonable effects on yields than their 
effects in the 1/4 data sets. The fertility management variables 
demonstrated the same pattern as that described for the tillage and 
planting variables, that is, similar but less effect on yields and for 
some variables more reasonable effects. 
The soil tests of plow layer variables demonstrated similar, al­
though slightly smaller, effects on yields than those shown for the 1/4 
data sets. However, in these 1/2 data sets, PHI had significant 
quadratic effects in all models, whereas it had only linear effects in 
3 of the 4 1/4 data set models. The majority of the soil variables in 
the 1/2 data set models had similar effects on yields as they had in 
the 1/4 data sets. The location variables of TWP and RANGE had some­
what variable effects on yields among the models in both the 1/4 and 
1/2 data sets, although the trends of decreasing yields from south to 
north and from east to west occurred in all models. 
Although most of the variables had similar effects within data sets 
and between the 1/4 and 1/2 data sets, considerable diversity in effects 
occurred. Some diversity on variable effects was due to the AREA*TIME 
interaction, the intercorrelations present, and different variable mixes 
in the final models. 
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Interaction Models 
The objectives of this section were to develop the final interac­
tion models for ETl, ET2, WTl, WT2, TIME2, IOWA, and IOWA90 data sets, 
and to contrast the effects of the variables on yields between the 
quadratic and interaction models and among the interaction models. 
Variables retained in each final quadratic model were used as a 
base set in the selection of interactions between soil, weather, and 
management variables. Interactions that had shown some significance in 
at least the preliminary models in previous research were tested. 
Several variables and squared terms were retested. The most signifi­
cant variates in each final model were selected at the 10% significance 
level by stepwise, backward elimination. 
In the selection of interaction models for the 1/4 data sets, 96, 
270, 159, and 155 interactions were tested in from 3 to 6 different series 
of balanced models for the ETl, ET2, WTl, and WT2 data sets, respective­
ly. The R^ -values for the final IETl-3(9), IET2-6(6), IWTl-4(9), and 
IWT2-4(15) models were 0.71, 0.79, 0.71, and 0.66, respectively. The 
2 increases in R over the respective quadratic models were from 5.2 to 
2 9.0%. These moderate increases in R -values for the numbers (19 to 30) 
of interactions involved were considered to be important, since the inter­
actions modified to varying degrees the yield responses to the variables. 
Dilution effects of some variables and quadratic terms, as described 
by Laird and Cady (1969), were shown by the inclusion of interaction 
terms. Also, a majority of the retested variates were retained. This 
showed a need of retesting variates during the development of interaction 
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models. 
In Model IETl-3(9), the important variables of NBDCT and NCODEJ 
were involved in 5 interactions; PLDATE and STN had 4; PLDEN had 3; 
3 variables had 2; 11 other variables had 1 interaction; and 8 vari­
ables had none. In Model IET2-6(6), PLDEN was involved in 6 interac­
tions; CBl, DV, and SLOPE had 4; CRW (corn rootworm damage), WEEDS, 
HYCROSS, MANURE, NCODEl, STPl, TWP, and SAND had 3; 4 variables had 2; 
10 variables had 1 interaction; and only 2 had none. 
In Model IWTl-4(9), NBDCT was involved in 4 interactions; CBl and 
CB2 had 3; 14 variables had 2; 6 variables had 1 interaction; and 6 
had none. In Model IWT2-4(15), PLDATE was involved in 5 interactions; 
PLDEN, CRW, and DV had 4; CBl, NBDCT, NCODEl, STPl, and TWP had 3; 5 
variables had 2; 4 variables had 1 interaction; and 8 had none. 
In the East, variables associated with N availability had more 
interaction effects on yields in Timel than in Time2; in the West, these 
had about the same number of interactions in both times. In both the 
East and West, the DV, the environmental, and planting variables had 
more interaction effects in Time2 than in Timel. 
High computer costs to develop interaction models compelled us to 
derive interaction models primarily for the TIME2 (1/2) data set, and the 
statewide IOWA and IOWA90 data sets. A total of 176 and 84 interac­
tions were tested initially for the ITII{E2 and IIOWA model series, 
respectively. For the ITIME2 and IIOWA series, the significant variates 
in Model QTIME2-15 and Quadratic Model B-30 (Sridodo, 1980), respective­
ly, were used as the base set of terms. Selection of interaction 
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variâtes included those that were significant at the 10% level in the 
Models C to G series of Sridodo (1980) plus other logical ones. 
The R^ -values for final Models ITIME2-5(10) with 74 variates and 
II0WA-3(6) with 87 variates were 0.695 and 0.684, respectively. The 
2 increases in R over their respective quadratic models (QTIME2-15 and 
Sridodo's B-30) were 6.0% for 30 interactions and 5.1% for 40 interac­
tions, respectively. In the IIOWA-4 series, a model was developed 
using 90% of the data. The of final Model IIOWA-4(9) was 0.686; 
in most respects, it was almost the same as final Model IIOWA-3(6). 
In Model ITIME2-5(10), DV was involved in 8 interactions ; NCODEl 
had 6; PLDEN, CBl, and NBDCT had 4; CRW, SLl (stalk lodging below ear), 
PLDATE, and STPl had 3; 7 variables had 2; 8 variables had 1 interaction; 
and 5 variables had none. 
In Model IIOWA-3(6), DV was involved in 10 interactions; NBDCT had 
7; PLDEN, CBl, STN, STPl, PAWC, NCODEl, and DCAL had 4; CRW, CB2, TWP, 
and THAHOR had 3; 9 variables had 2; 6 variables had one interaction; and 
5 variables had none. In the final IIOWA model, the DV, NBDCT, STN, 
PAWC, DCAL, CB2, STKl, BIO, and STP2 (soil test P-subsoil) variables 
were involved in 2 to 4 more interactions than in the ITIME2 model. 
The NCODEl, SLl, and PLDATE variables had 2 or 3 fewer interactions in 
the IIOWA than in the ITIME2 model. 
Because the models for the Time2 period (IET2, IWT2, and ITIME2 
models) and all of Iowa (IIOWA model) were more up-to-date, most of 
2 the discussion was related to them. The highest R (0.79) occurred in 
2 
the IET2 model, the lowest (0.66) in IWT2, and intermediate R -values 
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(about 0.69) occurred in the ITIME2 and IIOWA models. The R^ -values 
varied more between the stratified 1/4 data sets than between the 1/2 
data and complete data sets. 
The effects of the variables on yields in the different interac­
tion models depended on their quadratic effects and the combined linear 
and linear by linear interaction effects. The final interaction models 
were similar in many respects, but differed frequently in the quadratic 
(curvilinear) effects of the variables on yield and in the interactions 
(number and presence) among models. 
The important variables had the following effects on yields among 
the models: (1) PLDEN effects were similar in the ITIME2 and IIOWA 
models but differed in the 1/4 data sets because of either a different 
quadratic effect or interactions with different variables; (2) PLDATE 
had the expected curvilinear effects in the ITIME2 and IIOWA models but 
only linear effects in the 1/4 data set models which could be negative 
or positive, depending on levels of interaction variables; (3) NBDCT 
had similar curvilinear effects in all 4 models but had different effects 
among the models because its interactions with others varied from 1 to 
7; (4) DV which had 4 to 10 interactions with other variables had vary­
ing effects, but in the ITIME2 and IIOWA models, it had interactions with 
6 of the same variables; (5) NCODEl had similar curvilinear effects 
in all except one model and had somewhat different effects because of 
varying number of interactions (3 to 6) among models; (6) the soil test 
variables of PHI, STN, and STPl had different effects because of both 
varying curvilinear effects and different interactions; (7) TWP had 
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varying curvilinear effects in 2 models, varying linear effects in the 
other 2, and different interactions mixes, but RANGE had similar ef­
fects in the 3 models in which it occurred, except at high levels of 
the interaction variables; (8) the environmental factors (CRW, CBl, CB2, 
etc.) had varying effects primarily because of absence or presence of 
their interactions with other variables; and (9) since the soil vari­
ables had 11, 4, 7, and 15 interactions in the IET2, IWT2, ITIME2, and 
IIOWA models, respectively, these differences influenced their effects 
on yields among the models. 
Comparison of Prediction Models 
The objective of this section was to compare the predictive ability 
of selected final models. The comparisons were made by using the 
models to estimate yields (%\) of all the observed values in each of 
the data sets. The use of the prototype model gave the 
statistics needed for most of the tests. 
A modified F-test procedure proposed by Steel and Torrie (1980) 
was used to compare the stability of the regression coefficients of 
different regression models. Differences were tested using the same 
model (between data sets) and using the same data set (between models). 
Final Models IETl-3(9), IET2-6(6), IWTl-4(9), IWT2-4(15), IET2-6(16), 
and IQET2-17 were used to compare the four 1/4 data sets. Model 
II0WA-4(9) was used to compare the II0WA90 and the IIOWAIO data sets. 
For each 1/4 data set, the models compared were from Model IETl-3(9) 
to Model IWT2-4(15). For the TIME2 data set, the models compared were 
ITIME2-5(10) and II0WA-3(6). And, for the IOWA data set, the models 
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compared were IIOWA-3(6) and II0WA-4(9). 
The F-tests indicated that both conditions and models were sig­
nificantly different from each other. Hence, the 1/4 data stratifica­
tions by two areas of the state and two time periods, from which the 
models were derived, were also different. Also, a model with variates 
selected at the 1% level and a quadratic model reduced the specificity 
for predicting yields in its own data set, but both had less variability 
for predicting yields in other data sets. 
The F-tests also indicated that the models derived for TIME2 and 
for all of IOWA were not different from each other; neither were the 
models derived from all of IOWA and from IOWA90 data sets. Also, no 
significant differences occurred when the Model IIOWA-4(9) was used to 
predict on the 10% data set that was kept independent from the model 
building process. 
The transfer hypothesis test proposed by Cady (1981) was used to 
evaluate the discrepancy between the observed and the predicted yields 
when using a model derived from one condition to predict on another. 
Only the final models derived from the 1/4 data sets and the TIME2 and 
IOWA data sets were transferred. 
The comparisons among 1/4 data set models, from IETl-3(9) to 
IWT2-4(15) showed that all of them were different. Therefore, each 
should not be used to predict for any condition except its own. Also, 
the models derived from the TIME2 data and from IOWA data can both be 
used interchangeably. These differences supported the findings from the 
F-tests. 
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2 The R -values obtained each time a model was used to predict on 
another data set were analyzed. The major findings supported the previ­
ous F-test and transfer hypothesis ones. 
2 
The 1/4 data set models showed the largest differences in R -values. 
2 The plunge in R was smaller if the models were used to predict within 
the same area (different times) than across areas. Largest decreases in 
2 R occurred if the models were used to predict across both area and time. 
2 
The reductions in R -values were less if yields were predicted by the 
quadratic model or the model with variates selected at the 1% level of 
significance. 
2 The ITIME2 and IIOWA models gave less reduction in R than those of 
the 1/4 data set models. However, these models included, in some cases 
or in all cases, the same observations to build and to cross-predict. 
2 The ITIME2 model reduced the R -values more than the IIOWA model when 
2 predicting data from the Timel period, but, it had higher R -values 
when predicting on Time2. Both models (ITIME2 and IIOWA) had higher 
2 R -values when predicting on the ET2 and EAST data sets than when pre­
dicting on their own data sets. 
The IIOWA90 model derived from 90% of the data, reduced the R^  by 
5% when predicting yields of the 10% independent data. This was not 
considered a significant decrease. 
Some yield reliability indicators proposed by Wilson and Sebaugh 
(1981), Bias, Relative Bias, and Relative Standard Deviations, were 
utilized to compare the cross-prediction abilities of the models. The 
1/4 data set, ITIME2, IIOWA, and IIOWA90 models were analyzed. The 
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major findings of previous comparisons were supported by these tests. 
For each 1/4 data set model used to predict on its own data set, 
there was no Bias, and therefore, no Relative Bias, and the Relative 
Standard Deviation was the lowest. This indicated that the best model 
was the one derived for its own condition. 
The parameters of comparison for the models derived from TIME2 and 
IOWA data sets were less and had less variability than the ones derived 
from the 1/4 data sets. The model derived from 90% of the data over­
estimated the yields of the 10% independent data by 1.2 q/ha and had a 
Relative Bias of 1.8%. 
Standard partial regression coefficients (SPRC) were used to com­
pare the relative importance or effect on yield of each variate in­
volved in the equation. In order to have a more stable comparison, the 
relative importance of the variables, rather than that of the variates, 
was determined by ranking them by the order in which a variable appeared 
first in a variate for each model. 
For the 1/4 data sets, large differences in the relevance of both 
variables and variates in each model were seen. This explained why the 
models were quite different from each other. 
It was found also that a variable involved in the highest number 
of interactions was not necessarily the one with highest effect on 
yield. Three possible reasons were: (1) the effect of the variables 
as indicated by the SPRC was diluted by interactions; (2) the intercor-
relations influenced the SPRC values and, therefore, the variate appeared 
more important than it really was; and (3) the total effects of variables 
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with varying interactions were not fully accounted for by the ranking 
method used. 
The differences in the relative importance of the variables were 
less between the ITIME2 and I IOWA models than among the 1/4 data set 
models. Only PLDEN and DV had consistently large effects on yields in 
all models. PAWC had large effects in all except the East data sets. 
Other variables that were important in 4 or 5 of the 6 models included 
CBl, NBDCT, NCODEl, PHI, STN, STPl, and THAHOR. 
The relative importance of the variables among models indicated 
the following: (1) high naturally occurring variability between or 
among conditions which is averaged (therefore, not seen) when using a 
unique statewide model; (2) intercorrelation problems despite the model 
selection process followed; (3) sampling problems involving unaccounted 
variability; and (4) not accounting fully for the interaction effects 
in the use of SPRC-values for estimating the relative importance of 
the variable effects on yields. 
Latent roots and corresponding vectors (LRV) were computed for the 
six final interaction Models of IETl-3(9) to IWT2-4(9), ITIME2-5(10), 
and II0WA-3(6). These LRV gave the number and intensity of the inter­
correlations remaining in each of these models. 
The analysis for the LRV of the 1/4 data set models showed that 
location variables were involved in intercorrelations in all models; 
variables related to drainage were involved in all except lETl; soil 
test variables occurred in all except IET2; and only one or two manage­
ment variables occurred in one intercorrelation per model. The relative 
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importance of the variables, however, varied considerably. The number 
and severity of the intercorrelations were less in the East than in the 
West. 
For the ITIME2 and IIOWA models, the relative frequency of the 
variables within variable groups involved in intercorrelations was 
almost identical. However, advantages of the ITIME2 over the IIOWA 
model were: fewer severe intercorrelations, absence of intercorrela­
tions with NBDCT, and fewer variables that need to be deleted to de­
crease the intercorrelations. 
As in previous tests of this section on comparisons of prediction 
models. The LRV showed differences among models in the number and form 
of intercorrelations, depending on the data sets. Because the 1/4 data 
set models had fewer and less important intercorrelations than those 
in the IIOWA model, it was inferred that variability among these models 
may have been related to some causes other than intercorrelation 
problems. These causes may be naturally occurring variability or 
sampling problems. 
Comparisons of the relative gain in precision (RG) by the use of 
different models, as defined by Sukhatme and Sukhatme (1970), were 
made for all the final models obtained in this study. In addition, 
final Quadratic Model B-30 and final Interaction Model J-10 obtained 
by Sridodo (1980) were included in the comparisons. 
The comparisons between various models showed that: (1) all the 
models developed from stratified data had higher precision than the 
models with less or no stratification, except the model developed for 
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the WT2 data set; (2) all interaction models showed an increase in RG 
as compared to the quadratic models; (3) the gain in precision for the 
stratified data was: 1/4 data > 1/2 data > statewide data; and (4) the 
model derived from 90% of the data had the same precision as the model 
derived from all available data. 
Conclusions and Recommendations 
The following general conclusions are made on the basis of the ob­
jectives and assumptions of this research. 
The most significant soil, weather, and management variables were 
selected in a series of quadratic and interactions models to analyze 
the corn yield trends related to area (East and West) and periods of 
time (1957-1963 and 1964-1970) which had been observed in previous re­
searchers. It was found that: 
(1) The final models developed from the factorial stratification 
and the area and time trends were significantly different 
from each other; the differences among models were mostly 
due to: (a) differential effects on yields for some important 
variables, (b) differential involvement of the same variable 
in interactions, (c) differential form and severity of the 
remaining intercorrelations, and (d) differential relevance 
of the variables among the models. 
(2) The final models developed for all of Iowa and the Time2 
period were similar in most respects; however, the Time2 model 
had fewer and less severe intercorrelations and predicted 
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yields better than the Iowa model in the data sets related 
to the second period of time, which included management prac­
tices more similar to those presently used. 
(3) The model for all of Iowa and the model derived from 90% of 
the data were the same; also, no significant difference oc­
curred when the 90%-data model was used to predict yields of 
the 10% independent data set. 
(4) The trends related to area (East-West) and time period (1957-
1963 and 1964-1970), observed by previous researchers, were 
indeed different and, therefore, better models to predict 
actual yields were obtained in this study; predictions of 
corn yields for most soil mapping units in Iowa would be more 
precise if the final models used were IET2-6(6) and IWT2-4(15) 
over Model ITIME2-5(10), and then these models over Model 
IIOWA-3(6), 
Some particular recommendations that may help future research of 
this kind are: 
(1) The criterion to test alternate models for variables corre­
lated at r-values > ±0.60 should be revised downward. 
(2) In order to have less problems with intercorrelations in final 
interaction models, an analysis of the intercorrelations 
present should be performed immediately after deriving the 
quadratic models. 
(3) For testing the model with data independent from the model 
development process, several samples, and of different sizes, 
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should be drawn to analyze the distribution of the errors of 
prediction of yields in the independent data sets; this 
would help to determine an optimum size of samples for test­
ing the models. 
The F-tests, such as the ones used here to compare the pre­
diction ability of different models, should be performed for 
pairs of models as well as for groups of models. 
The general assumptions of this research should be revised, 
because some mixing of variables in the models appeared 
likely; therefore, the differences among the models may be 
due, in part, to the mixing or variable selection rather than 
to naturally-occurring variability. 
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Table Al. Data listing for soil, weather, and management variables 
recorded on tape FDCKAL, data set name FINAL.DECK, LABEL 
= (1, SL) 
Columns Variable^ Columns Variable^ Columns Variable^ 
1 Card no. 76-77 KMETH 180-248 
2-3 County 78-80 TILE 249-252 SOILMAP 
4-5 Year 81-87 253-254 TWP 
6-7 Site 88-90 NTOTAL 255-256 RANGE 
8-10 YIELD 91-92 PTOTAL 257 SLCONF 
11-12 TREND 93-95 KTOTAL 258 EROS 
13 TIME 96-98 NFERT 259-260 THAHOR 
14-16 PLDEN 99-100 PFERT 261-262 OC 
17-18 BARR 101-103 KFERT 263-264 DRAIN 
19-20 RL2 104-105 NCODE 265-266 PERM 
21-22 RL3 106-107 KCODE 267-268 CPL 
23-24 CRW 108-110 NRESl 269-270 CMAX 
25 INSEFF 111-112 PRESl 271-272 CAV 
26-27 SLl 113-115 KRESl 273-275 DCMAX 
28-29 CBl 116-118 NRES2 276 SUBGRP 
30-31 CB2 119-120 PRES2 277 BIO 
32-33 LEAFFEED 121-123 KRES2 278 TERR 
34-36 WEEDS 124-125 PRES 3 279 BOTT 
37 CULT 126-128 KRES3 280-281 BD2 
38 PLOW 129-130 SLOPE 282 STRUCT 
39 TILLAFT 131-132 ROWSLP 283 LOESS/T 
40-41 PLDATE 133-134 SLRATIO 284 TILL 
42-43 SLKDATE 135 ROWDIR 285 PALEO 
44 PLMETH 136-137 PHI 286 SAND 
45-46 ROWWID 138-139 PHB 287 COLLUV 
47-49 LIME 140-142 STN 288 ALLUV 
50-51 MANURE 143-145 STPl 289-291 DPM 
52 ROWFERT 146-148 STKl 292-294 DDEOX 
53-54 NROW 149-153 DV 295-297 DTILL/L/T 
55-56 PROW 154-158 EXMO 298-300 DTILL/T 
57-58 KROW 159-169 — 301-303 DPALEO 
59-61 NBDCT 170-171 PAWC 304-306 DSAND 
62-63 NTIME 172-173 NCODEl^ 307-308 PHMIN 
64—66 NSD 174-175 NC0DE2^ 309-310 DPHMIN 
67-68 SDDATE 176 PRECROPb 311-313 DCAL 
69-70 PBDCT 177 AREA^ 314-315 PH2 
71-72 PMETH 178 HYMATb 316-317 STP2 
73-75 KBDCT 179 HYCROSS^ 318-320 STK2 
^For identification and instructions on the variables, the 
reader is referred to Sridodo (1980), Appendix Tables A4, A6, and A8. 
^New variables. 
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Table k l .  Data listing for soil, weather, and management variables 
on Tape FDCKAL, data set name REDUC.DATA, LABEL = (10, SL), 
transferred from FINAL.DECK, LABEL (1, SL) 
Columns Variable^ Columns Variable^ Columns Variable^ 
1 Card No. 68-70 NBDCT 166-167 NC0DE2 
2-3 County 71-73 PBDCT 168-169 PRECROP 
4-5 Year 74-76 KBDCT 170-171 HYMAT 
6-7 Site 77-79 NTIME 172-173 HYCROSS 
8-10 YIELD 80-82 NSD 174-181 — —  
11-12 AREA 83-85 SDDATE 182-184 TWP 
13-15 TIME 86—88 PMETH 185-187 RANGE 
16-18 TREND 89-91 KMETH 188-190 EROS 
19-21 PLDEN 92-94 TILE 191-193 THAHOR 
22-24 BARR 95-101 — 194-196 DRAIN 
25-27 RL3 102-104 KCODE 197-199 CPL 
28-30 CRW 105-107 NRESl 200-202 CMAX 
31-33 SLl 108-110 PRESl 203-205 DCMAX 
34-36 CBl 111-113 KRESl 206 BIO 
37-39 CB2 114-116 PRES2 207 L/T 
40-42 LEAFFEED 117-119 KRES2 208 TILL 
43-45 WEEDS 120-122 PRES3 209 PALEO 
46-47 CULT 123-125 SLOPE 210 SAND 
48-49 PLOW 126-128 ROWSLP 211 COLLUV 
50-51 TILLAFT 129-131 PHI 212 ALLUV 
52-53 PLDATE 132-134 STN 213-215 PHMIN 
54-55 SLKDATE 135-137 STPl 216-218 DPHMIN 
56-57 PLMETH 138-140 STKl 219-221 DCAL 
58-59 ROWWID 141-145 DV 222-224 STP2 
60-61 MANURE 146-150 EXMO 225-227 STK2 
62-63 NROW 151-161 — 
64-65 PROW 162-163 PAWC 
66-67 KROW 164-165 NCODEl 
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Table A3. Summary of the number of variates for the initial models, 
number of models tested, and number of variates in the 
final models 
T, ^ ^ No. of variates in „ , No. of variates in 
Data set mitial models ^o. of models 
or — models UL Inter 
series Linear Squared tested® Linear Squared n er 
actions ^ actions 
Quadratic models 
ETl 61 38 25 26 7 — 
ET2 61 38 17 29 14 
WTl 60 36 17 25 9 
WT2 60 36 15 28 12 
EAST 63 37 22 33 13 
WEST 61 34 10 31 16 
TIMEl 64 35 16 31 12 
TIME2 64 35 — —  15 24 17 
Interaction models 
ETl 32 14 105 31 27 5 19 
ET2 31 20 255 48 28 10 30 
ET2 (a=l%) 28 10 30 10 24 6 10 
WTl 30 13 160 19 29 9 22 
WT2 29 17 155 39 26 14 23 
TIME2 34 20 179 42 29 15 30 
IOWA 36 20 84 26 35 12 40 
I0WA90 36 19 85 9 34 11 36 
Alternative models 
IET1-3A 31 14 lOb 7 30 7 23 (4)C 
IET2-6A 30 16 12b 4 28 7 25 (L)C 
IWT2-4A 28 15 9b 11 26 13 25 (3)C 
ITIME2-6 31 16 23b 13 29 14 31 (3)C 
ITIME2-7 31 17 17b 11 29 15 30 (2)C 
IIOWA-5 36 12 5b 7 34 11 38 (2)C 
IIOWA-6 35 12 6b 4 35 11 39 (2)c 
Totald 418 
^Includes all the series run. 
^Includes only the specific interactions for the alternative 
models. 
^Numbers in parentheses are for the specific interactions. 
^Total does not include retested and voided models. 
244 
Table A4. Illustration of the way that the different models were 
compared for each data set or each model, according to 
Steel and Torrie (1980, pp. 420-422) 
Item d.f. SS resid. 
Model Data set for ETl 
lETl-•3(9) 139624 139623 196097 715 56475 
IET2-6(6) 124566 105285 196097 715 107109 
IWTl- 4(9) 155666 101422 196097 715 130017 
IWT2-4(15) 114481 90804 196097 715 124072 
Z 534337 437134 784388 2860 417673 
Data set Model IETl-3(9) 
ETl 139624 139623 196097 715 56475 
ET2 239916 145925 219597 695 130840 
WTl 101464 77146 136928 606 78273 
WT2 211019 106532 200060 633 146283 
Z 692006 469218 752682 2649 411871 
20.8** 
48.6** 
^Exx = SS model/b^, where b = the regression slope when using 
the model to predict on the data sets. 
^Exy = (Exx)*(b). 
CEyy = 
dp = (B-A/t-i)/(A/E d.f.) = , 
01,n£ /t 
where: B = Z E - (Z E )'^/Z ExxJ A = 2 SS resid.; t = no. of data 
sets or models being compared; and n^ = total number of observations 
for each data set or model group. 
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Table A5. Illustration of the model selection steps. Model QWTl 
series 
Model No. of Stepwise backward elimination of variates 
no. variates 
QWTl-1 95 Complete model, all variates listed in .788 
Table 7 
2 93 Deleted BAER variable from Model QWTl-1 .701 
3 93 Deleted SLKDATE variable from Model QWTl-1 .783 
4 91 Deleted BARR and SLKDATE variables from Model .679 
QWTl-1 
5 78 Deleted highly correlated variables of NROW, .674 
KROW, NRESl, KRESl, CMAX, PHMIN, STP2, and 
STK2 from Model QWTl-4 
6 76 Alternate model for highly correlated SLOPE .674 
and THAHOR variables; tested THAHOR by delet­
ing SLOPE from Model QWTl-5 
7 76 Alternate model for highly correlated SLOPE .674 
and THAHOR variables; tested SLOPE by deleting 
THAHOR from Model QWTl-5 
8 74 Alternate model; tested RANGE by deleting TWP .658 
from Model QWTl-6 
9 74 Alternate model; tested TWP by deleting RANGE .671 
from Model QWTl-6 
10 65 Deleted 29 nonsignificant variates stepwise .665 
to to from Model QWTl-9 to 
16 36 .652 
17 34 Deleted nonsignificant variates of ROWWID and .649 
MANURE^ from Model QWTl-16; this was the final 
model with variates selected at the 10% sig­
nificance level 
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Table A6. Analyses of variance of final quadratic Models QETl-25, 
QET2-17, QWTl-17, and QWT2-15 
Variation Sum of Mean ^ ^2 
due to d.f. squares squares 
Model QETl-25 
Total 
Model 
Residual 
Total 
Model 
Residual 
Total 
Model 
Residual 
Total 
Model 
Residual 
716 
33 
683 
696 
43 
653 
607 
34 
573 
634 
40 
594 
196097 
128777 
67320 
3902.3 
98.6 
Model QET2-17 
219597 
161638 3759.0 
57958 88.8 
Model QWTl-17 
136928 
88892 2614.5 
48036 83.8 
Model QWT2-15 
200060 
113258 2831.4 
86802 146.1 
39.6** 0.657 
42.4** 0.736 
31.2 ** 0.649 
19.4** 0.566 
16.3 
12.8 
15.3 
18.4 
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Table A7. Analyses of variance, final Quadratic Models QEAST-22, 
QWEST-10, QTIMEl-16, and QTIME2-15 
Variation ^ ^ Sum of Mean 
due to • ' squares square F R C.V. 
Model QEAST-22 
Total 1413 474572 
Model 46 333798 7257 
Residual 1367 140774 103 
70.5** 0.703 15.1 
Total 
Model 
Residual 
1242 
47 
1195 
Model QWEST-10 
348474 
202071 
146403 
4299 
123 
35.1** 0.580 17.7 
Model QTIMEl-16 
Total 1324 333353 
Model 43 209412 4870 
Residual 1281 123941 97 
50.3** 0.628 16.3 
Total 
Model 
Residual 
1331 
41 
1290 
Model QTIME2-15 
440001 
279257 
160743 
6811 
125 
54.7** 0.635 16.0 
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Table AS. Analyses of variance, final interaction models, IETl-3(9), 
IET2-6(6), IET2-6(16), IWTl-4(9), IWT2-4(15), ITIME2-5(10), 
IIOWA-3(6), and II0WA-4(9) 
Variation 
due to d.f. 
Sùm of 
squares 
Mean 
square C.V. 
Model IETl-3(9) 
Total 
Model 
Residual 
Total 
Model 
Residual 
Total 
Model 
Residual 
Total 
Model 
Residual 
Total 
Model 
Residual 
Total 
Model 
Residual 
Total 
Model 
Residual 
Total 
Model 
Residual 
716 
51 
665 
696 
68 
628 
696 
40 
656 
607 
60 
547 
634 
63 
571 
1331 
74 
1257 
2656 
87 
2569 
2390 
81 
2309 
196097 
139622 
56475 
2738 
85 
Model IET2-6(6) 
219597 
172947 
46649 
2543 
74 
Model IET2-6(16) 
219597 
164232 
55365 
4106 
84 
Model IWTl-4(9) 
136928 
97620 1627 
39308 72 
Model IWT2-4(15) 
200060 
131172 
68888 
2082 
120 
32.2** 
34.2** 
48.6** 
22.6** 
17.3** 
Model ITIME2-5(10) 
440001 
305626 4130 
134375 107 
Model II0WA-3(6) 
38.6** 
835019 
571495 
263524 
6569 
103 
Model II0WA-4(9) 
756790 
518964 
237826 
6407 
103 
64.0** 
62.2** 
0.712 
0.788 
0.748 
0.713 
0.656 
0.695 
0.684 
0.686  
14.6 
11.1 
12.1 
13.5 
15.8 
14.4 
15.3 
15.3 
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Table A9. Statistics from the testing of different models predicting 
on ETl, ET2, WTl, and WT2 data sets 
Model SS 
model 
SS 
residual F C.V. Slope Bias R.B. 
Data set ETl (n=717)a 
IETl-3(9) 139622 56475 1768 14.6 1.00 0.00 0.00 
IET2-6(6) 88988 107109 594 20.1 0.845 0.54 0.89 
IWTl-4(9) 66080 130017 363 22.2 0.652 -0.94 -1.55 
IWT2-4(15) 72024 124072 415 21.7 0.793 0.58 0.96 
IET2-6(16) 99492 96605 736 19.1 0.949 0.48 0.78 
QET2-17 93735 102361 655 19.7 0.956 0.63 1.03 
ITIME2-5(10) 104701 91396 819 18.6 0.982 0.85 1.40 
IIOWA-3(6) 127767 68330 1337 16.1 1.050 0.35 0.57 
Data set ET2 (n=697)^ 
IETl-3(9) 88757 130840 471 18.6 0.608 -0.18 0.24 
IET2-6(6) 172947 46650 2576 11.1 1.000 0.00 0.00 
IWTl-4(9) 58777 160819 254 20.6 0.512 -0.82 -1.11 
IWT2-4(15) 98012 121585 560 17.9 0.761 -3.16 -4.28 
IET2-6(16) 164235 55362 2062 12.1 1.000 nil nil 
QET2-17 160465 59132 1886 12.5 1.000 nil nil 
ITIME2-5(10) 162458 57139 1976 12.3 0.986 0.03 0.04 
IIOWA-3(6) 157562 62035 1765 12.8 0.965 -0.11 -0.14 
Data set WTl (n=608)^ 
IETl-3(9) 58656 78272 454 19.0 0.760 -1.49 -2.49 
IET2-6(6) 24500 112428 132 22.3 0.454 -5.59 -9.35 
IWTl-4(9) 97620 39308 1505 13.5 1.000 0.00 0.00 
IWT2-4(15) 59318 77610 463 18.9 0.797 2.16 3.61 
IET2-6(16) 48316 88613 330 20.2 0.781 -2.42 -4.06 
QET2-17 31759 105169 183 22.0 0.675 2.15 3,61 
ITIME2-5(10) 62856 74073 514 18.5 0.874 0.53 0.88 
IIOWA-3(6) 86075 50855 1026 15.3 1.003 -0.02 -0.03 
Data set : WT2 (n-635)^ 
IETl-3(9) 53778 146282 233 23.1 0,505 0.46 0,69 
IET2-6(6) 56090 143970 247 22.9 0.544 -6.82 -10.35 
IWTl-4(9) 65319 134741 307 22.2 0.627 2.68 4.07 
IWT2-4(15) 131172 68888 1206 15.8 1.000 0.00 0.00 
IET2-6(16) 76138 123922 389 21.3 0.723 -4.37 -6.64 
QET2-17 71536 128524 352 21.6 0.684 -1.03 -1.57 
ITIME2-5(10) 122919 77141 1009 15.8 1.022 -0.03 -0.05 
IIOWA-3(6) 118417 81643 918 17.2 0.985 -0.25 . -0.39 
*The SSxotal given by the sum of the SS^odel Plus the 
SSresidual* 
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Table AID. Statistics from the testing of different models predicting 
on EAST, WEST, TIMEl, TIME2, IOWA and lOWAlO data sets 
CO qq 
Model ^ , F C.V. Slope Bias R.B. 
model residual 
ITIME2-5(10) 
IIOWA-3(6) 
ITIME2-5(10) 
IIOWA-3(6) 
ITIME2-5(10) 
IIOWA-3(6) 
ITIME2-5(10) 
IIOWA-3(6) 
ITIME2-5(10) 
IIOWA-3(6) 
IIOWA-4(9) 
325732 
343649 
196023 
215937 
167321 
214006 
305628 
296296 
533600 
571495 
49983 
Data set EAST (n=1414)' 
148840 3090 15.3 
130923 3706 14.3 
Data set WEST (n=1243)' 
152451 
132537 
1596 
2022 
17.6 
16.4 
0.997 
1.006 
0.967 
0.995 
Data set TIMEl (n=1325)* 
166032 1333 18.6 0.935 
119347 2372 15.8 1.030 
Data set TIME2 (n=1332)& 
134373 3025 14.4 1.000 
143705 2742 14.7 0.974 
Data set IOWA (n=2657)& 
301418 4700 16.4 0.985 
263524 5758 15.3 1.000 
Data set lOWAlO (n=266)^ 
28222 467 15.9 0.952 
0.45 
0.12 
0.24 
-0.14 
0.70 
0.18 
0.00 
-0.18 
0.35 
0.00 
1.16 
0.67 
0.18 
0.38 
-0.22 
1.16 
0.30 
0.00 
-0.25 
0.54 
0.00 
1.79 
^The is given by the sum of the plus the 
SS 
residual* 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
320 
320 
320 
320 
320 
320 
320 
240 
240 
240 
240 
240 
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List of the data sets stored in the tape FDCKAL 
Identification 
FINAL.DECK, LABEL=(1,SL) 
TIMEl, LABEL=(2,SL) 
TIME2, LABEL=(3,SL) 
AREAl, LABEL=(4,SL) 
AREA2, LABEL=(5,SL) 
TIMEl.AEEAl, LABEL=(6,SL) 
TIMEl.AREA2, LABEL=(7,SL) 
TIME2.AREAl, LABEL=(8,SL) 
TIME2.AREA2, LABEL=(9,SL) 
REDUC.DATA, LABEL=(10,SL) 
EASTTl, LABEL=(11,SL) 
EASTT2, LABEL= (12, SL) 
WESTTl, LABEL=(13,SL) 
WESTT2, LABEL=(14,SL) 
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Table Bl. Regression statistics^ of final alternative interaction 
model of yield on selected variates^, Model IET1-3A(7) 
^i Variate hi ^i Variate bi 
2 PLDEN 0.224** 34 PLDEN2 -0.0002174** 
3 CRW -0.351** 35 CB12 -0.04293** 
4 CBl 1.506** 41 STN2 -0.004544** 
5 CB2 0.1772** 42 STP12 -0.003223** 
6 WEEDS -0.0221 43 STKlZ -0.0002347** 
45 THAHOR^ 0.004793++ 
7 PLOW -3.84** 46 CPL2 -0.02050* 
8 PLDATE -2.723** 
0.02940++ 9 PLMETH -13.15* 48 PLDEN*PLMETH 
10 MANURE 0.206** 49 *NBDCT 0.0006440** 
11 PROW 0.128* 52 *NC0DE1 -0.002818** 
12 NBDCT -0.0991 55 CB1*TWP -0.03100* 
14 TILE 0.0767** 56 WEEDS*PLDATE -0.001749* 
17 PHI 1.716** 57 *NC0DE1 0.001329* 
18 STN " 0.559* 58 PL0W*NBDCT 0.07407** 
19 STPl 0.336** 
61 PLDATE*DV 0.5604** 
20 STKl 0.0926** 62 *HYMAT 0.1309* 
21 DV 0.87 64 *SAND 0.4217** 
22 EXMO -0.921++ 67 NBDCT*STN -0.003461** 
23 NCODEl -0.469++ 68 *STP1 -0.001228++ 
24 HYMAT -2.20 69 *BI0 0.04089** 
25 TWP -0.0340 74 PH1*DV -0.4124* 
26 RANGE -0.375** 75 STN*NC0DE1 0.01247** 
27 THAHOR -0.394* 76 *ALLUV -0.3144** 
28 CPL 0.677++ 78 STK1*NC0DE1 0.001720** 
29 BIO 0.954* 81 EXM0*NC0DE1 -0.04401* 
83 CPL*TILL 0.3395++ 
30 TILL -10.27* 
31 PALEO -4.61++ 88 [SLP*RSLP]*PLMETH 0.1967* 
32 SAND -11.71* 90 *PH1 0.007531++ 
33 ALLUV 24.03** 94 *TWP -0.007040++ 
95 *THAHOR 0.009096** 
70 [SLP*RSLP] -0.3241** 
a 2 Intercept = 7.80, R = 0.718, and no. of observations = 717. 
^Variates included in the initial model are given in Table 20. 
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Table B2. Regression statistics^ of final alternative interaction 
model of yield on selected variates^, Model IET2-6A(4) 
^1 Variate ti ^i Variate "i 
2 PLDEN 0.0414 36 NBDCT? -0.0004742** 
3 CRW 0.384 41 STN? -0.007039** 
4 SLl -0.241** 43 DV? -4.562** 
5 CBl 0.00236 48 [SLP*RSLP] -0.0550 
6 WEEDS -0.0559 49 [SLP*RSLP]? -0.002707** 
7 PLDATE -0.328** 50 PLDEN*CRW -0.001358* 
8 RGWWID 0.463* 51 *CB1 -0.003329++ 
9 MANURE -0.254 52 *STP1 0.0005843** 
10 NROW -0.0665 53 *DV 0.03123** 
11 NBDCT 0.0937** 55 *HYCR0SS 0.009172* 
12 PBDCT -0.0355 57 CRW*CB1 -0.06472** 
13 TILE 0.111** 60 CB1*DV 0.6419** 
16 PHI 1.647** 61 *TWP 0.03765* 
17 STN 0.943** 62 WEEDS*ROWWID -0.001640++ 
18 STPl 0.0417 63 *MANURE 0.001216** 
19 DV 34.88** 64 *STN 0.0009217* 
20 EXMO -0.864** 65 PLDATE*MANURE 0.01165* 
21 NCODEl -0.242** 66 *SAND 0.2789* 
22 HYCROSS 3.86 67 R0WWID*TWP -0.02417** 
23 TWP 0.360++ 68 MANURE*DRAIN 0.005454* 
24 RANGE -0.267** 69 NROW*PBDCT 0.007798++ 
25 THAHOR 0.165** 70 NBDCT*NC0DE1 0.001944** 
26 DRAIN -0.184** 76 PH1*STP1 -0.006624++ 
27 TILL -2.70* 77 *DV -0.2770* 
28 SAND -33.84** 78 STP1*HYCR0SS -0.04825** 
29 ALLUV -4.99** 79 DV*HYCROSS -1.284++ 
30 DCAL 0.221** 80 *SAND 5.679** 
84 DRAIN*DCAL -0.002261* 
32 PLDEN^ -0.0001589** 85 TILL*DCAL -0.06617^ 
33 CB12 -0.0426** 
34 MANURE? -0,00705* 89 [SLP*RSLP]*PH1 0.01440* 
2 
^Intercept = -68.7**, R = 0.773, and no. of observations = 697. 
Wariates included in the initial model are given in Table 23. 
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Table B3. Regression statistics^ of final alternative interaction 
model of yield on selected variatesb. Model IWT2-4A(11) 
^i Variate hi ^i Variate hi 
2 PLDEN 0.215** 40 PHl^ -0.01144+t 
3 RL3 0.187* 41 STPl? -0.006796** 
4 CRW 2.077** 42 PAWC? 0.2122** 
5 SLl -1.120** 43 NCODEl? 0.01270* 
6 CBl 3.276** 44 TWP? 0.02254** 
7 CB2 0.532** 45 THAHOR? -0.01172** 
8 WEEDS -0.0252** 46 DRAIN? -0.007849** 
9 PLOW -1.78* 
47 PLDEN*CRW -0.002451** 
10 PLDATE 0.548 48 *CB1 -0.004888** 
11 NBDCT 0.00739 50 *NBDCT 0.0005046** 
12 PBDCT -0.0252 52 *DV 0.03431** 
54 CRW*CB2 -0.01242** 
16 PHI 0.923* 55 *PLDATE -0.03337** 
17 STN -0.285++ 56 *NBDCT -0.002127++ 
18 STPl 0.955** 59 *HYMAT -0.1254++ 
19 DV 20.06** 
20 EXMO -0.953** 60 SL1*NC0DE1 0.02027** 
62 CB1*PH1 -0.02685* 
21 PAWC -7.148** 63 *TWP -0.02049++ 
22 NCODEl -1.444** 64 CB2*NBDCT -0.000970Z++ 
23 HYMAT -2.40 69 PLDATE*STN 0.01373* 
24 TWP -0.169 70 *DV -0.2800** 
25 THAHOR 0.692** 71 *HYMAT 0.2243** 
26 DRAIN 0.865** 72 *TWP -0.02677** 
28 COLLUV 9.46** 
29 ALLUV 18.25** 77 PBDCT*STP1 -0.007315** 
30 DPHMIN 0.0704++ 78 *NC0DE1 0.01119** 
83 STN*NC0DE1 0.007479++ 
33 [SLP*RSLP] 0.3074** 85 STP1*TWP -0.008450** 
87 DV*PAWC -0.6165** 
31 PLDEN? -0.0003634** 90 *ALLUV -4.525** 
32 RL32 -0.002342* 
34 CBlZ -0.02011* 95 [SLP*RSLP]*PH1 -0.008104** 
35 CB22 -0.002839* 97 *STP1 -0.005511* 
37 NBDCT? -0.0004608** 100 *THAH0R -0.004003++ 
38 PBDCT^ -0.001796+^ 
^Intercept = -26.39, = 0.656, and no. of observations = 635. 
^Variates included in the initial model are given in Table 27. 
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Table B4. Variâtes included in the multiple regressions of yield on 
selected variates, alternative Model ITIME2-6 series^ 
%i Variate X. Variate %i Variate 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
YIELD 
AREA 
PLDEN 
RL3 
CRW 
SLl 
CBl 
WEEDS 
PLDATE 
ROWWID 
MANURE 
NROW 
NBDCT 
PBDCT 
TILE 
NRESl 
38 
39 
40 
100 
42 
45 
46 
47 
48 
49 
50 
52 
53 
54 
CBl^ 
PLDATE^ 
MANURE^ 
NROW^ 
NBDCT^ 
PH12 
STN2 
STPl^ 
DV2 
PAWC^ 
NCODEL^ 
THAHOR2 
DRAIN? 
DCAL2 
91 SLOPE*DV 
92 PH1*DV 
93 STN*NC0DE1 
94 STP1*TWP 
95 *ALLUV 
96 DV*PAWC 
97 *NC0DE1 
98 NC0DE1*THAH0R 
99 THAH0R*ALLUV 
55 AREA*PLDEN 
56 *CRW 
57 *SL1 
58 *CB1 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
SLOPE 
ROWSLP 
PHI 
STN 
STPL 
DV 
EXMO 
PAWC 
NCODEL 
HYCROSS 
TWP 
THAHOR 
DRAIN 
PALED 
ALLUV 
DCAL 
36 PLDEN? 
37 RL3^ 
33 PLDEN*CRW 59 
78 *CB1 60 
34 *NBDCT 61 
35 *DV 62 
41 RL3*DV 63 
43 CRW*CB1 64 
44 *PLDATE 65 
80 SL1*NBDCT 66 
81 *NC0DE1 67 
51 CB1*DV 68 
79 *NC0DE1 69 
82 WEEDS*MANURE 70 
84 PLDATE*MANURE 71 
85 *DV 72 
86 R0WWID*TWP 73 
87 HBDCT*NC0DE1 74 
88 *DRAIN 75 
89 PBDCT*STP1 76 
90 SL0PE*PH1 77 
aPLDATE 
*NR0W 
*NBDCT 
*PBDCT 
&NRES1 
&SLOPE 
*ROWSLP 
*PH1 
*STN 
*STP1 
*DV 
*EXM0 
*PAWC 
*NC0DE1 
&HYCROSS 
ATW 
&THAHOR 
*DRAIN 
*ALLUV 
^X83 is the dummy variate in the Helarctos II program. YIELD is 
the dependent variable. 
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Table B5. Regression statistics of yield on selected variates, 
alternative Model ITIME2-6(13)^ 
Variate 
^i Variate "i 
2 AREA -4.59++ 47 STPI2 -0.003771** 
3 PLDEN 0.0766* 49 PAWC? 0.06670** 
4 RL3 0.305** 50 NCODEl? 0.008101* 
5 CRW 0.637* .52 THAHOR? -0.003778* 
6 SLl -0.149 53 DRAIN? -0.004248** 
7 CBl 1.689** 54 DCAL? -0.0006017* 
8 WEEDS -0.0370** 
9 PLDATE 1.095** 33 PLDEN*CRW -0.001410** 
10 ROWWID 0.349* 78 *CB1 -0.003884** 
11 MANURE 0.0329 34 *NBDCT 0.0001836* 
13 NBDCT 0.0755* 35 *DV 0.02952** 
14 PBDCT 0.0659+ 41 RL3*DV -0.05223* 
15 TILE 0.0956** 43 CRW*CB1 -0.02936** 
16 NRESl 0.0340* 44 *PLDATE -0.01367* 
17 SLOPE -0.138 80 SL1*NBDCT -0.002934** 
19 PHI 2.112** 81 *NC0DE1 0.01277** 
20 STN 0.486* 51 CB1*DV 0.1977* 
21 STPl 0.542** 79 *NC0DE1 0.01406* 
82 WEEDS*MANURE 0.0006777++ 
22 DV 19.32** 84 PLDATE*MANURE 0.008193* 
23 EXMO -0.869** 85 *DV -0.1578** 
24 PAWC -0.840 86 R0WWID*TWP -0.02158** 
25 NCODEl -0.606* 87 NBDCT*NC0DE1 0.001979** 
26 HYCROSS 0.911** 88 *DRAIN -0.001092** 
27 TWP 0.519** 89 PBDCT*STP1 -0.001475+ 
28 THAHOR 0.439** 90 SL0PE*PH1 -0.03540** 
29 DRAIN 0.275++ 91 *DV 0.1986++ 
30 PALEO -4.21++ 92 PH1*DV -0.2456** 
31 ALLXJV 7.35* 93 STN*NC0DE1 0.005378* 
32 DCAL 0.0722** 94 STP1*TWP -0.007260** 
95 *ALLUV 0.1038* 
36 PLDEN? -0.0001536** 96 DV*PAWC -0.4744** 
37 RL32 -0.001344* 97 *NC0DE1 -0.09205* 
38 CBl? -0.03130** 98 NC0DE1*THAH0R -0.004080* 
39 PLDATE^ -0.009866* 99 THAH0R*ALLUV -0.2588** 
40 MANURE? -0.005065++ 
42 NBDCT? -0.0004777** 57 AREA*SL1 -0.1856++ 
45 PHI? -0.01790* 63 *NRES1 -0.02343* 
46 STN? -0.003890* 76 *DRAIN 0.09739* 
^Intercept = -83.7**, = 0.691, and n = 1332. 
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Table B6. Variâtes included in the multiple regressions of yield on 
selected variates, alternative Model ITIME2-7 series^ 
^i Variate ^i Variate ^i Variate 
1 YIELD 36 PLDEN^ 86 R0WWID*TWP 
3 PLDEN 37 RL32 87 NBDCT*NC0DE1 
4 RL3 38 CB12 88 *DRAIN 
5 CRW 39 PLDATE^ 89 PBDCT*STPl 
6 SLl 40 MANURE^ 76 NRES1*RANGE 
7 CBl 73 NR0W2 90 SL0PE*PH1 
8 WEEDS 42 NBDCT? 91 *DV 
9 PLDATE 45 PH12 92 PH1&DV 
46 STN2 93 STN*NC0DE1 
10 ROWWID 
STP12 
94 STP1*TWP 
11 MANURE 47 95 *ALLUV 
12 NROW 48 DV2 96 DV*PAWC 
13 NBDCT 49 PAWC^ 97 *NC0DE1 
14 PBDCT 50 NCODEl? 98 NC0DE1*THAH0R 
15 TILE 74 RANGE? 75 RANGE*DRAIN 
16 NRESl 52 THAHOR? 99 THAH0R*ALLUV 
17 SLOPE (SLP) 53 DRAIN? 
54 DCAL? 56 [SLP*RSLP] 
18 ROWSLP (RSLP) 57 [SLP*RSLP]? 
19 PHI 55 PLDEN*CRW 58 [SLP*RSLP]*PLDEN 
20 STN 78 *CB1 59 *PLDATE 
21 STPl 34 *NBDCT 60 *NBDCT 
22 DV 35 *DV 61 *PBDCT 
23 EXMO 41 RL3*DV 62 *PH1 
24 PAWC 43 CRW&CB1 63 A STN 
25 NCODEl 44 aPLDATE 64 *STP1 
65 *DV 
26 HYCROSS 80 SL1*NBDCT 66 *NC0DE1 
27 TWP 81 ANCODEl 67 *TWP 
28 RANGE 77 *RANGE 68 GRANGE 
29 THAHOR 51 CB1*DV 69 *THAHOR 
30 DRAIN 79 *NC0DE1 70 *EXM0 
31 PALEO 82 WEEDS*MANURE 71 *PAWC 
32 ALLUV 83 PLDATE*MANURE 72 &DRAIN 
33 DCAL 85 *DV 100 *HYCROSS 
^X84 is the dummy variate in the Helarctos II program. YIELD 
is the dependent variable. 
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Table B7. Regression statistics of yield on selected variates, 
alternative Model ITIME2-7(11)® 
Variate ti Variate ti 
3 PLDEN 0.0998** 49 PAWC2 0.06542** 
4 RL3 0.304** 50 NC0DE12 0.008168* 
5 CRW 0.619* 74 RANGE2 0.005926* 
6 SLl -0.249"^ 52 THAH0R2 -0.004042* 
7 CBl 1.761** 53 DRAIN2 -0.004510** 
8 WEEDS -0.0366** 54 DCAL2 -0.0008004** 
9 PLDATE 1.094** 
10 ROWWID 0.348** 55 PLDEN*CRW -0,001251* 
11 MANURE 0.0810 78 *CB1 -0.004083** 
13 NBDCT 0.0555++ 34 *NBDCT 0.0001856* 
35 *DV 0.02543** 
14 PBDCT 0.108* 41 RL3*DV -0.05108* 
15 TILE 0.0707** 43 CRW*CB1 -0.03130** 
16 NRESl 0.0189* 44 *PLDATE -0.01519* 
19 PHI 1.902** 80 SL1*NBDCT -0.003017** 
20 STN 0.504* 81 *NC0DE1 0.01582** 
21 STPl 0.524** 77 *RANGE -0.009146** 
22 DV 21.20** 
23 EXMO —0.800** 51 CB1*DV 0.1991* 
24 PAWC -1.041++ 79 *NC0DE1 0.01601* 
82 WEEDS*MANURE 0.0006790++ 
25 NCODEl -0.551++ 83 PLDATE*MANURE 0.006940'*"*' 
26 HYCROSS 0.982** 85 *DV -0.1563** 
27 TWP 0.481* 86 ROWWID*TWP -0.02179** 
28 RANGE -0.290* 87 NBDCT*NC0DE1 0.002090** 
29 THAHOR 0.467** 88 *DRAIN -0.0009337** 
30 DRAIN 0.446** 89 PBDCT*STP1 -0.001943* 
31 PALEO 3.62++ 76 NRES1*RANGE -0.0008365** 
32 ALLUV 8.86* 92 PH1*DV -0.2390** 
33 DCAL 0.889** 
93 STN*NC0DE1 0.005038* 
36 PLDEN^ -0.0001636** 94 STP1*TWP -0.006324** 
37 RL32 -0.001437* 95 *ALLUV 0.1065* 
38 CBl? -0.03213** 96 DV*PAWC -0.4347** 
39 PLDATE^ -0.009668* 97 *NC0DE1 -0.1090** 
40 MANURE^ -0.005677* 98 NC0DE1*THAH0R -0.003987* 
42 NBDCT? -0.0004639** 99 THAH0R*ALLUV -0.2794** 
45 PH12 -0.01697* 56 [SLP*RSLP] -0.005712 
46 STN2 -0.003967* 60 [SLP*RSLP]*NBDCT 0.0007542* 
47 STPlZ -0.003766** 61 *PBDCT -0.003318* 
^Intercept = -92.72**, = 0.694, and n = 1332. 
260 
Table B8. Variâtes included in the alternative yield regressions, 
Models IIOWA-5^ and IIOMA-6^ series 
Variate^ 
^i Variate X/ Variate 
1 YIELD® 34 PALEO 67 NBDCT*NC0DE1 
2 PLDEN 35 ALLUV 68 *THAHOR 
3 RL3 36 DCAL 69 PBDCT*STP1 
4 CRW 37 STP2 70 NRES1*RANGE 
5 SLl 71 PHIADV 
6 CBl 38 PLDEN? 72 *DCAL 
7 CB2 39 CB12 73 STN*NC0DE1 
8 WEEDS 40 CB22 74 *rwp 
9 PLDATE 41 PLDATE? 75 STP1*DV 
42 NBDCT? 
10 ROWWID 43 STN? 76 STK1*NC0DE1 
11 MANURE 44 STPl? 77 DV*PAWC 
12 PROW 45 PAWC? 78 *NC0DE1 
13 NBDCT 46 NCODEl? 79 *DRAIN 
14 PBDCT 47 TWP? 80 *BIO 
15 TILE 48 RANGE? 81 PAWC&TWP 
16 NRESl 49 DRAIN? 82 THAHOR&CPL 
17 SLOPE (SLP) 83 *ALLUV 
50 PLDEN*CRW 
18 ROWSLP (RSLP) 51 *CB2 84 BI0*STP2 
19 PHI 52 *DV 85 ALLUV*DCAL 
20 STN 53 RL3*DV 86 DCAL*STP2 
21 STPl 54 *PAWC 87 PLDEN*DV*NBDCT 
22 STKl 55 CRW*CB1 89 [SLP*RSLP] 
23 DV 56 ftSTPl 90 [SLP*RSLP]*NBDCT 
24 EXMO 57 SL1*NBDCT 91 *PBDCT 
25 PAWC 92 *STN 
58 CB1*CB2 93 *DV 
26 NCODEl 59 *DV 94 *NC0DE1 
27 HYCROSS 60 *PAWC 95 *THAHOR 
28 TWP 61 CB2*RANGE 
29 RANGE 62 R0WWID*TWP 96 NBDCT*DV 
30 THAHOR 63 MANURE*NBDCT 97 CRW*CB1*DV 
31 DRAIN 64 *STK1 98 NBDCT*DV*NC0DE1 
32 GPL 65 NBDCT*STN 99 PH1*DCAL*STP2 
33 BIO 66 *STP1 100 DV*PAWC*TWP 
^Model IIOWA-5 series: evaluation of selected 3-factor inter­
actions using all variates except X90 to X95. 
''Model IIOWA-6 series: evaluation of contour planting using all 
variates except X17, X18, and X96 to XIOO. 
CMeans and standard deviations of the variables are given in 
Table 40. 
dx88 is the dummy variate in the Helarctos II program. 
eyiELD is the dependent variable. 
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Table B9. Regression statistics of the final alternative model of 
yield on selected variates. Model IIOWA-5(7)^ 
^i Variate bi Variate 
2 PLDEN 0.136** 45 PAWC^ 0.05174** 
3 RL3 0.367** 46 NCODEl? 0.009490** 
4 CRW 0.288++ 47 TWP? -0.005306++ 
5 SLl -0.0659 49 DRAIN? -0.003297** 
6 CBl -0.627+ 
7 CB2 0.340** 50 PLDEN*CRW -0.001218** 
8 WEEDS -0.0283** 51 *CB2 -0.0005667** 
9 PLDATE 0.213++ 52 *DV 0.02510** 
10 ROWWID 0.299** 53 RL3*DV -0.04807* 
54 *PAWC -0.007897** 
11 MANURE 0.314** 55 CRW*CB1 -0.01753* 
12 PROW 0.0756* 56 *STP1 -0.003457* 
13 NBDCT 0,0000331 57 SL1*NBDCT -0.002349** 
14 PBDCT 0.0876* 58 CB1*CB2 -0.008654* 
15 TILE 0.0707** 59 *DV 0.2221** 
16 NRESl 0.0176* 60 *PAWC 0.02845* 
19 PHI 1.062** 61 CB2*RANGE 0.002524++ 
20 STN 0.694** 62 ROWWID*TWP -0.02164** 
21 STPl 0.322** 63 MANURE*NBDCT -0.0007186++ 
22 STKl 0.00263 64 *STK1 -0.0005628* 
23 DV 19.34** 65 NBDCT*STN -0.001046** 
24 EXMO -1.13** 66 *STP1 -0.0004526* 
67 *NC0DE1 0.006670** 
25 PAWC -1.0533* 68 *THAH0R -0.0005905* 
26 NCODEl -1.305** 69 PBDCT*STP1 -0.001472++ 
27 HYCROSS 0.669** 70 NRES1*RANGE -0.0005882* 
28 TWP 0.375+ 71 PH1*DV -0.1735** 
29 RANGE -0.102** 72 *DCAL -0.004369** 
30 THAHOR 0.304** 73 STN*NC0DE1 0.006752** 
31 DRAIN 0.577** 74 *TWP -0.007258** 
32 CPL 0.207* 75 STP1*DV 0.03692++ 
33 BIO 4.37* 76 STK1*NC0DE1 0.0005151* 
34 PALEO -5.69** 77 DV*PAWC -0.4401** 
35 ALLUV 8.88** 79 *DRAIN -0.07202** 
36 DCAL 0.0401* 80 *BI0 -1.1315* 
37 STP2 -0.0582 81 PAWC*TWP 0.02554** 
82 THAH0R*CPL -0.007707** 
38 PLDEN? -0.0002004** 83 *ALLUV -0.2030** 
39 CBl? -0.02324** 84 BI0*STP2 0.02047* 
40 CB22 -0.002582** 86 DCAL*STP2 0.004330** 
41 PLDATE^ -0.007911** 87 PLDEN*DV*NBDCT 0.00003717* 
42 NBDCT? -0.0003653** 96 NBDCT*DV 0.03247* 
43 STN? -0.003858** 98 NBDCT*DV*NC0DE1 -0.001228** 
44 STPl? -0.003607** 
^Intercept = -81.33**, R^ = 0. 681, and n = 2657. 
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Table BIO. Regression statistics of the final alternative model of 
yield on selected variates. Model IIOWA-6(4)^ 
^i Variate hi Variate ti 
2 PLDEN 0.136** 47 TWP? -0.006665* 
3 RL3 0.359** 49 DRAIN? -0.003163** 
4 CRW 0.283++ 
5 SLl -0.0676 50 PLDEN*CRW -0.001214** 
6 CBl -0.598 51 *CB2 -0.0006193** 
7 CB2 0.361** 52 *DV 0.02532** 
8 WEEDS -0.0278** 53 RL3*DV -0.04712* 
9 "LDATE 0.237++ 54 *PAWC -0.007734** 
10 , OWWID 0.298** 55 CRW*CB1 -0.01675* 
11 MANURE 0.314** 56 *STP1 -0.003364* 
12 PROW 0.0773* 57 SL1*NBDCT -0.002334** 
13 NBDCT 0.115** 58 CB1*CB2 -0.008325* 
14 PBDCT 0.127** 59 *DV 0.2129** 
15 TILE 0.0689** 60 *PAWC 0.02900* 
16 NRESl 0.0181* 61 CB2*RANGE 0.002611* 
62 ROWWID*TWP -0.02125** 
19 PHI 1.055** 63 MANURE*NBDCT -0.0007852++ 
20 STN 0.549** 64 *STK1 -0.0005705* 
21 STPl 0.311** 65 NBDCT*STN -0.0009050** 
22 STKl -0.00033 66 *STP1 -0.0004235++ 
23 DV 21.56** 67 *NC0DE1 0.001968** 
24 EXMO -1.14** 68 *THAHOR -0.0006985* 
25 PAWC -0.915++ 69 PBDCT*STP1 -0.001895* 
26 NCODEl -0.890** 70 NRES1*RANGE -0.0005684* 
27 HYCROSS 0.684** 71 PH1*DV -0.1719** 
28 TWP 0.385 72 *DCAL -0.004410** 
29 RANGE -0.105** 73 STN*NC0DE1 0.006747** 
30 THAHOR 0.298** 74 *TtfP -0.005876** 
31 DRAIN 0.559** 75 STP1*DV 0.03826* 
32 CPL 0.206* 76 STK1*NC0DE1 0.0005894* 
33 BIO 3.86++ 77 DV*PAWC -0.4622** 
34 PALEO -5.16** 78 *NC0DE1 -0.1072** 
35 ALLUV 8.07** 79 *DRAIN -0.07014** 
36 DCAL 0.0419* 80 *BIO -1.035++ 
37 STP2 -0.0697++ 81 PAWC*TWP 0.02335** 
38 PLDEN^ -0.0002033** 82 THAHOR*CPL -0.007471** 
39 CB12 -0.02443** 83 *ALLUV —0.1886** 
40 032% -0.002684** 84 BI0*STP2 0.02367* 
41 PLDATE2 -0.008207** 86 DCAL*STP2 0.004368** 
42 NBDCT? -0.0003970** 87 PLDEN*NBDCT*DV 0.00004158** 
43 STN? -0.003237** 
44 STPl^ -0.003515** 89 [SLP*RSLP] -0.1622** 
45 PAWC? 0.05184** 91 [SLP*RSLP]*PBDCT -0.002401* 
46 NCODEl? 0.009016** 92 *STN 0.002758** 
^Intercept = -84.25**, R^ = 0. 682, and n = 2657. 
