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1. INTRODUC-~ION 
The need to study random analogues of the well-known deterministic 
problems of mathematical physics has been greatly felt in the recent years. 
This is partly due to the success achieved from such investigations in the 
fields commonly known as random vibration, statistical theory of turbulence, 
and wave propagation in random media. Besides these areas, probabilistic 
considerations are included in the study of eigenvalues of some linear 
differential operators by Boyce [3]. Random operators and random integral 
equations have been systematically studied by Bharucha-Reid [2]. Random 
solutions of differential equations and random boundary value problems 
have been introduced by KampC de Ftriet [4, 51. In the following we study 
the random analogue of a well-known class of boundary value problems 
for biharmonic functions. It is found from our analysis that the study of 
a deterministic boundary value problem is a particular case of the corre- 
sponding random boundary value problem. 
2. DETERMINISTIC AND RANDOM BOUNDARY VALUE PROBLEMS 
One of the two well-known types of boundary value problems for the 
determination of a biharmonic function can be described as follows. Let 
ZI be a finite domain of the (x, y) plane whose boundary is C. It is required 
to find a function u(x, y) which is continuous on D u C with continuous 
partial derivatives of first order on D u C and continuous partial derivatives 
of fourth order in D satisfying the following conditions: 
(i) u(x, y) is biharmonic in D, i.e., 
LlLlu(x, y) = 0 in D; 
(ii) limp,o u(P) = f(Q), PED,QEC; 
(iii) limp,, au:& (0 = g(Q), PED,QEC; 
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where dd is the two dimensional biharmonic operator and &J/&I represents 
the normal derivative of u along the outward direction. The above problem 
is well understood, and sufficient conditions to be satisfied by the functions 
f  and g and the boundary C are known as to guarantee the existence of a 
unique solution u(x,y) of this problem. This type of problems have been 
extensively studied in the theory of elasticity when dealing with plates. 
To formulate the random analogue of the above problem we proceed as 
follows. Usually the boundary conditions arising in many applications are 
averages of a set of experimental observations which are subject to errors 
in measurements and other fluctuations of natural phenomena. It may 
happen that a deterministic approach may bring in some cases theory and 
experiment into agreement. However this is a situation where the problem 
is simplified to avoid the possible variations of the known data. If  we examine 
the physical nature of boundary value problems WC arc convinced that the 
boundary conditions cannot be expressed by a set of well-determined 
functions. It becomes thus necessary to consider families of functions with 
an intrinsic variability in the family as boundarv conditions. Also from 
among such a family we cannot prefer one from the other that will actually 
materialize in any experiment. However we are able to say that some functions 
in a family of admissible functions as boundary values arc more likely to bc 
observed than some others of the family. It is apparent from these considera- 
tions that a more realistic study of boundary value problems can be made 
in the context of probability theory. Accordinglv we replace the functions 
f and R in (2.2) and (2.3) by sets of realizable functions .f(w) and g(w) where 
w belongs to an abstract non-empty set Q which is endowed with the structure 
of a probability space (Q, 2‘, p). VVhen the boundary values in (2.2) and (2.3) 
are replaced by the functions f( w and g(w) defined on the product space ) 
C >: Q, we call the corresponding boundary value problem a random B\-P 
(boundarv value problem). In a random BVP hv an event we will mean 
the choide of an element wO E Q, with probability p(s) -’ {w,, E S; where 
S E Z, which selects the boundary functions f(~,~) and JJ(w,)) respectively. 
It is obvious that when the boundary conditions arc random functions, 
the solution is also a random function if it exists. The soIution (U(W)] of 
the random LlVP (defined below) when it exists is thus a family of functions 
defined on the product space D x Q. From these considerations we find 
that by a random B\‘P we mean a family of problems none of which is 
separated from the others and that once an individual choice has been made 
from the family of realizable boundary conditions the problem becomes 
deterministic. In some sense we can say that the deterministic BVP is 
imbedded in an appropriate random BVP. 
WC consider the following random BVP. Find a random function U(S, y, W) 
defined on (D u C) x R satisfying the following conditions: (a) for each 
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fixed UJ~ E Q - 4 (where ~(4) = 0) th e f  unction 11(x, y, wu) is continuous 
with first order partial derivatives in x and y  on D v  C and has 
continuous fourth order partial derivatives in D satisfying 
ddu(x, y, w,,) = 0 in D, (2.4) 
p$ w, 4 = f(Q> 4, PED, QEC, (2.5) 
lim w (P) = g(Q, w,,), 
P+Q an 
PED, QEC, (24 
where f(w,,) and g(w,,) belong to some preassigned and realizable sets f(w) 
and g(w) of functions defined on C x Q. 
(b) for each fixed point (x, y) E D, u(x, y, w) is p-measurable. 
DEFINITION I. I f  a random function 11(x, y, w) defined on (D u C) x 9, 
satisfying the conditions (a) and (b) above exists, it will be called the random 
solution of the above random BVP. 
In the study of any random BVP, one has to establish the existence of a 
unique random solution, obtain a representation of such a solution and 
then study the statistical and smoothness properties of the boundary data. 
It should be noted that this field of study remains unexplored to a large 
extent. Ideally one has to obtain the probability distribution of the boundary 
data. However due to the difficulties involved in reaching such an ideal 
stage, one has to rest content with the knowledge of certain relations between 
the statistical moments of the random solution and those of the random 
boundary conditions. This is not unreasonable since often the random 
boundary conditions will be available in terms of some moments of random 
functions. From this point of view, in the study of a random BVP one 
should give sufficient conditions on the random boundary functions f(w) 
and g(w) so that the existence of their moments such as 
W(Ql~ wh EM81 , ~11, 8, E C 
W(QI 9 w).f(Ql( ~11, %dQ~ > w)g(Qz 9w>l, QI ,QzeC 
(we use the notation E[x] for the expectation of x) will imply the existence 
of the relevant moments of the random solution of the random BVP. The 
simplest case is to examine under what circumstances the expected solution 
(if it exists) of the random BVP is the solution of the corresponding deter- 
ministic BVP with the expected boundary values. We remark that one 
would anticipate that under these circumstances, the moments of the random 
solution will be solutions of some deterministic boundary value problems. 
Under appropriate conditions on the boundary functions it will be seen 
below that this anticipation is realized. 
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Instead of considering the random BVP posed by the Eqs. (2.4)-(2.6) 
directly, we will consider two simpler problems which will jointly yield the 
random solution of our problem. The simplifications are as follows. \Ve 
assume one of the boundary conditions to bc randomly known while the 
other is deterministically known. For instance, while we take f(w) to be 
randomly known we assume that g(w) is deterministically known to be zero; 
and next we assume that g(w) is randomly known while we take f(w) to he 
dctcrministically known to be zero. VVhcn we study these two simpler 
problems separately it will be seen that these simpler problems jointly yield 
the random solution of our random BVP. In the following WC consider 
the case where D is the unit circle on the (s,y) plane ccntercd at the origin 
and C is the boundary of D. 
3. -4 CLASS OF RAKDOM BIHARMONIC FUNCTIONS 
Following a measure-theoretic approach we will now show the existence 
of a unique random solution for our random B\‘P corresponding to a class 
of random boundary conditions. The method we follow also gives an integral 
representation for the random solution with which its moments can bc 
studied. VVe proceed bv defining a random measure on a family of subsets 
of C. Consider the family of intervals (LY, < OL < a2) where 0 .< (L, :T a. c: 
a, < 277. Let B* be the Bore1 field generated by these intervals. Let v. 
and r’- bc two non-negative, finite and completely additive set functions 
defined on B*. In terms of I” and L’ we define a signed Borcl measure 11 
by the following equation, 
v(F) v.(F) - r,-(F) .(, v(C) c’; -Lee (3.1) 
where F IY B*. Consider the kernel /z,(r, 0) defined by 
/qr, 0) ~ L p_.- ‘*)*(I - T cos 0) -..-- - 
2x (1 - 2rcosu ! T*)* (3.2) 
Let Gr denote the class of biharmonic functions defined on II u C which 
can be expressed as the difference of two non-negative hiharmonic functions 
defined on I) u (J with vanishing normal derivative on C. It is easily seen 
that the kernel k,(r, 8) sets up a one-to-one correspondence between the 
functions of the class G, and the class of signed Bore1 measures Y defined 
on the Horel algebra B* of subsets of C, given by the biharmonic Poisson- 
Sticltjes integral, 
I(@, 8) = f’” k,(r, u - a) nv (3.3) f ” 
650 GOPALSAMY AND AGGARWALA 
We will now define a random signed measure V(W) in terms of a set function 
defined on the product space (C, B*, V) x (Q, Z, p). 
DEFINITION 2. A set function V(W) is a random signed measure on the 
Bore1 algebra B* of subsets of C if, 
(i) V(W) is a real valued function defined on B* x Z 
(ii) for each fixed w E Q, V(W) is a signed Bore1 measure on B* 
(iii) for each fixed I; E B*, Y(F, UJ) is p-measurable. 
THEOREM 1. If v(w) is a given random signed measure on B*, which for 
each w is finite and absolutely continuous with respect to the usual Lebesgue 
measure on B*, then there exists one and only one random function u(r, 8, w) 
defined on (D u C) x Q such that for each w E Q, 
(a) u(r, 0, w> E G ; 
(b) lb+ c U(r, 4 w> de = 44 , w>, 
e* = {a IO < a < $4 < 27r) 
(c) u(r, 8, W) is p-measurable for fixed (r, 0) E D. 
This random function u(r, 8, W) is defined by the biharmonic Poisson-Stieltjes 
integral 
u(r, 8, W) = 1: k,(r, f? - a) dv(w). (3.4) 
Proof. The proof that the random function u(r, 0, W) defined by the 
integral in (3.4) exists and is unique for a given random signed measure 
V(W) on B* and that u(r, 8, W) belongs to the class G, for each w E R is almost 
trivial. Omitting these details we will prove the assertions (b) and (c) of 
the theorem. By the continuity of the kernel k,(r, 8) on D u C and from 
the relations 
2”kl(r,B--a)da = 1, 
0 
!%I 2n k,(r, 8 - 4f (4 da = f  (0) 
0 
for a function f ,  Lebesgue integrable on [0,27r], the assertion (b) follows 
by an application of Radon-Nikodym theorem. 
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To prove (c) we note that when (Y, 8) is fixed, the kernel k,(r, 0 - X) 
is a continuous function of OL in [0, 27r], and we have 
m = !- (1--1)3 < k,(y, e - &) < 1 kt?>” = M 
27r(l -try 2n(I -Y)* (3.5) 
Divide the interval [m, M] into n parts and consider the approximating sum 
where the set {ak} (k = 1, 2,..., n) forms a partition of the interval [m, 1221 
and the {Fk} (k : 1, 2,..., n) belong to B* and (J:=, F, .= C. 
In the above sum which approximates the integral 
fz” k,(r, 0 - a) dv(w), (Y, 6) E D 
JO 
each term is p-measurable by hypothesis and thus the sum is p-measurable. 
It follows that the integral is p-measurable since it is the mean-square limit 
of p-measurable sums. Thus U(Y, 8, W) is p-measurable for fixed (I, 0). 
We will now consider boundary value problems involving random boundary 
conditions. As stated earlier we consider first a simplified random BVP 
where the boundary condition of (2.6) is replaced by the condition that 
the normal derivative is deterministically known to be zero on C. This 
amounts to having a complete knowledge of a part of the boundary data. 
That this is not a restriction has been explained earlier since we consider 
subsequently another similar simplified problem where the condition of (2.5) 
is such that its boundary function is deterministically known to he zero 
on C. This type of simplification enables us to consider only one family 
of random functions on C at a time. We will see below that these two simple 
problems yield the solution of the original problem. 
To obtain sufficient conditions to he satisfied by the class of random 
functions admissible in the class of random boundary condition, we proceed 
by defining a Lebesgue measure m on C to be equal to the length or - aa 
for the interval [a 1 , as) where 0 < 01~ < (Y < ~ya < 2a. Also we will say 
that a function f defined on C belongs to the class L,(C) if the 1,ehesgue 
integral 
with the Lebesgue measure m is finite. 
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DEFINITION 3. A random function f( ) w is said to belong to the class II 
if the following conditions are satisfied: 
(H,) f(w) is a real valued function defined on C x Q; 
(H,) f(w) is measurable with respect to the product measure m x p; 
(Ha) for each a E C, f(a, w) ELM, i.c. 
(HJ if RAa, 8) = E[f(a, w>f(P, w>l, then W, a> E&(C). 
LEMMA 1. Zff(w) E 11, then E[f(a, w)] exists fog all a E C. 
Proof. As an immediate consequence of (Ha) and the fact that p(Q) =z 1 
we get 
I If(a, w>i 4 < 03 (a E 0, n 
and this is sufficient for the existence of E[f (a, OJ)] for all OL E C. 
LEMMA 2. Zff(w) E H, then f(w) E L*(C) with probability one. 
Proof. By condition (Hz), f(w) is m x p-measurable; and by (H,) and 
(H.,) we have, 
By Tonelli’s theorem [I] it follows that 
which shows that f(a, w) EL,(C x Sz). By Fubini’s theorem we get that 
for almost all w E Q (i.e. for all w E Q - 4 where ~(4) = 0) 
J cf 2(a, w) da < ~0, 
Since p(.sd - 4) = 1 the result follows. 
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THEOREM 2. If  the random function f(u) E H, then the function u(r, 0, W) 
defined by the Poisson-Stieltjes integral 
u(r, 0, 0~) = i 2n k,(r, 8 - CL)~(~, w) dJr 0 (3.6) 
is the unique random function which for almost all w l Q satisfies the conditions, 
(i) u(r, 0, W) E G, when w is $xed, w E Q - (6, ~(41) 7 0; 
(ii) lim,,,- u(r, 8, CO) = f(e, ) w except for a set e of m-measure zero; 
(iii) u(r, 0, W) is p-measurable for fixed (r, 0) E D. 
Proof. By Lemma 2, f(w) E&(C); and since C is of finite m-measure, 
f(w) E&(C) for almost all w E Q. Define a random signed Bore1 measure 
V(W) on L1* by the integral 
v(F, w) = 
J 
‘Ff (a, w) dz, ZUEQ -cp. (3.7) 
The fact that the Lebesgue integral in (3.7) defines a signed measure for 
each w is a consequence of a lemma in [l, p. 421. Now by Theorem I, 
Theorem 2 follows. 
?‘woREht 3. If  f  (w) E II and if u(r, 8, U) is given by (3.6) then 
R[u(r, 8, o)] = IzT k,(r, 0 - a) E[f(a, w)] da (3.8) 
0 
E[u(r 19 0 1, w> 4r2 ,e2 , ~11 
277 2n 
.- s i Ul ,4 - a> h(r, ,02 - B) $(a, B) da 4. (3.9) 
0 0 
Proof. u(r, 8, W) is CL-measurable for each (r, 0) E II by Theorem 2, and 
E[ f  (a, OJ)] exists by Lemma 1. 
E[u(r, 0, w)] = j u(r, 8, w) dp 
R 
=I 11 
277 
R 0 
k,(r, 8 - a)f(a, W) da/ dp 
277 
-=I I ol 
nf (a, w) dp\ k,(r, 0 - a) da 
= 
I 
2n k,(r, 0 - a) E[f (a, CO)] da 
0 
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We have applied Fubini’s theorem in the above. The relation (3.9) follows 
by a similar argument noting that the existence of &(a, /3) is a consequence 
of condition (Ha) and Schwarz’s inequality. 
The class G, is too restrictive to provide random solutions of biharmonic 
random boundary value problems. Hence we will now introduce another 
class Ga of functions so that the linear space spanned by the elements of 
G, u G, is sufficiently general to supply random solutions of biharmonic 
random boundary value problems. 
We will say that a function belongs to the class Gs if it is defined on 
D w C, vanishes on C and if it can be expressed as the difference of two 
non-negative biharmonic functions in D. 
Consider now the kernel k,(r, 8) where 
My, f4 = (- ;) & (1 _ ‘2’r ,;y+ y*) (3.10) 
There exists a one-to-one correspondence between functions of class G, 
and the signed Bore1 measures Y defined on B*, given by the biharmonic 
Poisson-Stieltjes integral 
W(Y, 8) = /*= h,(r, r9 - a) dv 
0 
(3.11) 
THEOREM 4. If the random function g(w) E H then the random fum tion 
V(Y, 8, w) given by the Poisson-Stieltjes integral 
D(Y, 8, w) = 
I 
‘* h2(r, 6 - a) g(a, w) da (3.12) 
0 
is the unique random function, whkh for almost aN w E Q satisfies the following: 
(i) V(Y, 0, w) E G, , when w is jixed, w E Q - 4, p(+) = 0; 
(ii) er(t, 0, W) is p-measurable for each jixed (Y, 0) E D; 
(iii) lim,,,- 2vJ2~ (Y, 0) = g(0, w) except for a set e of m-measure zero. 
Proof. The proof of(i) is almost trivial, and the proof of (ii) is completely 
parallel to the corresponding part of Theorem 2. To prove (iii) we observe 
that if we define h(r, 8, w) by the following relation, 
h(yf e* w) = & JI*cl _ 2y c’b,(~~~, + y21 da, w) da (3.13) 
BIl~ARMONIC BOUSDARY VALCE PRORLEMS 655 
then h(r, 8, W) defines a random function which is harmonic in D and, 
except for a set of m-measure zero, 
?jy- h(r, 8, w) =- ~$0, w) (3.14) 
Since the integral in (3.13) admits differentiation with respect to r, c’a,,ji’r (r, 0) 
exists in II. Yiow if we write z~(Y, 8, w) in the form 
z)(r, 8, w) :=: ( --Q( I - 6) h(r, 0, w) (3.15) 
the proof of (iii) is immediate. 
The following theorem, which is the main result of this paper, provides 
the existence and an integral representation of a unique random solution 
of a biharmonic random RW’. 
THEOREM 5. Let D be the unit disc centered at the origin. Zff(w) and g(w) 
belong to the class H of random functions, then there exists a unique random 
function W(r, 8, w) satisfying the following: 
(a) for each w E Q - 4, where ~(4) = 0 
Lid W(r, 8, w) = 0 in I); (3.16) 
(b) except for a set e of m-measure zero, 
(3.17) 
!j,y- g (r, 64 = g(e, 4 (3.18) 
for almost all W. 
(c) W(r, 8, W) is p-measurable for fixed (r, 0) E D. 
(d) such a unique random function W(Y, 8, W) is given by the sum of two 
Poisson-Stieltjes integrals 
w, 4 w> - ,I” [k,(r, 0 - 4f (a, w) + k,(r, 0 - a>g(% w)] de, r < 1. 
(3.19) 
Proof. Let u(r, 0, w) and V(T, 0, W) be as defined in Theorems 2 and 4, 
respectively. I f  one considers W(r, 0, W) defined by 
W(Y, 8, w) = U(Y, 8, w) + TI(T, 8, w) (3.20) 
the proof follows immediately by Theorems 2 and 4. 
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THEOREM 6. If  the boundary functions f  (w) and g(w) belong to the class H 
then the expectation and autocorrelation of the random solution W(r, 8, CO) of 
Theorem 5 are given by the following: 
v% 6 w)l = jr {hdY, 6 - 4 E[f@, 41 + MY, 0 - a) E[g(cu, w)]} da; 
(3.21) 
Jwqr, 9 4 , 4 w, , e2 ,41 
297 297 
:.z s i hh 01 - a) h(Y2 e2 - , , 8) E[f (oL, 4f (A 41 do: dp 
0 0 
+ jt” j:” ~,(YI 90, - a) h,(r, , 6 - 8) &(a, w) g@, w)] da d/3. 
(3.22) 
Proof. The existence of E[f(ol, w)] and E[g(x, UJ)] (a E C) follows by 
Lemma 1 when j(w) and g(w) belong to II. We also observed earlier (see 
Lemma 2) that f(w) eL2(C x Q); and since the space C x Q is of finite 
measure it follows that f  (w) E L,(C x Q). Thus j(w) is integrable on C x Q 
with respect to the product measure m x p. When (r, 0) is fixed the kernel 
h,(r, 8 - a) is a continuous function of a and it can be shown that 
h,(r, 0 - a) f  (w) is integrable on C x Q for fixed (r, 8). Similarly 
k,(r, fI - a)g(w) is integrable on C x Q for fixed (Y, 0). It follows that 
when (r, 0) is fixed the sum 
w, 0 - 4f (Lu, 4 f  h,(r, 0 - 4g(a, 4 (a E C) 
is integrable on C x .Q with respect to m x p. By Fubini’s theorem the 
result of (3.21) follows. 
In order to obtain (3.22) we note that the existence of the second order 
autocorrelations and crosscorrelations off(w) and g(w) when j(w) and g(w) 
belong to H is a consequence of the condition (Ha) and Schwarz’s inequality. 
We thus have 
I f  (a, w)f (B, w) dcL < ~0, % B E c, (3.23) n 
I f  (a, w) g(A w) dcL < *, 
a, p E c. (3.24) 
n 
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The product f(w)g(w) is measurable on C x Q with respect to the product 
measure m x TV since each of f( w and R(W) is m x /r-measurable by the ) 
condition (H,). By the observation made in Lemma 3, f(w) EL,(C i: Q) 
and similarly g(w) E&((.’ x Q). 5’ k mce the space C :< R is of finite measure 
it follows that 
Also when (r, , 0,) and (Ye, 0,) are fixed the product of the kernels 
k,(yl , 8, - CZ) and k,(r, , 8, -- p) is a continuous function of (Y and ,8 and 
hence it will follow by (3.25) and (3.26) that the products of the form 
kit’1 > 0, -- a) kj(yz , 02 - rB)f(a, w)g(P, W) i,j. I,2 c~,/?cC 
are integrable on C x 52 with respect to M x I*. (That is such integrals 
are finitc). Now an application of Fubini’s theorem will yield (3.22). 
Since it follows from the above that 
E[~(Y, 8, w)~ < cu Y c I, e E ~0, 2T~ 
E[w, , 0, , 4 w, , e2,w)~ < CC, YI < 1, y2 c I , e, , e, E ~0, 2n3, 
it is easy to obtain the variance of the random solution for any point of I) 
in the form 
~[w(~, e, w) cqy, 8, w)~ -- :qwyy, e, w)~;x 
WC remark that a number of special results can bc obtained by making 
special assumptions about the functions f(w) and R(U) and their auto- 
correlations and crosscorrelations. 
4. COSCLI:SION 
It is found from (3.21) that the deterministic calculations starting with 
the expected values of random boundary conditions lead to the determination 
of the expected values of the respective random solutions. This observation 
is of basic importance in the study of random boundary value problems. 
Higher order moments of the random solution can also be studied by making 
appropriate hypotheses about the higher order moments of the random 
boundary conditions. It is not difficult to observe that if the probability 
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measure /” is the Dirac measure (concentrated measure) with P((w&) = 1 
and ,(Q - {w”}) = 0 then the random BVP reduces simply to its deter- 
ministic analogue. In this sense the deterministic BVP is imbedded in an 
appropriate random BVP. In a forthcoming paper we study a class of bihar- 
manic random boundary value problems where the domain D is the half-plane 
y  > 0 and the boundary C is the line y  = 0. 
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