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GLIDER REPRESENTATION RINGS WITH A VIEW ON
DISTINGUISHING GROUPS
FREDERIK CAENEPEEL AND GEOFFREY JANSSENS
Abstract. Let G be a finite group. In the first part of the paper we develop fur-
ther the foundations of the youngly introduced glider representation theory. Glider
representations encompass filtered modules over filtered rings and as such carry much
information of G. Therefore the main focus is on the glider representation ring Rd(G˜),
which is shown to be realisable as a concrete subring of the split Grothendieck ring of
the monoidal category glidd(G) of (Noetherian) glider C-representations of (length d)
of G. In the second part we investigate a Wedderburn-Malcev type decomposition of
the (infinite-dimensional) Q-algebra Q(G˜) := Q⊗Z R1(G˜). The main theorem obtains a
Q[Gab]-module decomposition of Q(G˜) relating it in a precise way to C-representation
theory of subnormal subgroups in G. Under certain vanishing assumptions, which are
proven to hold for nilpotent groups (of class 2), the second main theorem completely
describes a Q[Gab]-algebra decomposition. We end with pointing out applications on
distinguishing isocategorical groups.
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1. Introduction
Let G be a finite group and k any field. The guiding goal of this article is to reconstruct
(group-theoretical pieces of) G from its representation category Repk(G) as monoidal cate-
gory, however through the lens of glider representations.
Glider representations are generalizations of filtered modules over filtered rings (cf. [9,
example 3.15]). This recently introduced theory has been developed by Caenepeel-Van
Oystaeyen in a series of papers [2, 3, 4] and a full exposition of this young theory can
already be found in their book [5].
Recall that, given a chain of (potentially equal) subgroups G0 ≤ . . . ≤ Gd = G, a glider
representation of this chain consists roughly of a k[G]-moduleM together with a descending
chain of k[G0]-submodules Mj, j ∈ Z≤0, such that k[Gi]Mj ⊆ Mj+i for all i. Two general
aims for which glider representation theory is expected to be a suitable framework for are:
(1) an ’object-wise dealing’ with composition series of k[G]-modules when char (k) > 0,
(2) a ’relative representation theory’ for a pair (H,G) with H a subgroup of G (in the
sense of working with Rep(G | χ), the representations of G lying over χ ∈ Rep(H)).
In Section 2.1 we recall all the necessary background.
In recent work of Henrard-van Roosmalen [9] the categorical foundations of glider rep-
resentations for any Γ-filtered ring with Γ an ordered group was developed and put on
firm footing. For example when fixing a chain G0 ≤ . . . ≤ G one considers the associated
filtration 0 ⊂ k[G0] ⊆ . . . ⊆ k[G] by subalgebras. In this case the category of glider repre-
sentations is denoted Glid
(
F (k[G])
)
. As an application of their theory, they obtained the
striking result [9, Th. 9.19.] that already for the one-step filtration {eG} < G the category
Glid
(
F (k[G])
)
, viewed as monoidal category (so without consideration of the symmetry),
is rich enough to reconstruct k[G] as bialgebra (and hence also G) uniquely from it. There-
fore it is natural to consider which information is contained in natural decategorifications
connected to Glid
(
F (k[G])
)
.
The main contributions of this paper are two-fold. Firstly, we develop further the foun-
dations of the theory. Among others, we generalize the construction of the ’generalized
character ring’ from [4] to the general setting (i.e. any field, filtered ring and filtration).
The result will be the concept of glider representation ring Rd(G˜) and its ’reduced’ version
Rd(G˜). If G is non-abelian these rings are in general infinite dimensional.
Secondly, in the case of the filtration {eG} < G, we obtain a description of the reduced
representation ring modulo its Jacobson radical. Also, insight on the latter is obtained, in
particular forming a substantial contribution towards a concrete Wedderburn-Malcev type
decomposition. In the description just mentioned three concrete modules appear for which
we find an interpretation in terms of classical representation theory and group theory.
We will now review in more detail the main results obtained.
Category of gliders and decategorifications. Such as the categories mod(kGi), the category
of gliders Glid
(
F (k[G])
)
is still a symmetric monoidal additive category, however it is
not abelian and even when char (k) = 0 it is not semisimple. Nevertheless as shown in
[9, Theorem 5.12] it still enjoys a rich categorical structure, being still a complete and
cocomplete deflation quasi-abelian category. In Section 2.1 we recall all the necessary
background on gliders and their foundations.
Let us compactly sketch the construction of the (reduced) glider representation ring.
When considering Noetherian gliders glid
(
F (k[G])
)
, i.e. those with total dimension finite
(in particular Mi = 0 for i≪ 0), one obtains a filtration of full subcategories
· · · ⊆ glidd−1 F (k[G]) ⊆ glidd F (k[G]) ⊆ glidF (k[G])
where glidt F (k[G]) are those for which Mi = 0 if i < −t. As explained in Section 2.1.3
those of length t− 1 also form an (additive) tensor ideal in those of length t and hence one
can consider the split Grothendieck ring of the members, resp. the factors, of the filtration
above. The glider representation ring Rt(G˜), resp. its reduced form Rt(G˜), can be realised
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as the subring generated by the so-called irreducible gliders (in the sense of [2]). Moreover,
in Section 2.2 the glider character ring is constructed in full generality (generalizing [4]).
In Section 3 we introduce a new subcategory, namely gliders of module type, and thereon
give a concrete realisation of the functors of induction and (co)-invariants. Most notably,
this subcategory allows us to give another realisation of Rt(G˜) in such a way that we can
deduce that irreducible gliders form a basis, see Theorem 3.6. A result previously only
known in the case of an abelian group G and a one-step filtration.
Gliders of length 1. From Section 4 on we focus on the filtration {eG} ⊂ G and glid1 F (k[G]),
the gliders of length 1. As already alluded to, this case is surprisingly rich as shown by the
fact that the monoidal structure of glid1 F (k[G]) determines G uniquely. The proof of [9,
Th. 9.19.] in fact even reconstructs the Fiber functor of mod(k[G]) in terms of the monoidal
structure of glid1 F (k[G]). However, as in the classical case, its decategorifications are (a
priori) much smaller invariants. The focus of the second part of this paper is to understand
which information on G and RepC(G) is still retained by the ring structure of the glider
representation ring R1(G˜).
Firstly in Section 4.1 we obtain a parametrization of the isomorphism classes of the
irreducible gliders of length 1. For this, let Gr(U) = ⊔dj=1Gr(j,U) where U ∈ Irr(G) and
dimU = d. Further denote by SG the set of subsets B ⊆ ⊔U∈IrrG dim(U)>1Gr(U), such
that for all U the intersection B ∩ Gr(j,U) is non-empty for at most one 1 ≤ j ≤ dim(U)
and for this j it is in fact a singleton. Then,
Proposition A (Proposition 4.3). Let G be a finite group. There is a bijection
{ irreducible (k ⊆ kG)− gliders }
∼=
1−1
←−→ {(A,B) ∈ P(G/G′)× SG}.
In the previous result G′ is the commutator subgroup of G and P(G/G′) the power set
of the abelianization Gab = G/G′.
The structure of the (reduced) glider representation ring of length 1. Let Q(G˜) := Q ⊗Z
R1(G˜) be the reduced representation ring extended to a Q-algebra. In general this alge-
bra is infinite-dimensional and we don’t know yet whether it is nevertheless Artinian (cf.
Question 6.6). In particular one has not the typical structural results such as Wedderburn-
Malcev’s decomposition at hand. Nevertheless, the results obtained, and outlined below,
indicate that an analogue decomposition might still exist.
Denote by N(G) the nil-radical of Q(G˜). As pointed out in Section 4, Q(G˜)/N(G) has
the structure of a Q[Gab]-algebra. Our first main structural theorem obtains a short exact
sequence which relates Q(G˜)/N(G) to the same object for a class of subgroups H of G and
three concrete Q[Gab]-submodules which we interpret afterwards.
Theorem B (Theorem 4.15). Let G be a finite group. We have the following short exact
sequence of Q[Gab]-modules
0 // PP∩N +
E
E∩N +
∑
G′≤HG Φ
G
H
(
Q(H˜)/N(H)
) Ψ
// Q(G˜)/N(G) // RR∩N
// 0
for concretely defined Q[Gab]-submodules P,E,R of Q(G˜) and morphism Ψ.
The morphism ΦGH(·) is induced from the induction-functor Ind
G
H(·) which is introduced
in Section 3.1. A remarkable property, which is in sharp contrast to the classical setting of
Rep(G), is that for gliders of length 1 induction gives rise to a ring-monomorphism between
the reduced glider representation rings (and in fact already on a larger object). This is an
important tool and is proven in Theorem 3.7.
At first, the modules P,E,R have concrete definitions in the language of gliders. However,
in Section 5, we connect the modules P andR to natural questions in classical representation
theory and in group theory. For instance,
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• As explained in Section 5.1, the module R is tightly connected to both the subring of
K0(RepC(G)) formed by the permutation modules and to the properties of maximal
subgroups. For example in Theorem 5.1 we prove that G is nilpotent if and only if
R = Q[Gab]. In general, Q[Gab] ⊆ R and hence in the nilpotent case R is as small
as it can be.
• In Section 5.2 we discuss the module P . More concretely, given a cyclic module
U = Q[G]u, P is connected to the sequence of modules
(
K[G]u⊗n
)
n∈N and to when
the trivial module is obtained as a summand.
We call these three modules ’obstruction modules’ because, as we show in Section 6,
when they vanish we obtain a precise description of the maximal semisimple quotient of
Q(G˜) = Q⊗Z R1(G˜). More concretely,
Theorem C (Theorem 6.4 & Corollary 6.5). Let G be a finite nilpotent group such that
P = 0 = E. Then, as Q[Gab]-algebra,
Q(G˜)/N(G) ∼=
⊕
H≤Sub(G)
Q[Hab]
where the direct sum runs over a certain class of subnormal subgroups H of G. Moreover
N(G) = J(Q(G˜)) the Jacobson radical of Q(G˜).
In Question 7.4 we ask whether for a solvable group G, Sub(G) in fact contains all sub-
normal subgroups. The proof consists in constructing an idempotent ǫH for every member
H of Sub(G) for which we obtain a canonical form in Section 6.2. Herein we also prove
that the idempotents ǫH are orthogonal. We would like to emphasize that all this works
for general groups G. The conditions in the theorem above are needed to prove that these
idempotents form a full set of orthogonal idempotents adding up to 1. However we expect
that the condition P = 0 = E is always fulfilled for nilpotent groups. Furthermore for
G non-nilpotent we believe that the modules R(H) should play the role of the summands
Q[Hab].
Using the aformentioned interpretations of P,E,R, obtained in Section 5, we verify all
our questions for nilpotent groups of class 2.
Theorem D (Corollary 7.2, Theorem 5.1 & Theorem 7.3). Let G be a finite nilpotent group
of class 2. Then, as Q[Gab]-algebra,
Q(G˜)/J ∼=
⊕
H≤G
Q[Hab].
Finally, in Section 7.2 we shortly consider isocategorical groups in the sense of Etingof-
Gelaki [7]. Recall that groupsG1 and G2 are called isocategorical if RepC(G1) and RepC(G2)
are equivalent as tensor category (so without consideration of the symmetry of their monoidal
structure). In [11, Section 4] an (infinite) family of non-isomorphic but isocategorical groups
Gm and Gmb , with 3 ≤ m ∈ N, was constructed. Despite that they have isomorphic rep-
resentation rings we show that R1(G
m) ≇ R1(Gmb ). This is done via the decompositions
above. Interestingly, in this way new non-monoidal Morita invariants pop up.
Acknowledgment. We would very much like to thank Andreas Bächle for his thoughts that
gave rise to proposition 7.1. We also warmly thank Ruben Henrard and Adam-Christiaan
van Roosmalen for interesting discussions and many remarks on an earlier version of the
paper and especially for sharing and discussing the preliminary version of their categorical
framework. Finally, we thank Fred Van Oystaeyen for inventing glider representations.
Conventions. Throughout the full paper we will assume the following (except stated explic-
itly otherwise):
• k will be used for an arbitrary field and K for an algebraically closed field of
characteristic 0,
• all groups, denoted with the letters G or H , will be finite,
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• all kG-modules will be left modules,
• N denotes the positive integers (with 0 included).
• ⊂ and < will indicate strictly smaller.
2. Glider representation rings
In Section 2.1.1 we start by recalling all the necessary background on glider representation
theory, specified to the setting of this paper (for a full account we refer to the book by
Caenepeel-Van Oystaeyen [5]). Thereafter, in Section 2.1.2, we will recall some essentials
of the recent categorical foundations laid down by Henrard-van Roosmalen in [9]. This will
allow us to consider in Section 2.1.3 the split Grothendieck ring of the various categories
arising and certain quotients thereof. The main protagonists of this paper, the glider
representation rings, introduced in Section 2.2, can be realised as the subring generated by
the so-called irreducible gliders in the aforementioned rings.
2.1. Preliminaries and decategorifications.
2.1.1. Background on glider representations. Given a finite group G and a chain of sub-
groups G0 ≤ G1 ≤ . . . ≤ Gd = G, one obtains in a natural way a filtration F (k[G]), by
subalgebras, of the group algebra k[G] by defining
(1) F−n(k[G]) = 0, F0(k[G]) = KG0, Fn(k[G]) = k[Gn]
for n > 0 and where Gn = G if n ≥ d.
Definition 2.1. A glider representation over F (k[G]) consists of a k[G]-module Ω together
with a Z≤0-indexed descending chain sequence of KG0-submodules
. . . ⊆M−2 ⊆M−1 ⊆M0 ⊆ Ω
such that the G-action k[G]⊗Ω→ Ω induces maps Fi(k[G])⊗M−j →M−j+i for all i ≤ j.
This glider is denoted shortly by M• ⊆ Ω.
Given a ring R one can actually define FR-glider representations for any filtration FR of
R via so-called FR-fragments [2]. In the next subsection we will briefly recall this, however
following [9]. In this article we will only consider the algebra filtration above and hence
simply speak about a glider (representation) of G.
Let M• ⊆ ΩM and N• ⊆ ΩN be two glider representations of G.
Definition 2.2. A morphism of glider representations f• : (M• ⊆ ΩM ) → (N• ⊆ ΩN ) is
given by a k-linear map f :M0 → N0 satisfying the following conditions:
(1) for all j ∈ N, we have f (M−j) ⊆ N−j ,
(2) for all i ≤ j, the following diagram commutes:
Fi(k[G])⊗M−j //
1⊗f

M−j+i
f

Fi(k[G])⊗N−j // N−j+i
or, equivalently, for all r ∈ Fi(k[G]) and m ∈Mj , we have f(rm) = rf(m)
If f is a monomorphism, then M• ⊆ ΩM is called a sub-glider of N• ⊆ ΩN . Note that
a glider morphism f• gives rise to a sequence of maps f−i = f|M−i : M−i → N−i such that
f−j+i(αim−j) = αifj(m−j) for all αi ∈ k[Gi],mj ∈ Mj and i ≤ j, giving an impression of
morphisms of quiver representations. This flavour will be made concrete with the approach
of [9] recalled in the next subsection.
Remark 2.3. The map f : M0 → N0 can not necessarily be extended to a k[G]-module
morphism fΩ : ΩM → ΩN (see [9, example 3.16]). However, as proven in [9, proposition
4.9], this can be done in a canonical way after possibly changingM• ⊆ ΩM to an isomorphic
copy (more precisely, up to re-choosing ΩM ).
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Literature remark. In the original definition of a glider representation the module Ω was
not included in the data and only its existence was assumed. This new point of view was
introduced in [4] and in [9] it is in fact proven that both approaches are equivalent. However,
the definition above avoids certain (categorical) issues at the level of morphisms, explaining
the current choice.
Glider representations of G form a category which we denote by Glid
(
F (k[G])
)
. Fur-
thermore it inherits a monoidal structure from Mod(k[G]).
Definition 2.4. Let M• ⊆ ΩM and N• ⊆ ΩN be F (k[G])-gliders. Their tensor product is
the descending chain
. . . ⊆M−1 ⊗k N−1 ⊆M0 ⊗k N0 ⊆ ΩM ⊗k ΩN
where k[G] acts via the comultiplication map ∆(g) = g ⊗ g of k[G].
Finally, Glid
(
F (k[G])
)
also has direct sums by setting
(2)
(
(M• ⊆ ΩM )⊕ (N• ⊆ ΩN )
)
i
=Mi ⊕Ni
for all i ≤ 0 and with overlying module ΩM⊕ΩN . With the above the category Glid
(
F (k[G])
)
is a monoidal additive category [9, prop. 9.5.]. Unfortunately, in contrast to mod(KG), the
category is not abelian [9, section 5.4.].
Literature remark. The categorical direct sum defined in (2) has usually been called in the
literature the strict fragment direct sum and is then seen as an extra property of the ’sum
of two gliders’ (e.g. see [5, pg 53]). By the latter is meant the smallest glider P• ⊆ Ω
containing M• ⊆ ΩM and N• ⊆ ΩN . The, non-categorical, notion of a weak fragment
direct sum also exists.
In this article we will only be interested in Noetherian gliders. Recall that an object in
a category is called Noetherian if any ascending sequence of subobjects of X is stationary.
Proposition 2.5 ([9]). Let (M• ⊆ ΩM ) ∈ Glid
(
F (k[G])
)
. Then the following are equiva-
lent:
(1) M• ⊆ ΩM is Noetherian
(2) the k[G0]-module
⊕
i∈Z≤0
Mi is Noetherian
(3) the k[G0]-module M0 is Noetherian and Mi = 0 for i≪ 0.
In other words, as k[G] is finite dimensional, in our context Noetherian gliders are exactly
those with finite total dimension. The full subcategory of Noetherian gliders is denoted
by glid
(
F (k[G])
)
. Note that Noetherian gliders have trivial body, i.e. the k[G]-module
B(M) := ∩i≤0Mi is zero. If Mt 6= 0 but Mt−1 = 0, then |t| is called the (essential) length
of the glider. The full subcategory consisting of the gliders of essential length at most t
will be denoted by glid≤t F (k[G]) and exactly t by glidt F (k[G]). For such gliders the tail
consisting of the subspaces Mi equal to 0 will be omitted.
Remark. It was pointed out in [2, Page 1480] that one can reduce the study of glider
representations to those of finite essential length (even length at most d with Gd = G) and
zero body. Hence, assuming Noetherian is not a lose of generality for the filtration F (k[G]).
2.1.2. The category GlidΛ(FR). We now very briefly recall, for general filtered rings, the
very recent (equivalent) categorical definition by Henrard-van Roosmalen [9] of glider rep-
resentations. This approach will not be explicitly used in the rest of the paper and hence
the reader may opt to immediately go to the next subsection. However, it helps to clar-
ify Remark 2.3. Moreover, the content of Section 2.1.3, 2.2.1 and 3.1 will in fact also be
meaningful for the generality of this section (but will be written for Glid
(
F (k[G])
)
.
Let (Γ,≤) be an ordered group and R a Γ-filtered unital ring with filtration denoted FR
(i.e. a set {FγR}γ∈Γ of additive subgroups such that 1R ∈ FeR, FαR ⊆ FβR if α ≤ β and
(FαR)(FβR) ⊆ FαβR).
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Definition. Let Λ ⊆ Γ be any subset. The extended Λ-filtered companion category FΛR
of FR is defined on objects by Ob
(
FΛR
)
= Λ
∐
{∞} and the morphisms are given by
HomFΛR(α, β) =

Fβα−1R α ≤ β ∈ Λ
R β =∞
0 otherwise
The composition is given by the multiplication in R.
For each α, β ∈ Ob
(
FΛ
)
such that α ≤ β or β =∞ there is an element 1R ∈ Hom(α, β)
which is denoted by 1α,β. Recall that a module over the (small k-linear) category FΛR is
a covariant k-linear functor to vectk.
Definition. The category PreglidΛ FR of FR-pregliders is the full additive subcategory of
Mod
(
FΛR
)
given by those M ∈Mod
(
FΛR
)
for which the map M (1α,β) :M(α)→M(β)
is a monomorphism for all α ≤ β.
Consider now the set Σ ⊆ Mor(PreglidΛ FR) of all morphisms f : N →M such that for
all λ ∈ Λ the map fλ : N(λ)→M(λ) is an isomorphism (hence no condition is imposed on
f∞). In [9, prop. 4.8.] it is shown that the category GlidΛ FR, in the spirit of Section 2.1.1
or [5], can be defined as the localization (PreglidΛ FR)[Σ
−1]. Using this it was obtained
in [9, Theorem 1.2. & 6.5. and prop. 9.5] that, despite not being abelian, the categories
above still have a rich categorical structure.
Proposition 2.6 ([9]). The category GlidΛ FR is a complete and cocomplete deflation
quasi-abelian category which is moreover monoidal if R is a bialgebra. Furthermore, the full
subcategory of Noetherian FR-gliders glidΛ FR is a Serre subcategory and hence inherits
these properties.
Example 2.7. In our setting, R = k[G],Γ = Z,Λ = Z≤0 and FR is the algebra filtration
(1). Note that by taking Λ = {0, . . . ,−t}, then glidΛ FR = glid≤t F (k[G]) is exactly the
category of gliders of length at most t. With other choices one can also recover the classical
notions of filtered FR-modules and Z-filtered modules in the sense of [16], resp. [15] (see
[9, example 3.5 & 3.15]).
Note that the description of Glid
(
F (k[G])
)
as localization of the category of pregliders
indeed clarifies Remark 2.3. More precisely, due to this we see that two glidersM• ⊆ Ω1 and
M• ⊆ Ω2 (where Ωi in fact corresponds with the image of ∞ of a module in Mod
(
FΛR
)
)
are in fact isomorphic.
Notation. In the sequel we will no longer emphasize the ambient module Ω and denote
gliders simply by M•.
2.1.3. Decategorifications : Ksplit0 (·) and quotients. We again consider the setting of Sec-
tion 2.1.1, i.e. a chain of finite groups G0 ≤ G1 ≤ . . . ≤ Gd = G and k[G] is equipped
with the filtration (1). Such as for every additive category, we may now consider the split
Grothendieck group of the categories glid≤t F (k[G]). Recall,
Definition 2.8. The split Grothendieck group Ksplit0
(
glid≤t F (k[G])
)
is the quotient of the
free abelian group generated by the isomorphism classes [M•] of glidersM• ∈ glid≤t F (k[G])
with the additive subgroup generated by the elements
[M• ⊕N•]− [M•]− [N•]
corresponding to the split exact sequences. Furthermore, the monoidal structure of glid≤t F (k[G])
induces a multiplication: [M•] · [N•] = [M• ⊗N•].
Note that Glid F (k[G]) inherits from mod(k[G]) also a symmetry, turning it into a sym-
metric monoidal category. In particular Proposition 2.6 yields that Ksplit0
(
glid≤t F (k[G])
)
is a commutative unital ring with unit element T t• defined as Ti = T for 0 ≤ i ≤ t and 0
otherwise where T denotes the trivial G-representation.
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Next we wish to obtain a ring representing the gliders of exactly length t. For this, note
that we have the filtration
. . . ⊆ glid≤n−1 F (k[G]) ⊆ glid≤n F (k[G]) ⊆ glid F (k[G])
of full subcategories. Furthermore, glid≤t−1 F (k[G]) is an additive tensor ideal in
glid≤t F (k[G]). In terms of K
split
0
(
glid≤t F (k[G])
)
this boils down to considering the addi-
tive subgroup Gt−1 generated by the gliders of essential length at most t−1 which is in fact
an ideal in Ksplit0
(
glid≤t F (k[G])
)
. The resulting ring will be denoted by
(3) K⊕(F (k[G]), t) = Ksplit0
(
glid≤t F (k[G])
)
/Gt−1.
Remark 2.9. Since glid≤t F (k[G]) is not a semisimple category the split Grothendieck ring
does not coincide with the Grothendieck ring. In fact, due to [9, Theorem 9.10.] the
Grothendieck ring K0
(
glid≤t F (k[G])
)
is isomorphic, as ring, to Zt. Therefore it does
not reflect G, explaining the choice for the split Grothendieck ring. The main purpose of
this paper is to show that Ksplit0
(
glid≤t F (k[G])
)
and particularly K⊕(F (k[G]), t) do retain
surprisingly much group theoretical information.
2.2. Irreducible gliders and glider representation rings. In this section we will intro-
duce the glider representation and character ring, these are inherent in [4] but there it was
only defined in a particular case. The former object arises as the subring of K⊕(F (k[G]), t)
generated by the irreducible gliders whose definition we will first recall.
2.2.1. Glider representation rings. Let M• ∈ glidt F (k[G]) and N• a subglider. Recall that
N• is called a trivial subglider if
N−i = 0, but M−i 6= 0 for some 0 ≤ i ≤ t.
In other words, if N• has strictly smaller length. The glider M• is called irreducible if all
its subgliders are trivial.
For example, the irreducible gliders of length 0 are those with M0 a simple k[G0]-module
and M−i = 0 for i > 0. Those of length 1 are described in Section 3.3 (see (7)). In
Section 3.2 we will explain what is the categorical interpretation of these objects.
Remark 2.10. Irreducible gliders were introduced in [2] (see also [5, section 2.1.]). Therein
the definition of an irreducible glider involves three conditions T1−T3. The condition above
is T2, whereas T1 is only of application for non-Noetherian gliders. Condition T3 says that
if N−i =Mα(−i) for all i ∈ N where α is some monotone decreasing function α : Z≤0 → Z≤0
such that α(−i) + j ≤ α(i + j) for all 0 ≤ j ≤ i (i.e. no repetition). However if M• is
Noetherian (hence finite length), then it easy to prove that the only way to make a strict
subglider of type T3 is to be of type T1. As we are working in glidt F (k[G]) our definition
is thus the classical one.
We denote by Irrn(F (k[G])) the set of irreducible gliders of (essential) length exactly n.
Definition 2.11. The glider representation ring of length t of the filtration F (k[G]), de-
notedRt(F (k[G])), is the subring of K
split
0
(
glid≤t F (k[G])
)
generated by
⋃
1≤n≤t Irrn(F (k[G])).
The image of Rt(F (k[G])) in K
⊕(F (k[G]), t) will be called the reduced glider representation
ring of length t and denoted by Rt(F (k[G])).
Note that Rt(F (k[G])) is generated by Irrt(F (k[G])) and that every class [M•] ∈ Rt(F (k[G]))
contains at most one irreducible representant. A crucial property of irreducible gliders
is that they are somehow cyclicly generated (by the lowest non-trivial subspace), see [5,
Lemma 3.1.4.] or [2, Lemma 2.5.]
Proposition 2.12 ([5]). Let 0 ≤ i ≤ d and M• ∈ Irrt(F (k[G])). Then,
(4) M−i = Ft−i(k[G])M−t = k[Gt−i]M−t
for all 0 ≤ i ≤ t.
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We will call a glider satisfying (4) cyclic. A cyclic gliderM• (of length t) can be seen as a
tuple (M0,M−t) such that M0 ∈ mod(k[Gt]) and M−t is a k[G0]-submodule of Res
Gt
G0
(M0)
such that k[Gt]M−t = M0. As explained in Example 3.1, irreducible gliders will then
correspond with those where M−t is simple.
In fact the previous proposition is not inherent to the filtration F (k[G]) but holds for
any irreducible M• ∈ glidΛ FR and any filtration FR as in Section 2.1.2. Furthermore,
interpreting length t as choosing Λ = {1, . . . , t}, all the constructions from Section 2.1.3
and this section also identically go through in that generality, yielding the (reduced) glider
representation rings Rt(FR) and Rt(FR).
Notational conventions. Usually the chain G0 ≤ G1 ≤ . . . ≤ Gd = G, the associated
algebra filtration F (k[G]) and the ground-field k will be clear from the context and therefore
we will often use the abbreviated notations Rt(G˜) and Rt(G˜).
2.2.2. Glider character ring. In [4] character theory for F (C[G])-gliders was introduced.
We will now introduce the (reduced) glider character ring over any field k with char(k) = 0.
This section will not be used in the remainder of the paper and has been included because it
nicely complements the theoretical framework introduced in the previous sections. However
the reader interested in the structural properties of Rt(G˜) may decide to skip this section.
Recall that we have fixed a chain of subgroups G0 ≤ · · · ≤ Gd = G. Note that for
M• ∈ glid≤d F (k[G]) we obtain k[Gi]-modules GiM−j with associated character χi,j for
any 0 ≤ i ≤ j.
Definition 2.13. Let M• ∈ glid≤d F (k[G]). Then the associated glider character is the
map χM• : G→ k
n with n = (d+1)(d+2)2 which sends g ∈ Gi \Gi−1 to
χM•(g) =

0 . . . 0 0 0 . . . 0 0
. . .
...
...
...
. . .
...
...
0 0 0 . . . 0 0
χi,i(g) χi,i+1(g) . . . χi,d−1(g) χi,d(g)
χi+1,i+1(g) . . . χi+1,d−1(g) χi+1,d(g)
. . .
...
...
χd−1,d−1(g) χd−1,d(g)
χd,d(g)

The image has been written in matrix form χM•(g)i,j = χi,j(g), however in fact it truly
lives inside kn. Note that if g1, g2 ∈ Gi \ Gi−1, then χM•(g1) = χM•(g2) if and only if
h−1g1h = g2 for some h ∈ G. Hence it is an example of a glider class function. Recall that
these are the maps from G to kn that are constant on CG(g) ∩Gi \Gi−1 for g ∈ Gi \Gi−1
and all 0 ≤ i ≤ d. The set of glider class functions, denoted A(G˜), also carries the structure
of a k-vector space via componentwise addition and λ ∈ k acts via pointwise multiplication
with the function cλ(g)h,l = λ if i ≤ h ≤ l and 0 otherwise, where g ∈ Gi \Gi−1 (recall that
the elements are tuples in kn, hence the scalar multiplication is the componentwise one in
kn and not matrix multiplication).
Definition 2.14. Let t ≤ d and
cht : glid≤t F (k[G])→ A(G˜) :M• 7→ χM•
be the k-linear map sending a glider to its character. Then Im(cht) is a ring and the subring
generated by cht
(⋃
0≤i≤t Irri(F (k[G]))
)
is called the glider character ring of length t over
F (k[G]) and is denoted by cht(F (k[G])). Furthermore,
cht(F (k[G])) = cht(F (k[G]))/cht−1(F (k[G]))
is called the reduced glider character ring of length t.
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Again, when the context is clear we will use the abbreviations cht(G˜) and cht(G˜). A first
important difference with classical representation theory is that the map cht is not injective.
Indeed, slightly reformulated [4, Proposition 3.1] tells us the following.
Proposition 2.15 ([4]). Let M•, N• ∈ glid≤d F (k[G]) be irreducible gliders. Then the
glider character χM• uniquely determines the k[Gi]-modules GiM−j for all 0 ≤ i ≤ j except
for (i, j) = (0, d).
Literature remark. In [3, 4] the authors introduced ’generalized characters’ and a ring which
they call the ’generalized character ring’ for the first time. In the recent monograph [5,
Chapter 5] the new terminology ’glider characters’ and ’glider representation ring’ are coined
for these objects. The latter is furthermore denoted by R(G0 < G1 < . . . < Gd), or R(G˜)
in short. However the approach in loc.cit. is less general and hence differs from ours.
Nevertheless, over a field k of characteristic 0, their ’glider representation ring R(G˜)’ is
isomorphic to Rd(G˜), the reduced glider representation ring of length d in our sense.
3. Various classical functors on glid≤d(F (k[G])) and the case of length 1
For this section let G• = (G0 ≤ G1 ≤ . . . ≤ Gd = G) be a chain of groups with the
associated algebra filtration defined in (1). The aim of this part is to construct various
functors on a new full subcategory of glid≤d F (k[G]). More concretely in Section 3.1 we
introduce so-called gliders of module-type and subsequently define on them the analogue
of the induction, restriction and (co-)invariants functors and provide their basic properties.
Crucial for the remainder of the paper is Theorem 3.7 which shows that for gliders of length
1 the induction functor becomes a ring morphism on R1(G˜). This is in sharp contrast to
the classical setting of mod(k[G]) and its Grothendieck ring.
Besides, in Section 3.2 we prove that for any length the category of gliders of module
type has nice properties and the reduced glider representation ring embeds in the split
Grothendieck ring of (a quotient) of it. This allows us to obtain a basis of Rt(G˜).
3.1. Induction, restriction and (co-)invariants functors for gliders.
As indicated by the definition of the glider representation ring and Proposition 2.12,
especially for gliders of length 1 (cf. (8)), cyclic gliders and more generally gliders withM−i
a k[Gt−i]-module play a central role. Such gliders will be called of module-type. Therefore
we introduce the full subcategory
glidm≤d F (k[G]) = {M• ∈ glidt F (k[G]) | 0 ≤ t ≤ d, M−i ∈ mod(k[Gt−i]) for all 0 ≤ i ≤ t}.
Example 3.1. (i) A cyclic glider M• is of module-type since by definition M−i =
k[Gt−i]M−t ∈ mod(k[Gt−i]) for all i.
(ii) If M• ∈ glidt F (k[G]) and N is a non-trivial k[G0]-submodule of M−t, then we can
construct the cyclic glider C•(N) generated by N of the same length: C−i is equal
to the k[Gt−i]-submodule of k[Gt−i]M−t ⊆ M−i generated by N . In case of the
choice N =M−t we write C
M
• and speak about the canonical cyclic subglider.
(iii) M• is an irreducible glider if and only if it is cyclic and M−t is a simple k[G0]-
module. Indeed, otherwise for any non-trivial k[G0]-submodule N we have the
subglider C•(N).
We will now introduce the analogue of the restriction, induction and (co-)invariants
functors. To start, let H be a group and Q a normal subgroup. For a k[H ]-module M
denote by MQ the Q-invariants, by MQ = M/〈g.m − m | g ∈ Q〉 the co-invariants and
π : M → MQ the quotient map. Note that due to the normality of Q, MQ and MQ are
k[H ]-modules on which Q acts trivially and hence are also k[H/Q]-modules. Furthermore,
for a morphism ϕ : H → G and Q = ker(ϕ) we consider k[G] canonically as a k[H/Q]-
module through the identification H/Q ∼= ϕ(H). If M is a k[ϕ(H)]-module, we will denote
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the inflation to H by InfHϕ(H)(V ) (i.e. the k[H ]-module where the H-action is induced
through the identification H/Q ∼= ϕ(H) and the projection H → H/Q).
Now consider a second chain H• = (H0 ≤ · · · ≤ Hd = H) and denote by ϕ• : H• → G•
a morphism ϕ : H → G such that ϕ(Hi) ⊆ Gi for all 0 ≤ i ≤ d. For 0 ≤ t ≤ d we
use the notation Ht• for the chain H0 ≤ · · · ≤ Ht. Moreover, the glider kG
t
• defined by
(kGt•)−i = k[Gt−i] for 0 ≤ i ≤ t and (kG
t
•)−i = 0 for i > t will be called the regular glider
of Gt•.
Definition 3.2 (Restriction, induction and (co)-invariants on objects).
Let 0 ≤ t ≤ d, M• ∈ glid
m
t F (k[H ]),M
′
• ∈ glid
m
t F (k[G]), Q ⊳ Ht and ϕ• as above. Then,
(·)Q: (M•)Q is the glider with (MQ)0 = (M0)Q and (MQ)−i = {
∑
g∈Q gm | m ∈ M−i}
for 1 ≤ i,
(·)Q: (M•)Q is the glider with (MQ)0 = (M0)Q and (MQ)−i = π(M−i) for 1 ≤ i,
which are called respectively the glider of invariants and co-invariants. Furthermore, for
Q = ker(ϕ) ∩Ht, Ind
G
H(M•) and Res
G
H(M
′
•) are the gliders with
Ind: (IndGH(M•))−i = (MQ)−i⊗k[ϕ(Ht)](kG
t
•)−i = π(M−i)⊗k[ϕ(Ht−i)]k[Gt], for 0 ≤ i ≤ t
and zero for i > t. Compactly,
IndGH(M•) = (M•)Q ⊗kHt kG
t
•.
Res: (ResGH(M
′
•))−i = Inf
Ht−i
ϕ(Ht−i)
Res
Gt−i
ϕ(Ht−i)
(M ′−i) for 0 ≤ i ≤ t and zero for i > t.
and are called induction, respectively restriction of gliders.
Example.
• If ϕ is a monomorphism then the expressions are the more intuitive ones of IndGH(M•) =
M• ⊗kHt kG
t
• and (Res
G
H(M
′
•))−i = Res
Gt−i
Ht−i
(M ′−i).
• Suppose we have a map ϕ• : (1 ≤ G) → (1 ≤ G/G′). This is nothing else than
a group homomorphism ϕ : G → G/G′. If M ∈ Irr(k[G]) with dimkM ≥ 2. For
0 6= m ∈ M one has that M = k[G]m. As M is not 1-dimensional, G′ acts non-
trivially on M and hence on m. We now see that MQ = 0 = MQ. In particular,
as one would wish, Ind
G/G′
G (M•) = 0 for any glider M• ∈ glid
m
d F (k[G]) with
M0 =M .
Now also consider N• ∈ glid
m
l F (k[H ]), with l ≤ d, and a non-zero glider morphism
f• :M• → N•. Denote
n = min{l, t} and m = max{l, t}.
Furthermore, for gliders of module-type the family of maps f |M−i :M−i → N−i induced by
f• are in fact k[Hn−i]-module maps.
Let Qt ⊳Ht and Ql ⊳Hl such that Qn ⊆ Qm. It is easy to see that f :M0 → N0 induces
k[Hn]-module maps
f t,n : (M0)
Qt → (N0)
Qn and fn,l : (M0)Qn → (N0)Ql .
Next define the k[Hn]-module map
ψn,m : (N0)
Qn → (N0)
Qm : x 7→
∑
g∈T
gx
for a transversal T of Qn in Qm. We also need
φm,n : (M0)Qm → (M0)Qn : x 7→
∑
g∈Qm
gx
which is in fact the composition of three maps. The first being the map from (M0)Qm to
(M0)
Qm which sends x on
∑
g∈Qm
gx, followed by the natural embedding in (M0)
Qn and
the natural projection on (M0)Qn . Finally, define ιi,j : k[Gi] → k[Gj ] by ιi,j(g) = g if
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g ∈ Gj and 0 otherwise (in particular if i ≤ j, then ιi,j is simply the embedding). We now
extend the constructions from Definition 3.2 in the natural way to morphisms.
Definition 3.3 (Restriction, induction and (co)-invariants on morphisms).
With notations as above and also M ′•, N
′
• ∈ glid
m
≤d F (k[G]) with M
′
• of length t and f
′ :
M ′• → N
′
• a glider morphism, we define the following glider morphisms:
(·)Q: (f•)
Qt,Ql : (M•)
Qt → (N•)
Ql is induced by f t,l if l = min{t, l} and ψQt,Ql ◦ f t,t
otherwise.
(·)Q: (f•)Qt,Ql : (M•)Qt → (N•)Ql is induced by ft,l if t = min{t, l} and fl,l ◦ φt,l
otherwise.
Ind: IndGH(f•) = (f•)Qt,Ql ⊗ ιt,l where Qt = ker(ϕ) ∩Ht and Ql = ker(ϕ) ∩Hl.
Res: ResGH(f
′
•) is induced by Inf
Ht
ϕ(Ht)
ResGtϕ(Ht)(f
′).
It is easily checked that all the above maps indeed yield glider morphisms. If t = l we will
simply write (f•)
Qt and (f•)Qt and in which case the induction functor takes the familiar
form of IndGH(f•) = (f•)Qt ⊗ IdkGt• .
If one fixes a normal subgroup Q of H , then for any M• one can perform M
Qt
• with
Qt = Ht ∩Q where t is the length of the glider. By doing so one obtains an endofunctor of
glidm≤d F (k[H ]) which we denote by (·)
Q. Similarly, we have an endofunctor (·)Q. Altogether
we have constructed, for any ϕ• : H• → G•, the following covariant functors
glidm≤d F (k[H ]) glid
m
≤d F (k[G])(·)
Q,(·)Q
IndGH (·)
ResGH (·)
As indicated by the next proposition, these functors behave as in the classical setting of
modules. In particular, induction and restriction again satisfy the Frobenius reciprocity (6)
and a push-pull type of formula.
Proposition 3.4. The functors (·)Q, (·)Q, Ind
G
H(·) and Res
G
H(·) are additive and the for-
mer three preserve cyclic gliders. Furthermore IndGH(·) is a left adjoint of Res
G
H(·) and
satisfies
(5) IndGH(Res
G
H(N•)⊗M•)
∼= N• ⊗ Ind
G
H(M•)
for all M• ∈ glid
m
≤d F (k[H ]) and N• ∈ glid
m
≤d F (k[G]) whenever ϕ is a monomorphism.
Proof. Let M• ∈ glid
m
t F (k[H ]), N• ∈ glid
m
l F (k[G]), with t, l ≤ d and Q ⊳ Ht arbitrary.
Suppose M• is cyclic, i.e. M−i = k[Ht−i]M−t for 0 ≤ i ≤ t. Obviously (M•)Q is again
cyclic. From the definition of the action on a tensor product it is easily checked that
π(M−t) ⊗k[Ht] k[G0] will indeed generate Ind
G
H(M•). The case of Q-invariants follows
readily from the observation that for every 0 ≤ i ≤ t the action of Ht−i commutes with∑
g∈Q g(·) (due to the normality of Q).
Next, it is easy to see that all the functors are additive. For the adjointness assertion
one needs isomorphisms
(6) Hom(IndGH(M•), N•)
∼= Hom(M•,Res
G
H(N•))
for every M• ∈ glid
m
≤d F (k[H ]) and N• ∈ glid
m
≤d F (k[G]) which are furthermore natural in
M• and N•. This follows by checking that the well-known bifunctors (e.g. see [14, sec-
tion 2.3-2.5]) realising the adjoint pairs (IndGtHt (·),Res
Gt
Ht
(·)) and
(
(·)Q, Inf
Ht
Ht/Qt
(·)
)
between
mod(k[Ht]) and mod(k[Gt]) go through for gliders (i.e. the subspaces and associated ac-
tions are preserved). Finally, for (5), the injectivity assumption entails that IndGH(·) is
simply tensoring with the regular representation. For this define the (classical) map
(ResGtHt(N0)⊗M0)⊗k[Ht] k[Gt]→ N0 ⊗ (M0 ⊗k[Ht] k[Gt])
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by (n ⊗m) ⊗ x 7→ nx ⊗ (m ⊗ x). It is well-known, e.g. [14, Theorem 2.2.2.], that it is a
k[Gt]-module isomorphism. Clearly it preserves the necessary subspaces to make it into a
glider isomorphism. 
Unfortunately, in general irreducible gliders are not preserved under above functors as
will be apparent from the next section. Also, note that ResGH(·) is a monoidal functor.
However, IndGH(·) is not which stems from the facts that usually Ind
G
H(M⊗N)  Ind
G
H(M)⊗
IndGH(N) and (M ⊗ N)
Q  MQ ⊗ NQ. Crucially, as shown in Theorem 3.7, this problem
will disappear by considering the reduced glider representation ring (of length 1).
Remark 3.5. (1) If char(k) ∤ |Q| the natural map π : M → MQ induces an isomorphism
MQ ∼=MQ which in turn induces a glider isomorphism between (M•)Q and (M•)Q. There-
fore, in a semisimple setting one could have defined alternatively IndGH(M•) as (M•)
Q⊗kHt
kG•.
(2) A map ϕ• : H• → G• induces a functor between the extended companion categories
FΛF (k[H ]) and FΛF (k[G]) with Λ = {0,≤ −d} which are additive and small. As such
one has the obvious restriction functor between their module categories and which has a
left adjoint, called induction. Our approach above is simply a concrete realization of these
functors.
3.2. Reduced glider representation rings versus gliders of module type. Given
0 < t ≤ d, as for glid≤t F (k[G]), we have the chain of full subcategories
. . . ⊆ glidm≤t−1 F (k[G]) ⊆ glid
m
≤t F (k[G]).
Interestingly, the gliders of module-type of length at most t−1 form a Serre subcategory in
those of length at most t. This can be proven in similar way as [9, theorem 6.2] or by first
remarking that kernels and cokernels for gliders of module type can be described explicitly
and are the expected ones.
Now clearly glidm≤t−1 F (k[G]) is a tensor ideal glid
m
≤t F (k[G]). Consequently, we can form
the Serre quotient which we denote by Glidt F (k[G]). This is still a ’nice’ monoidal (additive)
category. The next theorem shows that Rt(F (k[G]) embeds nicely in the split Grothedieck
ring of the latter, providing a basis. First recall that an object A of a pre-abelian category C,
such as glidm≤t F (k[G])) (by Proposition 2.6), is called indecomposable if A = B⊕C implies
that B = A or C = A. The set of all such objects will be denoted by Ind(C).
Theorem 3.6. Let 0 ≤ t ≤ d. Then, glidm≤t F (k[G]) and Glidt F (k[G]) are Krull-Schmidt
symmetric monoidal categories. Furthermore, there exists a monomorphism
Rt(F (k[G])) →֒ K
split
0
(
Glidt F (k[G])
)
in such a way that Irrt(F (k[G])) is sent into Ind(Glidt F(k[G])). In particular, the members
of Irrt(F (k[G])) are linearly independent.
Proof. Let M• ∈ glid
m
t F (k[G]). As all modules are finite dimensional and M• of finite
length it can be decomposed in indecomposable objects. Furthermore, the endomorphism
ring of every indecomposable object is a local ring. The proof is along the classical lines (e.g.
see [13, section 5]). More precisely we still have the variant of the Fitting lemma. Recall
that for any glider map f• :M• → N• the image and kernel are defined as expected: Im(f•)
is the glider defined as Im(f)−i = Im(f |M−i) for all 0 ≤ i ≤ t and ker(f•)−i = ker(f)∩M−i.
Claim (’Fitting Lemma’): Let M• ∈ glid
m
≤t F (k[G]) and ψ• ∈ End(M•), then M• =
Im(ψn• )⊕ ker(ψ
n
• ) for n large enough.
Proof of claim. Consider now the sequences Im(ψ•) ⊇ Im(ψ2•) ⊇ · · · and ker(ψ•) ⊆
ker(ψ2•) ⊆ · · · . Since M• is Noetherian the both sequences must become stationary. Thus
there exists some n such that Im(ψn−1• ) = Im(ψ
n
• ) and ker(ψ
n−1
• ) = ker(ψ
n
• ). This
entails that ψn• : Im(ψ
n
• ) → Im(ψ
2n
• ) is an isomorphism. Using this we obtain that
M• = Im(ψ
n
• )⊕ ker(ψ
n
• ).
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Suppose now that M• ∈ Ind
(
glidm≤t F(k[G]))
)
. Then it follows directly from the claim
that ψ• is either nilpotent or an isomorphism. Consequently, End(M•) is a local ring,
as needed. Next, it is easily seen that glidm≤t F (k[G]) inherits an additive and symmetric
monoidal structure from glid≤t F (k[G]), hence finishing the first part. Now consider the
canonical quotient functor
Q : glidm≤t F (k[G])→ Glidt F (k[G])
which is additive and monoidal (e.g. see [6, corollary 1.4.]). Consequently it induces a ring
epimorphism Ksplit0 (Q) between their split Grothendieck rings and
ker
(
Ksplit0 (Q)
)
= Gt−1 ∩K
split
0
(
glidm≤t F (k[G])
)
.
Thus Ksplit0 (Q) restricted to Rt(F (k[G])) is indeed a monomorphism. By construction and
Example 3.1, under Q any irreducible glider M• of length t is sent to a simple object
of Glidt F (k[G]). Now recall that for any Krull-Schmidt category C the classes of the
indecomposable objects form a basis of Ksplit0 (C). In particular the elements Irrt(F (k[G]))
are also independent and hence form a basis of Rt(F (k[G])). This finishes the proof. 
It can also be seen that glidm≤t F (k[G]) inherits the rest of the structural properties of
glid≤t F (k[G]) mentioned in Proposition 2.6. Due to the explicit description of the kernels
and cokernels one can show that coker(ker) is isomorphic to ker(coker), hence turning it
into an abelian category.
3.3. Induction as a monoidal functor in case of length 1. As IndGH(·) preserves the
length of a glider it induces a well-defined additive map fromK⊕(F (k[H ]), t) to K⊕(F (k[G]), t).
However in general it is not multiplicative. Interestingly, as shown in Theorem 3.7 below,
when considering gliders of length 1 this problems vanishes. This will be instrumental in
the remainder of the paper.
A glider M• ∈ glid1 F (k[G]) simply consists of two k[G0]-modules M−1 ⊆ M0 such
that M0 contains the k[G1]-module k[G1]M−1. Therefore we will often write M• more
informatively as (M−1 ⊆ M0). In this setting a glider morphism f : M• → N• is simply a
k[G0]-module map f :M0 → N0 such that f |k[G1]M−1 is a k[G1]-module morphism mapping
M−1 into N−1. Also, following Example 3.1 (M−1 ⊆M0) is irreducible exactly when
(7) M = k[G1]M−1 and M−1 is a simple k[G0]-module.
Concerning the next theorem, we must mention that we consider all the rings and ring
homomorphisms as living in Rng, the category of rings without necessarily a unit element.
Thus ring morphisms are not asked to preserve the unit.
Theorem 3.7. Let H•, G•, ϕ• be as in Section 3.1 and let Q = ker(ϕ) ∩H1. Suppose that
char(k) ∤ |G0|, |Q|. Then the map
IndGH : K
⊕(F (k[H ]), 1)→ K⊕(F (k[G]), 1) : [M•] 7→ [Ind
G
H(M•)]
is a ring morphism with kernel equal to {[M•] | (M0)Q = 0} = {[M•] | (M0)Q = 0}.
Proof. Denote by π : M0 → (M0)Q the quotient map. As Ind
G
H(·) preserves the length
of a glider it induces a well-defined additive map from K⊕(F (k[H ]), 1) to K⊕(F (k[G]), 1).
For the multiplication let N• ∈ glid
m
≤1 F (k[G]). If N• has length 0, then Ind
G
H(M• ⊗ N•)
and IndGH(M•) ⊗ Ind
G
H(N•) are of length 0, hence both equal to zero in K
⊕(F (k[G]), 1).
Assume now that N• has length 1. For this case we need the following two observations
where we use the identification between invariants an co-invariants from Remark 3.5.
(1)
(
(MQ)−1 ⊗k (NQ)−1
)
⊗k[H1] k[G0]
∼=
(
(MQ)−1 ⊗k[H1] k[G0]
)
⊗k
(
(NQ)−1 ⊗k[H1] k[G0]
)
are isomorphic as k[G0]-modules via the straightforward mapping α ⊗ β ⊗ 1 7→
(α⊗ 1)⊗ (β ⊗ 1),
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(2) the glider
(
((MQ)−1 ⊗k (NQ)−1) ⊗k[H1] k[G0]
)
⊂ (MQ0 ⊗k N
Q
0 ) ⊗k[H1] k[G1] is
canonically a subglider of IndGH(M• ⊗N•). Hereby (
∑
g∈Q gm) ⊗ (
∑
g∈Q gn) ⊗ α
is sent to |Q|(
∑
q∈Q q(m⊗ n))⊗ α.
The two points combined imply that
k[G1](Ind
G
H(M• ⊗k N•)−1)
∼= k[G1]((MQ)−1 ⊗ (NQ)−1 ⊗ 1) ∼= k[G1](Ind
G
H(M•)−1 ⊗k Ind
G
H(N•)−1)
are isomorphic k[G1]-modules. These isomorphisms directly induce glider isomorphisms
between the associated canonical cyclic subgliders (in the sense of Example 3.1). Finally
note that a glider M• ∈ glid
m
1 F (k[G]) is the direct sum of (M−1 ⊆ k[G1]M−1) and a glider
of length 0. Hence altogether we obtain that [IndGH(M•⊗N•)] = [Ind
G
H(M•)⊗Ind
G
H(N•)]
in K⊕(F (k[G]), 1), as needed.
Finally, suppose that 0 6= [M•] ∈ ker(Ind
G
H). Since this class is non-zero every repre-
sentative M• has length 1. Now it is easy to see that (M
Q)−1 ⊗ k[G0] is zero if and only
if (MQ)−1 is. However, it is easily seen that this only happens if (M0)
Q = 0. Using that
(M0)
Q ∼= (M0)Q, the latter finishes the proof. 
To end this section we point out, as used in the proof, that as soon as k[G0] is semisimple
a glider M• can conveniently be decomposed as
(8) M• = (M−1 ⊆ k[G1]M−1)⊕ (0 ⊆ V ∩M0)
for some k[G1]-submodule V of k[G1]M0 (recall that by definition a glider M• goes along
with a k[G]-module ΩM , hence speaking about k[G1]M0 and such a V makes sense). In
particular, every class in K⊕(F (k[G]), 1) has a cyclic representative. However, more impor-
tantly, the decomposition (8) is a canonical one in the following sense: if [M•], then there is
a unique cyclic glider N• of length 1 and glider V• of length 0 such that [M•] = [N•] + [V•].
Summarized, if char(k) ∤ |G0|,
(9) Ksplit0
(
glid≤1 F (k[G])
)
= {[M•] |M• ∈ glid0 F (k[G])} ⊕ 〈[N•] | N• cyclic length 1〉
as Z2-graded rings, where 〈·〉 denotes the subring generated by.
Note that R1(F (k[G])) is strictly smaller than K
split
0
(
glid≤1 F (k[G])
)
since for example
the only gliders of length 0 that R1(F (k[G])) contains are 〈Irr0 F (k[G0])〉 ⊆ mod(k[G0]) .
Interestingly, M• ∈ Irr0 F (k[G]) if and only if M0 is a simple k[G0]-module. In particular
〈Irr0 F (k[G])〉 ∼= K0
split
(
mod(k[G0]/J(k[G0]))
)
which in turn is equal to the Grothendieck
group K0(mod(k[G0]/J(k[G0]))) due to semisimplicty of k[G0]/J(k[G0]). Hence using (9)
we can also describe the Z2-graded ring-isomorphism type of the glider representation ring
(of length 1) in an interesting way:
(10) R1(G˜) ∼= K0(mod(
k[G0]
J(k[G0])
)) ⊕ R1(G˜).
Hence due to this description of R1(G˜) we will focus on R1(G˜).
4. A structural result for glider representations rings and development
of a toolbox
From now and until the end of the paper we will work over an algebraically closed field
K of characteristic 0 and consider the chain {eG}  G with associated algebra filtration
(11) F (K[G]) := K ( K[G].
The goal of this section is to obtain a first description of the reduced glider representation
ring R1(G˜) or rather the associated Q-algebra Q(G˜) := Q ⊗Z R1(G˜). For this we will
start in Section 4.1 to obtain a parametrization of the irreducible gliders of length 1 and a
realisation of R1(G˜) as an integral semigroupsring. These descriptions will be a recurrent
tool in the remainder of the paper. Thereafter in Section 4.2 we define a Gab-action on
R1(G˜). Using this, we construct explicitly three Q[Gab]-submodules P,R,E of Q(G˜) which
will be key for the description obtained in our main Theorem 4.15. Herein Q ⊗Z R1(G˜)
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is described in terms of a short exact sequence of Q[Gab]-modules involving the glider
representation ring of subnormal subgroups and the modules P,R,E. In Section 6, under
the assumptions P = 0 = E, the exact sequence is refined to a full description of the
Q[Gab]-algebra isomorphism type of Q(G˜)/J(Q(G˜)), the reduced glider representation ring
modulo its Jacobson radical. These vanishing assumptions will become more concrete in
Section 5 where an interpretation of P and R is obtained in terms of RepC(G).
4.1. Parametrization of the irreducible gliders of length 1.
The set Irr1 F (K[G]) for the one-step filtration in (11) was fully described in [3] (or
[5, Theorem 4.1.12.]). Note that for this filtration a glider in glidm1 F (K[G]) consists of a
K[G]-module M and a linear subspace M−1. By (7) this glider will be irreducible if and
only if dimM−1 = 1, i.e. M−1 = K~a for some ~a ∈M , and M = K[G]M−1 = K[G]~a.
Theorem 4.1 ([3]). Let G be a finite group, K an algebraically closed field with char(K) = 0
and let {V1, . . . , Vq} be a full set of irreducible G-representations. Then M• ∈ Irr1 F (K[G])
if and only if it is of the form (
K~a ⊆M =
q⊕
i=1
V ⊕mii
)
with ~a = (v11 , · · · , v
1
m1 , v
2
1 , · · · , v
2
m2 , · · · , v
q
1 , · · · , v
q
mq ) ∈M and v
i
j ∈ Vi satisfying
(I1) mi ≤ dim(Vi),
(I2) dim(spanK{v
i
1, . . . , v
i
mi}) = mi,
for all 1 ≤ i ≤ q.
Remark.
(1) For each 1 ≤ j ≤ mi, the element vij lives in a different copy of Vi and hence
condition (I2) may look redundant, however in condition (I2) the different vij and
the subspace generated by these are viewed inside one single copy. More formally:
denote the mi different copies of Vi by Vi(1), . . . , Vi(mi) and fix an isomorphism
ϕj : Vi(1)→ Vi(j) for every 2 ≤ j ≤ mi. Then condition (I2) demands that
dim(spanK{v
i
1, ϕ
−1
2 (v
i
2), . . . , ϕ
−1
mi(v
i
mi)}) = mi.
(2) We opted to formulate the theorem in terms of an external direct sum in order
to emphasize that the vij live in different copies. However, this tends to make the
defining of the element ~a more lengthy so for ease of notation usually we will work
with internal direct sums and hence write
∑q
i=1 v
i
1 + · · ·+ v
i
mi and ’a’ instead.
Different choices of the point ~a may yield isomorphic irreducible gliders. In order to
parametrize the isomorphism classes we need the following generalization of [4, Lemma 7.1]
Lemma 4.2. Let G be a finite group, U a d-dimensional irreducible G-representation and
m ≤ d. The irreducible (K ⊆ K[G])-glider representations K(u1, . . . , um) ⊆ U⊕m and
K(v1, . . . , vm) ⊆ U⊕m are isomorphic if and only if span{u1, . . . , um} and span{v1, . . . , vm}
determine the same point in the Grassmanian Gr(m,U).
Proof. Extend {u1, . . . , um} and {v1, . . . , vm} to K-bases for U . Then there exists a base
change matrix B such that Bui = vi for 1 ≤ i ≤ m if and only if span{u1, . . . , um} and
span{v1, . . . , vm} determine the same point in the Grassmanian Gr(m,U). 
For an irreducible G-representation U of dimension d we denote Gr(U) = ⊔dj=1Gr(j,U)
and we denote a point in Gr(j,U) by (a1, . . . , aj) ∈ Pd−1× . . .×Pd−1 (all ak different). For
j = d, Gr(d,U) is a singleton which we denote by {∗U}. We denote by
(12) S = SG
the set of subsets B ⊆ ⊔U∈IrrG dim(U)>1Gr(U), such that for all U the intersection B ∩
Gr(j,U) is non-empty for at most one 1 ≤ j ≤ dim(U) and for this j it is in fact a singleton.
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Proposition 4.3. Let G be a finite group. There is a bijection
Irr1 F (K[G])
∼=
1−1
←−→ {(A,B) ∈ P(G/G′)× SG}
where G′ = [G,G] is the commutator subgroup of G and P(G/G′) the power set of G/G′.
Proof. Recall that the 1-dimensional representations ofG correspond to the character group
Ĝ/G′ = Homgrp(G/G
′,K∗) and moreover Ĝ/G′ ∼= G/G′. We fix such an isomorphism and
use it to fix a correspondence between the 1-dimensional representations and the elements of
G/G′. For z ∈ G/G′ denote the corresponding G-representation by Tz. For every z ∈ G/G′,
take an element tz ∈ Tz.
From Theorem 4.1 we see that a glider M• ∈ Irr1 F (K[G]) corresponds to the numbers
mi and the choices of elements v
i
j ∈ Vi with 1 ≤ j ≤ mi. In case Vi is 1-dimensional, every
different chosen element vi1 yields an isomorphic glider. Hence the choice reduces whether
to pick Vi or not, in other words there is a one-to-one correspondence
A = {z1, . . . , zl} ∈ P(G/G
′)
1−1
←−→
(
K(tz1 , . . . , tzl) ⊆
⊕
z∈A Tz
)
∼=
.
This correspondence does not depend on the chosen elements tz because of Lemma 4.2. For
the Vi of dimension at least 2, the choice corresponds by definition (and due to Lemma 4.2
and Theorem 4.1) to a point of SG. So altogether we obtain the statement. 
Note that the point (∅, ∅) corresponds to the glider (0 ⊂ K) which is of essential length 0
and hence is equal to zero in R1(G˜). Let us now give an example of how the correspondence
in proposition 4.3 works.
Example 4.4. Let G = Q8 = 〈i, j, k i2 = j2 = k2 = ijk〉 be the quaternion group. The
abelianization ofQ8 is C2×C2 ∼= 〈a, b a2 = b2 = 1〉 and denote ab = c. Fix the isomorphism
between Q8/Q
′
8 and the group of 1-dimensional Q8-representations
1 7→ T1 a 7→ Ti b 7→ Tj c 7→ Tk.
With fixed basis {e1, e2} of the 2-dimensional representation U , the point [λ : µ] ∈ P1
determines the glider K(λe1 + µe2) ⊆ U . We have the correspondences
χ({b,c},{[1:1]}) ←→ Tj ⊕ Tk ⊕ U ⊇ K(tj , tk, e1 + e2)
and
χ({1},{∗U}) ←→ T1 ⊕ U
⊕2 ⊇ K(t1, u1, u2),
where dimK(spanK{u1, u2}) = 2.
To end this section we point out in Proposition 4.5 some key properties in which the
filtrations of the type (11) are peculiar in.
Let (Km ⊆ M), (Kn ⊆ N) be irreducible gliders of length 1. Since, from this section
on, K[G] is semisimple one has a decomposition as in (8). Consequently,
(13) [Km ⊆M ] · [Kn ⊆ N ] = [K(m⊗ n) ⊆ K[G](m⊗ n)]
in R1(G˜). As pointed out in (7), K(m ⊗ n) ⊆ K[G](m ⊗ n) is an irreducible glider. In
other words, Irr1 F (K[G]) viewed as subset of R1(G˜) forms a multiplicatively closed set.
Combined with Theorem 3.6 we in fact obtain that it is a basis. The following will be
crucial and often used without further. The case where is G abelian was obtained in [4,
section 5].
Proposition 4.5. Let H ≤ G be finite groups. For their corresponding filtration of type
(11) we have that Irr1 F (K[G]) is a monoid and
R1(G˜) ∼= Z[Irr1 F (K[G])]
is an integral semigroup algebra. Furthermore, IndGH(·) and Res
G
H(·) are ring morphisms
preserving the basis and induction is in fact a monomorphism.
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Proof. The first part has be explained above. For the second part, due to Theorem 3.7
and the fact that ResGH(·) is always a monoidal additive functor, it remains to prove that
the induction and restriction functors preserve irreducible gliders. For induction this fol-
lows from (7), Proposition 3.4 and dim IndGH(M•)−1 = 1 for this filtration. For restriction
the same arguments must be combined with the fact that [ResGH(M•)] = [(Ku ⊂ KHu)]
in K⊕(F (k[H ]), 1) (due to (8) we may always consider the canonical cyclic subglider CM•
as representative). Finally that induction a monomorphism is follows directly from Theo-
rem 3.7 as now H ≤ G. 
Except for the part about ResGH(·), the previous result holds more generally for every
field k, but still only for the filtration (11). It would be interesting to find a basis of Rt(G˜)
for more general filtrations.
Example. Consider G = Q8 and H = {1,−1}. With notations as in example 4.4, we have
that
ResQ8H ((K.1 ⊂ Ti)) = Res
Q8
H ((K.1 ⊂ Tj)) = (K.1 ⊂ TH).
Thus ResGH(·) is in general not a monomorphism.
Recurrent notation. Given a tuple (A,B) ∈ P(G/G′)× SG we will write
• M(A,B) for the image in both R1(G˜) and R1(G˜) of the isomorphism class of the
irreducible (K ⊆ KG)-glider corresponding to (A,B) following Proposition 4.3.
In particular due to Proposition 4.5 we may write M(A,B).M(C,D) = M(E,F ) in a
uniquely determined way;
• when we want to stress out that we are working in R1(G˜), e.g. because a given
(in)equality only holds therein, then we will use square brackets. Thus we will write
[M(A,B)] instead of simply M(A,B).
• MA instead ofM(A,∅) (in spirit of [4] where the abelian case was handled). However
both notations will be in use.
• As Irr1(K ⊂ K[G]) is viewed as a semigroup in the split Grothendieck ring, we will
often write Mn(A,B) instead of M
⊗n
(A,B).
4.2. The Gab-action and the obstruction modules. For the chain (11) we can identify
G• with G and ϕ• : H• → G• with ϕ : H → G without confusion or lost of information.
Theorem 3.7 can now be restated as the statement that R1(·) gives raise to a monoidal
additive functor from the category Grp of groups to the category Rng of (not necessarily
unital) rings. In the remainder of this paper we will be interested in the associatedQ-algebra
Q(G˜) = Q⊗Z R1(G˜). We denote the composition of the functors R1(·) and Q⊗Z (−) by
Φ : Grp→ AlgQ.
The morphism Φ(ϕ) : Q(H˜)→ Q(G˜) will always be denoted as ΦGH (in order to reflect more
in the notation that Φ(ϕ)(M•) = Ind
G
H(M•)).
Now note that the description of the kernel in Theorem 3.7 also implies that Φ preserves
monomorphisms. In other words, for any subgroupH ≤ G we obtain a ring monomorphism
ΦGH : Q(H˜)→֒Q(G˜). We will now upgrade this morphism to a Q[G
ab]-algebra map, where
Gab = G/G′ is the abelianization of G. For this we first need to explain what the Gab-
actions are. To start, as in the proof of Proposition 4.3, we fix until the end of the paper
an isomorphism
Gab ∼= Irr1(G
ab) : z 7→ Tz.
Next, identify Tz with the irreducible glider M({z},∅) in R1(G˜) and subsequently with
M({z},∅) ⊗ 1 in Q(G˜) which we denote compactly as Mz. It is easily seen that this iden-
tification is in fact a group isomorphism. The results obtained will not depend on the
chosen isomorphism above since all the proofs in fact purely work with the identification of
Irr1(G/G
′) in Q(G˜).
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Now the action of Gab on Q(G˜) is given by
z.[N•] =Mz.[N•] = [Mz ⊗N•]
and the action of Gab on Q(H˜) by z.[M•] = [ResGH(Mz) ⊗M•]. The push-pull formula (5)
now translates into the fact that ΦGH commutes with the G
ab-action.
Proposition 4.6. The map ΦGH is a Q[G
ab]-algebra monomorphism.
Due to the transitivity of the induction functors, the morphisms ΦGH also enjoy a transi-
tivity which will regularly be used: if H ≤ E ≤ G, then
(14) ΦGH(Q(H˜)) = Φ
G
E(Φ
E
H(Q(H˜))) ⊆ Φ
G
E(Q(E˜)).
Our first main structural Theorem 4.15 will be a short exact sequence describing Q(G˜) as
a Q[Gab]-module. The main protagonist hereby will be ΦGH(Q(H˜)) for a class of subnormal
subgroups H and three Q[Gab]-modules P (G), R(G) and E(G) which will be the content of
the remainder of this section. Later on, in Section 5 we will give an interpretation of these
modules in terms of representation and group theoretical information.
The module P . Let M(A,B) ∈ Q(G˜) and consider the cyclic semigroup 〈M(A,B)〉. Due to
Proposition 4.3 and Proposition 4.5, the glider representation ring is infinite dimensional
for non-abelian groups. Therefore it could be that the cyclic semigroup 〈M(A,B)〉 ∼= N.
Definition 4.7 (Obstruction module P ). We denote by P (G) the Q-vector spanned by the
elements M(A,B) which generate an infinite cyclic semigroup.
If M(A,B) /∈ P (G), then 〈M(A,B)〉 is finite. It is well-known and easy to show that finite
semigroups contain a unique idempotent element e. If n is the smallest integer such that
M⊗n(A,B) = e, then (M(A,B) − M
⊗n+1
(A,B) )
⊗n = 0. In other words, the difference M(A,B) −
M⊗n+1(A,B) is nilpotent. Thus such gliders will yield torsion elements in Q(G˜)/N , the glider
representation ring modulo its nilradical.
Notation: ForM(A,B) /∈ P (G), the unique idempotent in 〈M(A,B)〉 is denoted by e(A,B).
Proposition 4.8. The vector space P (G) is a Q[Gab]-submodule of Q(G˜).
Proof. Let M(A,B) ∈ P (G) and z ∈ G
ab. If z ·M(A,B) /∈ P (G), then there exists n > 0
such that (z.M(A,B))
⊗n = e is idempotent. But then e = e|G
ab| =M
⊗n.|Gab|
({z},∅) ⊗M
⊗n.|Gab|
(A,B) =
M
⊗n.|Gab|
(A,B) ∈ P , a contradiction. 
Being idempotent gives strong restrictions on the tuple (A,B) as is already reflected
from the following. Later on this result will be recovered from a more general one (cf
corollary 4.19), but for expository reasons we already include this sub-case now.
Proposition 4.9. Let M(A,B),M(C,D) ∈ R1(G˜) irreducible. Denote the unique irreducible
representant of the product M(A,B).M(C,D) by M(E,F ). If A 6= ∅ 6= C, then A.C ⊆ E.
Consequently, if M(A,B) is an idempotent with A non-empty, then A ⊆ G
ab is a subgroup.
Proof. Let M(A,B) correspond to the glider K(
∑
a∈A ta + u) ⊂
(⊕
a∈A Ta ⊕ U
)
and let
M(C,D) correspond to the glider K(
∑
c∈C tc + v) ⊂
(⊕
c∈C Tc ⊕ V
)
where U and V are
K[G]-modules with simple components all having dimension strictly bigger than 1. By
definition, the multiplication M(A,B)M(C,D) is given by the glider
K
(
(
∑
a∈A
ta + u)⊗ (
∑
c∈C
tc + v)
)
⊂ K[G]
(
(
∑
a∈A
ta + u)⊗ (
∑
c∈C
tc + v)
)
which is again irreducible (e.g. see Proposition 4.5). Consequently, by Theorem 4.1, in
order to know what are the simple submodules of K[G]
(
(
∑
a∈A ta + u) ⊗ (
∑
c∈C tc + v)
)
we need to describe the vectors ’vij ’ mentioned in the theorem.
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Suppose now thatA 6= ∅ 6= C. We see that (
∑
a∈A ta+u)⊗(
∑
c∈C tc+v) =
(∑
a.c∈AC ta⊗
tc
)
+ w for some w. Since Gab is isomorphic to the group of 1-dimensional representations
of G we have that Ta ⊗ Tc ∼= Tac and the vectors ta ⊗ tb satisfy condition (I1) and (I2)
of Theorem 4.1 (which for 1-dim modules simply demands that the vectors are non-zero).
Thus indeed AC ⊆ E.
Finally, suppose thatM(A,B) is idempotent, then by the above A.A ⊆ A. However e ∈ A,
since e = ao(a) ∈ Ao(a) ⊆ A for any a ∈ A, which entails that A.A = A as needed. 
Example 4.10.
(1) By the previous lemma an element M(A,∅) is an idempotent if and only if A is
a subgroup of Gab. Moreover, 〈M(A,∅)〉 will always contain an idempotent. For
example if |A| = 1 then the idempotent will be M({e},∅) and if 1 ∈ A then it will be
M(〈A〉,∅). However if 1 /∈ A there seems to be no generic form for the idempotent
(the example G = Q8 and A = {i, j} is instructive. In this case the idempotent is
M({±1,±k},∅).)
(2) If H ≤ G and M(A,B) ∈ R1(H˜) is an idempotent, then by proposition 4.5 also
IndGH(M(A,B)) is idempotent. Thus combined with the previous example, this
gives a first main method to produce idempotent elements in R1(G˜) (and hence in
Q(G˜)).
More restrictions on (C,D) for an idempotent M(C,D) will follow in Section 4.4.
The module R. Consider an irreducible glider of the form M({z},∅). Such elements are
never in P (G) and furthermore the associated idempotent is equal toM({e},∅). More general
the following elements will play a special role.
Definition 4.11 (Obstruction module R). The Q-vector space generated by all elements
M(A,B) for which the associated idempotent element e(A,B) is of the form M({e},D) is
denoted R(G).
From the description above we have that Q[Gab] ⊆ R(G). Moreover, for z ∈ Gab it
follows that (z ·M(A,B))
⊗n.|Gab| = (Mz ⊗M(A,B))
⊗n.|Gab| = M
⊗n.|Gab|
(A,B) = M({e},D). Hence
R(G) is a Q[Gab]-module.
Example 4.12. Every element of R must be of the formM({z},D) orM(∅,D). Indeed, suppose
M(A,B) ∈ R with A non-empty. If |A| ≥ 2, then thanks to Proposition 4.9 for all powers
M⊗n(A,B) =M(En,Fn) with A
n ⊆ En. Hence if an idempotent M({e},D) is reached, say at step
n0, then we need that |A
n0 | = 1. This will only be possible if A is a singleton.
Note that the product of idempotents is also an idempotent, howeverM({e},D1)⊗M({e},D2)
is a priori not necessarily again an idempotent of the formM({e},D′). We pose the following
question.
Question 4.13. For which finite groups G is R(G) a Q[Gab]-algebra?
It will follow from Theorem 5.1 that nilpotent groups are examples.
The module E.
Finally we introduce the following,
Definition 4.14 (Obstruction module E). The Q-vector space generated by all elements
M(A,B) for which the associated idempotent element e(A,B) is of the formM(∅,D) is denoted
E(G).
Note that the associated idempotent ofM({g},∅)M(A,B) is equal to e(A,B) and hence also
E(G) is a Q[Gab]-module. Intriguingly, we were unable to find an example of an element
of the form M(∅,B) which is an idempotent. Thus, as with P (G), this set might always be
trivial.
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Notation. When the group G is clear from the context we will often simply write P,R
and E.
4.3. A short exact sequence describing R1(G˜) modulo its radical. Let J(R) be
the Jacobson radical of a ring R and N(R) the nilradical. In our main theorem below
we describe Q(G˜)/N(Q(G˜)). The reason for using the nilradical rather than the more
typical object Q(G˜)/J(Q(G˜)) is the following: a priori the morphisms ΦGH , as they are not
surjective, do not factorize over the Jacobson radical. However, as Q(H˜) is commutative,
its nilradical which consists of the nilpotent elements is preserved by the ringmorphism ΦGH .
Consequently we can consider the induced monomorphism
ΦGH : Q(H˜)/N(Q(H˜)) −→ Q(G˜)/N(Q(G˜)).
In Section 6 we will show, under certain conditions, that the Jacobson and nilradical coin-
cide.
Theorem 4.15. Let G be a finite group. We have the following short exact sequence of
Q[Gab]-modules
0 // E(G)E(G)∩N +
P (G)
P (G)∩N +
∑
G′≤HG
ΦGH
(
Q(H˜)/N(Q(H˜))
) Ψ
// Q(G˜)/N // R(G)R(G)∩N // 0
where N = N(Q(G˜)) and the map Ψ denotes the embedding.
The last morphism in the exact sequence is the canonical map to the cokernel of Ψ. So
among others we will proof that R(G)R(G)∩N
∼= cokerΨ. With this information at hand we see
that in fact the sequence is split by the map
f : R/(R ∩N)→ Q(G˜)/N, M(A,B) 7→M(A,B).
Consequently, the theorem above can be reformulated as the following direct sum decom-
position of Q[Gab]-modules:
(15) Q(G˜)/N ∼= R/(R ∩N)⊕
( ∑
G′≤HG
ΦGH(Q(H˜)/N) + (
P + E
(P + E) ∩N
)
)
.
We opted to formulate Theorem 4.15 in terms of an exact sequence because in Section 6
we will pursue a direct decomposition as Q[Gab]-algebras. This will finally be obtained in
Theorem 6.4, unfortunately only when the obstruction modules vanish. In fact, it will turn
out that the main problem to obtain such a decomposition is the lack of understanding of
Question 4.13.
Remark. In the sum of the theorem we run over all subgroupsH betweenG′ andG. However,
due to (14) it is in fact enough to consider the maximal such subgroups.
The origin of the class of groups appearing in the theorem is in fact the classical
Lemma 4.16. For this we need the map Aι : {G′ ≤ H ≤ G} → {N ≤ Gab} defined
by
Aι(H) = {z ∈ G
ab ResGH(Tz)
∼= TH as H−representations}.
It is easily checked that Aι(H) is indeed a subgroup. Conversely for N ≤ Gab define
L(N) =
⋂
z∈N
ker(Tz).
We consider both sets as lattices in the typical way (i.e. with the inclusion, intersection
and product H1.H2 of (normal) subgroups).
Lemma 4.16. Let G be a finite group. Then
{N ≤ Gab} {G′ ≤ H ≤ G}
L(·)
Aι(·)
are dually isomorphic as lattices.
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Proof. The equality L(Aι(H)) = H is an instance of a more general result. Namely, see [10,
lemma 2.21], if N ⊳ G, then N = ∩ψ∈Irr(G|N) ker(ψ) where Irr(G|N) = {ψ ∈ Irr(G) | N ⊆
ker(ψ)}, which corresponds via lifting to Irr(G/N). As the sets have equal finite cardinality
we have that the functions are each other inverse and hence bijective. Clearly they are
inclusion reversing and hence as posets the one is isomorphic to the dual of the other. We
now consider the meet and join operations, i.e.
(16) Aι(H)Aι(E) = Aι(H ∩ E) and Aι(H) ∩Aι(E) = Aι(H.E)
By the first part we can write L(C) = H,L(D) = E for some C,D ≤ Gab. Proving the
above equalities are equivalent to
L(C.D) = L(C) ∩ L(D) and L(C ∩D) = L(C).L(D).
These equations are more transparent. For example for the first:
H ∩ E ⊆
⋂
c∈C
⋂
d∈D
Ker(Tc ⊗ Td) =
⋂
e∈CD
Ker(Te) ⊆
⋂
c∈C
Ker(Tc) ∩
⋂
d∈D
Ker(Td) = H ∩ E.
where we used that ker(Tc) ∩ ker(Td) ⊆ ker(Tc ⊗ Td) and C,D ⊆ CD. The proof of the
other operation is similar. 
As an illustrative example we now handle the abelian case of Theorem 4.15 in which
many terms in fact vanish, but nevertheless a sketch of the general case already arise.
Example 4.17. Let G be abelian. In this case Irr1(K ⊂ K[G]) = {M(A,∅) | A ⊆ G
ab} with
in fact Gab = G. In particular, by definition, E = 0 and Q(G˜) is finite dimensional which
yields that P = 0. By Proposition 4.9, the idempotent elements in Irr1(K ⊂ K[G]) are
those of the form M(C,∅) with C ≤ G
ab = G and R = 〈Mz | z ∈ Gab〉 = Q[Gab] = Q[G].
Now take M(A,∅) with idempotent M(C,∅), say reached at the n-th power.
By the push-pull formula (5), IndGL(C)Res
G
L(C)M(C,∅)
∼= M(C,∅) ⊗ Ind
G
L(C)(Me) where
the second term can be described as IndGL(C)(Me)
∼= M(C,∅) (this follows directly from
the definition of L(C)). Hence, IndGL(C)Res
G
L(C)M(C,∅)
∼= M(C,∅). Thus in combination
with Lemma 4.16 we have that M(C,∅) ∈ Im(Ψ) if and only if C 6= {e}. In particular,
Q[Gab] = R ⊆ coker(Ψ).
Next a direct computation shows that (M(A,∅)−M
n+1
(A,∅))
n =M(C,∅)(
∑n
i=0
(
i
n
)
(−1)i) = 0.
Consequently, modulo the nilradical
M(A,∅) ≡M
n+1
(A,∅) =M(A,∅) ⊗M(C,∅) = Ind
G
L(C)Res
G
L(C)(M(A,∅)).
Thus altogether we see that in the abelian case Q(G˜) =
(∑
H≤G Φ
G
H(Q(H˜))
)
⊕ Q[Gab], as
desired.
4.4. Behaviour multiplicities under tensor product and IndGH Res
G
H . For the general
case of Theorem 4.15 we need a better understanding of the multiplicity vector of the tensor
product of two irreducible gliders, which will be introduced in this subsection. Example 4.17
also indicates that we need to understand the behaviour of IndGH(Res
G
H(M(A,B))). This
section will deliver the necessary tools.
Denote, as in Section 4.1, by {V1, . . . , Vq} a chosen set of isomorphism classes of simple
K[G]-modules. Now as in Theorem 4.1 we take subsets {vi1, . . . , v
i
mi} ⊂ Vi and form the
(external) direct sum U :=
⊕q
i=1 V
⊕mi
i for some (potentially zero) integers mi. We need to
understand the simple components of the submodule K[G]~v where
~v = (v11 , . . . , v
1
m1 , . . . , v
q
1 , . . . , v
q
mq ) ∈ U.
The following lemma is a compact reformulation of several lemmas in [3, Section 3] of which
we give a sketch for the convenience of the reader.
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Lemma 4.18. With notations as above we have that
KG~v ∼=
q⊕
i=1
V ⊕lii
with li = dim spanK{v
i
1, . . . , v
i
mi}. In particular, li ≤ dim Vi and li 6= 0 if some v
i
j with
1 ≤ j ≤ mj is non-zero.
Sketch of proof. Denote the jth-copy of Vi by Vi(j). It is easy to see that the irreducible
components of K[G]~v are exactly those Vi for which some v
i
j 6= 0. Indeed, such an element
yields that the canonical projection K[G]~v → Vi(j) : ~v 7→ v
i
j is a non-zero module morphism
and thus Vi is a component. The existence of such vector is also clearly necessary.
Thus the statement is mainly about the formula for the multiplicities. Fix some i, we
now work by induction on mi. If mi = 1, choose an x ∈
⋂
j 6=i ann(Vj) which is not in
ann(Vi) (which exists as K[G] is semisimple). Then K[G]x~v can be seen as a non-zero
module of Vi(1) and hence equals Vi(1) as needed.
Next, consider 1 ≤ j ≤ mi and the associated projection π(̂i,j) from
⊕q
i=1 V
⊕mi
i which
leaves out the component Vi(j). Then ker
(
π
(̂i,j)
∣∣∣
K[G]~v
)
= {α~v | α ∈
⋂
(t,k) 6=(i,j) ann(v
t
k)}.
In particular if vij ∈ spanK{v
i
k | k 6= j}, then π(̂i,j)(K[G]~v)
∼= K[G]~v and subsequently in-
duction hypothesis would yield that li = dim spanK{v
i
k | k 6= j} = dim spanK{v
i
1, . . . , v
i
mi},
as desired. Thus it remains to consider the case that {vi1, . . . , v
i
mi} is linearly independent.
For this complete the set to a basis of Bi of Vi. Now recall that by Wedderburn-Artin’s
theorem K[G] ∼=
∏q
i=1 EndK(Vi) as a ring (where we used that K is algebraically closed
and so EndK[G](Vi) ∼= K by Schur’s lemma). It is now not hard to see that the x from
above can be chosen such that it acts trivially on (each copy of) Vi.
Now consider K[G]x~v ≤ K[G]~v. We claim that K[G]x~v ∼= V ⊕mi , which would finish the
proof. To see this, consider the short exact sequence of vector spaces
0→ ann(x~v)→ K[G]→ K[G]x~v → 0
which entails that dimK[G]x~v = |G| − dimann(x~v). Next, by having a closer look to the
decomposition of K[G] above and rewriting EndK(Vi) ∼=MdimVi(K) using the basis Bi, we
can describe explicitly ann(x~v). Doing so, we would see that dim ann(x~v) = |G|−mi dim(Vi).
Thus altogether dimK[G]x~v = mi dim(Vi), but it could be considered as a submodule of
V ⊕mi , therefore yielding the claim and finishing the proof. 
Now we introduce a new tool. Let, M(A,B) = (K~v ⊂ V ) with
K[G]~v = V ∼=
q⊕
j=1
V
⊕mj
j .
Then we call (m1, . . . ,mq) ∈ Nq the multiplicity vector of M(A,B) and will denote it by
~m(A,B) or ~m(M(A,B)). Furthermore, dim(M(A,B)) := dim(K[G]~v) =
∑q
j=1mj dim(Vj) will
be called its total dimension. Besides we will consider a partial order on Nq which is not
the lexicographic one. Namely, take ~m = (m1, . . . ,mq) and ~n = (n1, . . . , nq) ∈ Nq then we
define
~m ≤ ~n if and only if mi ≤ ni for all 1 ≤ i ≤ q.
Using these notions we readily obtain from lemma 4.18 the following inequality on the
growth of multiplicities, which will be crucial in the sequel. The proof is notational lengthy
to write down, however the philosophy is short: by the previous lemma in order to compute
the multiplicity vector of an irreducible glider one needs to look at the −1-level of the glider
and find enough independent vectors. Consequently, when subsequently tensoring with two
irreducible gliders, one contained in the other, then with the larger one the same vectors
are found as with the smaller one but with potentially more vectors and hence multiplicities
can only increase.
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Corollary 4.19. Let (A,B) ∈ Gab × SG. Then for any subsets C ⊆ C′ ⊆ Gab and
D ⊆ D′ ∈ SG we have that
~m(M(A,B) ⊗M(C,D)) ≤ ~m(M(A,B) ⊗M(C′,D′)).
In particular, if M(C,D) is idempotent and C 6= ∅ then [Ind
G
L(C)Res
G
L(C)(M(C,D))] =
[M(C,D)].
Proof. Write M(A,B) = (Ku ⊂ U) with K[G]u = U :=
⊕q
i=1 V
⊕mi
i . By Theorem 4.1 we
have that u =
∑q
i=1 u
i
1+ · · ·+u
i
mi for some linearly independent subsets {u
i
1, . . . , u
i
mi} ⊂ Vi.
Next let {wi1, . . . , w
i
ni} ⊂ Vi be other sets of independent vectors corresponding to D. Then
M(C,D) = (Kw(C,D) ⊂
⊕
c∈C
Tc⊕
q⊕
i=|G|ab+1
V ⊕nii ) where w(C,D) =
∑
c∈C
tc+
q∑
|Gab|i
wi1+· · ·+w
i
ni .
Also let M(C′,D′) = (Kw(C′,D′) ⊂W ) with
W = K[G]w(C′,D′) =
⊕
c∈C
Tc ⊕
⊕
c′∈C′\C
Tc′ ⊕
q⊕
i=|G|ab+1
V ⊕nii ⊕ V,
where V corresponds to D′ \ D. In particular, we can write w(C′,D′) = w(C,D) + v +∑
c′∈C′\C tc′ with v ∈ V . Note that by Lemma 4.2 the chosen vectors in Tc for c ∈ C do
not matter and so we may indeed assume without lose of generality that in M(C,D) and
M(C′,D′) the vectors in ⊕c∈CTc are the same.
Now note that the multiplicity of Vj in
( q⊕
i=1
V ⊕mii
)
⊗ (K[G]w(C,D)) ∼=
q⊕
i=1
⊕
c∈C
(Vi ⊗ Tc)
⊕mi ⊕
⊕
1≤i≤q
|Gab|k
(Vi ⊗ Vk)
⊕(mi+nj)
is equal to
q∑
i=1
mi.|Ci→j |+
∑
i,k
(mi + nk).Mi,k(j)
with Ci→j = {c ∈ C | Vi ⊗ Tc ∼= Vj} and Mi,k is the multiplicity of Vj in Vi ⊗ Vk. For
c ∈ Ci→j let ϕ
c
i,j : Vi ⊗ Tc → Vj a K[G]-module isomorphism. Further for 1 ≤ x ≤ mi and
1 ≤ y ≤ ni denote by {(uix⊗w
k
y )j1 , . . . , (u
i
x⊗w
k
y )jMi,k(j)} the coordinates of u
i
x⊗w
k
y in the
Mi,k(j) copies of Vj in Vi ⊗ Vk.
Due to Lemma 4.18 we know that K[G](u⊗ w(C,D)) ∼=
⊕q
i=1 V
⊕li
i with
li = dim spanK{ϕ
c
i,j(v
i
k ⊗ tc), (u
i
x ⊗ w
k
y)j1 , . . . , (u
i
x ⊗ w
k
y )jMi,k(j) | 1 ≤ k, x ≤ mi, 1 ≤ y ≤ ni
c ∈ Ci→j 6= ∅}.
Due to the lemma of Schur this number does not depend on the chosen isomorphisms ϕci,j .
The first part of the statement now follows by simply remarking that for M(A,B)⊗M(C′,D′)
exactly these vectors are also all taken but with potentially more (depending if Vj is also a
component of Vi ⊗ V or Vi ⊗ Tc′), hence the multiplicity can only increase.
For the second part, note that by the push-pull formula and Proposition 4.9
IndGL(C)Res
G
L(C)(M(C,D))
∼=M(C,D) ⊗M(C,∅) ∼=M(E,F )
with C ≤ E and by the first part ~m(C,D) ≤ ~m(E,F ). However, it is not only an inequality of
multiplicities but even D ⊆ F . This follows from the fact that 1 ∈ C and hence F contains
by construction the subset {d⊗1 | d ∈ D} which however as points in the Grassmanian leads
to the same points as D. Finally, using again the first part ~m(M(C,D) ⊗M(C,∅)) ≤ ~m(C,D)
as M(C,D) is idempotent and thus D = F and C = E, as desired. 
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Now as in Proposition 4.9 consider a product M(A,B).M(C′,D′) = M(E,F ) of irreducible
gliders in Q(G˜). As a direct consequence of corollary 4.19 (taking (C,D) = ({e}, ∅)) we see
that if 1 ∈ A, then ~m(C′,D′) ≤ ~m(E,F ). In particular if also 1 ∈ C, then
(17) max{~m(A,B), ~m(C′,D′)} ≤ ~m(E,F ).
In particular, we now find another natural example of an idempotent.
Example. The regular glider k[G]• = (K. 1G ⊂ K[G]) corresponds to the element (Gab, {∗U |
U ∈ Irr(G), dim(U) ≥ 2}) of P(Gab)×SG with maximal multiplicity vector. Consequently
k[G]• is an idempotent.
Remark. When 1 /∈ A one can not deduce from corollary 4.19 that ~m(M(A,B)) ≤ ~m(M
⊗2
(A,B))
and in particular also not that ~m(M(A,B)) ≤ ~m(e(A,B)) where e(A,B) is the associated
idempotent whenM(A,B) /∈ P . In fact these inequalities unfortunately do not hold as shown
by Example 4.10. However when 1 ∈ A they do.
Next we consider the operation IndGH Res
G
H also for non-idempotent gliders and for any
H ≤ G. In these cases, using (5) and the previous corollary, we have that
(18) ~m(M(A,B)) ≤ ~m(Ind
G
H Res
G
H(M(A,B)))
the operation usually yields a strictly larger irreducible glider.
Proposition 4.20. Let H ≤ G. For M(A,B),M(C,B) ∈ Irr1(F (K[G])) and M(E,F ) ∈
Irr1(F (K[H ])) the following hold
(1) ResGH(M(A,B)) (resp. Ind
G
H(M(E,F ))) is idempotent if M(A,B) (resp. M(E,F )) is,
(2) [ResGH Ind
G
H(M(E,F ))] = [M(E,F )],
(3) [IndGH Res
G
H(M(A,B))] = [M(A′,B′)] with A ⊆ A
′ and B ⊆ B′ ∈ SG. Moreover, if
G′ ≤ H and A 6= ∅, then A .Aι(H) = A′.
Proof. The first part follows directly from the fact that restriction and induction are ring
morphisms on the reduced glider representation ring, proposition 4.5. Next, the second
assertion is a consequence of (8), due to which [ResGH(M•)] = [(Ku ⊂ KHu)] in R1(H˜),
and the fact that irreducible gliders are cyclic.
Due to Proposition 4.5 we know that [IndGH Res
G
H(M(A,B))] is again irreducible and so
is of the form M(A′,B′). Furthermore due to (5) [M(A′,B′)] = [M(A,B) ⊗ Ind
G
H(M({TH},∅))].
It is not hard to see that IndGH(M({TH},∅)) = M(C,D) with C truly a subgroup of G
ab.
Consequently, see before (17), ~m(A,B) ≤ ~m(A′,B′) and thus A ⊆ A
′. That B ⊆ B′ is similar
as at the end of the proof of corollary 4.19.
Now suppose thatG′ ≤ H . This entails that IndGH(M({TH},∅)) =M(Aι(H),∅) (using Frobe-
nius reciprocity one directly sees that only one-dimensional irreducible G-representations
can lie over TH if G
′ ≤ H). So if A 6= ∅ Proposition 4.9 yields that A .Aι(H) ⊆ A
′. However
U ⊗ Ta is irreducible with dim(U ⊗ Ta) = dim(U) ≥ 2 for all U ∩ B 6= ∅ and a ∈ Aι(H).
Thus no other 1-dimensional simple submodules can appear and therefore A .Aι(H) = A
′,
as needed. 
Note that if in the third part Aι(H) ⊆ A (e.g. if A is a subgroup and L(A) ⊆ H), then
A = A′. To finish this section, whose main purpose is to provide new tools to understand
irreducible gliders, we consider necessary conditions for M(A,B) to be in the image of Φ
G
H
for some strict subgroup H .
Lemma 4.21. Let C be a class of subgroups of G. If M(A,B) ∈
∑
H∈C Φ
G
H(Q(H˜)). Then,
(i) [IndGH Res
G
H(M(A,B))] = [M(A,B)] for some H ∈ C;
Furthermore for an H as in (i) we have that
(ii) [IndGHm Res
G
Hm(M(A,B))] = [M(A,B)] for any larger subgroup H  Hm ∈ C;
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Proof. Since in the split Grothendieck ring sum corresponds to a direct sum decomposition,
Theorem 3.6 entails that every irreducible glider [M(A,B)] is indecomposable inQ(G˜). Propo-
sition 4.5 now implies that [IndGH(M(E,F ))] = [M(A,B)] for some M(E,F ) ∈ Irr1(K ⊂ K[H ])
and H ∈ C. Using Proposition 4.20 we see that [M(E,F )] = [Res
G
H(M(A,B))] as claimed.
For the second statement take H as in part (i) or thus in combination with (5) sup-
pose that [M(A,B)] = [M(A,B) ⊗ Ind
G
H(M({TH},∅))]. Now for H  Hm ∈ C we need to
look at M(A′,B′) := Ind
G
Hm(Res
G
Hm(M(A,B))) = M(A,B) ⊗ Ind
G
Hm(M({THm},∅)). By (18)
~m(M(A,B)) ≤ ~m(M(A′,B′)). For the reverse inequality: M(C′,D′) := Ind
G
H(M({TH},∅)) =
IndGHm Ind
Hm
H (M({TH},∅)) and so clearly if M(C,D) := Ind
G
Hm(M({THm},∅)), then C ⊆ C
′
and D ⊆ D′. Consequently, using corollary 4.19, ~m
(
IndGHm Res
G
Hm(M(A,B))
)
≤ ~m(M(A,B))
and hence equality follows. Part (3) of proposition 4.20 now yields that it is in fact an
equality of gliders in Q(G˜). 
4.5. Proof of theorem 4.15 and a distinguished subalgebra. We now have all the
ingredients to prove our first main structural theorem for a general finite group.
Proof of Theorem 4.15. TakeM(A,B) ∈ Q(G˜) \P (G) and so there is an associated idempo-
tent M(C,D) =M
⊗n
(A,B) for some n ∈ N0.
Prelude. If C = ∅, then by definition M(A,B) ∈ E(G). Next, assume that C 6= ∅. By
Corollary 4.19
[IndGL(C)Res
G
L(C)(M(C,D))] = [M(C,D)]
is induced from an idempotent of L(C) which is a strict subgroup of Gab exactly when
C 6= {e}. Thus we already understand fully the idempotents not in R(G). This module is
the content of the next step.
Step 1. We claim that R(G) ∩
∑
G′≤HG Φ
G
H(Q(H˜)) = 0.
Consider M(A,B) ∈ R(G) with idempotent M({e},D) for some D ∈ SG. If the idempotent
lies in
∑
G′≤HG Φ
G
H(Q(H˜)), then combining Proposition 4.20 and Lemma 4.21 we obtain
that {e}Aι(H) = {e} for some G′ ≤ H  G. Hence Aι(H) = {e} or equivalently H = G, a
contradiction. Since ΦGH(·) is multiplicative, alsoM(A,B) can not lie in that sum (otherwise
M({e},D) would also lie in it). Subsequently, also no linear combination can because Ind
G
H(·)
preserve irreducible gliders and Irr1(F (K[G])) forms a basis of Q(G˜), see Proposition 4.5.
Step 2. Let M(A,B) ∈ Q(G˜)\ (P ⊕E) with associated idempotent M
⊗n
(A,B) =M(C,D). In
this step we will prove that
(19)
(
M(A,B) − Ind
G
L(C)Res
G
L(C)(M(A,B))
)n
= 0
in Q(G˜) (for the n as in the definition of M(C,D)).
Consider yi = M
i
(A,B) Ind
G
L(C)Res
G
L(C)(M(A,B))
n−i for 0 ≤ i ≤ n. If i = 1 or n, then
yi = M(C,D) due to Corollary 4.19 and the multiplicativity of the functions. We will now
show that this also holds for all other i. Using consecutively Corollary 4.19, push-pull
formula (5) and (18) we find that
~m(M(C,D)) = ~m(M
⊗n
(A,B) ⊗ Ind
G
L(C)(Me))
= ~m
(
M⊗i(A,B) ⊗ Ind
G
L(C)(Res
G
L(C)(M
⊗n−i
(A,B)))
)
≤ ~m
(
IndGL(C)Res
G
L(C)(M
⊗n
(A,B))
)
= ~m(M(C,D)).
Consequently, ~m(yi) = ~m(M(C,D)). However part (2) of proposition 4.20 also yields that
[ResGL(C)(yi)] = [Res
G
L(C)(M(C,D))]. Combining the both we obtain that in fact yi =M(C,D),
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as asserted. Using this (19) now follows readily(
M(A,B) − Ind
G
L(C)Res
G
L(C)(M(A,B))
)n
=
n∑
i=0
(
n
i
)
(−1)n−iM i(A,B) Ind
G
L(C)Res
G
L(C)(M(A,B))
n−i
=
n∑
i=0
(
n
i
)
(−1)n−iyi
=M(C,D)
n∑
i=0
(
n
i
)
(−1)n−i = 0
Conclusion. By step 2 whenever L(C) 6= G, i.e. C 6= {e}, or in other words if it is
not in R(G), we know that M(A,B) ∈ Im(Ψ). Indeed either it is in P ⊕ E or M(A,B) ≡
IndGL(C)Res
G
L(C)(M(A,B)) modulo the nilradical N(Q(G˜)). Thus combined with step 1 we
obtain that coker(Ψ) = R(G)/R(G) ∩N(Q(G˜)). This finishes the proof. 
Unfortunately, Theorem 4.15 gives no information about the nil or Jacobson radical of
Q(G˜). The only information that we will obtain in this article is that if E = P = 0 and
R(G) = Q[Gab], then they coincide. We expect however that this is a general phenomena.
In case G is abelian or the quaternion group Q8, then a generating set for the radical was
obtained in [4, Theorem 5.10. & 7.6.] by Caenepeel-Van Oystaeyen.
Remark 4.22. If we denote by Irrid(F [K[G]]) the set of idempotents in Irr1(F (K[G])), then
this set is multiplicatively closed and in fact Qid(G˜) := Q⊗Z Z[Irrid(F (K[G]))] is a Q[Gab]-
subalgebra of Q(G˜). Inspecting the proof of Theorem 4.15 we see that we obtain the
following decomposition as Q[Gab]-modules:
(20) Qid(G˜) =
(
Eid +
∑
G′≤H≤G
ΦGH(Q
id(H˜))
)
⊕Rid
where Eid and Rid are the submodules generated by the idempotent irreducible gliders.
The fact that we don’t need the nilradical for idempotent elements was already emphasized
in the prelude and step 1. It simply remained to notice that when an idempotent lies in
Im(ΦGH) then it is induced from an idempotent by proposition 4.20.
5. Interpreting the obstructions with a representation eye
The current definitions of the modules E,P and R might still seem a bit exotic, making
it non-transparant how to check vanishing. The goal of this section is to adjust this by
giving descriptions of P and R in terms of classical representation theory.
5.1. The module R.
To understand the flavour of R let us start by considering the example of A4. In this case,
R can be strictly bigger than Q[Gab]. To see this, recall its character table
class 1 2 3A 3B
size 1 3 4 4
ρ1 1 1 1 1
ρ2 1 1 ζ3 ζ
2
3
ρ3 1 1 ζ
2
3 ζ3
U 3 −1 0 0
where the conjugacy classes 3A and 3B consist of the 3-cycli and the second class is the
set {(12)(34), (13)(24), (14)(23)}. Together with {1} these cycli form the commutator sub-
group A′4, furthermore C3
∼= {1, (123), (132)} is an example of a non-normal maximal
subgroup. Note that ResA4C3 (U) = ⊕
3
i=1Res
A4
C3
(ρi) is the decomposition as simple K[C3]-
modules. Therefore,
IndA4C3 (M({TC3},∅)) =M({TA4},{∗U}),
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which is again an idempotent element and hence sits in R(A4).
The example above is not a coincidence and in fact maximal subgroups H ≤ G which are
not normal always yield idempotent elements in R, by considering ΦGH(M(TH ,∅)). Even more
the existence of elements in R outside Q[Gab] characterise having such maximal subgroups
(which is equivalent to be non-nilpotent).
Theorem 5.1. Let G be a finite group. Then,
G is nilpotent if and only if R = Q[Gab].
Moreover, if G is non-nilpotent andH is a non-normal maximal subgroup, then ΦGH(M(TH ,∅)) =
M({TG},D) ∈ R \Q[G
ab].
Proof. Recall the well-known fact that a finite group is nilpotent if and only if every maximal
subgroup is normal. Now suppose that G is not nilpotent and let H be a non-normal
maximal subgroup. Then IndGH(M({TH},∅)) = M({TG},D). Indeed, from (the analogue
of) Frobenius reciprocity (6) we see that if another Tz with z ∈ Gab would appear then
H ⊆ ker(Tz). As H is not normal G
′ * H and hence due to maximality G′ . H = G. This
entails that G ⊆ ker(Tz) and thus indeed Tz = TG. Furthermore, D 6= ∅ (since H  G) and
hence M({TG},D) ∈ R \ Q[G
ab] as needed. This finishes the second part and at the same
time the necessity of the statement.
Now suppose that G is nilpotent. As shown in Example 4.12 ifM(A,B) ∈ R, then |A| ≤ 1.
Now, would the associated idempotent e(A,B) be of the form M({e},∅) then is not hard to
see from Lemma 4.18 that also B = ∅ and consequentlyM(A,B) =M({z},∅) for some z ∈ G
ab.
Therefore, in order to obtain that R(G) = Q[Gab] it is enough to prove that if M({e},D) is
an idempotent in R(G), then D = ∅. We will now prove this by induction on the nilpotency
class of G.
If G is abelian, then all irreducible representations are linear and hence indeed D = ∅.
Now we consider the case of class two separately. Let Kv ⊂ V be the glider associated to
M({e},D) and suppose that D is non-empty with U a simple submodule of V of dimension
at least 2. By decomposing V , in virtue of Theorem 4.1, we may find u ∈ U that appears in
the corresponding decomposition of v. Due to the upcoming Proposition 7.1, there exists
an n > 0 such that U⊗n completely linearizes. Because M({e},D) is idempotent and by
Theorem 4.1 it follows that KG(u ⊗ · · · ⊗ u) ∼= T which contradicts dim(U) ≥ 2. Hence
D = ∅.
Now assume that G is nilpotent of class n ≥ 3 and consider the lower central series
e = Gn < Gn1 < . . . < G1 < G. For all U ∈ Irr(G) there exists 0 ≤ ni < n such
that Gni ⊆ Z(U) and Gni−1 6⊂ Z(U). Indeed, since Gn = e ⊂ Ker(U) it follows that
Gn−1 ⊂ Z(U). By the n = 2 case we know that no U with ni = 1 do not occur in D.
Suppose that U occurs with ni > 1. There exists m such that all components V of U
⊗m
are such that Gni−1 ⊂ Z(V ). Since M({e},D) is idempotent, this shows that at least one V
with ni − 1 occurs in D, contradiction. Hence D = ∅. 
Conclusion. The Q[G]ab-module R(G) is directly connected with the nilpotent property.
Besides, the Z-linear combinations of the ’permutation gliders’ IndGH(Me) for H a subgroup
in the set
Snon−l. = {H ≤ G | H * ker(Tz) for all z ∈ Gab \ {e}}
play a special role. Indeed, for such H the same argument as in the proof of Theorem 5.1
works and hence IndGH(Me) produces an element in R \Q[G
ab].
In fact, for such subgroup H , for any z ∈ Hab the permutation glider IndGH(Mz) would
produce an element in R(G) which however is not idempotent but whose o(z)-tensor power
would be an idempotent of the form M({e},D). Therefore, it would be especially interesting
to try to describe R for monomial groups. Recall that a group G is monomial if every irre-
ducible character is induced from a linear character of a subgroup. For example, nilpotent
and supersolvable groups are monomial [10, Theorem 6.22]. The following question now
arises naturally.
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Question 5.2. Let G be a monomial group. Is then
R(G) = spanQ{Ind
G
H(Mz) | H ∈ Snon−l. and z ∈ H
ab}?
Note that due the push-pull formula, for z ∈ Gab and h ∈ Hab
Mz ⊗ Ind
G
H(Mh)
∼= IndGH(Res
G
H(Mz)⊗Mh) =Mh′h
for some h′ ∈ Hab. In other words the right hand side in Question 5.2 is also a Q[Gab]-
module.
To finish this part we record an immediate consequence of Theorem 5.1 which follows
from the fact that nilpotency is inherited by subgroups.
Corollary 5.3. Let G be a finite nilpotent group and H ≤ G. Then R(H) ∼= Q[Hab].
This corollary will be important from section 6 on.
5.2. The module P . Given a module U , taking the sequence of tensor powers (U⊗n)n∈N
yields modules with increasing dimension. Now suppose that U is cyclic, say U = KGu.
Then, with irreducible gliders in mind, we are rather interested in the sequence of modules
(21)
(
K[G](u⊗ . . .⊗ u)︸ ︷︷ ︸
n−times
)
n∈N
which lives in the sequence of symmetric powers (Sn(U))n∈N of U . In contrast to these
powers, due to Theorem 4.1, the dimensions in (21) are bounded by above and this sequence
might stabilise (e.g. if the associated glider [(Ku ⊂ U)] is an idempotent). As will be
explained below, the stabilising of this sequence is exactly the content of the K[Gab]-module
P (G).
Interpretation. As illustrated by our parametrisation, Proposition 4.3, for non-abelian groups
the number of irreducible gliders M(A,B) is infinite. However, by Theorem 4.1 the number
of multiplicity vectors is still finite and the total dimension of ’M0’ bounded by above. This
fact will now allow us to give a first set of conditions on A or B such that M(A,B) /∈ P .
First recall that a representation U is said to completely linearize if it is a direct sum of
1-dimensional representations.
Proposition 5.4. Let (A,B) ∈ P(G/G′)×SG. If one of the following conditions is satisfied
then 〈M(A,B)〉 contains an idempotent:
(1) A 6= ∅
(2) there exists V ∈ Irr(G) such that B ∩Gr(V) 6= ∅ and V ⊗n completely linearizes for
some n
Proof. Suppose first that A 6= ∅, then by proposition 4.9 there exists some n (e.g. |G|) such
that M⊗n(A,B) =M(C,D) with 1 ∈ C. Consider now the sequence
M(C,D),M
⊗2
(C,D),M
⊗4
(C,D), . . . ,M
⊗2n
(C,D), . . .
Again by Proposition 4.9 the multiplicity vector α(n) of M⊗2
n
(C,D) is an increasing function
in n. However, since there are only a finite number of multiplicity vectors, this sequence
must stabilize. Now if D = ∅ then we obtain the idempotent M(C,D). If ∅ 6= D∩Gr(j,V) =
{a1, . . . , aj} for some V ∈ Irr(G), then because T appears in M(C,D) we have that at least
{a1, . . . , aj} appears in M
⊗2n
(C,D) for all n. Therefore from the moment on that the sequence
stabilize we obtain an idempotent M(E,F ) ∈ 〈M(A,B)〉.
For the second part it suffices to consider the case that A = ∅. Consider now U ∈ Irr(G)
and n as in the statement. Then M⊗n(A,B) =M(A′,B′) with A
′ 6= ∅ and hence we are finished
by the first part. 
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For an irreducible glider (Ku ⊂ U) The proof of the previous statement shows the
importance of detecting the presence of the trivial representation in the submodule KG(u⊗
· · ·⊗u) of some tensor power U⊗n. Recall by Burnside-Brauer’s theorem that forN = ker(U)
one has that
(22) 〈TG, U
⊗n〉G = 〈TG/N , U
⊗n
〉G/N 6= 0
for some (potentially large) n since U is faithful as K[G/N ]-module (see [10, Theorem 4.3.]).
Combined with the methods of the proof of Proposition 5.4 we now obtain the following
interpretation of the module P .
Interpretation obstruction. Given U ∈ Irr(G), there exists by (22) an n ∈ N such that
the trivial G-representation appears in the decomposition of U⊗n. Working with (K ⊆ KG)-
glider representations, however, requires keeping track of a vector u ∈ U and by definition[(
U ⊇ Ku
)]⊗n
=
[(
KG(u⊗ · · · ⊗ u) ⊇ Ku⊗ · · · ⊗ u
)]
.
In general, KG(u ⊗ · · · ⊗ u) ( U⊗n. If nevertheless we can ensure that TG appears in the
decomposition of KG(u⊗ · · · ⊗ u), then M(U⊇Ku) /∈ P .
In the interpretation we could as well have replaced TG by another one-dimensional
G-representation S.
Corollary 5.5. Let G be a finite group and M(A,B) ∈ Q(G˜). If there exists U ∈ Irr(G)
such that B ∩Gr(U) = {∗U}, then M(A,B) /∈ P .
Proof. Take n as in (22) such that TG ≤ U⊗n. Because we have the liberty of choosing
vectors u1, . . . , udim(U) in U
⊕ dim(U), we can choose them appropriately such that TG indeed
appears in the decomposition of
KG(u1 + · · ·+ udim(U))
⊗n.

Intriguingly, we were unable to find a group with non-vanishing P . Hence,
Question 5.6. Does there exist a finite group G such that P (G) 6= 0?
We expect for solvable groups the answer to be positive, however in general we are
dubious. Natural candidates for non-vanishing P are simple groups since the trivial repre-
sentation is the only 1-dimenionsal representation.
Applications of the interpretation.
We can embed Q(H˜) in Q(G˜) via ΦGH . Due to this we directly obtain that vanishing of the
module P is inherited by subgroups.
Proposition 5.7. Let G be a finite group such that P (G) = 0, then P (H) = 0 for all
subgroups H ≤ G.
Now we will give a first non-trivial application of the interpretation of the module P
obtained earlier. More concretely,
Proposition 5.8. Let G be a group with an abelian subgroup H of index 2. Then P (G) = 0.
Proof. By Ito’s theorem, [10, Theorem 6.15.], we know that dim(U) | [G : H ] = 2 for
any U ∈ Irr(G). Let U ∈ Irr(G) be 2-dimensional and decompose it in its symmetric and
antisymmetric part: U ⊗ U = S(U ⊗ U)⊕A(U ⊗ U)
We know that u ⊗ u ∈ S(U ⊗ U) so KG(u ⊗ u) ⊆ S(U ⊗ U). Recall that dimSr(U) =(
dim(U)+r−1
r
)
. In particular, dimS(U ⊗U) = 3. Hence, either it is the direct sum of three 1-
dimensional subrepresentations, in which case Proposition 5.4 yields the desired conclusion,
or
S(U ⊗ U) ∼= T1 ⊕ V.
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with dim V = 2. It remains to consider the later case. For this, fix a basis of U such that
ResGH(U)
∼= S ⊕ S′ = Ks⊕Kt
as H-representations. By [12, Proposition 20.5] S 6∼= S′, since [G : H ] = 2.
Claim: S ⊗ S 6∼= S′ ⊗ S′ as H-representations.
Proof. Suppose that S⊗ S ∼= S′⊗S′. In that case ResGH(U ⊗U)
∼= (S ⊗S)⊕2⊕ (S ⊗S′)⊕2.
Now write ResGH(V ) = T
′ ⊕ T ′′ as H-representation and as before we know that T ′ 6∼= T ′′.
Whence
ResGH(V )
∼= (S ⊗ S)⊕ (S ⊗ S′).
Consequently, V and T1 lie over the H-representation S ⊗ S′, which by [12, Proposition
20.11 & 20.12] implies that dim(V ) = 1, a contradiction. 
Let u = λs+ µt, then
u⊗ u = λ2s⊗ s+ λµ(s⊗ t+ t⊗ s) + µ2t⊗ t.
If λµ 6= 0, then KG(u⊗u) must be 3 dimensional and it reaches a one-dimensional represen-
tation, which is sufficient to show that 〈M(Ku⊂U)〉 contains an idempotent. If λµ = 0, then,
say, KHu ∼= S. In this case KG(u ⊗ u) is 2 dimensional so isomorphic to V . Decompose
V as H-representation
ResGH(V ) =W ⊕W
′ = Kw ⊕Kw′.
We remark that this decomposition is unique: for h ∈ H , write h · w = c(h)w and h · w′ =
d(h)w′. Since W 6∼=W ′, there exists h ∈ H such that c(h) 6= d(h). If αw+ βw′ is such that
KH(αw + βw′) ∼=W , then on the one hand we have
h · (αw + βw′) = αc(h)w + βd(h)w′.
and on the other hand
h · (αw + βw′) = γα(w) + γβw′.
Up to rescaling, it follows that γ = c(h) = d(h), contradiction. Since H is abelian, we can
represent W and W ′ by elements h and h′ of H . If h2 = h′2, then by the second claim
S(V ⊗ V ) must be of the form T1 ⊕ T2 ⊕ T3 and we see that (Ku ⊂ U)⊗4 = (Kv ⊂ V )⊗2
reaches a one-dimensional representation, which suffices to conclude the existence of an
idempotent element. If h2 6= (h′)2 then one looks at S(V ⊗ V ) and restarts the reasoning:
if S(V ⊗V ) = T1⊕T2⊕T3, one concludes. In the other case, S(V ⊗V ) = T ′⊕V ′, we check
the dimension of KG(v ⊗ v). If it is 3, we are done, if it is 2, then KG(v ⊗ v) = V ′ and
ResGH(V
′) ∼=W⊗2 ⊕ (W ′)⊗2.
But these H-representations correspond to h4, (h′)4 respectively. If both elements are equal,
one concludes, otherwise one restarts. Since H is finite abelian, there exists n ≥ 1 such
that h2
n
= (h′)2
n
so the above argument stops and we conclude.
For an arbitrary glider representation (Kv ⊂ V ) we know that if an irreducible represen-
tation U of dimension 2 appears in the decomposition of V , a certain tensor power reaches a
one dimensional representation and we can deduce the existence of an idempotent element
in 〈M(Kv⊂V )〉. If all appearing representations in V are 1 dimensional, we are working in
Q[Gab], which is finite dimensional. Hence we have shown that P = 0. 
Remark 5.9. Amitsur [1] classified all groups having all irreducible representations of di-
mension bounded by 2. His classification consists of three subclasses: (1) abelian groups;
(2) certain groups of nilpotency class 2 and (3) groups having an abelian subgroup of index
2. In section 7.1 we will handle arbitrary groups of nilpotency class 2. Hence the groups in
(3) remain and this was one of the original motivations to apply the interpretation to the
groups above.
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5.3. The module E. As mentioned earlier, we do not know whether idempotent elements
of the form M(∅,D) can exist. What we do have is the following.
Proposition 5.10. If E(G) = 0 then E(H) = 0 for all subgroups H ≤ G.
Proof. Suppose that M(∅,D) is an idempotent in Q(H˜)/N . Since no one-dimensional G-
representation can lie over an irreducible H-representation of dimension > 1, IndGH(M(∅,D))
would be in E(G), contradiction. 
Unfortunately another interpretation of E(G) seems to be out the reach of our current
methods.
Question 5.11. Does there exist a group with E(G) non-trivial? If yes, what is an inter-
pretation in terms of RepK(G)?
6. Precise description semisimple part Q⊗ R1(G˜) under vanishing
obstructions
Let G be a finite group and E,P,R the Q[Gab]-modules from Theorem 4.15. The main
aim of this section is to prove the following result
Theorem. Let G be a finite nilpotent group with P = 0 = E. Then there is an isomorphism
ϕ :
⊕
H∈Sub(G)
Q[Hab]→ Q(G˜)/N
of Q[Gab]-algebras for a certain class of subnormal subgroups Sub(G). Moreover, N(Q(G˜)) =
J(Q(G˜)) coincide.
This result will be achieved in Theorem 6.4. To construct the morphism ϕ we have to
introduce new objects. To start, the class Sub(G) will be defined in Section 6.1 along with
other tools. More precisely, to any idempotent M(C,D) /∈ E(G) we will associate a chain
of groups Chain(C,D) and a set of idempotents Idemp(C,D). Subsequently in Section 6.2
we will connect to such a set of idempotent another idempotent ǫ(C,D). All elements
constructed in this way will form an orthogonal family of idempotents and will finally allow
us to define the isomorphism ϕ.
In Section 7.1 we will prove that for nilpotent groups of class 2 indeed the condition
P = 0 = E is satisfied. However we expect these vanishing conditions to be fulfilled for
any nilpotent group. Remark also that the Q(G˜) \ P is multiplicatively closed and in fact
is again a Q[Gab]-algebra. In fact the methods of this section describe this algebra (which
equals Q(G˜) whenever P = 0).
6.1. IndRes-chain connected to an idempotent. Let M(C,D) ∈ Irr1(F (K[G])) be an
idempotent with C 6= ∅. In particular 1 ∈ C ≤ Gab is a subgroup by 4.9. We will now
explain a procedure that associates a chain Chain(C,D) of subgroups of G whose members
will have associated smaller idempotents (in the sense of total dimension).
To start, if C = {e} then M(C,D) ∈ R(G) and Chain(C,D) = {L(C) = G}. If C 6= {e},
then G′ ≤ L(C)  G and using corollary 4.19 we form
M(C,D) = Ind
G
L(C)(Res
G
L(C)(M(C,D))) = Ind
G
L(C)(M(C1,D1)).
Note that, proposition 4.20, M(C1,D1) ∈ Q(L˜(C)) is an idempotent with ∅ 6= C1 ≤ L(C)
ab.
Now for notational simplicity denote H1 := L(C). If C1 = {e} we stop and Chain(C,D) =(
G  H1
)
. If C1 6= {e}, then (H1)′ ≤ L(C1)  H1 and we form
M(C1,D1) = Ind
H1
L(C1)
(ResH1L(C1)(M(C1,D1))) = Ind
H1
L(C1)
(M(C2,D2))
where M(C2,D2) ∈ Q(L˜(C1)) with ∅ 6= C2 ≤ L(C1)
ab. Denote H2 = L(C1). If C2 = {e},
then we stop and Chain(C,D) =
(
G  H1  H2
)
and otherwise we continue this procedure.
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Since (Hi−1)
′ ≤ Hi  Hi−1 the order of Hi decreases at every step, so at some point Ci
must become {e}. Suppose that it stops after m steps, then we obtained a descending chain
Chain(C,D) :=
(
G = H0  H1  · · ·  Hm
)
with an associated sequence of idempotents
Idemp(C,D) := {M(C,D) = M(C0,D0),M(C1,D1), . . . ,M(Cm,Dm)}
such that ∅ 6= Ci ≤ Habi , H
′
i−1 ≤ Hi = L(Ci−1)  Hi−1 and Cm = {e}. The last member
of the chain Hm will be denoted H(C,D). Collecting all such subgroups we obtain the set
Sub(G) := {H(C,D) M(C,D) ∈ Q(G˜) \ E(G) idempotent}.
Note that by construction all subgroups H(C,D) are subnormal in G. Moreover, in-
specting every step we see easily that the idempotents produced above enjoy the following
properties.
Proposition 6.1. With notations as above, we have that
(i) M(Ci,Di) = Res
Hi−1
Hi
(M(Ci−1,Di−1)) = Res
G
Hi(M(C,D)),
(ii) dim(M(Ci−1,Di−1)) ≥ dim(M(Ci,Di)),
(iii) M(C,D) = Ind
G
Hi(M(Ci,Di)) = Ind
G
Hi Res
G
Hi(M(C,D)),
(iv) M(Cm,Dm) ∈ R(Hm) (i.e. Cm = {THm})
for all 1 ≤ i ≤ m.
Proof. Concerning assertion (i), M(Ci,Di) = Res
Hi−1
Hi
(M(Ci−1,Di−1)) is by definition and
now using this recursively, via transitivity of restriction, we see that also M(Ci,Di) =
ResGHi(M(C,D)). Part (ii) follows from (i) (note that dimensions are not equal as K[H ]u
is often smaller than ResGH(K[G]u)). Part (iv) is by definition of m (the last step of the
construction).
For (iii), recall from corollary 4.19 that M(Ci,Di) = Ind
Hi
L(Ci)
ResHiL(Ci)(M(Ci,Di)). Using
this recursively, combined with (i), we find that
M(C,D) ≡ Ind
G
H1(M(C1,D1))
≡ IndGH1 Ind
H1
H2
ResH1H2(M(C1,D1))
≡ IndGH2(M(C2,D2)) = Ind
G
H2 Res
G
H2(M(C,D))
≡ . . .
≡ IndGH(C,D)Res
G
H(C,D)(M(C,D))
(23)
this finishes the proof of (iii) 
Now consider an element M(A,B) ∈ Q(G˜) whose associated idempotent is M(C,D). Then
M(Ai,Bi) := Res
G
Hi(M(A,B)) is such that it has an associated idempotent, namely M(Ci,Di).
Note that also M(Ai,Bi) := Res
Hi−1
Hi
(M(Ai−1,Bi−1)). By (19)
M(Ai,Bi) ≡ Ind
Hi
L(Ci)
ResHiL(Ci)(M(Ai,Bi)) mod N(Q(H˜i))
for all 0 ≤ i ≤ m− 1 where L(Ci) = Hi+1. With a reasoning as in the proof of part (iv) in
Proposition 6.1 one proves that for all i
M(A,B) ≡ Ind
G
Hi Res
G
Hi(M(A,B))
≡ IndGH(C,D)Res
G
H(C,D)(M(A,B))
(24)
Now define the Q-vector space map
(25) ψ :
⊕
H∈Sub(G)
R(H)→ Q(G˜)/N :
∑
H∈Sub(G)
M(AH ,BH) 7→
∑
H∈Sub(G)
IndGH(M(AH ,BH))
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where M(AH ,BH ) ∈ R(H). It follows from proposition 4.6 that it is a morphism of Q[G
ab]-
modules. Now if E = 0 = P it follows from (24) and proposition 6.1 that ψ is surjective. If
now we moreover assume that G is nilpotent, then R(H) = Q[Hab] by corollary 5.3 and in
particular dimQQ(G˜)/N ≤ dimQ
⊕
H∈Sub(G)R(H) <∞. Under this extra assumption it is
not difficult to prove that ψ is in fact an isomorphism, however it is not a ring morphism.
To resolve this problem we will now introduce in the next section a family of orthogonal
idempotents.
6.2. A family of orthogonal idempotents of Q(G˜). Let G′ ≤ H ≤ G be a normal
subgroup and consider the set of all maximal subgroups of H/G′:
M(H/G′) = {G′ ≤ L  H | L maximal in H}.
In other wordsM(H/G′) consists of all subgroups L such that Aι(L) is minimal over Aι(H).
Associated to this set we define the element
ǫ(H,G) =
∏
L∈M(H/G′)
(M(Aι(H),∅) −M(Aι(L),∅)) ∈ R1(G˜).
which is easily seen to be idempotent. When the group G is clear from the context we
simply write ǫ(H). We will use this idempotent writing in the following form:
ǫ(H,G) =M(Aι(H),∅) .
∏
L∈M(H/G′)
(M({TG},∅) −M(Aι(L),∅)).
Now, letM(C,D) ∈ Irr1(K ⊂ K[G]) be an idempotent with associated chain of subgroups
Chain(C,D) =
(
G = H0  H1  . . .  Hm = H(C,D)
)
.
Recall that (Hi)
′ ≤ Hi+1 < Hi, for 0 ≤ i ≤ m − 1, and thus ǫ(Hi+1, Hi) ∈ Q(H˜i) and so
for these elements the overgroup Hi is intrinsic to the definition and so we write compactly
ǫ(Hi+1). To this data we attach the idempotent
ǫ(C,D) =
m−1∏
i=0
IndGHi(ǫ(Hi+1)) Ind
G
Hm(ǫ(Hm, Hm)).
Observe that IndGH0(ǫ(H1)) = ǫ(H1) and that the final factor of the product equals
IndGHm(ǫ(Hm, Hm)) = Ind
G
Hm
( ∏
L∈M(Hm/H′m)
(M({THm},∅) −M(Aι(L),∅))
)
.
We will now prove that the elements ǫ(C,D) for different subgroupsH(C,D) are orthogonal.
Afterwards we will obtain a kind of canonical form in terms of the basis.
Proposition 6.2. Let H(C,D), H(C′, D′) ∈ Sub(G). Then
H(C,D) 6= H(C′, D′) if and only if ǫ(C,D)ǫ(C′, D′) = 0
Proof. Since ǫ(C,D) is an idempotent, orthogonality is clearly a sufficient condition to
distinguish H(C,D) and H(C′, D′). Now, for the converse denote the subgroups appearing
in Chain(C,D) (resp. Chain(C′,D′)) by Hi with 0 ≤ i ≤ n (resp. by Fj . with 0 ≤ j ≤ m).
Without loss of generality we may assume that n ≤ m. Clearly there is a smallest
non-zero i such that Fi = Hi and Fi+1 6= Hi+1. To start suppose that i < n.
We have that H ′i ≤ Hi+1 6= Fi+1  Hi. We may choose a subgroup Y ∈ M(Hi+1/H
′
i)
such that Hi+1 ∩ Fi+1 ≤ Y  Hi. Or in other words Aι(Y ) ≤ Aι(Hi+1 ∩ Fi+1).
We claim that:
M(Aι(Hi+1),∅) .M(Aι(Fi+1),∅)(Me −M(Aι(Y ),∅))(Me −M(Aι(Z),∅)) = 0.
in Q(H˜i) = Q(F˜i) (and where e = THi = TFi). Consequently, ǫ(Hi+1)ǫ(Fi+1) = 0 and
hence the product ǫ(C,D)ǫ(C′, D′) which contains the factor
IndGHi(ǫ(Hi+1)) Ind
G
Fi(ǫ(Fi+1)) = Ind
G
Hi(ǫ(Hi+1)ǫ(Fi+1)) = 0.
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is also zero, as desired.
To prove the claim: We have thatM(Aι(Hi+1),∅) .M(Aι(Fi+1),∅) =M(Aι(Hi+1)Aι(Fi+1),∅) and
so by (16) equal toM(Aι(Hi+1∩Fi+1),∅). Due to the choice of Y and (16),M(Aι(Hi+1∩Fi+1),∅)(Me−
M(Aι(Y ),∅)) = 0 which is a stronger version of the claim.
Finally consider the case that i = n (which can only occur if n  m). Hence Fn = Hn
but Hn 6= Hn+1. In the product of ǫ(C,D)ǫ(C
′, D′) there appears
IndGFn(ǫ(Fn)) Ind
G
Hn(ǫ(Hn+1)) = Ind
G
Hn(ǫ(Hn)ǫ(Hn+1))
which equals
IndGHn
( ∏
L∈M(Hn/H′n)
(M({e},∅) −M(Aι(L),∅))
∏
Q∈M(Hn+1/H′n)
(M(Aι(Hn+1),∅) −M(Aι(Q),∅))
)
.
Now consider a maximal subgroupL ofHn containingHn+1. Then for anyQ ∈ M(Hn+1/H
′
n)
we have that (
M({e},∅) −M(Aι(L),∅)
)
.
(
M(Aι(Hn+1),∅) −M(Aι(Q),∅)
)
= 0.

Under an extra assumption that G is nilpotent we now obtain a canonical decomposition
of ǫ(C,D) where we see that it contains M(C,D) as a distinguished summand. This will be
key in the proof of the injectivity of Theorem 6.4.
Proposition 6.3. Let G be a finite nilpotent group and M(C,D) ∈ Irr1(K ⊂ K[G])\(E⊕P )
an idempotent. Then,
ǫ(C,D) =M(C,D) +
′∑
i
ciM(Ci,Di)
with ci ∈ Z and C  Ci.
Proof. Denote Chain(C,D) = (G = H0  H1  . . .  Hm = H(C,D)) where H ′i ≤ Hi+1 =
L(Ci)  Hi. For 0 ≤ i ≤ m− 1 we will now rewrite
ǫ(Hi+1) =M(Aι(Hi+1),∅)
∏
L∈M(Hi+1/H′i)
(M({THi},∅) −M(Aι(L),∅)).
To start denote M(Hi+1/H ′i) = {L1, . . . , Lti}. Then using (16), we can work out the
product as∏
L∈M(Hi+1/H′i)
(M({THi},∅)−M(Aι(L),∅)) =M({THi},∅)+
∑
1≤j1,...,jk≤ti
1≤k≤ti
zj1,...,jkM(Aι(Lj1∩...∩Ljk ),∅)
with all coefficients zj1,...,jk ∈ Z. Note that Aι(Hi+1)  Aι(Lj1 ∩ . . . ∩ Ljk) for all possible
choices of Lj . Hence
(26) ǫ(Hi+1) =M(Aι(Hi+1),∅) +
∑
1≤j1,...,jk≤ti
1≤k≤ti
zj1,...,jkM(Aι(Lj1∩...∩Ljk ),∅).
Now recall that M(C,D) = Ind
G
Hi(M(Ci,Di)) by Proposition 6.1 and thus Ind
G
Hi(M(Ci,∅)) =
M(C,Fi) for some Fi ∈ SG. With methods as in the proof of proposition 4.20 it follows that
moreover Fi ⊆ D. Therefore
(27) IndGHi(ǫ(Hi+1)) =M(C,Fi+1) +
∑
C≤C′≤Gab
zC′M(C′,F ′)
with Fi+1 ⊆ D and some F
′ ∈ SG depending on C
′ and Hi. For i = 0 we can say more,
indeed IndGH0(ǫ(H1)) = ǫ(H1) and hence the decompositions (26) and (27) coincide. In
particular, for i = 0 only C′ strictly larger than C appear in the summation of (27). Note
that at least one zC′ is non-zero for i = 0 (namely the terms corresponding to M(Aι(Lj),∅)).
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Finally, the last term IndGHm(ǫ(Hm, Hm)) can be rewritten in exactly the same form as
(27) but with the difference that the first summand will beM(C,D). Indeed, asG is nilpotent,
ResGHm(M(C,D)) ∈ R(Hm) = Q[H
ab
m ] by Corollary 5.3. Hence M(Cm,Dm) = M({THm},∅)
and consequently IndGHm(M({THm},∅)) = M(C,D) by Proposition 6.1. If we now take the
product of all expressions of the type (27) found, using the extra properties of ǫ(H1) and
IndGHm(ǫ(Hm, Hm)) we find that ǫ(C,D) has indeed the stated form. To see this, use
Corollary 4.19 to deduce that M(C,D)M(C,Fi+1) =M(C,D) and for C  C
′ and F ′′ ⊆ D also
M(C′,∅).M(C′′,F ′′) =M(A,B) with C  C′ . C′′ ≤ A. 
6.3. Proof of Theorem 6.4 and the Jacobson radical. Assume that G is nilpotent.
Then R(H) = Q[Hab] for all H ≤ G by Corollary 5.3. In particular it has only one
idempotent, namely M({TH},∅) ∈ Q(H˜) and so if M(C,D) /∈ E is idempotent then M(C,D) =
IndGH(C,D)(MTH(C,D) ). On the other hand if H ∈ Sub(G), then there exists an idempotent
M(C,D) such that H(C,D) = H and by the previous in fact there is a unique possibility for
M(C,D), namely Ind
G
H(MTH ). In other words, we have the following bijection:
(28)
Sub(G)
1−1
←−→ {M(C,D) /∈ E(G) idempotent }
H 7−→ IndGH(M({TH},∅))
Now consider two idempotents M(C,D) and M(E,F ) not in E(G) and such that ǫ(C,D) =
ǫ(E,F ). From the canonical form (i.e. proposition 6.3) and the fact that Irr1(K ⊂ K[G]) is
a basis of Q(G˜) we readily deduce that the latter is only possible if in factM(C,D) =M(E,F ).
So we have one bijection more:
Sub(G)
1−1
←−→ {M(C,D) /∈ E(G) idempotent }
1−1
←−→ {ǫ(C,D)}.
We denote the element ǫ(C,D) corresponding to H ∈ Sub(G) through the composition
of these bijections by ǫH . We are now ready to state the exact form of the second main
structural theorem of this paper.
Theorem 6.4. Let G be a finite nilpotent group with P = 0 = E. Then
ϕ :
⊕
H∈Sub(G)
Q[Hab] −→ Q(G˜)/N :
∑
H∈Sub(G)
αH 7→
∑
H∈Sub(G)
IndGH(αH)ǫH
where αH =
∑
h∈Hab
qhM({h},∅) ∈ R(H) = Q[Hab], is an isomorphism of Q[Gab]-algebras.
Proof. As Q[Hab] must be interpreted as R(H) ⊂ Q(H˜) and the action on the direct sum⊕
H∈Sub(G)Q[H
ab] is the diagonal one, the assertion that ϕ is a Q[Gab]-algebra map follows
by definition (or directly from Proposition 4.6).
Suppose now that x ∈ Ker(ϕ), then also ϕ(x)ǫH = 0 for all H ∈ Sub(G). Hence by
Proposition 6.2 we may assume that x ∈ Q[Hab].
We claim that if IndGH(x)ǫH = 0 in Q(G˜), then x = 0.
To start denote IndGH(M({h},∅)) =M(Ah,Bh) for h ∈ H
ab and write M(C,D) for h = 1. Note
that e(Ah, Bh) =M(C,D) for each h. Furthermore,
M(Ah,Bh)M(C,D) = Ind
G
H(M({h},∅).M({TH},∅)) =M(Ah,Bh).
Next recall the canonical form of ǫH obtained in Proposition 6.3. Remark that the proof
in fact yields that the elements M(Ci,Di) are idempotent. Now consider the idempo-
tent ResGH(M(Ci,Di)) := M(Ei,Fi) ∈ Q(H˜). Since C  Ci and due to the bijection (28)
we know that {TH} 6= Ei ≤ Hab. All this entails that Res
G
H(M(Ah,Bh).M(Ci,Di)) =
M({h},∅).M(Ei,Fi) /∈ R(H) and therefore
(29) M(Ah,Bh).M(Ci,Di) 6=M(Ah′ ,Bh′)
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for any h′ ∈ Hab. All together, using Proposition 6.3 and denoting x =
∑
h∈Hab qhM({h},∅),
we see that
IndGH(x)ǫH = Ind
G
H(x) +
∑
CCi
h∈Hab
ziqhM(Ah,Bh)M(Ci,Di) ∈ Q(G˜)
for some ai ∈ Z. This decomposition combined with (29) and the fact that Irr1(K ⊂ K[G])
is a basis of Q(G˜) implies that IndGH(x) = 0. Consequently by Proposition 4.5 also the
claim follows.
Now since (IndGH(x)ǫH)
n = IndGH(x
n)ǫH , the claim implies that x ∈ N(Q[Hab]) = 0.
Thus ϕ is a monomorphism. Next, by (25),
dimQQ(G˜)/N ≤ dimQ
⊕
H∈Sub(G)
Q[Hab] <∞.
Therefore, ϕ must even be an isomorphism. 
As a consequence we see that under the above assumptions the Jacobson and nil radical
coincide.
Corollary 6.5. Let G be a finite nilpotent group such that E(G) = 0 = P (G). Then
J(Q(G˜)) = N(Q(G˜)) and Q(G˜)/J is semisimple.
Proof. By Theorem 5.1 we have that R(H) = Q[Hab] for all H ≤ G. The theorem of
Perlis-Walker tells us that Q[Hab] is a direct product of cyclotomic fields. In particular, it
contains no nilpotent elements and hence intersects trivially with N(H). Theorem 6.4 now
yields that Q(G˜) is a direct product of a finite number of group algebras of the form Q[Hab],
which are each semisimple, and consequently Q(G˜) also. This implies that J(G) ⊆ N(G).
However the converse inclusion holds for any commutative ring, thus J(G) = N(G) as
needed. 
It is well known that for finitely generated commutative rings the Jacobson and nilradical
coincide and hence understanding this property is of special interest. Any of the following
properties would be especially useful to obtain in general:
Question 6.6. Let G be a finite group. Is Q(G˜)/N finitely generated? Is it Noetherian or
even semisimple?
For any class of groups for which Q(G˜)/J is semisimple it would be interesting to in-
vestigate whether Q(G˜) satisfies some kind of Wedderburn-Malcev decomposition (i.e. it
contains a maximal semisimple subalgebra isomorphic to Q(G˜)/J).
In the next section we will have a closer look at nilpotent groups of class 2. More precisely
we will prove that in that case the assumptions E = 0 = P are fulfilled and furthermore we
will prove that Sub(G) consists of all the subgroups.
7. A look at nilpotent and isocategorical groups
In this section we will apply the short exact sequence of Theorem 4.15 to groups of
nilpotent class 2 and to certain isocategorical groups. More precisely, we will prove that if
G has nilpotency class 2 then the obstruction modules vanish (i.e. E = 0 = P ) and thus
we may apply Theorem 6.4. We will also prove that Sub(G) in this case is the set of all
subgroups, hence obtaining a full description in the case of class 2. Afterwards we will apply
this description to distinguish a class of isocategorical groups and point out some natural
group-theoretical invariants which are unfortunately not monoidal Morita invariants.
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7.1. Nilpotent groups of class 2.
Combined with the results of Section 5, the following characterization of groups of nilpo-
tency class 2 will directly yield the vanishing phenomena. This characterization might be
known to some experts however we were unable to find this in the literature.
Proposition 7.1. Let G be a finite group. Then the following are equivalent
(1) G is nilpotent of class 2
(2) for every V ∈ Irr(G), there exists n ≥ 1 such that V ⊗n completely linearizes.
Proof. Suppose that the nilpotency class of G is larger than 2. Then there exists g ∈
G′ \ Z(G). Since Z(G) =
⋂
χ∈Irr(G) Z(χ), there exists an irreducible complex character
χ such that |χ(g)| < |χ(e)|. If there would exist an n > 1 such that χn is a positive
linear combination of linear characters of G, then χn(g) = χn(e), because g ∈ G′ and
Lemma 4.16. On the other hand |χn(g)| < |χn(1)|, which gives a contradiction. Conversely,
suppose that G is of nilpotency class at most 2, i.e. G′ ⊆ Z(G) and let U be an irreducible
G-representation. Then, ResGG′(U)
∼= S⊕ dim(U) for some one-dimensional G′-representation
S. There exists n ≥ 1 such that S⊗n is the trivial G′-representation TG′ . Hence
(ResGG′(U))
⊗n ∼= T
⊕ndim(U)
G′ .
In other words, U⊗n decomposes into irreducible G-representations which all lie over the
trivial G′-representation which entails that in fact U⊗n is a sum of one-dimensional repre-
sentations. 
Consequently we may apply Proposition 5.4 to obtain that P vanishes. Concerning
E(G) if V appears with non-zero multiplicity in M(∅,D), then M(∅,D) = K[G](v + w) for
some v ∈ V . If V ⊗n linearizes, then M⊗n(∅,D) = K[G](v + w)
⊗n with v⊗n generating a
1-dimensional K[G]-module. Hence by Lemma 4.18 M(∅,D) can not be an idempotent, i.e.
E(G) = 0.
Corollary 7.2. If G is nilpotent of class 2, then P (G) = 0 = E(G).
Thus all conditions are fulfilled to apply Theorem 6.4. Moreover, from Corollary 6.5
we know that both radicals coincide. Hence, in order to obtain a full description of the
maximal semisimple quotient of the glider representation ring Q(G˜), it remains to describe
Sub(G) precisely. We will now prove that for nilpotent groups of class 2 in fact Sub(G)
contains all the subgroups of G.
Theorem 7.3. Let G be a finite nilpotent group of class 2. Then
Q(G˜)/J ∼=
⊕
H≤G
Q[Hab].
where the sum runs over all subgroups of G.
Proof. It remains to prove that one indeed obtains all the subgroups. Let H ≤ G be
a subgroup. First assume that G′ ≤ H . Then by definition of Aι(H) the idempotent
M(Aι(H),∅) is such that Chain(Aι(H1), ∅) = (G ≥ H), i.e. H = H(Aι(H), ∅) and H ∈
Sub(G)
If G′ 6⊂ H we form G′H . If G is class 2, then G′ ⊆ Z(G) and using this we easily compute
that (G′H)′ = H ′. In this way created a chain G ≥ G′H ≥ H such that G′ ≤ G′H ≤ G
and (G′H)′ ≤ H ≤ G′H . Now consider more generally any chain G  H1  H2 such that
G′ ≤ H1 and H ′1 ≤ H2. We claim that
M(C,D) := Ind
G
H1(M(Aι(H2),∅)) is such that H(C,D) = H2.
By the preceding construction this would imply that also an H with G′ 6⊂ H would be in
Sub(G) and therefore Sub(G) = {H ≤ G}, as desired.
Prove of the claim: By construction C = {c ∈ Gab | ResGH1(Tc) ∈ Aι(H2)}, where the
condition ResGH1(Tc) ∈ Aι(H2) can be rephrased as H2 ⊆ ker(Res
G
H1(Tc)). Thus C = {c ∈
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Gab | H2 ⊆ ker(Tc)} and hence Aι(H1) ≤ C. Now we need to consider Res
G
L(C)(M(C,D)) =
ResH1L(C)(M(Aι(H2),∅)) (where we used part (2) of proposition 4.20). Denote the latter by
M(C1,∅). Due to the above, H2 ≤ L(C1). On the other hand
H2 =
⋂
d∈Aι(H2)
ker(Td) ≥
⋂
d∈Aι(H2)
ker(ResH1L(C)(Td)) = L(C1).
Thus L(C1) = H2 and we obtain that Chain(C,D) = (G  L(C) ≥ H2) as claimed. 
Note that the proof of the claim above is valid for any finite group. This raises the
question whether similar methods might work for arbitrary chains G  H1  · · ·  Hm
with H ′i ≤ Hi+1 ≤ Hi. If yes, then for any solvable group we would obtain a positive answer
to the following question.
Question 7.4. Let G be finite group. Is Sub(G) equal to the set of all subnormal subgroups
of G?
At this point it is interesting to recall that for nilpotent groups all subgroups are subnor-
mal. To end this subsection, we give an example of how the glider representation ring can
be used to distinguish certain groups by filtering certain group theoretical invariants from
the decomposition theorem above.
Example 7.5. There are two non-abelian groups of prime cube order p3, namely Cp2⋉Cp and
Hp the Heisenberg group. For instance, if p = 2 these are simply D8 and Q8. The groups
Cp2 ⋉Cp and Hp have the same character table. However they are nilpotent of class 2 and
have Z(G) = G′ = Cp. It follows that the glider representation rings are non-isomorphic
since they have a different number of subgroups.
7.2. Isocategorical groups and (non-)monoidal Morita invariants.
Recall that two groups G1 and G2 are called isocategorical if RepC(G1) and RepC(G2)
are equivalent as tensor category without consideration of the symmetric structure. It was
proven by Etingof-Gelaki [7, Lemma 3.1.] that if G1 and G2 are isocategorical, then there
exists a Drinfeld twist J such that C[H ]J is isomorphic as Hopf algebra to C[G]. In fact, all
groups isocategorical to a given group G can be explicitely classified in group theoretical
terms. We now briefly recall this description, for details see [7].
Let A be a normal abelian subgroup of G of order 22
m
for some m ∈ N and write
Q = G/A. Let R : Â → A be a G-invariant skew-symmetric isomorphism between A and
its character group Â. This form induces a Q-invariant cohomology class [α] in H2(Â,K∗)Q
(where the action of Â on K∗ is the trivial one). By definition, qα/α is a trivial 2-cocycle
for any q ∈ Q. Hence there exists a 1-cochain z(q) : N̂ → K∗ such that ∂(z(q)) = qα/α.
Define the cochain
b(p, q) :=
z(pq)
z(p)z(q)p
.
One can check that it has trivial coboundary and hence b(p, q) ∈
̂ˆ
A ∼= A. In other words
b(p, q) ∈ Z2(Q,N). Define now the group Gb to be equal to G as a set, but with multipli-
cation defined by
g ·b h = b(g, h)gh.
In [7, Theorem 1.3.] Etingof-Gelaki proved that if G2 is isocategorical to G1, then
G2 ∼= (G1)b for b some cocycle obtained as in the procedure above. In particular, [7,
Corollary 1.4.], if a group G does not have a normal abelian 2-subgroup equipped with a G-
invariant alternating form then it is categorically rigid, i.e. no other group is isocategorical
equivalent to it. This holds for example if 4 does not divide |G|.
In [11, Section 4] an infinite family of pairs of non-isomorphic, yet isocategorical groups
Gm and Gmb , for 3 ≤ m ∈ N, was constructed. As proven by Goyvaerts-Meir [8] the case
m = 3 yields the smallest non-isomorphic, but isocategorical, groups (which are thus of
order 64).
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Proposition 7.6. Let 3 ≤ m ∈ N and Gm, Gmb be the isocategorical groups from [11]. Then
their representation rings over C are isomorphic rings, however the glider representation
rings R1(G
m) and R1(G
m
b ) are non-isomorphic rings.
More generally, suppose that G and H are isocategorical. Thus there exists a monoidal
equivalence F : Rep(G) → Rep(H). Then F clearly induces an isomorphism between the
Grothendieck rings K0(Rep(G)) and K0(Rep(H)). Thus the first part of Proposition 7.6 is
a general statement about isocategorical groups and hence follows from [7, Theorem 1.3.]
and the construction of the groups.
For the second part of Proposition 7.6 we start by recalling the construction in casem = 3.
Let G = N ⋊ H with N ∼= Z4 × Z4 and H = 〈
(
1 2
0 1
)
〉 × 〈
(
1 0
2 1
)
〉 = 〈h1〉 × 〈h2〉
(where the entries of the matrices are taken modulo 4). Denote the generators of N by n1
and n2. The action of H on N is as follows, where T denotes transposition,(
nh
)T
= h−1n.
For example
(
nh11
)T
=
(
1 −2
0 1
) (
1
0
)
=
(
1
0
)
. In other words nh11 = n1.
Now we need the coycle b to twist G. The action of H on N̂ is given by (hω)(n) := ω(nh).
Define
b(ht11 h
t2
2 , h
r1
1 h
r2
2 ) = n
l1
1 n
l2
2 ,
with li = δ1,tiδ1,ri . With easy computations one can check the following.
Lemma 7.7. With notations as above we have that G = 〈n1, n2, h1, h2 | R1〉 and Gb =
〈n1, n2, h1, h2 | R2〉 with
• R1 = {n
4
i = 1, h
2
i = 1, (h1, h2) = 1, (n1, n2) = 1, n
h1
1 = n1, n
h1
2 = n
2
1n2, n
h2
2 =
n2, n
h2
1 = n
2
2n1}
• R2 = {n4i = 1, h
2
i = n
2
i , (h1, h2) = 1, (n1, n2) = 1, n
h1
1 = n1, n
h1
2 = n
2
1n2, n
h2
2 =
n2, n
h2
1 = n
2
2n1}.
In fact the groups above are those with SmallGroup ID’s [64, 232], resp. [64, 236]. Note
that both G and Gb are nilpotent of class 2 and in fact their centers equal their commutator
subgroups (e.g. G′ = 〈n21, n
2
2〉 = Z(G)). Furthermore, the set of isomorphism classes of
subgroups of G and Gb are isomorphic. However, both the number of subgroups and the
number of subgroups of a given isomorphism type (for certain non-normal subgroups) are
different. In case of groups of nilpotency class 2, Theorem 6.4 shows that the number
of subgroups is determined by Q(˜·). Consequently in our case, R1(G˜) ≇ R1(G˜b) (since
otherwise the same would hold after extension of scalars to Q and taking the quotient by
the Jacobson radical). Thus we have proven Proposition 7.6 in the case m = 3. The case
of a general m is analogue but notational more cumbersome.
The way we distinguished the groups is especially interesting in light of the following
result of Shimizu [17]: if G and H are isocategorical groups then the number of elements
of order n, for any n, in G and H coincide. An invariant with such a property is called a
monoidal Morita invariant.
Corollary 7.8. The following numbers:
(1) total number of subgroups,
(2) number of subgroups of a given isomorphism type,
are not monoidal Morita invariants.
It would be interesting to know certain isomorphism types for which their number is
actually a monoidal Morita invariant. In upcoming work we will describe, in a more sys-
tematic way, invariants that are determined by R1(G˜) but which is not necessarily detected
by RepC(G) viewed as tensor category.
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