In this paper we quantify the extent and magnitude of agglomeration spillovers from a formal institution whose sole mission is the creation and dissemination of knowledge --the research university. We use the fact that universities follow a fixed endowment spending policy based on the market value of their endowments to identify the causal effect of the density of university activity on labor income in the non-education sector in large urban counties. Our instrument for university expenditures is based on the interaction between each university's initial endowment level at the start of the study period and the variation in stock market shocks over the course of the study period. We find modest but statistically significant spillover effects of university activity. The estimates indicate that a 10% increase in higher education spending increases local non-education sector labor income by about 0.5%. As the implied elasticity is no larger than what previous work finds for agglomeration spillovers arising from local economic activity in general, university activity does not appear to make a place any more productive than other forms of economic activity. We do find, however, that the magnitude of the spillover is significantly larger for firms that are technologically closer to universities in terms of citing patents generated by universities in their own patents and sharing a labor market with higher education.
Introduction
The geographic concentration of economic activity is a salient feature of developed economies.
There are a number of reasons to suspect that the positive externalities associated with the clustering of labor and capital in urban areas accounts for the dramatic economic density we observe. For example, density allows producers to access suppliers more easily and inexpensively, enables them to reach customers more efficiently, and raises the prospects of hiring high-quality workers in a thick labor market. Furthermore, the thick labor market that a city offers mutually benefits workers who can mitigate their unemployment risk and raise their own chances for a quality employer-match.
1 Economists have also devoted significant attention to understanding the importance that knowledge spillovers play in contributing to the increasing returns of geographic density. 2 According to Marshall (1890, 332) , when productive people locate closely "The mysteries of the trade become no mysteries; but are as it were in the air . . . Good work is rightly appreciated, inventions and improvements in machinery, in processes and the general organization of the business have their merits promptly discussed; if one man starts a new idea it is taken up by others and combined with suggestions of their own; and thus becomes the source of yet more new ideas."
While Marshall seems to have emphasized the organic nature in which knowledge is transferred and is developed, in this paper we seek to measure the extent and magnitude of agglomeration spillovers from a formal institution whose sole mission is the creation and dissemination of knowledge -the research university.
3 In other words, since research universities exist and are heavily subsidized to "spill knowledge," it seems natural to look here first to understand the importance of knowledge spillovers in agglomeration economies in general. 4 Despite the promi-1 There is a voluminous and growing literature measuring the determinants and magnitudes of agglomeration spillovers. While not an exhaustive account of the literature, see for example Lucas (1988) , Romer (1990) , Krugman (1991a,b) , Rauch (1993) , Feldman (1996, 2004) , Ciccone and Hall (1996) , Glaeser (1997, 1999) , Black and Henderson (1999) , Glaeser (1999) , Glaeser and Mare (2001) , Rosenthal and Strange (2001 , 2004 , Dumais, Ellison, and Glaeser (2002) , Davis and Weinstein (2003) , Henderson (2003) , Duranton and Puga (2004) , Moretti (2004 a,b,c) , Ottaviano and Thisse (2004) , Ciccone and Peri (2006) , Shapiro (2006) , Ellison, Glaeser, and Kerr (2007) , Glaeser and Kerr (2009) , and Iranzo and Peri (2009) .
2 For a recent review of this strand of the agglomeration literature, see Henderson (2007) . 3 Of course, more recently research universities have been engaged in the commercialization of their knowledge creation. 4 The public subsidy to higher education in the U.S. to create and disseminate knowledge is significant. In FY 2008 public universities received $85 billion from state and local governments for their wide-ranging activities from teaching, research, to outreach (SHEEO 2009, Table 6 ). The federal government, in FY 2007, contributed $30.4 billion to the research and development activities of colleges and universities (NSF 2009 ). In addition, nence of high-profile university-industry partnerships in Silicon Valley and along the Route 128 corridor, there is a relatively small but growing body of empirical research that has attempted to measure the role that universities play in contributing to economic growth at the relatively local level. Following Jaffe (1989; see also Acs, Audretsch, and Feldman 1991) much of the research has explored the spillover effects of academic research on such outcomes as patents, innovations, business start-ups, or employment changes. 5 While the prior research has shown the importance of academic research to the development of specific local industries, such as pharmaceuticals or electrical and electronic equipment, and that the productivity gains from academic research tend to be highly localized, we still have little understanding of the extent to which research university activities contribute to broad-based regional economic development. 6
This paper seeks to address this question directly. We focus specifically on relatively large counties from 1981 to 1996 and examine how research university activity in these urban counties affected the wages that were paid to workers outside the higher education sector. The main challenge we face is that university activity does not occur randomly. For example, the research, teaching, and outreach activities of Stanford University both influences, and is influenced by, the productivity and income of firms and workers in the surrounding Silicon Valley (Santa Clara County). The endogeneity arises because the activities of universities themselves may be directly affected by the presence of highly productive and innovative firms in a region. Highly productive firms may provide the intellectual or physical capital needed for a university-industry partnership to be successful. In addition, if knowledge spillovers are present, then they are likely to flow in both directions. Universities benefit from the presence of highly productive many individuals, foundations and firms donate large sums to universities, often to enhance the performance of institutions they support or to sponsor specific research endeavors. In FY 2008 universities received $31.6 billion in voluntary support from non-governmental sources (CAE 2009) . 5 See, for example, Bania, Eberts, and Fogerty (1993) , Audretsch and Feldman (1996) , Acs (1997, 2000) , Zucker, Darby, and Brewer (1998) , Varga (2000) , Adams (2002) , Cohen, Nelson, and Walsh (2002) , Woodward, Figueiredo, and Guimarães (2006) , Abramovsky, Harrison, and Simpson (2007) , Toole (2007), Furman and MacGarvie (2007) , and Andersson, Quigley, and Wilhelmsson (2009) . Beeson and Montgomery (1993) took a broader approach and tested whether the quality of a university had an impact on regional employment growth rates, the percentage of the labor force employed as scientists and engineers, regional income, employment, net migration, or the share of employment in high-tech industries. 6 Aghion, Boustan, Hoxby, and Vandenbussche (2009) consider the impact of research university activity on state economies in an endogenous-growth framework. Their study finds that exogenous increases in research university activity has a greater impact on economic growth in states close to the technological frontier. Part of the reason for this disproportionate benefit is that potential beneficiaries of such education migrate to the frontier states and away from the distant-frontier states. They also find that innovation, in the form of patent activity, increases as a result of the exogenous shocks to higher education.
and innovative neighboring firms and workers, much as innovative firms do from the presence of a research university. Furthermore, the presence of highly-productive firms may increase the local demand for workers trained in a university setting who transition to local jobs -that is, graduating undergraduate and graduate students, as well as former postdoctoral researchers.
Thus, naively examining the cross-sectional correlation between university activity and labor income of workers in the neighboring area may lead one to conclude that universities generate agglomeration spillovers, when in fact the causal link is unclear. Our estimation strategy seeks to isolate the spillover effects of research universities' activities on their local economies.
To address the endogeneity concern we develop a new instrumental variables strategy based on the fact that universities are legally bound to spend a fixed fraction of the market value of their endowments in each year. 7 We take advantage of the facts that shocks to stock market returns occur at the national level and that the initial market values of university endowments in a county are exogenous to the future economic activity that may occur in their respective counties. 8 As urban counties across the U.S. had universities with different levels of initial endowments, when interacted with stock price fluctuations the instrument will capture variation in university activity that is exogenous to changes in local income. Using this method we can estimate the casual effect of university activity on local labor income in non-education sector firms, which is the parameter of interest.
To conduct our analysis we use previously under-explored data on each institution's annual expenditures and initial endowment values, matched to annual data on county-level, industrylevel income from 1981 to 1996. 9 We draw our institutional-level information on research universities from the U.S. Department of Education's Higher Education General Information Survey (HEGIS) and the Integrated Postsecondary Educational Data System (IPEDS) which provide an annual census of all colleges and universities in the U.S. Among the numerous variables that are reported in the HEGIS/IPEDS data, our specific interest lies in the institutions' overall ex-7 A similar strategy to examine the effect of university spending on university innovation is used in Whalley and Hicks (2009). 8 Conceptually, our instrumental variables strategy of using exogenously-determined price changes to gain information on local exposure to an economic phenomenon is very similar to that recently used by Black, Daniel, and Sanders (2002) to estimate the effect of local economic activity on disability program participation using the coal boom and bust, and Acemoglu, Finkelstein and Notowidigdo (2009) who estimate the effect of local income on health spending using oil price shocks. 9 Our choice to end the sample period in 1996 is driven by data constraints. The U.S. Department of Education has not released the 1997 to 1999 institutional-level financial data. In addition, beginning with the 2000 data, the nature of the accounting standards used to measure expenditures by universities changed, thus rendering these data non-comparable with the earlier years.
penditures and initial endowment market values, the key endogenous and instrumental variables needed for this study. Our outcome variable -average labor income in non-education sectorsis drawn from the U.S. Census Bureau's County Business Patterns (CBP) dataset. These data provide measures of average annual labor income in every industry in each U.S. county.
Our empirical analysis reveals that research university activity results in modest, but statistically significant, agglomeration spillovers. Our estimates indicate that a 10 percent increase in higher education spending in an urban county increases local non-education sector labor income by about 0.5 percent. We also find that these effects are persistent, as the initial response to university activity is very similar to the five-year lagged response. The magnitude of our results is notable in that they are consistent with other estimates of agglomeration spillovers from economic activity in general. Using a variety of approaches, Glaeser and Gottlieb (2009, 24-25) estimate the elasticity of the density of economic activity (city size) on local labor income to be between 0.04 and 0.13. On the other hand, our estimates are significantly smaller than those recently estimated by Greenstone, Hornbeck and Moretti (2008) for large manufacturing plants. The similarity of our results with many previous findings and the fact that they are smaller than the localized effects of large capital-intensive manufacturing plants indicates that universities generate no more productivity gains than other sources of economic density.
While the spillover effects from universities appear rather modest, we further investigate whether closer economic links between universities and local industries magnifies the effect, as the prior research on academic research spillovers would suggest. We consider three linkage mea-
sures.
10 First, we look at how frequently industry patents cite a patent issued by a university to measure industry-specific utilization of higher education knowledge. Second, we measure the degree to which each industry employs college graduates -the other primary output of local universities. Finally, we examine whether industries that pool labor markets with the higher education sector receive larger spillovers. This measure is based on workers' two-way transitions out of (into) higher education and into (out of) other industries. We find little evidence that technologically closer industries disproportionately benefitted from enhanced university activities in the short term, but such industries benefited much more at the five-year horizon. We find that the impact on labor income in industries that used university knowledge (patents) more intensively or that were more likely to share a labor market with universities was 1.5 to 2 times greater than the impact in industries that were technologically more distant from universities.
Conceptual Framework
In this section we discuss the conceptual framework that underlies our empirical analysis of the agglomeration effects of university activity on non-education local labor markets. 11 Theoretically, both wages and land rents would be required to estimate the effect of the spillover effects of university activity (see Roback, 1982) . However, as Moretti (2004c) and Rosenthal and Strange (2008) point out, nominal income differences across locations are sufficient to estimate the agglomeration effect on the marginal product of labor. To see why, consider an adaptation of the open-city model from Rosenthal and Strange (2008) . The model is based on the concept of spatial equilibrium, where firms and workers are indifferent across locations. In the model, firms and workers make decisions about where to locate. Spatial equilibrium wages and rents are determined by two indifference conditions. First, real wages must adjust so that workers are indifferent across locations with different amenities. Second, nominal wages must adjust so that they are equal to differences in the value of the marginal product of labor across locations.
To understand the effect of the presence of university activity on equilibrium wages and land rents, consider two different locations with and without a university. Suppose that universities enhance local workers' productivity, but do not directly affect workers' utility. 12 In equilibrium, when universities generate agglomeration spillovers, firms will expand until the unit cost of production is equalized across locations. As land is an immobile factor some of the productivity gains from agglomeration will be capitalized into higher land rents. In this case, the impact of agglomeration on wages is a lower bound on the productivity gains from agglomeration, holding rents constant, even though the impact of agglomeration on wages is an exact measure of the influence of agglomeration on the marginal productivity of labor.
With this framework in mind, a natural estimating equation is:
where lnwage it is the average non-education sector income in area i at time t, U it is university 11 Our discussion closely follows that in Rothenthal and Strange (2008) who examine evidence for human capital spillovers in nominal wages.
12 Of course, it is also possible that locations with and without a university presence have different levels of amenities that workers value. Shapiro (2006) recently estimated that 60 percent of the growth rate in employment across metropolitan areas from 1940 to 1990 can be attributed to the agglomeration effects associated with the enhanced productivity of college graduates in a city. The remainder can be attributed to the notion that more highly educated areas experience more rapid growth in quality of life, which in turn contributes to growth in employment, wages, or rents.
activity in area i in period t, S it is a vector measuring the average skill level of workers in area i in period t, A it is vector of attributes that affect worker utility and firm productivity in area i in period t, and u it is the error term. Our central parameter of interest is α 1 which measures the responsiveness of local non-education sector nominal wages to university activity.
A central challenge in estimating the casual effect of university activity on wages, as represented in equation (1) 
Empirical Approaches
We implement three strategies to address the endogenous nature of university activity. Our first strategy is to restrict our analysis to counties with a research university presence, so our focus will be on how changes in the scale of university activity affects local non-education sector labor income. Therefore, our estimate of the effect of university activity will not be confounded by the inherent differences between the types of counties that have or do not have a research university presence. Our second strategy is to difference-out time-invariant characteristics of counties and industries, which addresses a wide class of potential selection problems. Any permanent differences across counties that are correlated with the scale of university activity such as university quality, the presence of Silicon Valley, or a highly skilled labor force is factored out in the differencing. Moreover, permanent differences in the location of industries, which may be correlated with university activity, are also effectively controlled. Thus, cross-sectional differences in university activity, or factors associated with universities, across counties do not contribute to the identification. Our results are identified from within-county changes in university activity over time. To allay further concerns that we have not effectively dealt with endogeneity, our third strategy is to adopt an instrumental variables approach.
First Differences
Our goal is to estimate the responsiveness of changes in labor income to changes in university expenditures in a county using a first-differences specification. We estimate the model as,
where ∆Y ijt is the first-difference in the logarithm of average non-education sector labor income in county i, sector j, in year t, ∆UE it is the first difference in per capita total expenditures by universities in county i in year t, t is a linear time trend, ∆SM t−1 is the first-difference in the Standard and Poor's 500 Stock index in year t − 1, and ijt is the error term. We add a control for non-linear stock market trends, ∆SM t−1 , in our baseline first-difference model to be consistent with the IV specification below. Our parameter of interest is α 1 .
The first-difference specification in equation (2) effectively addresses concerns that timeinvariant county and industry characteristics might bias our estimates of the true impact of university activity. However, two concerns remain. Changes in university scale do not occur randomly. Many local productivity shocks are unobservable and are likely to affect both local wages and university activity. For example, if a local firm produces an innovation that increases its productivity and also leads to an increase in the demand for collaboration on future research projects with a local university, this unobservable innovation shock would affect both the level of wages and the extent of university activity.
The second concern with equation (2) arises because there is likely to be measurement error in the level of university expenditures in a county. Estimating the model in first-differences magnifies any problems that measurement error in university expenditures poses for the estimation of the effect on labor income. If the measurement error in university activity is classical, α 1 will be biased towards zero and we will underestimate the effect of university activity on local labor income. This attenuation effect may well be important, as Rosenthal and Strange (2008) demonstrate in the context of education externalities. Thus, we hope to mitigate any concerns that measurement error will bias our estimates of α 1 .
Instrumental Variables
To address concerns that university activity might be endogenously related to unobservable determinants of wages and that university activity is measured with error, we also estimate an IV specification. Our empirical strategy attempts to identify potentially exogenous sources of variation in university expenditures in a county. We develop our instrument by taking advantage of the fact that universities were (and still are) legally constrained to use simple spending formulas based on the market value of their endowments to determine how much of their endowments were spent in a given year. This requirement allows us to instrument for overall university expenditure by exploiting differential impacts of stock price changes across counties where universities had different levels of endowments. In particular, we instrument for ∆UE it in equation (2) with the first-stage specification,
where ∆UE it is the first-difference in per capita university expenditures in county i in year t, ∆SM t−1 * IE i is the first difference in the Standard and Poor's 500 Stock index in year t − 1 (∆SM t−1 ) interacted with the initial, per capita market value of the endowments of all universities in county i (IE i ), t is a linear time trend, ∆SM t−1 is the first-difference in the Standard and Poor's 500 Stock index in year t − 1, and 2it is the error term.
The intuition behind our identification strategy is straightforward. Universities spend a fixed fraction of the market value of their endowments in any year because of legal constraints on the spending of endowment resources held in trust. As Ehrenberg (2000 and 2009) notes, many universities follow a rule of spending 4 to 5 percent of the market value of their endowments each year. The fixed-spending rule emerged in the early 1970s as a result of efforts to maximize the long-term value of endowment portfolios and to increase their long-term effectiveness as a source of revenue.
13 Prior to the publication of an influential 1969 Ford Foundation report, there was significant uncertainty about whether state and federal laws allowed universities to spend any of the capital gains realized from their endowments' appreciation. Most universities adopted a very cautious policy in response to the uncertainty and only spent the current income -rent, interest, and dividends -their endowments generated, while leaving the principal and capital gains untouched. The cautious policy, however, led universities to heavily weight their portfolios with assets, such as bonds, that paid out current-year income. Many commentators and universities became concerned that the excessive focus on bonds meant that universities 13 The discussion below draws extensively from Yoder's (2004) excellent overview of university endowment management.
were foregoing potential capital gains from investing in equities, which could have had significant negative consequences for long-term endowment growth.
The Ford Foundation study clarified the legal constraints on endowment spending policies.
Importantly, the study argued that is was legally permissible for endowment managers to take advantage of the higher returns of equities, while at the same time generating income for current expenditures. 14 The report concluded that universities could indeed spend capital gains. The report also recommended that universities follow a total-return spending policy based on a three-year moving average of their endowments' market values, regardless of whether endowment income came from capital gains or distributions.
Yoder ( 
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Because universities seek the long-term sustainability of their endowments, they do not arbitrarily adjust their spending rule to short-term fluctuations in economic conditions, whether unusually favorable or negative. In other words, universities reinvest excess returns in one year 14 To further clarify the exact legal parameters of endowment management, a proposed Uniform Management of Institutional Funds Act (UMIFA) was presented to state legislatures in 1972 and was widely adopted. 15 While differences across institutions in their target spending rates are small, differences in the rate of return they experience may well be larger. Lerner, Schoar and Wang (2008) show that the colleges and universities in the top quartile of the SAT admission distribution experienced a 1.4 percent greater return on their endowments from 1992 to 2005 than those of a median SAT institution. Much of the difference in the rates of return are explained by different portfolio allocations, with asset selection and management differences explaining a smaller portion. One change that has generated much discussion recently is the increasing allocation toward relatively new, alternative assets such as hedge funds, private equity, and venture funds. This change is quite recent and many institutions still have very small holdings in these asset classes. Lerner, Schoar and Wang (2008) note that in 1992 these types of assets accounted for only 1.1 percent of all assets, but grew to 8.1 percent in 2005. Thus, in our sample period of 1981 to 1996, these alternative assets made up only a small portion of endowment portfolios.
in order to weather below-normal returns in another. The fixed nature of the spending rule has generated substantial controversy. In the late 1990s and early 2000s, especially, the fact that university spending from endowment funds was far below the returns they were able to achieve in financial markets led to congressional hearings on the nature of the spending policies and whether the favorable tax treatment of endowment income should continue. More recently, with the collapse in endowment values due to the 2008 financial crisis, universities have faced pressure from faculty and students to increase the spending rate from the endowment to preserve the academic quality of the institution. The fact that universities have by and large held firm on their spending policy in the face of significant pressure is largely due to the legal responsibility they have to protect the principal value of gifts to their endowments.
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Since universities all generally follow a similar percentage spending rule and all have different endowment values, exogenous stock market shocks will lead to variation in the amount of endowment income each university will be able to spend in any one year. As stock market shocks and the level of the initial endowment are exogenous to trends in local economic activity across counties, this variation provides a compelling source to identify the effects of overall university expenditures on local economies.
Potential Challenges to the Identification Strategy
Our identifying assumption is that absent stock price changes, labor income in counties with different levels of initial university endowments would have grown at similar rates. This assumption is reasonable since both stock market prices and the level of initial endowment should not be correlated with changes in a county's level of economic activity. Of course, counties with different initial levels of university endowment may differ in other ways that could affect local labor income, such as the skill level of the population, the productivity of local firms, or the availability of valuable amenities. Any such differences that are time-invariant will be differenced out in the first-differences model. Only differential trends in income across counties driven by 16 See Salem (1992) . It is worth noting that while we have discussed endowments as if they were one entity, in practice each separate gift has a separate endowment account. Many endowment gifts are restricted to funding a certain chair, scholarship, or building at an institution and universities are legally bound to disburse the money of the endowment in accordance with the donor's intent. While many gifts to university endowments have strings attached, endowment disbursements are largely fungible. That is, donors typically provide gifts to support the core activities of the university, such as hiring faculty and offering student aid, so the restrictions that donors place on gifts are unlikely to substantively alter the composition of a university's expenditures. A university could always decline gifts that were inconsistent with its mission or strategic plans.
unobservables that are correlated with the level of initial endowment could pose a threat to our identification strategy. While it seems reasonable that our assumption is valid, it is instructive to consider cases where it might be violated.
First, it is possible that stock market shocks affect firms differentially. For example, small firms that are more credit constrained may be more sensitive to cyclical conditions (see, e.g., Moscarini and Postel-Vinay 2009) . If the location of credit constrained firms is correlated with the initial endowment of universities in a county, then our identification assumption may be threatened. We address this and other potential concerns with firms' differential exposure to stock market shocks by estimating additional models where we allow for changes in labor income in each industry to be differentially correlated with changes in stock prices. We also estimate models where we allow changes in labor income to be differentially correlated with changes in the stock market depending on initial characteristics of the county. To the extent that we can include variables that at least partially reflect differences in productivity, this specification serves as an additional check for whether differential firm exposure to stock market shocks is driving the results. The variables we interact with the stock price fluctuations are the initial housing rent and percentage of the population who were college graduates in the county in 1980.
Second, it is possible that stock market shocks affect universities differentially. For example, the student tuition revenue that higher-quality universities receive may be more exposed to stock market fluctuations, independent of their endowment values. As higher-quality institutions are more likely to have larger endowments, this may undermine our identification strategy. 17 To address this concern we estimate models where we allow changes in labor income in each county to be differentially correlated with changes in the stock market depending on the average quality of universities in the county. To measure institutional quality we use the average of the 1991
U.S. News and World Report quality rankings of the institutions within a county. 18
In sum, while we cannot completely rule out the possibility that some of the effect reported below reflects time varying county-specific changes in unobserved labor productivity within a county, it appears that many sources of spurious correlation are controlled.
17 It is also possible that higher-quality universities hold a different portfolio of assets in their endowments (see Lerner, Schoar, and Wang, 2008) . As higher-quality institutions are more likely to hold assets that are less correlated with stock market shocks, this will weaken our first stage for this group of universities. 18 As relative institutional quality is very stable over time and the 1991 issue of USNWR was the first to include all national colleges in the rankings algorithm, we treat these data as time invariant measures of quality.
Other Estimation Considerations
Clarity about the timing of our variables is especially important given the fact that we are identifying our parameter of interest off of changes in the variables. Many universities use the previous year's market value of endowment to determine how much is spent from the endowment in the next year. To be consistent with this fact we estimate the first stage of our IV models using one lag of stock market changes interacted with the initial endowment. In addition, the county-industry labor income variable we use is reported based on March activity. To allow for university expenditure to have time to impact local wages we also lag university spending by one year. Thus, to take account of differences across the variables in the timing of reporting and behavior we implement our first difference model in (2) as,
The first stage for the IV model above becomes,
where∆UE it−1 is the first difference in per capita university expenditure in county i lagged by one year, ∆SM t−2 * IE i is the first difference of the Standard and Poor's 500 stock index lagged two years (∆SM t−2 ) interacted with the initial per capita endowment level in county i (IE i ), t is a linear time trend, ∆SM t−2 is the first difference of the Standard and Poor's stock index lagged two years, and 2it is the error term. As stock prices follow a random walk process, we do not include stock price changes that are contemporaneous with ∆Y ijt as they will not impact our parameter of interest α 1 .
A few other estimation details are worth noting. First, we cluster the standard errors at the county level to address the fact that university expenditure is measured at the county level and the same expenditure is impacting all industries within the county (see Moulton 1986 ). This clustering also allows us to address the concern that changes in labor income may by serially correlated within a county-industry cell. Second, we weight all of the industry-county cells by their employment level in 1981. Our estimates, then, represent the effect of university activity on the income of the average worker, not on the average industry-county cell. Third, in measuring the scale of university activity we use total university spending from all revenue sources, ranging from tuition, state support, federal grants, to endowment income.
Fourth, we estimate alternative versions of (4) and (5) where we allow for a five-year lag in the response to changes in university activity. Differences in estimates of α 1 between models with different response lags help us to understand whether any spillovers are persistent or only transitory. We choose to examine a five year lag in the response of labor income to a change in university activity to better capture potential migration responses to changes in university activity. As twenty percent of Americans change counties about every five years (Glaeser and Gottleib 2009, 7) , the five-year lagged responses may better capture those discussed in the spatial equilibrium literature.
Finally, we probe the validity and robustness of our estimates with a number of alternative specifications. For example, as noted in the previous section, we investigate whether differences in the impact that stock market shocks had on different types of industries, universities, or counties influence our reported results.
Data
The primary data needed to implement the empirical analysis are overall university expenditures, initial endowment market value, and local labor income in the non-education sector. We obtain annual data on each university's expenditures, endowment market values, and characteristics from the U.S. Department of Education's Higher Education General Information Survey (HEGIS) and Integrated Postsecondary Education Data System (IPEDS) from 1981 to 1996.
The HEGIS/IPEDS data provide a census of all four-year colleges and universities in the U.S. and reports information on revenue, expenditure, enrollment, and institutional characteristics from each institution. HEGIS was replaced with the IPEDS survey in 1984. We choose to end our analysis in 1996 because the U.S. Department of Education has unfortunately not released the institutional financial data from the 1997 to 2000 surveys. In addition, there were significant changes in the accounting methods used to report expenditure and revenue beginning with the 2000 survey, thus making it difficult to compare to the earlier data.
Our second central data source is the U.S. Census Bureau's County Business Patterns (CBP) dataset that contains information on annual labor income by industry for each county, which is the primary outcome variable we study. We also use baseline demographic information on counties from the U.S. Census Bureau's 1983 County and City Data Book (CCDB). As a measure of the quality of each institution, we use the U.S. News and World Report (USNWR) College Rankings from 1991. Lastly, our instrumental variable uses annual data on the Standard and Poor's 500 (S&P 500) stock market index.
We form our analysis sample by first limiting the set of institutions to the leading research colleges and universities. We define the population of research institutions as those classified as Research I, Research II, Doctoral I, or Doctoral II in the 1994 Carnegie Classification of Higher Education Institutions. This initial sample contains 235 institutions. Since we restrict our attention to counties with populations above 250,000 and exclude the District of Columbia, the resulting sample of colleges and universities is 140 institutions. We impose this geographic restriction as we are interested in estimating the effect of research-university activity in large, diversified local economies that contain the broadest representation of industries. In addition, to preserve confidentiality, the CBP data masks industry-county cells with a small number of establishments, which are more likely to occur in relatively small counties. This sample restriction results in the loss of a few prominent research universities that are located in small counties, such as Duke University. Further, we are forced to drop nine institutions have missing endowment market values in 1981 and another three institutions that do not report expenditures in at least 15 years of our 16-year sample period.
19 For 14 institutions that are missing only one year of expenditure data, we impute the missing expenditure for the missing year by inflating the institution's prior year expenditure by the national growth rate in all institutions' expenditures.
The final sample consists of 128 colleges and universities located in a total of 81 counties. 20
We aggregate the institution-level data to the county-level. We keep all SIC 2-digit industries in the CBP data, but drop tobacco manufacturing (2100) as it is a highly geographically concentrated industry. We also drop the education sector (SIC 8200) and agriculture, minerals and mining (SIC of less than 1500) from the analysis. As there is some entry and exit of small county-industry cells in the CBP data, likely caused by the masking of confidential information, we restrict our analysis to the industries that are reported consistently over time within a county.
There are a potential 58 industries, across 81 counties, over 15 years included in the dataset, although not all industries are reported in each county.
We construct our instrument by interacting the initial (1981) endowment market value in 19 In eliminating the nine universities without initial endowment data, we are forced to drop five counties from our sample because five of the institutions were the only research universities in their respective counties. The two most prominent losses include SUNY-Buffalo (Erie County, NY) and the University of Utah (Salt Lake County, UT). The four other counties are considered in our analysis, but without the influence of the university that was dropped because of the missing endowment information. As a result of dropping the three universities with missing expenditure data, we were forced to drop one county that only had the single research university (Rutgers (New Brunswick) -Middlesex County, NJ). For the other two universities, their counties remain in the sample. 20 To illustrate the range of universities and counties in the sample, Appendix Table A1 shows a list of the top and bottom 10 counties in terms of initial endowments.
each county with the change in the Standard & Poor's 500 Index in each year, appropriately lagged (see equation (5)). We normalize the S&P 500 Index so that the 1981 value is one. As university expenditure is reported for the fiscal year from July to June, we use the average value of the S&P Index over the fiscal year so that the timing of stock market shocks line up with the timing of university expenditures.
Columns (1) and (2) of Table 1 show the means and standard deviations of various county characteristics, computed over all large counties (populations greater than 250,000) in the first year of the sample, dividing large counties by whether or not they have a university. Column (3) presents t-statistics for a test of differences in the means between columns (1) and (2).
The comparison yields a number of interesting results. First, nominal labor income in noneducation industries is statistically significantly higher in research university counties than in non-university counties. Second, university counties are much larger and have higher crime rates.
There is little difference in the education level of the work force, per capita income, or housing rents across the sets of counties, however. Third, there are also significant differences in the industry distribution of the workforce. University counties have less employment concentrated in retail trade, and more employment concentrated in transportation and communications, finance, insurance, real estate services, and other services. Table 1 demonstrates that the differences between university and non-university counties in non-education sector labor income could be due to a number of observable differences. As there are also likely significant differences in unobservable determinants of nominal income between university and non-university counties, our central empirical analysis focuses on university counties alone. Table 2 presents descriptive statistics for the subsample of 81 urban (populations greater than 250,000) counties that have research university activity. Columns (1) and (2) show the means and standard deviations of various county characteristics, dividing the sample counties based on whether their university expenditures in 1981 fell above or below the median value. Column (3) presents t-statistics for a test of differences in the means between columns (1) and (2). The table reveals that counties with above-and below-median university expenditures do differ on a number of key observables, but the exact differences are quite different from those identified in Table 1 . First, nominal labor income in non-education sectors does not differ between aboveand below-median university expenditure counties. In contrast to Table 1 , this cursory look would suggest little marginal impact of university activity. Second, counties with higher levels of university expenditures have a significantly larger university sector, are more likely to have higher-quality institutions. In addition, there are significant differences between the two groups in terms of the size and average skill level of the populations. As these characteristics are likely to affect county wage levels independently of university spending, and likely correlated with important unobservables, this comparison demonstrates the value of using an IV strategy to achieve a causal estimate of the impact of university activity. the unobserved characteristics of firms are likely to differ across counties with varying levels of university activity. As the location and scale of high productivity-firms may well determine university activity, this comparison again demonstrates the value of using an IV approach.
5 Regression Results
Cross-Sectional Results
We first consider cross-sectional models of the relationship between university activity and local non-education sector labor income. In these models, we consider two different samples of counties. First, we examine the full sample of large counties to test whether counties with universities had higher levels of labor income in non-education industries. Our measure of university presence in this context is a simple dummy variable taking the value of 1 if the county had a research university, 0 otherwise. Second, we restrict our sample to those counties with a university and test whether relatively higher levels of university expenditures were associated with higher levels of non-education industry labor income.
The models we estimate can be expressed as an extended version of the model in equation (1),
where lnIncome it is the log of the average non-education sector income in area i, industry j, at time t, U it is a variable measuring university activity in area i in period t, S i and A i are matrices containing skill and amenity characteristics of county i, including the percentage of the population who are college graduates, the crime rate, and the percentage of service receipts received by amusement providers, t is a linear time trend, and ijt is the error term. The variables in S i and A i are fixed over time as they come from the 1983 County and City Data Book. The parameter of interest is α 1 , which measures the responsiveness of local labor income to university activity.
We estimate two versions of equation (6). The first version does not contain any of the controls in S i and A i , while the second one does. To the extent that university activity occurs in areas where workers are likely to receive higher incomes regardless of university activity, and the observable measures capture the relevant variation, we would expect α 1 to be larger in the unconditional model than in the regression-controlled model. Table 3 displays the results from the estimation of equation (6) with the two different measures of university activity, both with and without socioeconomic controls. The results of a single regression are displayed in each column. In column (1) we can see that workers in the non-education sector in large counties with a university receive about 10 percent more labor income than those in counties without a university. In column (2) of Table 3 , we show that adding observable measures of the skill level or amenities of the county reduces the estimate.
With the additional controls the estimated coefficient indicates that university activity increases non-education sector labor income by about eight percent. The estimate remains statistically different from zero at the 1% level.
In columns (3) and (4) we restrict our attention to those large counties that had research university activity. While the magnitude of the coefficient in column (3) is close to the one in column (1), the coefficient is not statistically significant. Adding the location characteristics in column (4) causes the coefficient to be very close to zero and is statistically insignificant. Table 3 demonstrate that the magnitude and existence of a relationship between university activity and non-education sector labor income are sensitive to basic specification changes. The fact that we only obtain statistically significant results in the first two columns may reflect the fact that variation in spending levels across university counties -or variations with-in a county over time -may have a smaller effect on local labor income than the actual presence of a university itself. Alternatively, the results in Table 3 may indicate that the location of universities is endogenously determined by unobserved differences in productivity across areas, whereas university scale is not. The fact that adding observable measures of population skill and amenities shifts our estimate of α 1 toward zero suggests that other unobserved measures are also likely to affect the precise estimate of α 1 . With this in mind, we turn to our first-difference and IV estimates.
The results in

Main Results
We adopt the difference and IV models to address the concern that time-invariant unobservable determinants of university activity, which are also correlated with the level of labor income, could bias the estimated relationship between university activity and labor income.
First Stage. Our IV strategy exploits variation in university activity across counties arising from the fact that counties had varying levels of initial research university endowments that were all exposed to similar financial market shocks over time. In Table 4 we present the results from estimating the first-stage model in equation (5). The estimates in Table 4 show that the coefficient on the interaction between initial endowment and stock market fluctuations results in a strong first stage. The F-statistic on the excluded instruments in the first stage is well above the threshold level of 10 that has been established as key to reducing the finite sample bias inherent in IV methods (Bound, Jaeger, and Baker, 1995) .
The coefficient estimate of the instrument's impact on the change in university expenditures reported in Table 4 translates into a .3 cent marginal effect. It is important to note that our first-stage estimate of β 1 will not yield the typical endowment spending policy of four to five percent of the marginal change in the endowment's market value. The lower coefficient estimate is likely the result of the fact that our first-stage model estimate is a different parameter than the one we would need to estimate to uncover the exact spending rule that universities follow. 21
In our first stage we are using only the initial level of the endowment interacted with stock market shocks, whereas universities determine their endowment spending income based on the current year's market value. Thus, as endowment levels grow over time because of compounded returns and new donations, we will increasingly underestimate the market value of each year's 21 With data on the market values of universities' endowments and expenditures in each year, we estimate a spending rule that is very close to that suggested in the text above. When we examine these data we estimate that research universities typically spend 4.4 percent of the previous year's endowment market value in a given year. To uncover the de facto spending rule we estimated the following model,
where EndowIncit is university expenditure from endowment income in county i in year t, and M arketV alueit is the market value of the university endowment in county i in year t, and it is the error term. The parameter γ1 provides an estimate of the endowment spending rule. We also examine whether other additional lagged years of market value predict endowment income given the three-year-moving-average policy noted above would indicate.
We find some evidence that earlier lags of endowment market value do predict spending from the endowment, but they are typically weaker than the market value in the year prior. As we are seeking to estimate our model using a just-identified strategy we do not make use of these additional, though weaker, potential exclusion restrictions. endowment and, thus, underestimate the coefficient. Further, we are estimating changes in university expenditures not only on initial endowments, but also on fluctuations in stock market returns. To the extent that universities invested in a wide portfolio of assets, not just equities, our estimate of β 1 will be biased toward zero. Nonetheless, despite the shortcomings in using our instrument to uncover a precise estimate of the rule that universities use when deciding how much endowment income to spend, it performs powerfully as an instrument for university expenditures.
We also report the first-stage estimates for the models that add additional interactions between the fixed characteristics of the county and stock market shocks in Appendix Table   A2 . Even with these additional stock market interactions, our central exclusion restriction has significant explanatory power in explaining changes in university expenditures. Also, the lowest F-statistic on the excluded instrument(s) is above 10, indicating that the additional interactions do not lead to a significant weak instrument problem.
First Differences. Table 5 reports the central results of the paper. We divide the table into two panels. The top panel presents the results for the short-run response to university activity by estimating equation (4). The bottom panel presents models where we allow a five-year lag in the response to changes in university activity.
22 Again, each column presents the results from one estimation. Column (1) presents OLS estimates of the first-differences model and column (2) presents the IV estimates of the first-differences model.
In column (1) of the top panel of Table 5 , the OLS estimate indicates that a one-standarddeviation increase in university activity (0.95) statistically significantly increases non-education labor income by six percent. In column (1) of the bottom panel, the estimated effect remains statistically significant at the five-year horizon, though the magnitude is about two-thirds of the short-run effect. That the effect decays indicates that little of the estimated response is due to delayed investment responses by local firms. Further, as the effect does not decay completely, the results suggest that spillovers from university activity are persistent.
Instrumental Variables. In column (2) of Table 5 we present the IV estimates. In the top 22 The exact model we estimate is,
where∆UEit−6 is the first difference of per capita university expenditures in county i lagged by six years, t is a time trend, ∆SMt−7 is the first difference of the S&P 500 stock index lagged seven years, and ijt is the error term. For the IV models we also estimate (5) with similar lag structure.
panel the estimate indicates that a one-standard-deviation increase in university activity (0.95) increases non-education labor income by 10 percent. This estimate is statistically significantly different from zero at the 10 percent level. In the lower panel the IV estimate of the five-year effect is approximately three-fourths the magnitude of the short-term effect and is statistically significant at the one percent level.
A few points are worth noting in comparing the estimates thus far. First, the magnitudes of the IV estimates of the difference models in Table 5 are strikingly similar to the unconditional cross-sectional estimates in Table 3 . This similarity suggests that unobservable determinants of local non-education sector labor income are not as strongly correlated with the level of university activity as we may have feared. Second, both the first-difference IV and cross-sectional estimates are larger than the first-difference OLS estimates. This finding indicates that problems with measurement error in university activity may be attenuating the first-difference results toward zero. Third, while the five-year first-difference OLS result is about two-thirds the magnitude of the one-year response, the IV results show that the five-year impact of university expenditures is more lasting.
Estimate Magnitudes. Expressing our coefficient estimates in Table 5 as elasticities helps to compare our results with others in the agglomeration literature. From our structural equation
(1), a one-unit change in the level of university activity can be expressed in terms of our estimated coefficient as: α 1 * 1 countypopulation * 1,000 . Taking the average population of a university county from Table 1 as 985 thousand people and the estimate of α 1 = 0.083 from column (2) of the bottom panel of Table 5 , we can compute the effect of a 10 percent change in university activity on non-education sector labor income. Given that the average level of university activity in a county in the full sample is $660 million, the implied elasticity of a 10 percent increase in this level of university activity is 0.56 percent. 23 Comparing our results on the spillover from university activity with other estimates of agglomeration effects in general suggests that our implied elasticity fits within the lower end of the range that has been estimated previously. Glaeser and Gottleib (2009, 24-25) estimate that the elasticity of the density of economic activity (as measured by city size) on local labor income is 0.04 to 0.13. 24
In addition, it is useful for compare our elasticity measure to that recently estimated for million dollar plants by Greenstone, Hornbeck and Moretti (2008) . They measure the impact 23 That is, ∆Uit x α1 x 1 countypopulation * 1,000 = 66,000,000 x .083 x 1 985,000 * 1,000 = .00556 24 See also Glaeser and Gottlieb (2008) . Their estimates are based on replicating the methods developed by Ciccone and Hall (1996) , Rosenthal and Strange (2003) , and Combes, Duranton, Gobillon, and Roux (forthcoming).
of opening a million dollar plant on local labor income as 2.7 percent (p. 34). On average, they estimate that a million dollar plant increases the level of economic activity in a county by 8.6 percent (p. 45). Thus, a 10 percent increase in the activity of million dollar plants results in an increase in county labor income of 3 percent. Spillovers from million dollar plants are evidently much larger than those from university activity, no doubt stemming from the fact that the production processes in higher education and manufacturing are quite different. The two principal outputs of universities -skilled labor and knowledge creation -and inputs -faculty and capital -are highly mobile factors that can migrate across markets at relatively low cost. In contrast, large manufacturing establishments often utilize inputs and produce outputs that are expensive to move across markets. As Greenstone, Hornbeck, and Moretti (2008) argue, the fact that the location decisions of million dollar plants generate bidding from local governments may indicate that they are especially likely to generate large positive spillovers to incumbent firms.
Universities, on the other hand, receive financial support from higher-levels of government. In any case, our results indicate there is little evidence that non-education spillovers from university activity are significantly larger than those of other types of economic activities that increase the density of economic activity.
Additional Stock Market Exposure Controls
In this section we examine whether our results are robust to allowing labor income in different industries and counties to be differentially correlated with stock market shocks. If, for example, firms that are more sensitive to cyclical conditions are located in counties with relatively high levels of initial university endowments, then our IV strategy would be weakened. To test for these possibilities we estimate various versions of the models in equations (4) and (5) where we allow the effect of stock market shocks to affect labor income through other time-invariant characteristics of industries and counties. Specifically, we extend models (4) and (5) as,
The first stage of the IV model then becomes,
where∆UE it−1 is the first difference of per capita university expenditures in county i lagged by one year, ∆SM t−2 is the first difference of the S&P stock index lagged two years, C i,j is the additional initial characteristic in county i or industry j we include, and ijt and 2it are the error terms.
Measures. We consider four measures of relevant differences across industries and counties.
The first measure of C i,j is a set of industry dummy variables. This approach allows each industry to be differentially impacted by stock market shocks. While this method does not seek to explain why labor income in some industries is more or less correlated with stock market shocks, it is very flexible. If differences across industries in the sensitivity of labor income to stock market shocks explain our results, then we would expect to observe that our estimate of α 1 to be significantly altered from the one reported above when we include the additional controls.
We also consider three county-level characteristics as measures of C i,j . We consider the average quality of the universities within the county, the average level of housing rent, and the fraction of the population that were college graduates in a county. Average university quality is measured in 1991 and the two other county characteristic variables were measured in 1980.
Each characteristic remains constant over the course of the estimation and is interacted with stock market fluctuations.
Results.
The results for models with these additional stock market shock interactions are displayed in Table 6 . There are a number of notable findings in the table. First, the results in Columns (1) and (2) demonstrate that the inclusion of industry-specific interactions with stock market shocks has little effect on the statistical significance of the main results, though the magnitude of the effect is somewhat smaller than in Table 5 . For instance, the IV estimate of the five-year effect is 58 percent the size of the estimate in Table 5 . Thus, while allowing changes in labor income in each industry to be differentially correlated with stock market shocks does not change conclusions about the sign of the relationship, it does weaken the response somewhat.
We show the results for additional county characteristic interactions in columns (3) through (8). In columns (3) to (6) we see that allowing income in counties with different levels of college quality and housing rent levels to be differentially correlated with stock market shocks does little to alter the main results. This finding is important given the potential concern that universities and firms in research-university counties might be differentially exposed to stock market shocks, independent from the levels of university endowment in the local economies. Moreover, the magnitudes of the estimates are largely the same as their counterparts in Table 5 . In columns (7) and (8) of the table, we show that allowing counties with different levels of education to be differentially correlated with stock market shocks does alter the main results on non-education labor income. The coefficient estimates, while still positive, are lower than those in Table 5 and all but the one-year OLS estimate are imprecisely estimated. These results could be caused by the fact that we are only examining 81 large counties with research universities, so perhaps the average skill of the population is highly correlated with university activity, thus confounding a separate measure of the universities' effects.
Does Technological Distance Matter?
In this section we seek to shed light on the mechanisms underlying the spillover effects we have identified. A number of theories of agglomeration spillovers suggest that the magnitude of the spillover effect is related to input and output linkages or the pooling of labor markets (see Moretti 2004b , Ellison, Glaeser, and Kerr 2007 , and Greenstone, Hornbeck and Moretti 2008 .
Therefore, we test for evidence of heterogeneous responses depending on how technologically close an industry is to the higher education sector. We consider two measures of how intensively an industry uses the output of universities. First, we look at how frequently industry patents cite a patent issued by a university to measure industry-specific utilization of higher education knowledge.
25 Second, we measure the intensity of each industry's employment of college graduates. The measure is based on the fraction of workers in each industry who are college graduates, as calculated from the 1980 IPUMS Census micro-date. Finally, we examine whether industries that pool labor markets with the higher education sector receive larger spillovers. This measure is based on workers' transitions out of (into) higher education and into (out of) their pooling industry counterparts. Our labor market pooling measure is constructed from CPS data on the frequency of transitions of workers between higher education and other industries. 26
In Table 7 we present the results where we stratify by industry patent citation intensity. 27
There is very little difference in the impact of university activity across above-median and belowmedian patent citation industries in the short term. The magnitudes of the IV estimates in the top panels of columns (2) and (4) correspond very closely with those in Table 5 . The five- 25 We construct our industry patent citation measure from the NBER patent database (Hall, Jaffe, and Tratjenberg, 2001 ). For each industry we calculate the fraction of citations to other patents that were issued to universities. For this particular measure, we consider all patents issued by universities, not just the sample of universities located in urban areas that are considered in the paper. 26 We thank Enrico Moretti and Richard Hornbeck for sharing their CPS transitions data. 27 As many industries do not issue patents, the sample size here is necessarily smaller than the full sample used above.
year effects, however, show some differences. The IV estimates for the above-median industries reported in column (2) in the bottom panel is about 1.5 times as large as the estimate for the below-median industries in the bottom panel of column (4). This result suggests that larger, medium-term spillover effects tend to accrue in counties more heavily populated with industries that utilize university knowledge more intensively in their own innovation processes.
In Table 8 we present results where we stratify industries based on the degree of their collegegraduate employment. We find little evidence that industries that use college-educated labor receive larger spillovers. In the short-term, industries with high-and low-levels of college graduate intensity receive similar spillovers from universities. In the bottom panel of Table 8 , however, we see a stronger five-year spillover effect among industries that employ fewer college graduates.
One possibility is that given that our employment of college graduates is measured before the time period of the analysis, perhaps university growth provided the necessary local talent that enabled these industries to achieve convergence with their counterparts that were already employing relatively better educated workers beforehand. On the other hand, perhaps industries that employed relatively fewer college-educated workers relied more heavily on a robust university sector for technical assistance and innovative ideas and, thus, benefited disproportionately when universities expanded. In any case, Table 8 provides little evidence that spillovers from universities accrue primarily to skill-intensive industries.
Finally, in Table 9 we present results where we stratify by the degree to which industries pool labor with the higher education sector. Increases in university activity in the short term and at five years are more likely to benefit those workers who are employed in industries that experience a robust two-way labor market relationship with higher education. There are persistent differences in the magnitudes of the estimates across the different types of industries. The industries that are more likely to pool labor with universities have more than twice the responsiveness to university activity than the low-pooling intensity industries. The finding that the five-year impact of university activity is significantly greater for the high-intensity pooling industries is difficult to explain as purely the operation of a standard labor market. To the extent that higher education competes for the same set of workers as these high-intensity pooling industries, the higher labor income spilling over into those sectors makes economic sense. An expanding higher education sector, all else constant, would bid up wages in the county in the short-term. By the five-year horizon, however, we would expect that as workers migrate across labor markets, differences in wages would converge to the spatial equilibrium and wage differences across counties would again reflect productivity differences. Thus, we view the five-year results in Table 9 as consistent with university agglomeration spillovers accruing disproportionately to industries that pool a labor market with universities.
Conclusion
In this paper we demonstrate that university activity does indeed generate persistent spillovers to local firms and workers. The estimated effects are quite modest, however. The estimates indicate that a 10 percent increase in university activity in a county increases local labor income in other sectors by 0.5 percent. Our estimates imply very similar elasticities to those calculated in Glaeser and Gottlieb (2008 and 2009) for local agglomeration effects from city size in general.
This comparison is important in that it suggests that university activity, at least from the typical local firm's perspective, does not offer unique spillovers despite the fact that research universities focus on producing basic knowledge and innovation, and a skilled workforce. The spillovers are perhaps relatively small because such outputs are highly mobile across geographic areas. Our estimates are substantially smaller than those recently estimated by Greenstone, Hornbeck and Moretti (2008) who measured the spillovers from large manufacturing plants.
Our implied elasticity of local labor income's responsiveness to university activity is less than a fifth of what they find for large manufacturing plants. One explanation is that spillovers from universities accrue to larger geographic regions, while manufacturing plants provide direct employment and offer ancillary contracting opportunities for the local area. The differences in what type of governments subsidize universities -federal and state -versus manufacturing plants -local -corroborates the findings that local spillovers from manufacturing plants tend to be larger than those from universities.
We also find evidence that the spillovers are larger for firms that are technologically close to research universities in terms of using patents generated by universities in their own patents and sharing a labor market with higher education. In our models estimating the spillover effect after five years, we found that firms in these technologically close industries enjoy a spillover that is more than 50 percent larger than that of the typical firm that is not close. Our findings tend to confirm previous research that knowledge spillovers from universities tend to be concentrated on particular local industries, such as pharmaceuticals or electronics, and are not broad based.
There are several directions for future work. First, as the results here reveal that universities have much smaller spillover effects than those estimated for large manufacturing plants, similar studies using exogenous variation in the density of economic activity in other industries would be worthwhile. As we learn more about the size of spillovers from different types of industries with very different production processes, we will learn more about the driving forces behind agglomeration spillovers in general. Second, we examine labor income alone, yet future work could examine establishment level data with more detailed productivity measures. This alternative dataset would allow for the estimation of the effect of university activity on total factor productivity. Understanding how industries that are closely related to higher education in terms of innovation and shared labor markets respond to the presence of nearby university activity would help to shed light on the pathways through which university activity impacts its neighbors.
The paper also introduces a new strategy to estimate the casual spillover effect that nonprofit organizations have on local economic activity. The strategy of measuring variation in nonprofit organization activity based on shocks to endowment returns could be profitably applied to estimate the economic impact of the non-profit sector more generally. For example, estimating the effect of local hospitals or arts organizations on local economies could be estimated in a similar manner as many of these non-profits also rely on endowment income to fulfill their missions. (1) and (2) are the means of the selected variable. The entries in parentheses in columns (1) and (2) are the standard deviation of the selected variables. Reported t-statistics are obtained from a regression of university county indicator on the selected variable. All reported monetary amounts are in nominal dollars. The unit of observation is at the county-industry-year level. The sample for columns (1) and (2) is all urban counties with populations greater than 250,000. The sample for columns (3) and (4) is restricted to those counties with a research university, as defined in the text. The models in columns (2) and (4) also control for percentage college graduate, crime rate, and the percentage of service receipts received by amusement providers at the county level. All estimates are weighted by the level of employment in the industry-county cell in 1981. The entries in parentheses in columns (1)-(4) are the standard errors of the respective coefficients clustered at the county level.
* indicates significantly different from zero at the 10% level of significance; ** indicates significantly different from zero at the 5% level of significance; *** indicates significantly different from zero at 1% level of significance. (4) in the text. The unit of observation is at the county-industry-year level and the sample includes all large university counties. ! University Expenditure (t-x) is measured as spending rate per '000 county population. The main entries in columns (1) and (2) are coefficient estimates. All estimates are weighted by the level of employment in the industry-county cell in 1981. The entries in parentheses in columns (1) and (2) are the standard errors of the coefficient estimates clustered at the county level. The entries in the third row and sixth row report the F-Statistic for the test of whether the excluded instrument is zero. The test statistic value is reported as the main entry, and the p-value of test is reported in square brackets.
* indicates significantly different from zero at the 10% level of significance; ** indicates significantly different from zero at the 5% level of significance; *** indicates significantly different from zero at 1% level of significance. (4) in the text. The unit of observation is at the county-industry-year level. The sample for the entries in columns (1) and (2) includes above-median university patent citation industries in all university counties. The sample for the entries in columns (3) and (4) includes below-median university patent citation industries in all university counties. ! University Expenditure (t-x) is measured as spending rate per '000 county population. All estimates are weighted by the level of employment in the industry-county cell in 1981. The main entries in columns (1) to (4) are coefficient estimates. The entries in parentheses in columns (1) to (4) are the standard errors of the coefficient estimates clustered at the county level. The entries in the third row and sixth row report the F-Statistic for the test of whether the excluded instrument is zero. The test statistic value is reported as the main entry, and the p-value of test is reported in square brackets.
* indicates significantly different from zero at the 10% level of significance; ** indicates significantly different from zero at the 5% level of significance; *** indicates significantly different from zero at 1% level of significance. (4) in the text. The unit of observation is at the county-industry-year level. The sample for the entries in columns (1) and (2) is for above-median fraction college graduate industries in all university counties. The sample for the entries in columns (3) and (4) is for below-median fraction college graduate industries in all university counties. ! University Expenditure (t-x) is measured as spending rate per '000 county population. The main entries in columns (1) to (4) are coefficient estimates. All estimates are weighted by the level of employment in the industry-county cell in 1981. The entries in parentheses in columns (1) to (4) are the standard errors of the coefficient estimates clustered at the county level. The entries in the third row and sixth row report the F-Statistic for the test of whether the excluded instrument is zero. The test statistic value is reported as the main entry, and the p-value of test is reported in square brackets.
* indicates significantly different from zero at the 10% level of significance; ** indicates significantly different from zero at the 5% level of significance; *** indicates significantly different from zero at 1% level of significance. (4) in the text. The unit of observation is at the county-industry-year level. The sample for the entries in columns (1) and (2) is for above-median education sector labor market transition industries in all university counties. The sample for the entries in columns (3) and (4) is for below-median education sector labor market transition industries in all university counties. ! University Expenditure (t-x) is measured as spending rate per '000 county population. The main entries in columns (1) to (4) are coefficient estimates. All estimates are weighted by the level of employment in the industrycounty cell in 1981. The entries in parentheses in columns (1) to (4) are the standard errors of the coefficient estimates clustered at the county level. The entries in the third row and sixth row report the F-Statistic for the test of whether the excluded instrument is zero. The test statistic value is reported as the main entry, and the p-value of test is reported in square brackets.
* indicates significantly different from zero at the 10% level of significance; ** indicates significantly different from zero at the 5% level of significance; *** indicates significantly different from zero at 1% level of significance. 
