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Motivated by observations of heterogeneous domain structure on the surface of cells, we consider
a minimal model to describe the dynamics of phase separation on the surface of a spherical particle.
Finite size effects on the curved particle surface lead to the formation of long-lived, metastable
states for which the density is distributed in patches over the particle surface. We study the time
evolution and stability of these states as a function of both the particle size and the thermodynamic
parameters. Finally, by connecting our findings with studies of patchy particles we consider the
implications for self-assembly in many-particle systems.
PACS numbers: 82.70.Dd, 68.03.Fg, 61.20.Gy
I. INTRODUCTION
Phase separation in bulk systems can proceed via a
number of distinct physical mechanisms (spinodal decom-
position, heterogeneous or homogeneous nucleation) and
is generally well understood. However, the dynamical
processes involved are less clear when the system is sub-
ject to some form of spatial confinement. This confine-
ment can arise from the presence of external fields, repre-
senting, for example, substrates or random obstacles, but
can also be imposed by the geometry of the embedding
space. The latter type of confinement is particularly rel-
evant to biological cells, for which the mobile fluid parti-
cles constituting the cell membrane are constrained to lie
on the surface of a (roughly) spherical body. These mem-
branes exhibit stable domains, the spatial distribution of
which is important for many cell properties, e.g. adhe-
sion [2, 3]. The composition of these domains and their
distribution over the surface of the cell dictates to a large
extent the interaction forces between different cells and
thus the self-assembly behavior of many-cell systems.
One common view is that the domains on the surface
of a cell are a consequence of an arrested or incomplete
phase separation, however, it remains to be established
whether the observed states are permanent or metastable
in character. If the hetrogeneous domain structure on
the cell surface is an equilibrium state, then some sta-
bilizing mechanism is required; the line-tension incurred
by interfaces between domains would make inhomoge-
neous phases energetically unfavorable when compared
to a fully phase separated system. Computer simulation
studies of simple model systems [4, 5] have shown that the
size, composition and dynamics of membrane domains
can be regulated by introducing randomly located, im-
mobile objects. These obstacles, embedded within the
two-dimensional fluid, serve to hinder macroscopic phase
separation and act as a source of quenched disorder. It
has been proposed in Refs. [4, 5] that the quenched dis-
order found in real cells, provided by fixed cytoskeletal
proteins, could be the key stabilizing mechanism.
An alternative scenario is that the domains are long-
lived metastable, rather than equilibrium, states. It is
well-known from studies of phase separation [6, 7] in
bulk that quenching the thermodynamic parameters to
a statepoint close to the spinodal will result in very slow
phase separation dynamics. Following the quench, spher-
ical domains of the minority phase form and then slowly
merge together, a process known as Ostwald ripening [1].
The ripening process could possibly be slowed down, or
even arrested entirely, by the presence of small quantities
of an additional species, which sits preferentially at the
interfaces between domains.
A requirement for studying domain formation is an un-
derstanding of diffusion processes on the sphere. Such
studies can be found in the literature in a variety of
contexts. The diffusion of non-interacting particles on
a spherical surface has been addressed using analytical
methods by Ghosh et al. [8]. Marenduzzo and Orlandini
have used numerical methods to study diffusive motion
on general curved surfaces and investigated the coupling
between phase separation and local curvature [9]. Fis-
cher and Vink performed many-body simulations on a
spherical surface, with the aim to optimize the bound-
ary conditions for simulations of first-order transitions in
finite-size systems [10].
Going beyond single cell properties, assemblies of
spherical cells exhibit nontrivial interactions, both with
each other and with external substrates. The interac-
tion potential between a pair of cells is strongly influ-
enced by the distribution and size of the domains cov-
ering its surface. In this sense, cells may be regarded
as a naturally occurring type of ‘patchy particle’; the
term given to particles with distinct surface sites gener-
ating anisotropic interparticle interactions. While syn-
thetically fabricated patchy particles have attractive in-
teraction patches strategically arranged on their surface
[12], the domains covering the cell emerge as a result of
self-organization. When multiple cells are present in a
crowded environment the influence of competing physi-
cal mechanisms, acting both within each cell membrane
(line tension, quenched disorder) and between different
cells, can generate a complex domain structure.
The phase behavior and equilibrium microstructure
of synthetic patchy particles depends upon the number,
spatial distribution and attraction strength of the inter-
action patches. For example, spherical particles with
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2just two attractive patches will tend to form polymer-
like chains, wheras three-patch particles will assemble
into open gel-like structures (‘empty’ liquids) [11]. Re-
cent developments in the controlled fabrication of patchy
particles have raised hopes that materials with desired
properties may be tailored by prescribing the number
and geometrical arrangement of the patches [12, 13]. In
order to understand the collective behavior of natural
patchy particles, for which the domains self-organize, it
is necessary to understand first the dynamical processes
occurring on the surface of individual cells.
In this paper we investigate how phase separation on
the surface of a spherical body can give rise to differ-
ent domain structures, and then infer how these domains
could influence the self-assembly in systems consisting of
many spherical bodies. We do not seek to describe real
biological cells, but rather take these as a motivation for
the construction of simple models capturing generic phys-
ical features. We will focus first on single particle prop-
erties, investigating how the domains form on the par-
ticle surface under various conditions, before proceeding
to study how these domains may influence interparticle
interactions. In section II we outline the model system
to be considered, the theoretical method employed and
the numerical methods used to solve our equations. In
section III we investigate the domain formation on a sin-
gle spherical body and infer from this the likely conse-
quences for many-body self-assembly. Finally, in section
V we discuss our findings and provide an outlook.
II. THEORY
We will investigate the demixing of a binary fluid on
the two-dimensional surface of a large spherical parti-
cle. In order to avoid any confusion with terminology, we
will henceforth refer to the large particle as the ‘meso-
particle’ and the smaller, mobile particles constituting
the fluid on its surface as the ‘surface particles’. As
we are interested in the phenomenology of phase separa-
tion and domain formation we choose for convenience a
very simple microscopic model, the Gaussian core model
(GCM), to represent the surface particles. In the present
study the GCM is employed simply because of its generic
demixing properties, rather than as an approximation to
any specific physical system. The collective behavior of
the GCM on the meso-particle surface is treated using a
well-established mean-field density functional theory.
A. The Gaussian core model
To represent the surface particles, we consider a model
binary mixture in which the particles interact via the soft
repulsive pair potential
βvij(r) = βij exp{−r2/R2ij}, (1)
where β=(kBT )
−1 and the non-negative parameters ij
and Rij determine the strength and range, respectively,
of the interaction between species i and j. The GCM was
introduced by Stillinger [14] to study phase separation in
binary mixtures and has since been studied intensively,
both in bulk and at interfaces [15–20]. The model has
the advantage that a simple mean-field approximation to
the free energy provides good agreement with computer
simulation data [21].
When calculating the interaction between surface par-
ticles the separation r entering the pair potential (1)
is taken to be the direct, straight-line distance (cutting
through the meso-sphere), rather than the length of the
arc around the surface of the meso-sphere.
B. Mean-field free energy functional
To describe the collective behaviour of the surface par-
ticles we use an approximation to the two-dimensional
Helmholtz free energy functional
βF [{ρq(r, t)}] =
∑
q
∫
drρq(r)
(
ln(ρq(r))− 1
)
(2)
+
1
2
∑
ql
∫
dr
∫
dr′ρq(r)ρl(r′)βvql(|r− r′|),
where the first and second terms provide the ideal and
excess (over ideal) contributions, respectively. The sub-
scripts q and l are species labels and the notation
[{ρq(r, t)}] indicates a functional dependence on the one-
body density profiles of all species. We set the (physi-
cally irrelevant) thermal wavelength equal to unity. For
a binary mixture the species indicies are restricted to the
values q, l = 1, 2. In bulk, the number density of species
q is ρq =Nq/V , where V is the area in the 2d case. The
total density is ρ = ρ1 + ρ2.
It is convenient to introduce a concentration variable
x = N2/N , which enables the species labeled densities
to be expressed as ρ1 = (1 − x)ρ and ρ2 = xρ. In these
variables the bulk free energy per particle consists of a
sum of two terms, f ≡ F/N = fid + fex. The ideal part
is given by
βfid = ln(ρ)− 1 + (1− x) ln(1− x) + x ln(x), (3)
where the contribution (1− x) ln(1− x) + x ln(x) is due
to the entropy of mixing. The reduced bulk excess free
energy per particle is given by
βfex =
1
2ρ
(
ρ1ρ1vˆ11(0) + 2ρ1ρ2vˆ12(0) + ρ2ρ2vˆ22(0)
)
. (4)
where vˆij(0) is the Fourier transform of the pair potential
at zero wavevector vˆij(k = 0)=
∗
ijR
2
ijpi and 
∗
ij = βij .
Expressing ρ1 and ρ2 in terms of the concentration
variable x, one obtains
βfex =
1
2
ρ
(
(1− x)2vˆ11(0) + 2x(1− x)vˆ12(0) + x2vˆ22(0)
)
.
(5)
3When the total density ρ becomes sufficiently large the
GCM demixes. To obtain the coexistence curve (binodal)
both the chemical potential of each species and the pres-
sure have to be set equal in the coexisting phases (see
Appendix 1).
C. Microscopic dynamics of surface particles
If we assume that the momentum degrees of freedom
of the surface particles equilibrate much faster than their
positions, then the motion of the surface particles may
be modelled using Brownian dynamics [22]. For a multi-
component system the configurational probability den-
sity, Ψ({riq}, t), describes the probability to find a given
particle configuration at time t, where riq is the coor-
dinate of the ith particle of species q. Given an initial
state, the time evolution of Ψ({riq}, t) is given by the
Smoluchowski equation [23]
∂Ψ({riq}, t)
∂t
= −
∑
i
∑
q
∂
∂riq
· Jiq({riq}, t), (6)
where the sums are taken over all particles and species.
The current of particle i of species q is given by
Jiq({riq}, t) = γ−1q Ψ({riq}, t)
[
Fiq({riq}, t)
− kBT ∂
∂riq
ln Ψ({riq}, t)
]
. (7)
where γq = kBT/Dq is a friction coefficient, Dq is the bare
diffusion coefficient of species q and kBT is the thermal
energy. We will henceforth assume, for simplicity, that
all species have equal friction coefficient, γq = γ. The
total force, Fiq({riq}), is the sum of contributions from
interactions and external fields.
D. Dynamical density functional theory
To study phase separation on the surface of a meso-
particle we will focus on the dynamics of the one-body
density of the surface particles. This can be obtained us-
ing dynamical density functional theory (DDFT) [17, 24].
Within this approach the time evolution of the density
of species q is given by a generalized diffusion equation
∂ρq(r, t)
∂t
=
∂
∂r
·
[
γ−1ρq(r, t)
∂
∂r
δF [{ρq(r, t)}]
δρq(r, t)
]
. (8)
The DDFT equation of motion (8) is obtained from the
many-body Smoluchowski equation (6) by, (i) integrating
over all but one of the particle coordinates, (ii) approx-
imating the interaction forces using the equilibrium free
energy functional. This second step constitutes an adia-
batic assumption. As the adiabatic approximation is well
documented we refer the interested reader to Refs.[17]
and [25] for a detailed derivation of equation (8).
FIG. 1: The numerical grid (here for M = 60 and N = 30)
used to calculate density profiles on the meso-particle sur-
face. The angular increment dφ= 2pi/M points from west to
east and the anglular increment dθ = pi/N points from the
north pole to the south pole. This discretization leads to an
oversampling of points around the two poles.
E. Numerical implementation
To solve the DDFT equation of motion (8) on the
surface of a meso-sphere we must define an appropri-
ate numerical grid. The chosen grid should enable accu-
rate finite difference schemes for calculating the gradient
and divergence of scalar/vector fields, as well as an effi-
cient method to compute the convolution of two scalar
fields. We find that for the present application the most
simple-minded approach is, in fact, the best choice: we
parametrize the sphere using the spherical polar angles
θ and φ. In the following subsections we report relevant
technical details of our numerical solution of (8).
Numerical grid and finite differences: We parameterize
the surface of a meso-sphere of radius R using the angles
φ∈ [0, 2pi) and θ∈ [0, pi]. The φ -range is divided into M
equally spaced points with spacing dφ= 2pi/M and the
θ-range in N points with spacing dθ = pi/N . To avoid
the singularity at the north (θ = 0) and south (θ = pi)
poles we exclude these two points and start our θ grid at
θ0 =dθ/2 and end it at θN−1 = (N − 1)dθ + dθ/2 = pi −
dθ/2. From Fig.1 it is evident that the pole regions suffer
from oversampling when compared to the area around the
equator. However, this disadvantage is compensated by
the ease with which finite differences may be calculated.
All fields can be stored in M×N arrays and neighboring
entries in the array correspond to physical neighbors on
the sphere. The only complication arises on the edges,
θ0 = dθ/2 and θN−1 = pi−dθ/2. Details of our finite
difference scheme are given in Appendix 2.
Convolutions: The nonlocal approximation to the free
energy, Eq. (2), generates in Eq. (8) convolution integrals
4FIG. 2: Phase diagram of the symmetric GCM for the sur-
face particles in an infinite, two-dimensional, planar system.
The parameters used are R11 =R22 =R12 = 1, 
∗
11 = 
∗
22 = 2
and ∗12 = 1.035 
∗
11. The critical point is located at ρR
2
11 =
9.094568, x=0.5.
of the form ∫
dΩ′f(φ′, θ′) g(r− r′), (9)
where |r|= |r′|=R and both f and g are scalar functions.
Convolutions on the surface of a unit-sphere can be ef-
ficiently computed by expanding the scalar fields f(φ, θ)
and g(φ, θ) in spherical harmonics
f(φ, θ) =
L∑
l=0
∑
|m|≤l
aml Y
m
l (φ, θ). (10)
In principle an infinite number of terms are required,
but in practice the series may be truncated at a finite
value of L. It follows from orthogonality,
∫
dΩ Y¯ m
′
l′ Y
m
l =
δl′,lδm′,m, that the coefficients are
aml =
∫
dΩ Y¯ ml (φ, θ)f(φ, θ). (11)
To compute the convolution (9) we make use of the fact
that for two functions f and g defined on the unit sphere,
the transform of the convolution is given by a pointwise
product of the transforms, namely
(f ∗ g)ml =
√
4pi
2l + 1
aml · b0l , (12)
where b0l =
∫
dΩ Y¯ 0l (φ, θ)g(φ, θ). A proof of this state-
ment and further insight on the method can be found in
Ref. [26]. Extension of the convolution theorem (12) to
spheres of non-unit radius simply requires that equation
(12) be multiplied by a factor R2. Spherical harmonic
transforms were performed using an open source C li-
brary [27, 28]. The computational effort for one trans-
form is of order (M ×N)3/2.
FIG. 3: Larger sphere with x = 0.5. The time-evolution
of the density of species 1 with ρR211 = 25, confined on a
meso-sphere of radius R = 10R11. The times shown are t
∗ =
tD/R211 = 80, 200, 5000 and 60000. The process of spinodal
decomposition leads to characteristic density inhomogeneities.
In the long-time limit the line tension is minimized when the
interface maps a great circle.
FIG. 4: Larger sphere with x = 0.5. Time-evolution of the
free energy per particle for three different initial conditions of
a system with ρR211 = 25. Initial condition 1 corresponds to
the data shown in Fig. 3
5FIG. 5: Larger sphere with x = 0.3. -evolution of the
density with ρR211 = 25 on a meso-particle with R = 10R11.
The state at t∗ = 105 is not the final state, but rather a very
long-lived metastable state with five patches (two of which
are here located around the back of the meso-sphere).
Time Integration: When solving (8) the spatial grid
spacing imposes a bound on the maximum stepsize dt
which can be used to calculate the time-evolution. Be-
yond a critical value of dt the time-integration becomes
unstable. This is the main drawback of our chosen spatial
grid; the local oversampling around the poles leaves very
little room to adjust the (global) stepsize dt. It is thus
necessary to choose a value of dt sufficiently small that
the regions around the poles remain stable. The most
reliable method to evolve (8) is simple Euler Integration.
More sophisticated methods, such as Runge-Kutta inte-
gration combined with adaptive stepsize, do not lead to
any significant increase in performance.
III. RESULTS
The surface of a meso-sphere of radius R represents a
finite size system and thus does not admit a true phase
transition. Nevertheless, provided that a sufficient num-
ber of surface particles are present, then the phase di-
agram of an infinite planar system offers a useful guide
when calculating density dynamics on the meso-sphere.
The bulk phase diagram of an infinite planar system is
shown in Fig.2 for the parameters R11 =R22 =R12 = 1,
∗11 = 
∗
22 = 2 and 
∗
12 = 1.035
∗
11. Statepoints at which we
perform detailed calculations are indicated.
FIG. 6: Larger sphere with x = 0.3. Time-evolution of
the free energy at statepoint ρR211 = 25, corresponding to the
density profiles shown in figure 5. Sudden decreases in the
free energy correspond to events where two domains merge.
This contrasts with the smoother decay observed in Fig. 4.
We consider first a meso-sphere of radius R = 10R11
with a total density of surface fluid particles ρR211 = 25
and composition x = 0.5, corresponding to statepoint A
in the phase diagram (see Fig. 2). In Figure 3 we show
the density profile of species 1 at four different times.
The initial condition is chosen by adding to a constant
density several randomly located density peaks and dips
of small amplitude.
After a time t∗= tD/R211 = 80 the spinodal instability
becomes clearly visible on the scale of the figure. For
later times (we show t∗ = 200 and t∗ = 5000) domains
form and evolve as the system seeks to minimize the
length of the boundary between the two phases. At the
longest time for which we performed numerical calcula-
tions, t∗ = 60000, the interfacial region lies on a great
circle, which is a consequence of the chosen composition
x= 0.5. We note that the orientation of the final phase-
separated state is not correlated with the underlying nu-
merical grid, thus suggesting that our chosen discretiza-
tion does not introduce any artificial bias into the phase
separation dynamics.
As the DDFT is an adiabatic theory we can track the
time evolution of the free energy. This is shown in Fig. 4
for three different initial conditions where we plot the
free energy per particle βf minus the long-time value
of the free energy. Aside from slight differences arising
from different initial conditions, the general behavior of
the free energy relaxation is very similar for all cases
investigated; a rapid initial relaxation is followed by a
slow decay to equilibrium.
We next consider a composition x=0.3, corresponding
to statepoint C in Fig.2. The density is shown in Fig. 5
for four different times. In contrast to the behavior for
6FIG. 7: Smaller sphere with x = 0.5. Time-evolution
of the density with ρR211 = 25 on a meso-particle with ra-
dius R = 2.5R11. The surface particles become trapped in a
‘banded’ metastable state. For comparison, the density on a
larger meso-particle (see Fig.3) at the same state-point does
not display such a banded structure at any point during the
time-evolution.
x = 0.5, the initial stage of the evolution for x = 0.3
is characterized by the formation of circular islands of
the minority phase which then slowly merge together; a
process known as Ostwald ripening [1].
In Fig. 6 we show the corresponding free energy as a
function of time. The free energy decreases rapidly when-
ever two circular patches merge, however, these merging
events become less frequent as time progresses (note the
logarithmic timescale). Even after t∗ = 105 the system
has still not attained its final state, but the free energy
shows no significant further decrease. The final state
shown in Fig. 6 proved to be very stable; the expected
completely phase separated state could not be obtained
within the available computation time. For the duration
that the surface fluid is trapped in this metastable state,
which according to our calculations survives many tens
of thousands of Brownian time units. During this time-
window the mesoparticle could be regarded as a patchy
particle, which would surely exhibit anisotropic interac-
tions with neighboring meso-particles.
We next consider phase separation on a smaller meso-
particle, R = 2.5R11, for which finite-size effects become
important. A typical example of the time-evolution of
the density is shown in Fig. 7 and the corresponding free
energy in Fig. 8, where we address first the statepoint A
in the phase diagram (ρ= 25, x= 0.5). When compared
FIG. 8: Smaller sphere with x = 0.5. Time-evolution of
the free energy for statepoint ρR211 = 25 on a meso-particle
with radius R = 2.5R11. The sudden decrease in the free
energy at around t∗ = 20000 corresponds to the breaking of
density ‘band’ around the meso-particle (see figure 7).
with the phase separation dynamics on the larger meso-
particle (see Fig. 3) we observe from the decay of the
free energy that, although the onset time of the initial
instability is larger for the smaller sphere, the overall
time taken to arrive at the equilibrium state is smaller.
In contrast to the behavior on the larger meso-sphere,
the density evolves here into a ‘band’ state, where two is-
lands with species 1 form, separated by a band of species
2 particles. This state is stable over a long time, which
can be seen in the plateau of the free energy (from
t∗ ∼ 5000 to t∗ ∼ 20000), before it finally collapses to
reach an equilibrium state qualitatively similar to that
found on the larger sphere. The interesting feature here
is that, despite the symmetric composition (x=0.5), the
time-evolution is qualitatively closer to Ostwald ripening
than classic spinodal decomposition. This is a finite-size
effect, which arises because ‘long wavelength modes’ (a
notion to be clarified in the following section) are sup-
pressed by the relatively small circumference of the meso-
sphere, relative to the size of the surface particles.
If the value of x is reduced for fixed ρ, the statepoint
moves towards the spinodal and the time taken for the
system to reach equilibrium increases. In Fig. 9 we show
an example of the density evolution for the value x=0.3
(statepoint C). We again observe the formation of a band
around the particle, however, this metastable state is
much longer-lived than that observed for the case x=0.5,
as can be seen from the time-evolution of the free energy
shown in Fig. 10. In general, we find that the smaller the
value of x, the more stable the band structure becomes.
In Fig. 10 we show the free energy per particle as a func-
tion of time for statepoints A, B, C and D in figure 2,
corresponding to x = 0.5, 0.4, 0.3 and 0.2. This enhanced
7FIG. 9: Smaller sphere with x=0.3. Time-evolution
of the density with ρR211 = 25 on a meso-sphere of radius
R = 2.5R11. The banded state is here more stable than in
the case x=0.5 (see Fig. 7).
stability of the band structure can be attributed to the
fact that the distance between the interfaces increases as
the surface coverage of the minority phase is reduced by
reducing x.
The process of spinodal decomposition in bulk systems
is commonly subdivided into different dynamical regimes.
In the early stages of phase separation density gradients
are small and the dynamics can be well described using
Cahn-Hillard theory (see e.g., Refs. [29, 32–34]). Early-
stage spinodal decomposition is characterized by an ex-
ponential growth of low-wavelength density fluctuations
[34]. For infinite, flat systems the fluctuation spectrum is
conveniently analyzed using the Fourier transform, which
enables unstable wavenumbers k to be identified. In the
present situation, where the surface fluid is confined to
a spherical surface of finite extent, the analogue of the
wavenumber is provided by the l,m labels of the spheri-
cal harmonic expansion of the density field.
We define the early-stage of spinodal decomposition to
be the time-window following the quench, for which the
linearized theory agrees with a full non-linear calculation.
Deviations indicate the onset of intermediate-stage phase
separation. We thus follow [34] and linearize the DDFT
equation in the density fluctuation ρ˜i(r, t) = ρi(r, t)−ρbi .
We first express the DDFT equation in the form
βΓ−1
∂ρ˜i(r, t)
∂t
= ∇2ρ˜i(r, t)−∇
(
ρ˜i(r, t)∇c(1)i (r, t)
)
− ρbi∇2c(1)i (r, t). (13)
FIG. 10: Smaller sphere with x=0.2 . . .0.5. Time-
evolution of the free energy for ρR211 = 25 on a meso-sphere
of radius R = 2.5R11. The plateau in the free energy corre-
sponds to the banded state. The lifetime of the density band
increases as x is reduced.
and substitute into this expression a functional Taylor
expansion of the one-body direct correlation function
c
(1)
i (r, t) =
∑
j
c
(1)
i (r, t)
∣∣∣
ρbj
+
∑
j
∫
dr′c(2)i,j (r, r
′, t)
∣∣∣
ρbj
ρ˜j(r
′, t) + ... (14)
For the GCM surface fluid this yields to first order in
density fluctuations the following result
β−1c(1)1 (r, t) = −ρb1vˆ11 − ρb2vˆ12 − ρ˜1 ∗ v11 − ρ˜2 ∗ v12,
β−1c(1)2 (r, t) = −ρb2vˆ22 − ρb1vˆ12 − ρ˜2 ∗ v22 − ρ˜1 ∗ v12,
(15)
where the star denotes a convolution. Substitution of
(15) into (13) and retaining linear terms yields
βΓ−1
∂ρ˜1(r, t)
∂t
= ∇2ρ˜1(r, t)− βρb1∇2(v11 ∗ ρ1 + v12 ∗ ρ2),
(16)
βΓ−1
∂ρ˜2(r, t)
∂t
= ∇2ρ˜2(r, t)− βρb2∇2(v22 ∗ ρ2 + v12 ∗ ρ1).
(17)
To identify the regime of early-stage phase separation
we have compared the free energy from the nonlinear
DDFT, Eq. (8), with the results obtained by solving
Eqs. (16) and (17). Our numerical calculations show
where the linearized solution begins to deviate from the
full solution of the DDFT equations. For a given meso-
particle radius we evaluate the density field at a time just
prior to this deviation, determine the coefficients in the
8FIG. 11: l-modes of the early-stage spinodal decomposition
for different meso-particle sizes. We show the spherical har-
monic coefficient for a given l-value, averaged over the m in-
dices from m = −l . . . l and averaged over initial conditions.
For smaller sphere sizes the peak shift to smaller l-values.
spherical harmonic expansion, Eq. (10), and then average
over the m-index. Furthermore, we average over a set of
50 different initial conditions. The resulting averaged co-
efficient, 〈aml 〉, is a function of the index l and indicates
which modes of the density field contribute most to the
density instability.
In Fig. 11 we show 〈aml 〉 as a function of l for differ-
ent meso-particle radii. For the familiar case of spinodal
decomposition in a flat space, it is standard procedure
to analyze the static structure factor in order to identify
unstable Fourier modes. In the present situation, where
a liquid is constrained to lie on a finite spherical surface,
the 〈aml 〉 data shown in Fig. 11 provide an appropriate
analogue to the structure factor. For smaller sphere sizes
the dominant l-values are lower than for larger spheres.
An explanation for this effect is that the wavelengths
which dominate the instability, the ‘ripples’ on the sphere
surface, are independent of the sphere size and, therefore,
on smaller spheres are described by a smaller l-value.
Using Jeans’ rule one can identify the wavelength of a
spherical harmonic with degree l by λ = 2piR/(l + 1/2).
As the density relaxes from its initial to its final state
the 〈aml 〉 evolve in time. For a sphere of radius R=10R11
and x= 0.5 we show in Fig. 12 this time-evolution from
the end of early-stage spinodal decomposition, all the way
to the final state. For times just beyond the early-stage of
spinodal decomposition we observe the same behaviour
as seen in Fig. 11. However, the peak of the curve shifts
to smaller values as time increases. In the final state
the surface fluid is completely phase-separated and the
dominant mode is the dipole (l = 1). In all plots we
excluded the l = 0 contribution, which only represents
a homogeneous field and has therefor no contribution to
FIG. 12: l-Modes for different times for a meso-particle of
radius R = 10R11. As the density evolves the smaller l-modes
give an increasing contribution. In the final state the dipole
dominates.
the angular distribution.
The dynamics of phase separation on a meso-particle
can be compared with phase separation in a flat, planar
system. For this comparison we use the same parameters
Rij and ij as previously and employ periodic boundary
conditions. The number of particles is set equal in the flat
and curved systems. The time evolution of the density
and free energy for the flat system are shown in Figs. 13
and 14, respectively. In both cases we use x= 0.5. The
main observation is that the dynamics of spinodal de-
composition are much faster for the flat system than the
corresponding spherical system. The equilibrium state
is reached after approximately t∗ = 7 × 103, compared
to the curved system which took t∗ = 6 × 104, an order
of magnitude longer, to achieve comparable equilibration
(see figure 3).
From Fig. 13 it is apparent that the periodic bound-
ary conditions artificially constrain the orientation of the
interface. This unphysical constraint is absent on the
sphere, since its topology does not need any boundary
conditions and the interfaces can have arbitrary orienta-
tion. From our calculations it would appear that the
finite-size effects associated with smaller meso-spheres
have a stabilizing effects on the band structure.
IV. INTERACTING MESO-PARTICLES
Going beyond the dynamics of phase separation on a
single sphere, we next investigate the interaction between
a pair of meso-spheres. If two meso-spheres are suffi-
ciently close that their surface particles interact, then
they exhibit an anisotropic interaction. Understanding
the pair interaction can then form a basis for investigat-
9FIG. 13: Time evolution of the density distribution for a
Gaussian mixture confined to a flat surface. The system has
periodic boundary conditions, to insure the conservation of
particles. The number of particles/surface area is equivalent
to the sphere system with radius R = 10R11. We see that the
dynamics on the flat grid appear to be much faster, since the
equilibrium state is reached after roughly t∗ = 7000, which
took t∗ = 60000 on the sphere (see figure 3). The correspond-
ing evolution of the free energy can be seen in figure 14
ing the structures which may result from self-assembly.
Calculating the interaction potential between two
meso-particles requires as input the distance between two
arbitrary points, one located on meso-particle 1 and the
other on meso-particle 2. For convenience we fix meso-
particle 1 at the origin of a cartesian coordinate system
(henceforth referred to as the ‘left particle’, with radius
RL). The center of the right particle (radius RR) is cho-
sen to lie on the positive x-axis. The center-to-center
distance is RL + RR + d, and if d is comparable to the
range of the Gaussian interaction Rij , then the two par-
ticles will influence each other.
The distance |z| between any point (φL, θL) on the
surface of the left sphere and any point (φR, θR) on the
surface of the right sphere is given by
|z|2 = (RL sin θL cosφL −RR sin θR cosφR − d−RL −RR)2
+ (RL sin θL sinφL −RR sin θR sinφR)2
+ (RL cos θL −RR cos θR)2.
The external potential exerted on particle species i = 1, 2
on the left sphere by the right sphere is thus given by
βVext(θ, φ)Li = β
∫
dΩ′ρR1(Ω′) vi1
(|z|(Ω,Ω′)) (18)
+ β
∫
dΩ′ρR2(Ω′) vi2
(|z|(Ω,Ω′)).
The external potential acting on the right sphere is then
simply obtained by exchanging the labels R and L in the
above expression.
FIG. 14: Free energy time evolution for the spinodal decom-
position on a flat surface with periodic boundary conditions.
The flat system shows qualitatively similar behavior to the
spherical system. The free energy shows a significant drop
in the initial stages of spinodal decomposition and afterwards
slowly decreases as the system reaches its equilibrium state.
In the numerical time integration of the DDFT equa-
tion it is expensive to compute these integrals at each
time step. In principle, to solve the time-evolution in a
fully self-consistent way, the density on each particle sur-
face should be subject at each time-step to the instanta-
neous external field generated by the density distribution
on the surface of the other sphere. However, a fully self-
consistent solution seems to us to be unnecessary. The
two meso-particles are mobile objects and, provided the
density is not too high, the process of phase separation
on each meso-particle will largely proceed in the absence
of significant interaction with the others. From our single
meso-particle studies we have shown that the patchy do-
main structure can be a long-lived metastable state. It is
thus rather likely that meso-particles which drift together
and interact do so while trapped in a metastable state.
More precisely, we assume that the timescale of collisions
between meso-spheres, D−1m ρ
−2/3
m , where Dm and ρm are
the diffusion constant and density of the meso-spheres,
is less than the lifetime of the metastable states on the
individual meso-sphere surfaces.
Due to the above considerations we can simplify the
problem by considering the interaction of meso-spheres
with static surface density distributions. These static
distributions are obtained from the single particle calcu-
lations presented in section III. For a given interparticle
separation we seek the lowest energy relative orientation
of a pair of meso-spheres. Using Eq. 18 we can determine
for all relative orientations the potential acting upon each
meso-sphere due to its neighbor and, thus, the depen-
dence of the total free energy on the relative orientation
and separation of the meso-sphere pair. In Appendix 3
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FIG. 15: Two interacting meso-spheres with radius R =
2.5R11 and x = 0.2. The configuration shown minimizes the
total free energy.
we report the techniques required for this calculation.
For simplicity we will limit ourselves to the interac-
tion between meso-spheres for which the phase separa-
tion process is fully completed. In Fig. 15 we show the
configuration of minimum free energy for R = 2.5R11
and x = 0.2. In this case the spheres orient such that
the interfaces between domains are touching. The choice
of mixing parameter x thus specifies the ‘bond angle’
between the two meso-spheres. In Fig. 16 we show
two different configurations of meso-spheres with radius
R = 2.5R11, but now for x = 0.5. The first configuration
shown (state A) yields the lowest value of the free en-
ergy. By flipping one of the spheres (state B) we obtain
a state with higher free energy, but which represents a
local minimum in the free energy. In Fig. 17 we show the
dependence of the free energy on the angle θ (Euler angle
for rotation around the y-axis, see also Appendix 3).
We would like to emphasize that, for the present GCM
surface particles, the interaction forces acting between
meso-spheres are repulsive. The minimum free energy
configurations identified here correspond to situations of
minimal repulsion for a given particle separation. While
this is somewhat different from the standard picture of
synthetic patchy particles (for which the patches are mu-
tually attractive) we expect the anisotropic repulsion pre-
sented by the present model to be important for deter-
mining the packing structure of the meso-spheres at in-
termediate and high densities.
The configurations shown in Figs. 15 and 16, to-
gether with the free energy in Fig. 17, indicate that fully
phase separated meso-spheres will show interesting self-
organization behavior, which can be tuned by varying
the value of the mixing parameter x. For x = 0.5 it
is clear from the minimum energy state A (shown in
Fig. 16) that an assembly of many phase separated meso-
spheres would build sheets of particles with hexagonal
in-plane packing. Indeed, precisely this behaviour was
found in computer simulations of a closely related model
of patchy particles [40]. In this study the authors consid-
ered the self assembly of hard spheres with discrete at-
tractive patches positioned around the equator. We thus
anticipate that our particles with x= 0.5 will show very
similar self-assembly. A distinction between our model
and that studied in [40] is that our meso-particles do not
possess an up-down symmetry. Our minimum energy
state would have all meso-particles oriented in the same
direction, however, the fact that the ‘flipped state’ (state
B in Fig. 16) is a local free energy minimum, suggests
that a certain fraction of the meso-particles in the sheet
will be flipped with respect to the majority.
For x 6= 0.5 the bond angle is no longer zero. In a
system of many particles this would lead in general to
a ‘buckled’ sheet of particles which would be subject
to geometrical frustration effects. However, for partic-
ular choices of x the bond angle can be made compatible
with a closed shell of particles. The findings of Ref. [40]
support this speculation; simulations were performed on
systems of hard-spheres with a ring of discrete attractive
patches lying away from the equator.
V. CONCLUSIONS
In this paper we have studied the process of phase sep-
aration on the surface of a sphere using the method of
dynamical density functional theory with a simple mean-
field free energy functional. For larger meso-sphere radii
we find standard spinodal decomposition dynamics for
an equal mixture, x = 0.5, leading to a ‘half-half’ final
state. As the value of x is reduced towards the spin-
odel, then the phase separation dynamics are given by the
Ostwald ripening scenario, as expected. The long-lived
metastable states, consisting of islands of minority phase,
could behave as patchy particles with potentially inter-
esting self-assembly properties. An unexpected finding is
that smaller meso-particles do not exhibit typical spin-
odal decomposition dynamics for any value of x. Even for
the symmetric mixture with x = 0.5 the phase separation
resembles Ostwald ripening.
For the case of a fully phase-separated larger sphere
we have considered the interaction between pairs of
meso-particles in order to gain insight into possible self-
assembly mechanisms. For a pair of meso-particles in
contact with each other we find the state of minimum
free energy to be that where the interfaces between do-
mains are touching (see Figs. 15 and 16) and the meso-
particles have the same orientation. The state for which
the particles have opposite orientation is a less favorable
metastable minimum of the free energy.
In Ref. [40] the self-assembly of a simplified version
of our phase-seperated meso-particles has been studied.
Simulations were performed of particles with discrete at-
tractive interaction sites at fixed locations on the particle
surface. For particles with an attractive ring-like patch
around the equator, self-assembly into particle sheets was
identified. When the ring of discrete sites was displaced
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FIG. 16: Two interacting spheres with mixing parameter
x = 0.5. The plot shows two different configurations A and
B. State A is the configuration with a minimal energy cost.
Turning one of the spheres away from this configuration (state
B) leads to an extra energy cost. The energy cost as a function
of angle θ is shown in figure 17
FIG. 17: The plot shows the energy cost per particle as a
function of angle, when turning one of the two interacting
spheres away from its equilibrium configuration.
from the equator then the sheets became bent and frus-
trated. From our findings, it would appear that a fully
phase-separated binary mixture on the surface of each
meso-particle provides an approximate realization of the
toy model simulated in Ref. [40]. The self-assembly prop-
erties can thus be controlled by varying the mixing pa-
rameter x of the surface particles. One can thus spec-
ulate about the more complex structures which could
arise when meso-particles in metastable states (e.g. that
shown in Fig. 5) interact with each other. We plan to
perform extensive Brownian dynamics computer simula-
tions of simplified models to investigate the self-organized
structures which can develop in these systems.
Finally, we note that there have been experimental ob-
servations on the formation of stripe patterns formed by
immiscible ligands coadsorbed on the surface of gold and
silver nanoparticles [41]. Supporting atomic simulation
studies have shown similar stripe formation for surfac-
tants on spherical surfaces [42]. It would be interesting
to see if such structured are captured by the simple den-
sity functional approach employed in the present study.
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Appendix 1
We here recall the conditions for phase coexistence in
the binary mixture [21]. The thermodynamic stability
conditions are given by (
∂2f
∂v2
)
x
> 0(
∂2f
∂x2
)
v
> 0(
∂2f
∂v2
)
x
(
∂2f
∂x2
)
v
−
(
∂2f
∂v∂x
)2
> 0,
where f is the Helmholtz free energy per particle and
v = ρ−1. The first inequality ensures mechanical stabil-
ity (positive compressibility), the second inequality is the
condition against spontaneous demixing at constant vol-
ume and the final inequality ensures stability at constant
pressure. With the free energy density from equations
(3) and (5) the stability conditions can be reduced to
1 + ρVˆ0(x) > 0 (20a)
1− ρx(1− x)χ > 0 (20b)
1 + ρVˆ1(x)− ρ2x(1− x)∆ > 0, (20c)
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where we have defined the following parameters
χ = 2vˆ12 − (vˆ11 + vˆ22)
∆ = vˆ212 − vˆ11vˆ22
Vˆ1(x) = (1− x)vˆ11 + xvˆ22
The first inequality (20a) is always fulfilled for the
Gaussian interaction, since Vˆ0(x) is strictly positive.
Phase separation is possible provided that condition
(20b) or condition (20c) are violated. Below we con-
sider phase coexistence at constant volume, resulting in
violation of condition (20b).
1. Phase Separation at Constant Volume
Violation of condition (20b) requires χ > 0
χ = pi
[
2∗12R
2
12 − (∗11R211 + ∗22R222)
]
> 0 (21)
Whether phase separation is possible or not depends on
the choice of the parameters ∗ij and Rij . From equation
(21) we see a simple choice is R11 = R22 = R12 and 
∗
12 >
∗11 = 
∗
22. For this choice of paramters it is physically
intuitive that the system might phase separate, as the
energy penalty for unlike particles being close to each
other is higher then for alike particles.
The physically instable region of the phase diagram
is given by stability condition (20b). Instability occurs
first, when
1− ρx(1− x)χ = 0.
Thus the spinodal line is given by
ρs(x) =
1
x(1− x)χ. (22)
The binodal (phase coexistence line) is determined by
chemical and mechanical equilibrium. This means that
the chemical potential of both particle species (1 and 2),
as well as the pressure is equivalent in both phases (A
and B):
µ1(ρ, xA) = µ1(ρ, xB),
µ2(ρ, xA) = µ2(ρ, xB), (23)
p(ρ, xA) = p(ρ, xB).
Chemical potential and pressure are obtained from the
free energy density via:
µ1 = f − v
(
∂f
∂v
)
x
− x
(
∂f
∂x
)
v
,
µ2 = f − v
(
∂f
∂v
)
x
+ (1− x)
(
∂f
∂x
)
v
,
p = −
(
∂f
∂v
)
x
.
After simplification one finds:
βµ1 = ln
(
ρλ2(1− x))+ ρ(1− x)vˆ11(0) + ρxvˆ12(0),(24)
βµ2 = ln
(
ρλ2x
)
+ ρ(1− x)vˆ12(0) + ρxvˆ22(0), (25)
βp = ρ+
1
2
ρ2Vˆ0(x), (26)
with
Vˆ0(x) = (1− x)2vˆ11(0) + 2x(1− x)vˆ12(0) + x2vˆ22(0).
2. Phase Separation at Constant Pressure
Phase separation at constant pressure is possible pro-
vided that condition (20c) is violated, which is only pos-
sible if ∆ > 0. Using vˆij(k = 0)=
∗
ijR
2
ijpi, we obtain
∆ = pi2
[
(∗12)
2R412 − ∗11∗22R211R222
]
> 0.
The instable region of the phase diagram is also given by
condition (20c) and we obtain the spinodal line from
1 + ρVˆ1(x)− ρ2x(1− x)∆ = 0.
solving for the density leads to
ρs(x) =
Vˆ1(x) +
√
Vˆ1(x)2 + 4x(1− x)∆
2x(1− x)∆ . (27)
To determine the bindodal line it is convenient to work
with the Gibbs free energy density g(x, p), where the
pressure p is the independent variable. Thus we have to
perform a Legendre transform of the free energy density
f(x, v)
g(x, p) = f(x, v(p, x))+pv(p, x) = f(x, ρ(p, x))+
p
ρ(p, x)
.
Therefor we need the density ρ as a function of pres-
sure, which is obtained by inverting equation (26). The
quadratic equation in ρ has two solution: one is negative
and therefore physically irrelevant and the other one is
given by
ρ(p, x) =
−1 +
√
1 + 2βpVˆ0(x)
Vˆ0(x)
. (28)
Finally the Gibbs free energy density is
βg(x, p) = ln(λ2ρ(p, x))− 1 + (1− x) ln(1− x) + x ln(x)
+
1
2
ρ(p, x)Vˆ0(x) +
βp
ρ(p, x)
.
With this thermodynamic potential, the coexistence con-
dition is given by(
∂g
∂x
)
p
∣∣∣∣
xA
=
(
∂g
∂x
)
p
∣∣∣∣
xB
=
g(xA, p)− g(xB , p)
xA − xB . (29)
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Above a critical pressure pcrit the derivative of the Gibbs
free energy shows the typical loops. For fixed p equation
29 can be solved numerically using the common tangent
construction, which will not be presented here. Resulting
phase diagrams for various paramters of Rij and 
∗
ij can
be found in reference [15]
Appendix 2
The gradient of a scalar field f(φ, θ) defined on the
surface of a sphere with radius R is given by
∇f(φ, θ) = 1
R2 sin θ
∂f
∂φ
eφ +
1
R
∂f
∂θ
eθ. (30)
To numerically compute the gradient we use a central
difference scheme for the φ-component
(∇f)
φ
(φi, θj) =
f(φi+1, θj)− f(φi−1, θj)
2R2 sin θ dφ
, (31)
where i = 1, ...,M − 2. We can easily extend the scheme
over the edges of the numerical grid by using (φ0 and
φM−2) and (φ1 and φM−1) to obtain the gradient at
the position (φM−1,θj) and at (φ0, θj). Similarly the θ-
component is computed via
(∇f)
θ
(φi, θj) =
f(φi, θj+1)− f(φi, θj−1)
2Rdθ
(32)
where j = 1, ..., N − 2. When computing this component
of the gradient on the edges of the numerical grid, one
has to keep in mind that the j = 0 row of the array
bends around the north pole (also, the j = N − 1 row
bends around the south pole). The gradient of the points
surrounding the north pole is thus given by
(∇f)
θ
(φi, θ0) =
f(φi, θ1)− f(φi+M/2, θ0)
2Rdθ
, (33)
where i = 0, . . . ,M/2− 1, and
(∇f)
θ
(φi, θ0) =
f(φi, θ1)− f(φi−M/2, θ0)
2Rdθ
, (34)
where i = M/2, . . . ,M − 1. We compute the gradient’s
θ-component on points surrounding the south pole by
using θN−1 and θN−2 on the r.h.s.
The divergence of a vector field A(φ, θ) defined on the
surface of a sphere is given by
∇ ·A(φ, θ) = 1
R sin θ
∂
∂φ
Aφ +
1
R sin θ
∂
∂θ
(Aθ sin θ). (35)
The finite difference method described above for the gra-
dient can again be employed. However, when comput-
ing the second term on the r.h.s of (35) it must be re-
called that the θ-component of a vector field on the sphere
points in direction of the south pole. On the edges (θ0
and θN−1) this leads to a sign change in the finite dif-
ference scheme. For points around the north pole the
second term of equation (35) is given by
∂
∂θ
(
Aθ(φi, θ0) sin θ0
)
(36)
=
Aθ(φi, θ1) sin θ1 +Aθ(φi+M/2, θ0) sin θ0
2dθ
(37)
where i = 0, . . . ,M/2− 1 and
∂
∂θ
(
Aθ(φi, θ0) sin θ0
)
(38)
=
Aθ(φi, θ1) sin θ1 +Aθ(φi−M/2, θ0) sin θ0
2dθ
(39)
where i = M/2, . . . ,M − 1. For the points surrounding
the south pole
∂
∂θ
(
Aθ(φi, θN−1) sin θ0
)
(40)
=
−Aθ(φi+M/2, θN−1) sin θN−1 −Aθ(φi, θN−2) sin θN−2
2dθ
(41)
where i = 0, . . . ,M/2− 1 and
∂
∂θ
(
Aθ(φi, θN−1) sin θ0
)
(42)
=
−Aθ(φi+M/2, θN−1) sin θN−1 −Aθ(φi, θN−2) sin θN−2
2dθ
(43)
where i = M/2, . . . ,M − 1.
Appendix 3
To compute the interaction energy between two meso-
spheres in various configurations the density field on the
sphere needs to be rotated. Because of the non-uniform
spherical grid this is a non trivial task. For rotations in φ-
direction one can simply map each point onto the neigh-
boring point. Unfortunately for rotations in direction of
θ this is not possible (see also figure 1). Fortunately, we
can work around this problem by performing the rota-
tions in the space of spherical harmonic functions. One
can compute rotation matrices, which act upon the co-
efficients of the spherical harmonic expansion and hence
the rotation is done independently of the numerical grid.
In this appendix we show how to compute these rotation
matrices.
An arbitrary rotation of a rigid body can be specified
using the three Euler angles α, β, γ. In a Cartesian
coordinate system, this rotation is generally defined as
a rotation around the z-axis by angle α, followed by a
rotation around the new y-axis with angle β and finally
a rotation around the new z-axis with angle γ. In our
spherical symmetric case any orientation of the density
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field can be achieved by using only angles α ∈ [0, 2pi) and
β ∈ [0, pi]. The rotated expansion coefficients aˆm′l can be
expressed using the following rotation matrix
aˆm
′
l =
l∑
m=−l
Tm
′,m
l (α, β, γ)a
m
l
Tm
′,m
l = e
−imγHm
′,m
l (β)e
imα.
We see that the rotation in φ-direction around the x-axis
by angle α and β is achieved by a simple multiplication
with an exponential (the rotation matrix is diagonal).
Rotation in θ-direction by angle β is given through the
matrix Hm
′,m
l (β), which becomes larger as one goes to
higher l-subspaces. Here we show how to compute this
matrix using recursion, slightly modified from that de-
scribed in Ref. [39].
Step 1. We compute all H0,ml (β) for m = 0, ..., l for
every subspace l up to L+ 1, where L is the desired up-
per limit. These coefficients are given by the associated
Legendre polynomials Pml (x)
H0,ml = (−1)m
√
(n− |m|)!
(n+ |m|)!P
|m|
l (cos(β)).
Using the symmetry rule
Hm
′,m
l (β) = H
−m′,−m
l (β), (44)
we also obtain H0,ml for m = −1, ...,−l. Furthermore
we use a second symmetry relation to get Hm
′,0
l (β) for−l ≤ m′ ≤ l
Hm
′,m
l (β) = H
m,m′
l (β). (45)
Step 2. In every subspace l, we compute H1,ml (β) for
m = 1, ..., l using the following recursion
H1,ml (β) =
1
b0l+1
{
b−m−1l+1
1− cos(β)
2
H0,m+1l+1
− bm−1l+1
1 + cos(β)
2
H0,m−1l+1
− aml sin(β)H0,ml+1
}
,
with
aml =
√
(l + 1 +m)(l + 1−m)
(2l + 1)(2l + 3)
and
bml = sgn(m)
√
(l −m− 1)(l −m)
(2l + 1)(2l + 1)
sgn(m) =
{
1 m ≥ 0
−1 m < 0.
Using the symmetry relations (44) and (45) we also
obtain H−1,ml (β) for m = −1, ...,−l, Hm
′,1
l (β) for m
′ =
0, ..., l and Hm
′,−1
l (β) for m
′ = −1, ...,−l.
Step 3. We compute Hm
′+1,m
l (β) for m
′ = 1, ...l − 1
and m = m′, ..., l within every subspace l using
Hm
′+1,m
l (β) =
1
dm
′
l
{
dm
′−1
l H
m′−1,m
l (β)
− dm−1l Hm
′,m−1
l (β) + d
m
l H
m′,m+1
l (β)
}
,
where
dml =
sgn(m)
2
[
(l −m)(l +m+ 1)]1/2.
With symmetry relation (45) we can complete all miss-
ing entries in the positive m,m′ - triangle in each sub-
space l. The negative m,m′-triangle is given though sym-
metry rule (44).
Step 4. We compute H−1,ml (β) in every subspace l
for m = 1, ..., l.
H−1,ml (β) =
1
b0l+1
{
bm+1l+1
1− cos(β)
2
H0,−m−1l+1 (β)
− b−m+1l+1
1 + cos(β)
2
H0,−m+1l+1 (β)
− a−ml sin(β)H0,−ml+1 (β)
}
Again using symmetry relation (44) we can add the ob-
tained values to the positive m′, negative m - triangle.
Step 5. Finally we compute the coefficients
Hm
′−1,m
l (β) for m
′ = −1, ...,−l + 1 and m = −m′, ..., l
Hm
′−1,m
l (β) =
1
dm
′−1
l
{
dm
′
l H
m′+1,m
l (β)
+ dm−1l H
m′,m−1
l (β)− dml Hm
′,m+1
l
}
,
and complete the missing entries for the negative m′,
positivem triangle using symmetry rule (45). The matrix
entries of this triangle can then be projected onto the
positive m′, negative m - triangle with symmetry relation
(44), which leaves us with the completed rotation matrix.
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