1. Introduction. In two previous publications [1, 2] the author has demonstrated a method, based on Euler's transformation of slowly convergent alternating series, for the numerical evaluation of infinite integrals of oscillatory functions; this can be used in many cases by a double application for the evaluation of finite integrals of oscillatory functions. For example the integral (1) ff(x)dx where/(x) may have a very large number of oscillations in the range of integration can conveniently be evaluated as (2) f fix) dx-J fix) dx.
However in physical problems the finiteness of the range of integration is often associated with a kind of natural boundary oí fix), such that it is impossible to extend fix) to values of x beyond the upper limit b while preserving the general character of fix). Analytically speaking, x = b may be a branch point oí fix). Alternatively, it may be possible to extend the range of integration to infinity as in equation (2), but the infinite integrals may not converge. As an example of the branch point difficulty we can consider the integral (3) / = / (a2 -x2)*sinxrfx, Jo which, if a is large, would be very difficult to compute by straightforward numerical integration owing to the large number of oscillations, and we clearly cannot apply the method of equation (2). An instance of this kind of difficulty in a physical problem is given in Pekeris [3] where the solution of a problem of sound propagation in a layered liquid is given in the form of infinite integrals where the character of the oscillatory integrand changes abruptly at a certain point in the interval of integration. The present paper gives an extension of Euler's transformation and applies it to the numerical computation of integrals such as (3).
2. Description of the Method. For simplicity let us start by considering alternating series, and suppose that we wish to calculate the sum of a series of the form In order to transform (4) into a form convenient for computation let us consider the associated power series, (6) Six) = vo -vxx + v2x2 -■■■ + i-l)nvnXn, which reduces to (4) when x = 1. If we multiply by x and add we obtain
or, with the usual notation for differences,
we have
This gives
where ¡/ = i/(l + i). A second application of this transformation to the series in square brackets in (7) yields
and p applications give
Putting x = 1 we have as a transformed form of (4)
This result is of course exact, but for large values of p (assuming that the high order differences are small) the later terms in the first two square brackets and the whole of the third square bracket in equation (8) To evaluate (10) by means of equation (9) we split off the first eight terms (whose differences do not decrease very rapidly) and evaluate The differencing of the first few and the last few terms of S' is shown in Table 1 . 2. In example 1 we were able to extend our series to infinity so that we really had no need to use the transformation (9). We now consider, however, an example Table 1 9 of a series which cannot be so extended. Such a series is given in equation (5). This series has 9,999 terms and its direct evaluation would be a rather lengthy computation. However it is easily computed by an application of our transformation in equation (9). Differencing the first few terms, and a few terms near the end of the series we obtain Table 2 . We split off the last eight terms of the series (which do not difference so well) and obtain S - ( As a check we apply the method differently to Table 3 
