Existence and multiplicity results of positive doubly periodic solutions for nonlinear telegraph system  by Wang, Fanglei & An, Yukun
J. Math. Anal. Appl. 349 (2009) 30–42Contents lists available at ScienceDirect
Journal of Mathematical Analysis and Applications
www.elsevier.com/locate/jmaa
Existence and multiplicity results of positive doubly periodic solutions for
nonlinear telegraph system
Fanglei Wang ∗, Yukun An
Department of Mathematics, Nanjing University of Aeronautics and Astronautics, Nanjing 210016, PR China
a r t i c l e i n f o a b s t r a c t
Article history:
Received 6 January 2008
Available online 7 August 2008
Submitted by J. Mawhin
Keywords:
Telegraph system
Doubly periodic solution
Upper and lower solutions
Fixed point theorem
In this paper, the existence of positive doubly periodic solutions for nonlinear telegraph
system is discussed using the method of upper and lower solutions.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Because of its important physical background, the existence of time–periodic solutions of the telegraph equations with
various boundary conditions for space variable x has been studied by many authors, see [8,9,11] and the references therein.
The ﬁrst maximum principle for linear telegraph equations was built by Ortega and Robles-Perez in [16]. They proved that
the maximum principle for the doubly 2π -periodic solutions of the linear telegraph equation
utt − uxx + cut + λu = h(t, x), (t, x) ∈ R2,
holds if and only if λ ∈ (0,ν(c)] and ν(c) ∈ ( c24 , c
2
4 +
1
4 ) is a constant which cannot be concretely determined. This maximum
principle on the torus 2 (here  = R/2π Z denotes the unit circle) was used in [16] to develop a method of upper and
lower solutions for the doubly periodic solutions of the nonlinear telegraph equation
utt − uxx + cut + ν(c)u = F (t, x,u), (t, x) ∈ R2,
when the function u → F (t, x,u) + ν(c)u is monotonically nondecreasing. In [11], the author given the existence results
of the doubly periodic solution for the nonlinear telegraph equation based on this maximum principle using the ﬁxed
point theorem in cone. Afterwards, in [14], Mawhin, Ortega and Robles-Perez built a maximum principle for the solution
u(t, x) of the telegraph equation which is bounded and 2π -periodic with respect to x. And a similar method of upper
and lower solutions was developed when the function u → F (t, x,u) + ν(c)u is monotonically nondecreasing. Lately, these
authors in [15] have extended their results in [14] to the telegraph equations in space dimensions two or three. Another
maximum principle for the telegraph equation can be found in [12]. In addition, There are also many papers on the systems
of telegraph equations or wave equations, for example [1,2], etc.
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F. Wang, Y. An / J. Math. Anal. Appl. 349 (2009) 30–42 31In [4,5,7,10,13], the authors considered the existence of positive solutions of following elliptic system:⎧⎨⎩
Δu + λk1
(|x|) f (u, v) = 0,
Δv +μk2
(|x|)g(u, v) = 0 in Ω ,
u = v = 0 on ∂Ω
(1)
either for λ = μ or λ = μ, where (λ,μ) ∈ D+ =: R2+ \ {(0, 0)}, ki ∈ C([r1, r2], R+) (i = 1, 2), which does not vanishing
identically on any subinterval of [r1, r2] and f , g ∈ C(R2+, R+ \ {0}). In particular, in [4], let λ = μ and assumption that f , g
satisfy some monotone conditions and superlinear or sublinear conditions, Dunninger and Wang showed that there exists
λ∗ > 0 such that problem (3) has at least two, one or no positive radial solutions according to 0 < λ < λ∗,λ = λ∗ or λ > λ∗ .
A similar result was built by Yang in [18] for 2m-order nonlinear differential systems.
Inspired by [3,4,18], we in this paper study the nonlinear telegraph system{
utt − uxx + c1ut + a11(t, x)u + a12(t, x)v = λb1(t, x) f (u, v),
vtt − vxx + c2vt + a21(t, x)u + a22(t, x)v = μb2(t, x)g(u, v), (2)
with doubly periodic boundary conditions{
u(t + 2π , x) = u(t, x+ 2π) = u(t, x), (t, x) ∈ R2,
v(t + 2π , x) = v(t, x+ 2π) = v(t, x), (t, x) ∈ R2, (3)
where ci > 0 is constant, a11 , a22 , b1 , b2 ∈ C(R2, R+), a12 , a21 ∈ C(R2, R−), f , g ∈ C(R+ × R+, R+), and aij , bi , f , g are 2π -
periodic in t and x. This problem has been studied in [17] by the ﬁxed point in cone when λ = μ = 1. Here we ﬁrst build
the maximum principle for the telegraph system, then give some suﬃcient conditions for the existence of one solution, two
solution or no solution for the following nonlinear telegraph system (1) and (2) when λ,μ belong to a suitable domains by
using upper and lower solutions method and the ﬁxed point index for this type of results see [10].
The paper is organized as follows: In Section 2, we make some preliminaries; in Section 3, we will show the maximum
principle of the telegraph system using a abstract results; in Section 4, we will give the main results and proof.
2. Preliminaries
Let 2 be the torus deﬁned as
2 = (R/2π Z) × (R/2π Z).
Doubly 2π -periodic functions will be identiﬁed to be functions deﬁned on 2 . We use the notations
Lp
(2), C(2), Cα(2), D(2)= C∞(2), . . .
to denote the spaces of doubly periodic functions with the indicated degree of regularity. The space D ′(2) denotes the
space of distributions on 2 .
Here and in the next, by a doubly periodic solution of (2) and (3) we mean that a (u, v) ∈ L1(2) × L1(2) satisﬁes (2)
and (3) in the distribution sense, i.e.⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
∫
2
u(ϕtt − ϕxx − c1ϕt + a11ϕ) + a12
∫
2
vϕ = λ
∫
2
b1 f ϕ,
∫
2
v(φtt − φxx − c2φt + a22φ) + a21
∫
2
uφ = μ
∫
2
b2gφ, ∀(ϕ,φ) ∈ D ′
(2)× D ′(2).
For convenience, we rewritten this system as{
utt − uxx + c1ut + a11(t, x)u + a12(t, x)v = λb1(t, x) f (u, v),
vtt − vxx + c2vt + a21(t, x)u + a22(t, x)v = μb2(t, x)g(u, v), in D ′
(2).
First, we consider the linear equation
utt − uxx + ciut − λiu = hi(t, x), in D ′
(2), (4)
where ci > 0, λi ∈ R , hi ∈ L1(2) (i = 1, 2).
Let £λi be the differential operator
£λi = utt − uxx + ciut − λiu,
acting on functions on 2. Following the discuss in [11,16], we know that if λi < 0, £λi has the resolvent Rλi
Rλi : L1
(2)→ C(2), hi → ui ,
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p(2) (1 < p < ∞) or C(2) is compact. In particular,
Rλi : C(2) → C(2) is a completely continuous operator.
For λi = −c2i /4, the Green function Gi(t, x) of the differential operator £λi is explicitly expressed, see Lemma 5.2 in [16].
From the deﬁnition of Gi(t, x), we have
Gi := ess infGi(t, x) = e−3ciπ/2
/(
1 − e−ciπ )2,
Gi := ess supGi(t, x) =
(
1 + e−ciπ
)/
2
(
1 − e−ciπ )2.
Let X denote the Banach space C(2). Then X is an ordered Banach space with cone
K0 =
{
u ∈ X ∣∣ u(t, x) 0, ∀(t, x) ∈ 2}.
Now, we consider Eq. (4) when −λi is replaced by aii(t, x)  c
2
i
4 . In [11], the author has proved the following unique
existence and positive estimate result.
Lemma 2.1. Let hi(t, x) ∈ L1(2), X is the Banach space C(2). Then Eq. (4) has a unique solution ui = Pihi , P i : L1(2) → X is a
linear bounded operator with the following properties,
(i) Pi : C(2) → C(2) is a completely continuous operator;
(ii) If hi > 0, a.e (t, x) ∈ 2, Pihi has the positive estimate
Gi‖hi‖L1  (Pihi)
Gi
Gi‖aii‖L1
‖hi‖L1 . (5)
To prove our main results, we need the following lemmas for ﬁxed point index arguments. We refer to, for example, Guo
and Lakshmikantham [6] for proofs and further results.
Lemma 2.2. Let X be a Banach space, K a cone in X and Ω bounded open in X. Let 0 ∈ Ω and T : K ∩Ω → K be condensing. Suppose
that T x = λx for all x ∈ K ∩ ∂Ω and all λ 1. Then
i(T , K ∩ Ω , K ) = 1.
Lemma 2.3. Let X be a Banach space and K a cone in X. For r > 0, deﬁne Kr = {x ∈ K : ‖x‖ < r}. Assume that T : Kr → K is a
compact map such that T x = x for x ∈ ∂Kr . If ‖x‖ ‖T x‖ for all x ∈ ∂Kr , then
i(T , Kr , K ) = 0.
Lemma 2.4 (Schauder). Let X be a Banach space and D ⊆ X be a bounded, convex and closed subset. Assume that T : D → D is
completely continuous, then T has a ﬁxed point in D.
3. Maximum principle
In this section, we will give the maximum principle of the following telegraph system:⎧⎪⎪⎨⎪⎪⎩
utt − uxx + c1ut + a11(t, x)u + a12(t, x)v = f1(t, x),
vtt − vxx + c2vt + a21(t, x)u + a22(t, x)v = f2(t, x), in D ′
(2),
u(t + 2π , x) = u(t, x+ 2π) = u(t, x),
v(t + 2π , x) = v(t, x+ 2π) = v(t, x),
(6)
We assume the following conditions through this section:
(I) aii ∈ C(2), 0 aii(t, x) c
2
i
4 for (t, x) ∈ 2 , and
∫
2 aii(t, x)dt dx > 0;
(II) a12,a21 ∈ C(2, R−), f1, f2 ∈ C(2, R+).
Correa and Souto [3] using an approach based on a ﬁxed point index property proved a maximum principle in an abstract
setup and then the maximum principles are obtained for second order elliptic systems{
ŁU = AU + F (x), in Ω ,
BU = 0, on ∂Ω ,
where Ł = (Ł1, . . . , Łm) is a diagonal-matrix, Łk , 1  k  m, are second order elliptic operator, A(x) = aij(x) is a m × m
cooperative matrix, F (x) = ( f1 · · · fm)T is a given m-vector function deﬁned in Ω .
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linear operator. By a maximum principle to problem
U = L̂U + F , U ∈ E, (7)
we mean the statement: F  0 (i.e. F ∈ K ) imply U  0 since U is a solution of (7).
Theorem A. (See [3].) Let L̂ : E → E be a compact positive operator. Then (7) satisﬁes a maximum principle if the following condition
hold true.
U ∈ E, t ∈ [0, 1], U = t̂ LU ⇒ U = 0. (8)
We have the following result
Theorem 3.1. Assume (I), (II) hold. In addition, ‖a12‖L1G1 < G1‖a11‖L1 , ‖a21‖L1G2 < G2‖a22‖L1 . Then system (6) has at least one
solution in C(2) × C(2) and satisﬁes the maximum principle.
Proof. Let E be a Banach space{
U = (u, v) ∈ C(2)× C(2)}
with norm ‖U‖ = ‖u‖C + ‖v‖C , ordered by the usual positive cone K0 ⊂ E , namely
K0 =
{
(u, v) ∈ E: u  0, v  0}.
Let
Ł =
(
Łλ1 0
0 Łλ2
)
We know by Lemma 2.1 that Ł has a compact positive inverse
Ł−1 =
(
P1 0
0 P2
)
.
The system (6) is equivalent to
ŁU = A0U + F (t, x), U ∈ E, (9)
where
A0 =
(
0 −a12(t, x)
−a21(t, x) 0
)
and
F (t, x) =
(
f1(t, x)
f2(t, x)
)
.
We claim that problem
ŁU = t A0U , U ∈ E, (10)
possesses only the trivial solution for t ∈ [0, 1]. For the solution U = (u, v)T ∈ E of (6), by (5) we have
‖u‖C  t G1
G1‖a11‖L1
‖ − a12v‖L1
 G1
G1‖a11‖L1
‖a12‖L1‖v‖C
< ‖v‖C
namely
‖u‖C < ‖v‖C . (11)
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‖v‖C < ‖u‖C . (12)
Hence, by (11), (12), one has U ≡ 0, because U = 0 yields a contradiction. Let U ∈ E satisfying (9) for some F  0. It is
easy to verify that U and F satisfy the operator equation
U = Ł−1A0U + Ł−1F .
Noticing that Ł̂ = Ł−1A0 : X → X satisﬁes conditions of Theorem A because A0 is a matrix with nonnegative elements
and (10) has only trivial solution for all t ∈ [0, 1] one has that condition of Lemma 2.2 holds. Therefore, by Theorem A, (9)
and (6) has at least one solution and satisﬁes the maximum principle. The proof is completed. 
4. Main results
Consider the following boundary value problem:⎧⎪⎪⎨⎪⎪⎩
utt − uxx + c1ut + a11(t, x)u = F (t, x,u, v), (t, x) ∈ 2,
vtt − vxx + c2vt + a22(t, x)v = G(t, x,u, v), (t, x) ∈ 2,
u(t + 2π , x) = u(t, x+ 2π) = u(t, x), (t, x) ∈ R2,
v(t + 2π , x) = v(t, x+ 2π) = v(t, x), (t, x) ∈ R2,
(13)
where F ,G : 2 × R2 → R is continuous.
Deﬁnition 4.1. Let α = (α1,α2) ∈ C(2, R) × C(2, R), we call (α1,α2) a lower solution of problem (13) for all (t, x) ∈ 2 if⎧⎪⎪⎨⎪⎪⎩
α1tt − α1xx + c1α1t + a11(t, x)α1  F (t, x,α1,α2),
α2tt − α2xx + c2α2t + a22(t, x)α2  G(t, x,α1,α2), in D ′+
(2)× D ′+(2),
α1(t + 2π , x) = α1(t, x+ 2π) = α1(t, x), (t, x) ∈ R2,
α2(t + 2π , x) = α2(t, x+ 2π) = α2(t, x), (t, x) ∈ R2.
Here this differential inequality is understood in the sense of distributions, that is⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∫
2
α1
(
φtt − φxx − c1φt + a11(t, x)φ
)

∫
2
F (t, x,α1,α2)φ,
∫
2
α2
(
ϕtt − ϕxx − c2ϕt + a22(t, x)ϕ
)

∫
2
G(t, x,α1,α2)ϕ, ∀(φ,ϕ) ∈ D ′+
(2)× D ′+(2),
α1(t + 2π , x) = α1(t, x+ 2π) = α1(t, x), (t, x) ∈ R2,
α2(t + 2π , x) = α2(t, x+ 2π) = α2(t, x), (t, x) ∈ R2.
Deﬁnition 4.2. Let β = (β1,β2) ∈ C(2, R) × C(2, R), we call (β1,β2) a upper solution of problem (13) for all (t, x) ∈ 2 if⎧⎪⎪⎨⎪⎪⎩
β1tt − β1xx + c1β1t + a11(t, x)β1  F (t, x,β1,β2),
β2tt − β2xx + c2β2t + a22(t, x)β2  G(t, x,β1,β2), in D ′+
(2)× D ′+(2),
β1(t + 2π , x) = β1(t, x+ 2π) = β1(t, x), (t, x) ∈ R2,
β2(t + 2π , x) = β2(t, x+ 2π) = β2(t, x), (t, x) ∈ R2.
Here this differential inequality is also understood in the sense of distributions, that is⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∫
2
β1
(
φtt − φxx − c1φt + a11(t, x)φ
)

∫
2
F (t, x,α1,α2)φ,
∫
2
β2
(
ϕtt − ϕxx − c2ϕt + a22(t, x)ϕ
)

∫
2
G(t, x,α1,α2)ϕ, ∀(φ,ϕ) ∈ D ′+
(
T 2
)× D ′+(2),
β(t + 2π , x) = β1(t, x+ 2π) = β1(t, x), (t, x) ∈ R2,
β2(t + 2π , x) = β2(t, x+ 2π) = β2(t, x), (t, x) ∈ R2.
Remark. In the next, the inequalities related to upper and lower solutions are in the distribution sense.
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K =
{
(u, v) ∈ E: u  0, v  0, u + v  δ∥∥(u, v)∥∥},
where δ = min{ G1
2‖a11‖L1
G1
,
G22‖a22‖L1
G2
}. From condition (H2) and the deﬁnitions of Gi and Gi , it can be obtained that 0 < δ < 1
(see [11]).
By Pi(i = 1, 2) : L1(2) → C(2), we denote the solution operators as follows, respectively
utt − uxx + c1ut + a11(t, x)u = h1(t, x),
vtt − vxx + c2vt + a22(t, x)v = h2(t, x).
Deﬁne mapping T : K → E by
Q 1(u, v) := P1
(
F (t, x,u, v)
);
Q 2(u, v) := P2
(
G(t, x,u, v)
);
T (u, v) =
(
Q 1(u, v), Q 2(u, v)
)
, K → E. (14)
As [17], it is easy to know that T : E → E is completely continuous and T (K0) ⊆ K .
Lemma 4.1. Let (α1(t, x),α2(t, x)) and (β1(t, x),β2(t, x)) be lower and upper solutions of (13), respectively, such that
(B1) (α1(t, x),α2(t, x)) (β1(t, x),β2(t, x)), ∀(t, x) ∈ 2;
(B2) F (t, x,u, v) for ﬁxed (t, x) ∈ 2 , is quasi-monotone nondecreasing with respect to u and v, G(t, x,u, v) for ﬁxed (t, x) ∈ 2 , is
quasi-monotone nondecreasing with respect to u and v.
Then problem (13) has at least one solution (u, v) ∈ Dβα such that(
α1(t, x),α2(t, x)
)
 (u, v)
(
β1(t, x),β2(t, x)
)
, (t, x) ∈ 2.
Proof. Deﬁne
Dβα =
{
(u, v) ∈ R2: α1(t, x) u(t, x) β1(t, x), α2(t, x) v(t, x) β2(t, x), ∀(t, x) ∈ 2
}
.
It is easy to know that Dβα is a bounded, convex and closed subset in Banach space E
The solution (u, v) ∈ Dβα of (13) is equivalent to the ﬁxed point of T in Dβα . So we only prove that T satisﬁes the
conditions of Lemma 2.4, namely, T is completely continuous and T : Dβα → Dβα .
From above deﬁnition of T , it is easy to see that T is completely continuous. The following we only to prove that
T : Dβα → Dβα .
From (B2) and Lemma 2.1, ∀(u, v) ∈ Dβα , we have
Q 1(u, v) = P1
(
F (t, x,u, v)
)
 P1
(
F (t, x,β1,β2)
)
 P1
(
β1tt − β1xx + c1β1t + a11(t, x)β1
)
= P1
(
P−11 (β1)
)
= β1.
On the other hand, we also have
Q 1(u, v) = P1
(
F (t, x,u, v)
)
 P1
(
F (t, x,α1,α2)
)
 P1
(
α1tt − α1xx + c1α1t + a11(t, x)α1
)
= P1
(
P−11 (α1)
)
= α1.
Then
α1  Q 1(u, v) β1.
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α2  Q 2(u, v) β2.
From above, so T : Dβα → Dβα . 
Theorem 4.1 (Superlinear case). Assume the following conditions hold:
(H1) (λ,μ) ∈ R2+ \ {(0, 0)} are nonnegative parameters;
(H2) aii ∈ C(2), 0  aii(t, x)  c
2
i
4 for (t, x) ∈ 2 , and
∫
2 aii(t, x)dt dx > 0, a12,a21 ∈ C(2, R−), a11(t, x) + a12(t, x)  0,
a21(t, x) + a22(t, x) > 0, ∀(t, x) ∈ 2 , ‖a12‖L1G1 < G1‖a11‖L1 , ‖a21‖L1G2 < G2‖a22‖L1 ;
(H3) bi(t, x) ∈ C(2, R+) and
∫
2 bi(t, x)dt dx > 0;
(H4) f ∈ C(R2+, R+) and g ∈ C(R2+, R+) are quasi-monotone nondecreasing with respect to u and v, respectively, on R2+ , that is,
f (u1, v1) f (u2, v2) if (u1, v1) (u2, v2),
g(u1, v1) g(u2, v2) if (u1, v1) (u2, v2)
and either f (0, 0) > 0 or g(0, 0) > 0;
(H5) There exist constants m1,m2 > 0 such that
f (u, v)m1(u + v), g(u, v)m2(u + v);
(H6) lim‖(u,v)‖→∞
f (u, v)
u + v
= ∞, lim‖(u,v)‖→∞
g(u, v)
u + v
= ∞
where ‖(u, v)‖ = ‖u‖C + ‖v‖C , ‖u‖C = max(t,x)∈2 |u|.
Then there exists a bounded and continuous curve Γ separating R2+ \ {(0, 0)} into two disjoint subsets Ω1 and Ω2 such that
problem (2) with the doubly periodic boundary conditions (3) has at least two positive solutions for (λ,μ) ∈ Ω1 , one positive solution
for (λ,μ) ∈ Γ , and no solution for (λ,μ) ∈ Ω2 . Moreover, let Γ+ ∪ Γ0 be the parametric representation of Γ , where
Γ+ : μ = μ(λ) > 0, Γ0 : μ = μ(λ) = 0.
Then on Γ+ the function μ = μ(λ) is continuous and nonincreasing in R+ \ {0}, that is, if λ λ′ , then
μ(λ)μ(λ′).
Lemma 4.2. Assume (H1)–(H6) hold and Σ be a compact subset of R2+ \ {(0, 0)}. Then there exists a constant CΣ > 0 such that for
all (λ,μ) ∈ Σ and all possible positive solutions (u, v) of (1) at (λ,μ), one has∥∥(u, v)∥∥ CΣ.
Proof. Suppose on the contrary that there exists a sequence {(un, vn)}∞n=1 of positive solutions of (2) and (3) at (λn,μn)
such that (λn,μn) ∈ Σ for all n ∈ N and∥∥(un, vn)∥∥→ ∞.
Then (un, vn) ∈ K and thus
un + vn  δ
∥∥(un, vn)∥∥. (15)
Since Σ is compact, the sequence {(λn,μn)}∞n=1 has a convergent subsequence which we denote without loss of generality
still by {(λn,μn)}∞n=1 such that
lim
m→∞λn = λ
∗
, lim
m→∞μn = μ
∗
and we assume either λ∗ > 0 or μ∗ > 0. Hence for n suﬃcient large, we have λn  λ∗/2 > 0.
Then by (H5), there exists R > 0 such that
f (u, v) L(u + v), ∀u + v  R, (16)
where L satisﬁes
λ∗
2
LG1δ‖b1‖L1 > 1.
By using (15) and (16), we get
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(−a12vn + λnb1(t, x) f (un, vn))
 P1
(
λnb1(t, x) f (un, vn)
)
 G1λnL‖un + vn‖C‖b1‖L1
>
λ∗
2
G1Lδ
∥∥(un, vn)∥∥‖b1‖L1
>
∥∥(un, vn)∥∥
for all n suﬃciently large. This is a contradiction. Proof of the μ∗ > 0 for suﬃciently large n can be done similarly by using
g∞ = ∞. 
Lemma 4.3. Assume (H1)–(H4) hold. If (2) and (3) has a positive solution at (λ,μ). Then (2) and (3) has a positive solution at
(λ,μ) ∈ R2+ \ {(0, 0)} for all (λ,μ) (λ,μ).
The proof is similar to Lemma 2.3 in [18].
Lemma 4.4. Assume (H1)–(H5) hold. Then there exists (λ∗,μ∗) > (0, 0) such that (2) and (3) has a positive solution for all (λ,μ)
(λ∗,μ∗).
Proof. Let (β1,β2) be the unique solutions of⎧⎪⎪⎨⎪⎪⎩
utt − uxx + c1ut + a11(t, x)u + a12(t, x)v = b1(t, x),
vtt − vxx + c2vt + a22(t, x)v + a21(t, x)u = b2(t, x),
u(t + 2π , x) = u(t, x+ 2π) = u(t, x),
v(t + 2π , x) = v(t, x+ 2π) = v(t, x).
(17)
By Theorem 3.1, we know (β1,β2) in C(2) × C(2) is a positive solution of (17). Let M f = max(t,x)∈2 f (β1,β2), Mg =
max(t,x)∈2 g(β1,β2), then by (H5), M f and Mg > 0 and at (λ∗,μ∗) = (1/M f , 1/Mg), we get
β1tt − β1xx + c1β1t + a11(t, x)β1 + a12(t, x)β2 − λ∗b1(t, x) f (β1,β2) = b1(t, x)
(
1 − λ∗ f (β1,β2)
)
 0, in D ′
(2),
β2tt − β2xx + c2β2t + a22(t, x)β2 + a21(t, x)β1 − μ∗b2(t, x)g(β1,β2) = b2(t, x)
(
1 − μ∗g(β1,β2)
)
 0, in D ′
(2)
which implies that (β1,β2) is an upper solution of (2) and (3) at (λ∗,μ∗). On the other hand, (0, 0) is a lower solution of
(2) with (3) and (0, 0) (β1,β2). By Lemma 4.1 and (H4), (0, 0) is not a solution of (2) with (3). Hence (2) and (3) has a
positive solution at (λ∗,μ∗), Lemma 4.3 now implies the conclusion of Lemma 4.4. 
Deﬁne a set S by
S =
{
(λ,μ) ∈ R2+ \
{
(0, 0)
}
: (2) with (3) has a positive solution at (λ,μ)
}
.
Then it follows from Lemma 3.4 that S = ∅ and (S,) is a partially ordered set.
Lemma 4.5. Assume (H1)–(H5) hold. Then (S,) is bounded above.
Proof. By (H5), we have
f (u, v)m1(u + v), g(u, v)m2(u + v), for all u, v  0. (18)
Let (λ,μ) ∈ S and (u, v) be a positive solution of (2) and (3) at (λ,μ). Then by (9), we get the following inequalities.
u = P1
(−a12v + λb1(t, x) f (u, v))
 P1
(
λb1(t, x) f (u, v)
)
 λG1m1δ
∥∥(u, v)∥∥‖b1‖L1 .
Since u  ‖u‖ ‖(u, v)‖, ‖(u, v)‖ = 0, we can get
λG1m1δ‖b1‖L1  1
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λ 1
G1m1δ‖b1‖L1
.
In a similar way, we also have
μ 1
G2m2δ‖b2‖L1
.
Therefore S is bounded above by ( 1G1m1δ‖b1‖L1 ,
1
G2m2δ‖b2‖L1 ) and the proof is done. 
Lemma 4.6. Assume (H1)–(H5) hold. Then every chain in S has a unique supremum in S.
The proof is similar to the Lemma 2.6 in [18], so we omit it.
Lemma 4.7. Assume (H1)–(H5) hold. Then there exists λ˜ ∈ [λ∗,λ] such that problem (2) and (3) has a positive solution at (λ, 0) for
all 0 < λ λ˜, no solution at (λ, 0) for all λ > λ˜. Similar,there exists μ˜ ∈ [μ∗,μ] such that problem (2) and (3) has a positive solution
at (0,μ) for all 0 < μ μ˜, no solution at (0,μ) for all μ > μ˜.
Lemma 4.8. Assume (H1)–(H5) hold. Then there exists a continuous curve Γ separating R2+ \ {(0, 0)} into two disjoint subsets Ω1
and Ω2 such that Ω1 is bounded and Ω2 is unbounded, problem (2) and (3) has at least one solution for (λ,μ) ∈ Ω1 ∪ Γ and no
solution for (λ,μ) ∈ Ω2 . The function μ = μ(λ) is nonincreasing, that is, if
λ λ′  λ˜,
then
μ(λ)μ(λ′).
Proof. It follows from Lemmas 4.5–4.7 that for any (λ1,μ1) ∈ R2+ \{(0, 0)}, there exists a unique τ > 0 such that (2) and (3)
has at least one positive solution at (λ,μ) = θ(λ1,μ1) for 0 < θ  τ , no solution for θ > τ . Such points (λ,μ) constitutes a
bounded curve Γ with
0 λ λ˜, 0μ μ˜
where λ˜, μ˜ are given by Lemma 4.7.
It is easy to see that Γ = Γ+ ∪ Γ0 , where
Γ+:
{
μ˜μ(λ) > 0, 0 λ λ˜
}
and
Γ0: {μ = 0, λ˜ λ 0}.
we only show the function μ(λ) is nonincreasing and continuous.
First, we show on Γ+ , μ(λ) is nonincreasing. Suppose on the contrary, there exist λ,λ′ such that 0 λ λ′  λ˜,
μ =: μ(λ) < μ′ =: μ(λ′)
then
(λ,μ) (λ′,μ′)
and
(λ,μ) = (λ′,μ′),
which contradicts the uniqueness result of supremum in Lemma 4.6. Hence the function μ(λ) is nonincreasing.
Next, we show on Γ+ , the function μ(λ) is continuous. If not, then by the nonincreasing property of μ(λ), there exists
some λ0 ∈ [0, λ˜] such that
μ0 = μ
(
λ0+
)
< μ
(
λ0
)
= μ′,
which implies that the two different points (λ0,μ0) and (λ0,μ′) are both supremum and satisfy(
λ0,μ0
)

(
λ0,μ′
)
this contradicts Lemma 4.6. Now the continuity of μ(λ) is proved. 
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where (u∗, v∗) is the positive solution of (2) and (3) corresponding to some (λ∗,μ∗) ∈ Γ satisfying
(λ,μ) (λ∗,μ∗).
Proof. From (H5), there exists constant M > 0 such that
f
(
u∗(t, x), v∗(t, x)
)
 M > 0, g
(
u∗(t, x), v∗(t, x)
)
 M > 0, for all (t, x) ∈ 2.
Then by the uniform continuity of f and g on a compact set, there exist 0 > 0 such that∣∣ f (u∗(t, x) + , v∗(t, x) + )− f (u∗(t, x), v∗(t, x))∣∣< M(λ∗ − λ)
λ
,∣∣g(u∗(t, x) + , v∗(t, x) + )− g(u∗(t, x), v∗(t, x))∣∣< M(μ∗ − μ)
μ
,
for all (t, x) ∈ 2 and 0 <   0 . From the conditions, we also have a11(t, x) + a12(t, x)  0. On the contrary, if
a11(t, x) + a12(t, x) < 0, namely, a11(t, x) < −a12(t, x), then ‖a11‖L1  ‖a12‖L1 , which is contradict with the condition‖a12‖L1G1 < G1‖a11‖L1 . Let u∗ = u∗ +  , v∗ = v∗ +  , from (H2), (H3), then
u∗tt − u∗xx + c1u∗t + a11(t, x)u∗ + a12(t, x)v∗ − λb1(t, x) f
(
u∗(t, x) + , v∗(t, x) + 
)
= u∗tt − u∗xx + c1u∗t + a11(t, x)u∗ + a12(t, x)v∗ + a11(t, x) + a12(t, x) − λb1(t, x) f
(
u∗(t, x) + , v∗(t, x) + 
)
= λ∗b1(t, x) f
(
u∗(t, x), v∗(t, x)
)− λb1(t, x) f (u∗(t, x) + , v∗(t, x) + )+ a11(t, x) + a12(t, x)
 λ∗b1(t, x) f
(
u∗(t, x), v∗(t, x)
)− λb1(t, x) f (u∗(t, x) + , v∗(t, x) + )
= −λb1(t, x)
[
f
(
u∗(t, x) + , v∗(t, x) + 
)− f (u∗(t, x), v∗(t, x))]+ (λ∗ − λ)b1(t, x) f (u∗(t, x), v∗(t, x))
> −λb1(t, x)M(λ
∗ − λ)
λ
+ (λ∗ − λ)b1(t, x) f
(
u∗(t, x), v∗(t, x)
)
= −b1(t, x)(λ∗ − λ)
(
M − f (u∗(t, x), v∗(t, x))) 0,
for all (t, x) ∈ 2 . The inequality for v∗ can be shown similarly. Hence (u∗ , v∗) is an upper solution of (2) and (3) at (λ,μ)
for all 0 <   0 . 
Proof of Theorem4.1. From above lemmas, we need only to show the existence of the second positive solution of (2) and (3)
for (λ,μ) ∈ Ω1 . Let (λ,μ) ∈ Ω1 , then there exists (λ∗,μ∗) ∈ Γ such that
(λ,μ) (λ∗,μ∗).
Let (u∗, v∗) be the positive solution of (1) at (λ∗,μ∗). Then for ε0 > 0 given by Lemma 4.9 and for all ε: 0 < ε  ε0 , denote
u˜∗ = u∗ + ε, v˜∗ = v∗ + ε.
Deﬁne the set
D =
{
(u, v) ∈ E: −ε < u < u˜∗, −ε < v < v˜∗}.
Then D is bounded open set in E and 0 ∈ D . The map T deﬁned in (13) satisﬁes K ∩ D → K and is condensing, since it
is completely continuous. Now let (u, v) ∈ K ∩ ∂D , then there exists (t0, x0) ∈ 2 such that either u(t0, x0) = u˜∗(t0, x0) or
v(t0, x0) = v˜∗(t0, x0). We assume u(t0, x0) = u˜∗(t0, x0) without lost of generality, then by (H4) and Lemma 4.9,
Q 1(u, v)(t0, x0) := P1
(−a12v + λb1(t0, x0) f (u, v))
 P1
(−a12 v˜∗ + λb1(t0, x0) f (˜u∗, v˜∗))
 u˜∗(t0, x0) = u(t0, x0) θu(t0, x0)
for all θ  1. Thus T (u, v) = θ(u, v) for all (u, v) ∈ K ∩ ∂D and θ  1, Lemma 2.2 now implies that
i(T , K ∩ D, K ) = 1.
Now for some ﬁxed λorμ, it follows from assumption (H5) that there exists R > 0 such that
f (u, v) L(u + v), or g(u, v) L(u + v), ∀u + v  R, (19)
where L satisﬁes
Lδ min
{
λG1‖b1‖L1 ,μG2‖b2‖L1
}
> 1.
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(λ,μ). Let
KR∗ =
{
(u, v) ∈ K : ∥∥(u, v)∥∥< R∗}.
Then it follows from Lemma 4.2,
T (u, v) = (u, v), ∀(u, v) ∈ ∂KR∗ .
Moreover, for (u, v) ∈ ∂KR∗ , we have
u + v  δ
∥∥(u, v)∥∥ R.
By (19), we have
Q 1(u, v) : = P1
(−a12v + λb1(t, x) f (u, v))
 G1
∥∥−a12v + λb1(t, x) f (u, v)∥∥L1
 G1
∥∥λb1(t, x)L(u + v)∥∥L1
 G1Lδλ‖b1‖L1
∥∥(u, v)∥∥
>
∥∥(u, v)∥∥.
Thus ‖T (u, v)‖ ‖Q 1(u, v)‖C > ‖(u, v)‖ and it follows from Lemma 2.3 that
i(T , KR∗ , K ) = 0.
By the additivity of the ﬁxed point index,
0 = i(T , KR∗ , K ) = i(T , K ∩ D, K ) + i(T , KR∗ \ K ∩ D, K )
= 1 + i(T , KR∗ \ K ∩ D, K ),
which yields
i(T , KR∗ \ K ∩ D, K ) = −1.
Hence T has at least one ﬁxed point in K ∩ D and another one in KR∗ \ K ∩ D , this shows that in Ω1 , problem (2) and (3)
has at least two positive solution. Thus completes the proof of Theorem 4.1. 
Theorem 4.2 (Sublinear case). In addition to (H1), (H3), (H4) in Theorem 4.1, we assume
(H ′2) aii ∈ C(2), 0  aii(t, x) 
c2i
4 for (t, x) ∈ 2 , and
∫
2 aii(t, x)dt dx > 0, a12,a21 ∈ C(2, R−), a11(t, x) + a12(t, x)  0,
a21(t, x) + a22(t, x) > 0, ∀(t, x) ∈ 2 , ‖a12‖L1G1 < 12G1‖a11‖L1 , ‖a21‖L1G2 < 12G2‖a22‖L1 ;
(H ′5) lim‖(u,v)‖→∞
f (u, v)
u + v
= 0, lim‖(u,v)‖→∞
g(u, v)
u + v
= 0
where ‖(u, v)‖ = ‖u‖C + ‖v‖C ,‖u‖C = max(t,x)∈2 |u|.
Then there exists a bounded and continuous curve Γ separating R2+ \ {(0, 0)} into two disjoint subsets Ω1 and Ω2 such that
problem (2) with the doubly periodic boundary conditions (3) has at least one positive solutions for (λ,μ) ∈ Ω1 ∪ Γ , and no solution
for (λ,μ) ∈ Ω2 . Moreover, let Γ+ ∪ Γ0 be the parametric representation of Γ , where
Γ+ : μ = μ(λ) > 0, Γ0 : μ = μ(λ) = 0.
Then on Γ+ the function μ = μ(λ) is continuous and nonincreasing of R+ \ {0}, that is, if λ λ′ , then
μ(λ)μ(λ′).
Since the proof of Theorem 2 is similar to that of Theorem 1, we shall give here only a sketch of it. In addition, we can
prove the following signiﬁcant lemmas, the other is similar to the above lemmas.
Lemma 4.10. Assume (H1), (H ′2), (H3), (H4), (H ′5) hold and Σ be a compact subset of R2+ \ {(0, 0)}. Then there exists a constant
CΣ > 0 such that for all (λ,μ) ∈ Σ and all possible positive solutions (u, v) of (1) and (2) at (λ,μ), one has∥∥(u, v)∥∥ CΣ.
F. Wang, Y. An / J. Math. Anal. Appl. 349 (2009) 30–42 41Lemma 4.11. Assume (H1), (H ′2), (H3), (H4), (H ′5) hold. If (2) and (3) has a positive solution at (λ,μ). Then (2) and (3) has a positive
solution at (λ,μ) ∈ R2+ \ {(0, 0)} for all (λ,μ) (λ,μ).
Lemma 4.12. Assume (H1), (H ′2), (H3), (H4), (H ′5). Then there exists (λ∗,μ∗) > (0, 0) such that (2) and (3) has a positive solution
for all (λ,μ) (λ∗,μ∗).
Deﬁne a set S by
S =
{
(λ,μ) ∈ R2+ \ {(0, 0)}: (1) has a positive solution at (λ,μ)
}
.
Then it follows from Lemma 4.4 that S = ∅ and (S,) is a partially ordered set.
Lemma 4.13. Assume (H1), (H ′2), (H3), (H4), (H ′5) hold. Then the function λ +μ is bounded away form zero.
Proof. Let (u, v) be any positive solution of (2) and (3) at (λ,μ). Then it follows from the fact ‖u‖C + ‖v‖C > 0 and (H ′5),
there exists a δi > 0 such that
‖u‖C + ‖v‖C
f (‖u‖C ,‖v‖C )  δ1,
‖u‖C + ‖v‖C
g(‖u‖C ,‖v‖C )  δ2. (20)
It follows from (H4) and (H ′5) that
u  ‖u‖C  G1
G1‖a11‖L1
‖−a12v + λb1 f ‖L1
 G1
G1‖a11‖L1
[‖a12‖L1‖v‖C + λ∥∥b1 f (‖u‖C ,‖v‖C )∥∥L1]
 1
2
‖v‖C + λ G1
G1‖a11‖L1
∥∥b1 f (‖u‖C ,‖v‖C )∥∥L1 , (21)
v  ‖v‖C  G2
G2‖a22‖L1
‖ − a21u +μb2g‖L1
 G2
G2‖a22‖L1
[‖a21‖L1‖u‖C +μ∥∥b2g(‖u‖C ,‖v‖C )∥∥L1]
 1
2
‖u‖C +μ G2
G2‖a22‖L1
∥∥b2g(‖u‖C ,‖v‖C )∥∥L1 . (22)
By (21) and (22), we have
1
2
(‖u‖C + ‖v‖C ) NF (‖u‖C ,‖v‖C )(λ +μ)
namely
λ +μ 1
2N
‖u‖C + ‖v‖C
F (‖u‖C ,‖v‖C ) 
1
2N
ϑ > 0,
where N = max{ G1‖b1‖L1G1‖a11‖L1 ,
G2‖b2‖L1
G2‖a22‖L1 } > 0, F (u, v) = max{ f (u, v), g(u, v)}, ϑ = min{δ1, δ2}.
Therefore λ +μ is bounded away from zero by 12N ϑ . 
Lemma 4.14. Assume (H1), (H ′2), (H3), (H4), (H ′5). Then every chain in S has a unique inﬁmum in S.
Lemma 4.15. Assume (H1), (H ′2), (H3), (H4), (H ′5). Then there exists λ˜ ∈ [ 12N ϑ ,λ∗] such that problem (2) and (3) has a positive
solution at (λ, 0) for all λ λ˜, no solution at (λ, 0) for all λ < λ˜. Similar, there exists μ˜ ∈ [ 12N ϑ ,μ∗] such that problem (2) and (3) has
a positive solution at (0,μ) for all μ μ˜, no solution at (0,μ) for all μ < μ˜.
Proof of Theorem 4.2. From Lemma 4.1 and Lemmas 4.10–4.15, we know that λ + μ  min{˜λ, μ˜} > 0. Hence there ex-
ists a bounded continuous curve Γ joining the points (˜λ, 0), (0, μ˜), where λ˜, μ˜ is given in Lemma 4.15, and Γ separating
R2+ \ {(0, 0)} into two disjoint subsets Σ1 and Σ2 such that Σ1 is unbounded and Σ2 is bounded, problem (2) and (3) has
at least one solution for (λ,μ) ∈ Σ1 ∪ Γ and no solution for (λ,μ) ∈ Σ2 .
The proof of the rest part of Theorem 4.2 is similar to that of Theorem 4.1, so we omit it. 
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