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Abstract
Many Web sites publish their data in a hierarchical structure. For instance, Amazon.com organizes its pages on books
as a hierarchy, in which each leaf node corresponds to a collection of pages of books in the same class (e.g., books on Data
Mining). Users can easily browse this class by following a path from the root to the corresponding leaf node, such as
‘‘Computers & Internet – Databases – Storage – Data Mining’’. Business applications often require to submit
aggregation queries on such data, such as ‘‘ﬁnding the average price of books on Data Mining’’. On the other hand, it is
computationally expensive to compute the exact answer to such a query due to the large amount of data, its dynamicity,
and limited Web-access resources. In this paper, we study how to answer such aggregation queries approximately with
quality guarantees using sampling. We study how to use adaptive-sampling techniques that allocate the resources adap-
tively based on partial samples retrieved from diﬀerent nodes in the hierarchy. Based on statistical methods, we study
how to estimate the quality of the answer using the sample. Our experimental study using real and synthetic data sets val-
idates the proposed techniques.
  2007 Elsevier B.V. All rights reserved.
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1. Introduction
Many Web sites such as e-commerce sites and portals publish their data in HTML pages organized as hier-
archies. For instance, Amazon.com has millions of pages on books. It categorizes these books into diﬀerent
hierarchical classes. Fig. 1 shows part of the hierarchy. Each internal node in the hierarchy represents a class
of books, such as Accessories and History. This node corresponds to a Web page that displays the
0169-023X/$ - see front matter   2007 Elsevier B.V. All rights reserved.
doi:10.1016/j.datak.2007.09.014
* Corresponding author. Tel.: +30 21074 89696; fax: +30 21077 22499.
E-mail addresses: afrati@softlab.ece.ntua.gr (F.N. Afrati), plekeas@tem.uoc.gr (P.V. Lekeas), chenli@ics.uci.edu (C. Li).
1 He was supported by the project PYTHAGORAS, co-funded by the European Social Fund and National Resources – EPEAEK II.
Most of this work was done while the author was working in the School of Electrical and Computer Engineering at the National Technical
University of Athens, Greece.
2 Partially supported by NSF CAREER Award No. IIS-0238586.
Available online at www.sciencedirect.com
Data & Knowledge Engineering 64 (2008) 462–490
www.elsevier.com/locate/datakcategories (Web links) of its child classes. A leaf node contains a collection of books belonging to the corre-
sponding category, such as Warehousing and Encryption. These books are published as diﬀerent pages.
The main reason for such a hierarchy is to allow easy browsing by Web users, who are able to browse the
pages starting from the root in order to locate the books in a class. For instance, a user can easily ﬁnd pages
of Data Mining books by starting from the root page and following the path ‘‘Computers & Internet –
Databases – Storage – Data Mining’’.
It is necessary for many applications to query these Web sites. Consider, for example, an online book store
that competes with Amazon.com. In order to make marketing strategies for its own books, the company needs
to collect the information about the prices of diﬀerent classes of books at Amazon.com. The following are a
few sample queries the company would issue about Amazon.com books:
• Query Q
1: Find the average price of books on Warehousing. These books correspond to a class of a leaf
node.
• Query Q
2: Find the average price of books on Databases. These books correspond to a class of an inter-
nal node in the hierarchy.
One way to answer such queries is to access all the pages of the books that are relevant to the queries. For
instance, for query Q
1, we access all the pages of the books on Warehousing, and use the prices of these
books to compute their average price. For query Q
2, we access the pages of Databases books. Although
this approach can return the exact answer to a query, when there are many books relevant to the query, this
method requires access to a large number of pages, causing a signiﬁcant workload on the Web site. The prob-
lem becomes even worse when we must ask such queries frequently, e.g., when the data on the Web site is very
dynamic. If we limit the number of requests sent to the server for a given period, then we need a long period to
access all the relevant pages. However, the book information at the server may have changed during the long
period, and the retrieved data is already out of date.
In this paper, we study how to answer aggregation queries on Web hierarchies by sampling. Given a query,
we sample some of the pages of relevant objects to compute an approximate answer to the query. We focus on
the following three main challenges related to the problem of how to allocate Web-access resources to the
pages of diﬀerent classes. First, the objects from diﬀerent classes could have diﬀerent value distributions.
For instance, the number of books and average price of the Warehousing class could be very diﬀerent from
those of the Encryption and Distributed Computing classes. As of October 2004 in the Amazon.com
book hierarchy, these three categories had 122, 132, and 202 books, respectively. Their average prices were
$336, $78, and $91, respectively (probably some warehousing books had very high prices – what we call out-
liers). A naive, random sampling approach is not an ideal method since it would require more samples to
Fig. 1. Book hierarchy at Amazon.com.
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known a priori. Third, we need to estimate the quality of the answers computed using sampling.
The approach we adopt in dealing with these challenges is to use adaptive sampling, in which we progres-
sively decide which nodes to oversample and which nodes to undersample in order to obtain a quality solution
without wasting resources. The reason that this approach is expected to have good results can intuitively be
seen in the following two situations. First, consider the case where we need to answer a single query that asks
for the average price in an internal node. Some of its relevant leaf nodes may not contribute signiﬁcantly to the
solution. They may, e.g., contain only a few books of moderate prices compared to the other relevant leaf
nodes. Second, when we need to answer a set of queries, some leaf nodes can contribute signiﬁcantly to the
quality of the answers of the queries, while others are relevant only to a few queries. For instance, a leaf node
may contain many expensive books on Landscape Architecture distributed over a large price range,
whereas nodes about Computer Science books may contain only moderately priced books. Thus if we have
a set of queries that ask for average prices of books in Landscape Architecture and only a few single
queries on Computer Science, then in order to maintain a good estimation, we choose to oversample
the Landscape Architecture books and undersample the Computer Science books.
In this study, we make the following contributions:
• We formulate a new problem about answering aggregation queries on hierarchical Web sites. We propose
adaptive-sampling algorithms for answering a single aggregation query (AVG/MIN/MAX), when the node
in the query is a leaf node or an internal node.
• We propose adaptive-sampling algorithms for answering a set of combined aggregation queries.
• We conduct extensive experiments to evaluate these algorithms on both real and synthetic data sets.
The rest of the paper is organized as follows: Section 2 states the problem formulation. Section 3 describes
our algorithms for answering single AVG queries for leaf nodes and internal nodes. Section 4 presents our
algorithms for answering single MAX/MIN queries on leaf nodes and internal nodes. Section 5 deals with
how to answer multiple and combined aggregation queries. Section 6 reports our experimental results. Section
7 concludes the work.
1.1. Related work
Sampling is a process of selecting subsets of a population to estimate certain parameters about the popu-
lation. There exist many sampling techniques, such as simple random sampling, stratiﬁed sampling, hierarchi-
cal sampling, adaptive sampling [22,4,21]. Sampling techniques have also been widely used in diﬀerent contexts
in databases. See [19] for a list of related papers. For instance, [14,16,15] address the problem of estimating the
result size for a query using random sampling without going through the entire result. See [6] for applications
of sequential sampling algorithms for Knowledge Discovery in Databases. Haas et al. [9] use sampling to esti-
mate join selectivity. Chaudhuri et al. [3] study how to overcome limitations of sampling for aggregation que-
ries for distributions of skewed aggregated attributes and queries with a low selectivity. Hellerstein et al. [11]
study how to use sampling techniques to answer aggregation queries online by reporting the progress of
answering the aggregation query. Manku et al. [17] use non-uniform random sampling to propose algorithms
that search for quantiles that do not require knowledge of the length of input sequence. These algorithms are
essential in database applications that use quantiles and require knowledge of input sequence. Ipeirotis and
Gravano [13] extract content summaries from searchable test databases with hierarchical structure, using sam-
ples of the document from the databases. Recently, there have been a number of studies on using sampling
techniques to answer queries on data streams. See [8,7] for a good survey.
2. Problem formulation
In this section, we formulate the problem studied in this paper.
Hierarchical Web site structure and access model: Consider a Web site that publishes its information about
objects such as books, electronics, and computers. The information about an object is published in a single
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[10,5], where each leaf node corresponds to a class of objects. For example, in Fig. 1, the leaf node Data Min-
ing has a list of links to the pages of data mining books. (This list could be published in multiple pages for
browsing purposes.) The size of a leaf node is the total number of all its objects. An internal node in the hier-
archy corresponds to a list of links pointing to its children, which are internal nodes or leaf nodes. The size of
an internal node is the sum of the sizes of all its descendant leaf nodes. We assume the number of objects in
each leaf node is given. Thus the population of an internal node can be easily computed. Notice that the size of
each leaf node could change dynamically from time to time, due to possible insertions and deletions of objects
at the leaf node.
Queries: Each object has a value that interests us, such as the price of a book. We consider aggregation
queries for average, maximum and minimum using the aggregate functions AVG, MAX, and MIN, respec-
tively. An aggregation query on a node concerns the objects represented by this node and the aggregation
is applied to these objects. We call this node the query node for the given query. A query node can be a leaf
node or an internal node. For example, in Fig. 1, if we ask for the average price of all the Encryption books,
then the query node is a leaf node. If we ask for the maximum price of the Databases books, then the query
node is an internal node, and the actual data is stored in its descendant leaf nodes such as DBMS, Data Min-
ing, Encryption, etc. Formally, an aggregation query is represented as c(v), in which c is an aggregation
function (AVG, MAX, or MIN) and v is a node in the hierarchy. For instance, the query MAX(Databases)
asks for the maximum price of all the books in the Databases class. Let ans(c(v)) denote the real answer to
this query.
Approximate answers with quality guarantees: Given a query c(v), we want to compute an approximate
answer to the query using samples from the objects in the classes relevant to the query, i.e., those objects
in the leaf nodes of the node v. The query also comes with a conﬁdence d, which is a real number between
0 and 1. Our goal is to ﬁnd an estimation e of the real answer to the query, such that with a probability of
at least 1   d the ‘‘distance’’ between the estimated answer and the real answer is smaller than a predeﬁned
measure. The ‘‘distance’’ measurement depends on the aggregation function c. For instance, in the case of
AVG, the distance is je   ans(c(v))j, where e is the estimated answer. For the case of MAX and MIN, we
use quantiles to measure such a distance (Section 4).
Our methods for answering queries approximately rely on sampling (see also [1,2] for a preliminary version
of this article). We view the data in the class of each leaf node as a random variable that takes values uniformly
at random from the objects in this class. We assume that Web-access resources are expensive in the sense of
server side CPU occupation having in mind that at the same time thousands of diﬀerent Web users probe the
same CPU for diﬀerent queries. We focus on how to make the best use of the available resources to improve
the quality of the approximate answer. Speciﬁcally, one problem we are investigating is: Given a number of
resources and a conﬁdence, what is the best way to sample the objects in order to answer the query so that we
can obtain a good approximation of the real answer with the given conﬁdence? Our solutions can also be used
to solve other related problems, such as deciding how many resources are needed when the user also speciﬁes a
threshold on the distance between the estimated answer and the real answer.
As we do not know the distributions of the objects in diﬀerent leaf nodes a priori, we use adaptive sampling.
The main idea is to allocate resources to these leaves proportionally to a measure that represents the impor-
tance of the particular leaf in ﬁnding a good answer to the query. The measure also represents a parameter in
the distribution of the data in the particular leaf. For instance, if the standard deviation of the objects in a
particular leaf is small, then we do not need to allocate a large number of resources to this node, because
we can obtain a good estimation with few resources. On the other hand, if the standard deviation is large,
we need to allocate more resources to this leaf node in order to achieve a good approximation.
We propose a family of adaptive-sampling algorithms for diﬀerent aggregation functions. Each algorithm
allocates the available resources iteratively. In each stage, it assigns resources to those leaves that introduce
greater error in the estimated answer. The algorithm adaptively decides how many resources need to be allo-
cated to a leaf node in the next iteration, until it uses all the resources, or, alternatively, until the user is sat-
isﬁed with the quality of the approximate answer.
Although in the present paper, we apply our approach to hierarchical structures, our algorithms also work
in the more general case where we have to process a workload of aggregation queries whose answers depend
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some data stored in more than one Web site.
3. Answering AVG queries
In this section, we consider how to answer an AVG aggregation query, denoted as AVG(v), which asks for
the average value of the objects belonging to the class of a node v. The query also speciﬁes a conﬁdence d, and
we want to get an average interval with a conﬁdence of at least 1   d.
3.1. AVG query on leaf node
First we consider the case where the node v is a leaf node. We allocate all available resources to the leaf
node, and randomly draw samples from it. Then we estimate the answer of the query within a conﬁdence inter-
val. There are two approaches that give us certain quality guarantees. The ﬁrst one, called the Hoeﬀding
approach, is a conservative approach and guarantees that the estimated value is within the conﬁdence interval
with a probability of at least 1   d. The second one, called the CLT approach, is associated with the Central
Limit Theorem, and it assumes that the sample is small compared to the size of the population, but large
enough so that approximations based on CLT are accurate.
3.1.1. The Hoeﬀding approach
Theorem 3.1 (Hoeﬀding’s bound [12]). Let x1,x2,...,xn be independent instances of a bounded random variable
X, with values in [a,b]. Denote their average by x ¼ 1
n
Pn
i¼1xi, and let l be the expectation of X. For any   > 0, we
have
Pr½jx   lj P    6 2e
  2n 2
ðb aÞ2:
Based on this theorem, given a set of n random samples x1,...,xn of the objects in the leaf node, we can use
their average to estimate the real average. To have a conﬁdence (1   d) that this estimated average x is within  
of the real average l, we get from the above theorem:
2e
  2n 2
ðb aÞ2 ¼ d:
Therefore, by solving for   we get
  ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðb   aÞ
2 log 2
d
  
2n
s
: ð1Þ
We may use the same theorem to estimate the number of samples needed to be drawn if we are given a speciﬁc
conﬁdence interval  :
n ¼
ðb   aÞ
2 log 2
d
  
2 2 : ð2Þ
The formula assumes that a lower bound a and an upper bound b are known. In our application domain, there
are diﬀerent ways to get these two bounds. One way is to utilize a priori knowledge about the range of the
values. For instance, if we know that all the books about databases at Amazon.com are at least $20 and at
most $300, we can set a = 20 and b = 300. Another way is the following. Many such Web sites accept requests
to sort their records in a category in a descending or ascending order based on an attribute, such as book price.
We can get exact a and b values by issuing such requests and retrieving the corresponding top record.
Given a conﬁdence d and a positive integer n, Eq. (1) tells us how close the average x of the sampled object is
to the real average l if we draw n random samples from the population. Similarly, given a conﬁdence d and a
conﬁdence interval  , Eq. (2) tells us how many random samples are needed.
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Theorem 3.2 (Central limit theorem [18]). Let X denote the mean of the observations in a set of random samples
of size n from a population having a mean l and standard deviation r. Denote the mean of the X distribution by
lX, and the standard deviation of the X distribution by rX. When n is sufﬁciently large, the sampling distribution
of X is well approximated by a normal distribution (even when the population distribution is not itself normal).
Based on the Central Limit Theorem (CLT), given n random samples x1,x2,...,xn from the objects in a leaf
node, for the estimation of X to be within ±  of the real average with a conﬁdence d, we can use the fact that X
is well approximated by a normal distribution. Using tail inequalities for the normal distribution, we get the
error parameter
  ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
z2
dT n;2
n
r
P 0; ð3Þ
where zd is the
ðdþ1Þ
2 quantile of the sample distribution, and
T n;2 ¼
Pn
i¼1ðxi   xÞ
2
n   1
;
where x ¼
Pn
i¼1xi
n :
3.2. AVG query on internal node
Now consider an AVG query for an internal node v. Let v have m descendant leaf nodes c1,c2,...,cm with
populations n1,n2,...,nm, respectively. (Notice that v might not be the immediate parent node of each such leaf
node.) Let n = n1 + n2 +    + nm be the population of the node v. A naive approach to estimating the average
on node v is to distribute the available resources equally to all leaves c1,c2,...,cm. This approach could waste a
lot of resources. If the objects of one leaf have a very small standard deviation, then an accurate estimation of
its average can be made by drawing a small set of random samples (e.g., see Eq. (2)). The sparse resources can
be used on another leaf with a larger standard deviation, which may need more samples for a tolerable
estimation.
We propose an adaptive-sampling algorithm for answering such a query approximately. Its main idea is to
assign more resources to the leaf nodes with larger standard deviations. As we cannot know the standard devi-
ation of each leaf in advance, the algorithm goes through a number of iterations. In each iteration, it assigns
resources to each node proportionally to its currently estimated standard deviation. With the proper tuning of
the number of iterations and the resources assigned in each iteration, the algorithm can compute an approx-
imate answer of high quality. The algorithm is formally described in Fig. 2.
The details of the algorithm are as follows: The algorithm uses several iterations so that it can adapt itself to
the current estimation of the standard deviations on the leaves. In each iteration, the estimation of a leaf node
ci may not be accurate. As a consequence, the algorithm assigns either too many or too few resources to the
node ci. Then in subsequent iterations, the algorithm will adjust the estimations closer to the real values. For
example, if it assigns too many resources to leaf ci, then after a better estimation of the standard deviation of
ci, the algorithm will save resources in subsequent iterations. We set a number d to be the number of resources
allocated in each iteration. The algorithm has two phases.
Initial resource allocation: We allocate an equal number of resources to the leaf nodes initially. Thus for m
leaves c1,c2,...,cm, we assign d/m resources to each leaf.
Resource allocation in the ith iteration: It has two stages:
• For each leaf ck, we compute the average   lk and the standard deviation   rk based on its samples from all
previous iterations.
• For each leaf node ck, we assign to it the following number of resources: ðd     rkÞ=
Pm
i¼1  rk, which is propor-
tional to its estimated standard deviation. Thus, we are more conservative in our allocation of resources in
that we do not allow as large a diﬀerence in the number of resources allocated in each leaf as would have
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tion is that we do not expect the estimation of the variance to be a good approximation especially in the ﬁrst
iterations.
The stopping condition of the algorithm is when it runs out of resources. In this case, we have N/d iterations,
where N is the total number of available resources. Alternatively, we can stop the iterations when the user is
satisﬁed with the conﬁdence interval of the estimated answer to the query, computed below.
Estimation of the query in the internal node: The quality DQ of query Q is measured as follows. Suppose
leaves c1,...,cm are relevant to the query, and their populations are n1,...,nm. The total population of the
query node is n = n1 +    + nm. Then from error analysis (e.g., [20]) we get
DQ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
n1
n
 1
   2
þ
n2
n
 2
   2
þ   þ
nm
n
 m
   2
r
;
where each  i is calculated either from Eq. (1), or Eq. (3), depending on which method (Hoeﬀding or CLT) we
are using.
4. MAX/MIN queries
Next we study how to answer MAX/MIN aggregation queries approximately by random sampling. We
focus on answering a MAX query, and the results are similarly applicable to the case of answering a MIN
query. A MAX query MAX(v) asks for the maximum value of the objects of the class v. The query also deﬁnes
a conﬁdence d.
4.1. MAX query on leaf node
Consider the case where the query node in the MAX query is a leaf node. Given n resources, we allocate all
of them to the leaf node to draw a set of random samples. We compute the maximum value M of these samples
as an approximate answer to the query. In order to measure the quality of this answer, we need the notion of
Fig. 2. Single node query algorithm for answering an AVG query on an internal node.
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greater than t is 1   /. We can use the quantile of the maximum M of the samples to measure the quality of
this approximate answer. Ideally, we want the quantile to be as close to 1 as possible. To estimate the quantile,
we consider the Chebyshev inequality.
Theorem 4.1 (Chebyshev inequality [18]). If a random variable X has a ﬁnite mean l and a ﬁnite variance r
2,
then for any   P 0
Pr½jX   lj P    6
r2
 2 :
The inequality can be used to give us a bound on the probability that jX   lj P M   l for the maximum
value M in the samples. Thus using in the inequality   = M   l, we get
Pr½jX   lj P M   l  6
r2
ðM   lÞ
2 ;
Pr½X P M  6
r2
ðM   lÞ
2 : ð4Þ
Suppose we knew the average l and standard deviation r of the random variable. Eq. (4) states that the prob-
ability that the value of an object relevant to the query is no less than M is at most 1   r
2/(M   l)
2. In other
words, M is at least the 1   r
2/(M   l)
2 quantile of the values of these objects. We call this quantile the con-
ﬁdence quantile for the value M.
Eq. (4) assumes that the average and the standard deviation of the random variable are known. We can use
the samples to estimate these parameters. We estimate the average using the algorithms in Section 3.A s
explained earlier, given a conﬁdence, these algorithms return an average value with a conﬁdence interval.
Using the set of samples, we can estimate the average and standard deviation of X within a distance  avg
and  dev with probability 1   d, respectively. (For the estimation of the average, see the previous section.
For the estimation of the standard deviation, a similar argument applies.) We use these estimations to com-
pute the conﬁdence quantile for the maximum value M. Since we use these estimations, we conclude that M is
greater than the / quantile of X with a probability 1   d, where / = /(M,l,r)i s
/ðM;l;rÞ¼1  
r2 þ  2
dev
ðM   l    avgÞ
2 : ð5Þ
Therefore, with a conﬁdence d, the value M is not less than the / quantile of X.
4.2. MAX query on internal node
If the node in the MAX query is an internal node, the answer to the query is similar to that of an AVG
query for an internal node. The diﬀerence is that, for each leaf node, its decisive quantity is not its standard
deviation but 1   /, where / is the quantile of the currently estimated maximum value for this leaf. That is,
suppose the maximum value of all the samples drawn thus far is M. For each leaf node relevant to the query,
we do the following. We compute the average and the standard deviation of the samples drawn from this leaf
node, and compute the conﬁdence quantile of M with respect to these samples. That is, in Eq. (4), we use the
average and the standard deviation of the samples from this leaf. At the end of the algorithm, we output the
conﬁdence quantile of all the samples. The algorithm is given in Fig. 3.
4.3. Queries on internal node
In Sections 3.2 and 4.2, we saw how we can answer AVG or MAX/MIN queries on internal nodes. We can
combine these two algorithms into one. If we have a query F on an internal node and an importance factor fk
(fk is rk for an AVG query, and 1   /k for a MAX/MIN query), the algorithm can be seen in Fig. 4.
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In this section we study how to answer a set of aggregation queries given limited resources. For example,
consider the hierarchy shown in Fig. 5, on which we are given four AVG queries Q
1, Q
2, Q
3,a n dQ
4.W e
Fig. 3. Single node query algorithm for answering a MAX query on an internal node.
Fig. 4. Single node query algorithm for answering a query on an internal node.
470 F.N. Afrati et al. / Data & Knowledge Engineering 64 (2008) 462–490are interested in answering these queries as a group when given a limited number of resources to access the
objects of the leaf nodes. We develop an algorithm, called  -shake, for answering such queries using adaptive
sampling.
One main challenge is taking into consideration the interrelationships among the queries. For example,
node g contributes to the answers of three queries (Q
2, Q
3, and Q
4), and node a only to one query (Q
1). Con-
sider the case where the distribution on node g has a large variance, and the distribution on node a has a small
variance. If their populations are the same, then we want to allocate more resources to node g in order to get a
solution of better quality. However, in the case that node a has a large variance, it becomes unclear what sam-
pling strategy we should follow.
Similarly to the algorithms presented in previous sections, the  -shake algorithm allocates resources to the
leaf nodes iteratively. In each iteration it uses a qualitative criterion for each leaf node to measure its contri-
bution to the answers to the queries. We produce small vibrations to the leaves, i.e., we ‘‘shake the leaves’’, and
check how these vibrations aﬀect the estimation to the query answers. In particular, suppose the quality of the
estimation on a certain leaf improves by a small value  , and the estimations by all other leaves remain the
same, we compute the new estimation of the answers to the queries. Based on the results, we decide how many
resources to allocate to this leaf in the next iteration. The leaves that cause more changes to the current esti-
mation are considered to be more important, and deserve more resources in the next iteration. Notice that
since we have a set of queries rather than one, the quality of the solution depends on the quality of the approx-
imate answer to each query. To measure this quality, we need to establish a compound cost that combines the
quality measures of all the queries.
5.1. AVG queries
We ﬁrst focus on the case where all the queries are AVG queries. Formally, let Q be an AVG query on a
node with k leaves, c1,...,ck. Let a1,a2,...,ak denote the averages of the populations in these leaves. Thus we
have
Q ¼ fða1;a2;...;akÞ¼
Pk
i¼1niai
k
; ð6Þ
where ni is the population of leaf ci. The error DQ for estimating Q is given in terms of the error in the esti-
mation of each leaf by the error propagation formula.
DQ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
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Suppose we have estimated Q to belong in (Q + DQ,Q   DQ) and we want to see how a small change,  ,i nt h e
estimation of one leaf (say, leaf ci) can aﬀect the previous estimation. We denote by D Qai the estimated error
on the Query Q in the case the estimated standard deviation of the leaves are ra1;...;rai 1;rai    ;raiþ1;...;rak,
i.e., D Qai is the improved error on Q in the case the standard deviation of leaf i is improved by  . For the new
estimation error, we have
Fig. 5. Multiple aggregation queries.
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A measure of this change is a weight
wci ¼
DQ   D Qai
DQ
¼ 1  
D Qai
DQ
;
which characterizes leaf ci. For a ﬁxed  , we can have k weights wc1;wc2;...;wck for the leaf nodes, leading us to
an ordering of these leaf nodes according to their signiﬁcance of contribution in the query Q. Observe that
under this setting, if a leaf node u is irrelevant to the query Q, then it has a zero contribution, since
of
ou ¼ 0
and DQ   D Qu =0 .Fig. 6 describes the  -shake algorithm.
5.2. MAX/MIN queries
Again the adaptive algorithm allocates resources to the leaf nodes iteratively. It uses the following quali-
tative criterion for each leaf node to measure its contribution to the answers to the queries. Suppose that
at a certain iteration we have computed the max of query Q
i to be Mi and we have also computed the average
and standard deviations lk, rk, respectively, of leaf ck, which is among the one of the leaves that populate the
node of Q
i. Then the quantile /ðMi;lk;rkÞ¼/
Qi
ck is calculated using Eq. (5). This quantile /
Qi
ck measures how
much leaf ck contributes to the answer of query Q
i. Fig. 8 visualizes /
Qi
ck on a normal distribution. Actually, the
closer /
Qi
ck is to 1, the less will leaf ck contribute to the answer of query Q
i in future iterations. The reason is that
Fig. 6.  -shake algorithm for answering multiple AVG queries.
472 F.N. Afrati et al. / Data & Knowledge Engineering 64 (2008) 462–490a very small ratio of the population of leaf ck is greater than the currently found maximum Mi. Hence we
allocate resources in proportion to wi
ck ¼ 1   /
Qi
ck for each query. Thus in the next iteration, leaf ck will get
d  
P
iwi
ck
W
  
resources, where W ¼
P
i;kwi
ck, d is the total number of resources we assign in each iteration,
and i runs on the MAX queries to which ck contributes. Fig. 7 shows the algorithm.
5.3. Combined queries
With combined queries we mean a combination of AVG and MAX/MIN queries posed at the same time.
The strategy now is to assign resources to each leaf according to its contribution to the overall combination.
We can calculate the needs (weight) of a leaf for the AVG queries with the  -shake algorithms and the needs of
the same leaf for the MAX/MIN queries with the quantiles, and then merge the two needs into one which
would be the amount of resources that the leaf would get. To merge we use a multiplicative factor that we
tune according to the results of the experiments. The algorithm is found in Fig. 9.
Fig. 7. Algorithm for answering multiple MAX queries.
Fig. 8. Visualizing /
Qi
ck on normal distribution: it is the shaded area under the curve and on the left of Mi.
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We conducted experiments to evaluate the proposed algorithms for both real and synthetic data sets. We
collected the real data on book prices from Amazon.com from March 2004 to July 2004. We implemented a
crawler to download all the ‘‘Buy New’’ price tags of diﬀerent book categories. For instance, one such cate-
gory is books on Database Design, which includes about 800 books. The total number of books collected
was approximately 50,000. Fig. 16 shows the distribution characteristics of each category (leaf) after the
removal of outliers. Also Fig. 24 indicates the histograms of leaf f before and after the deletion of outliers.
For the synthetic data, we used Mathematica to produce leaf nodes which have the same population and
standard deviation as the leaf nodes in the real data but following a normal distribution.
6.1. AVG queries
The case of AVG Queries splits into AVG queries on leaf nodes and AVG queries on internal nodes.
6.1.1. AVG on leaf node
We ﬁrst conducted experiments for AVG queries on leaf nodes of the Amazon.com book hierarchy, using
both the Hoeﬀding approach and the CLT approach. We used three leaf nodes of diﬀerent sizes, one node with
369 books, one with 2157 books, and one with 11,973 books. We set the conﬁdence of an AVG query to be
95%, i.e., d = 0.05. Each sampling algorithm was repeated 10 times to get a good evaluation of the behavior of
the algorithm. Fig. 10 and Table 1 show how the Hoeﬀding approach behaved for the three leaf nodes, when
we sampled about 10% of their population. The x-axis represents the diﬀerent runs of the algorithm. For each
run, the ﬁgure shows the estimated average and the corresponding conﬁdence interval. For the node with a
small population (369), its real average is 64. We drew a set of 37 random samples in each run. For diﬀerent
runs, their estimations had a relatively big conﬁdence interval. For the other nodes with larger populations,
the Hoeﬀding approach gave much better estimations.
Fig. 9. Algorithm for answering combined queries.
474 F.N. Afrati et al. / Data & Knowledge Engineering 64 (2008) 462–490Fig. 11 and Table 2 show the results of using the CLT approach on the same three leaf nodes. Again, for the
node with a small population, almost all the runs gave an estimation with a large conﬁdence interval, since the
CLT approach assumes a large population. On the other hand, this approach gave better results for the other
nodes with large populations.
Hoeffding approach for AVG
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Fig. 10. Hoeﬀding approach to answer an AVG query on a leaf node with a 95% conﬁdence.
Table 1
Tables for Fig. 10
µ estimation
21 18 1,00 32 32 2,00 64 63 4,00 leaf A   leaf B   leaf C
21 23 1,00 32 32 2,00 64 84 11,00 2157 11973 369
21 20 1,00 32 32 1,00 64 63 4,00 21 32 64
21 22 1,00 32 31 2,00 64 61 2,00 200 1200 37
21 21 1,00 32 32 2,00 64 55 2,00
21 21 1,00 32 31 1,00 64 66 8,00
21 20 1,00 32 31 2,00 64 52 8,00
21 20 1,00 32 33 2,00 64 63 2,00
21 20 1,00 32 31 1,00 64 76 7,00
21 22 1,00 32 31 1,00 64 77 8,00
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Fig. 11. CLT approach to answer an AVG query on a leaf node with a 95% conﬁdence.
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well in estimating average values for large populations, with CLT being slightly better. The Hoeﬀding
approach is more conservative, giving larger conﬁdence intervals. For small populations, CLT should not
be used while the Hoeﬀding approach may provide some tolerable results.
6.1.2. AVG on internal node
We evaluated the adaptive-sampling algorithm described in Section 3.2 on an internal node with two leaf
nodes of the Amazon.com data set. The ﬁrst leaf node had 1158 books, with an average price of 42.26, and a
standard deviation of 33.90. The second leaf node had 2157 books, with an average of 21.00, and a standard
deviation of 27.92. The average of the internal node was 28.43. The total number of resources was 1000, and in
each iteration we assigned n = 200 resources. (The number of resources assigned in each iteration was carefully
selected after many experiments. The best selection was one order of magnitude smaller than the combined
population of all the nodes.) We also implemented a naive algorithm that allocates the same number of
resources to each leaf. Fig. 12 (real data) and Table 3 show the results of the two approaches. The adaptive
approach provided more accurate estimations of the average.
We also evaluated both approaches on synthetic data, and a query was posed on an internal node with two
leaf nodes. The ﬁrst node had 1158 objects following a normal distribution, with an average of 130.28 and a
standard deviation of 33.60. The second node had 2157 objects following a normal distribution, with an aver-
age of 87.00 and a standard deviation of 27.94. The average of the parent was 110.84. Again the results of the
two approaches are shown in Fig. 12 (synthetic data) and Table 3, where we can clearly see that the adaptive
approach gave much better estimations of the real average than the naive one and that the behavior of our
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Fig. 12. Adaptive versus naive approaches to answering an AVG query on an internal node (real data and synthetic data).
Table 2
Tables for Fig. 11
21 20 1,00 32 32 1,00 64 55 17,00
21 21 1,00 32 32 1,00 64 58 8,00 2157 11973 369
21 21 1,00 32 32 1,00 64 60 15,00 21 32 64
21 21 1,00 32 33 1,00 64 52 20,00 200 1200 37
21 21 1,00 32 32 1,00 64 57 23,00
21 21 1,00 32 32 1,00 64 49 11,00
21 21 2,00 32 32 1,00 64 50 10,00
21 21 1,00 32 31 1,00 64 49 8,00
21 20 1,00 32 32 1,00 64 57 11,00
21 21 1,00 32 31 1,00 64 60 17,00
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476 F.N. Afrati et al. / Data & Knowledge Engineering 64 (2008) 462–490adaptive approach competes with the naive one. In Table 3, we can also see the allocated resources with
respect to the total sample size in each iteration for both experiments (real and synthetic data).
6.2. MAX queries
We have two cases: (1) MAX queries on leaf nodes; and (2) MAX queries on internal nodes.
6.2.1. MAX on leaf node
We implemented the algorithm described in Section 4.1 for answering a MAX query on a leaf node. For the
real data set, we ﬁrst considered a node of 2437 books, with an average of 52.09 and a standard deviation of
52.91. The real maximum value was 735. Fig. 13 and Table 4 show how the adaptive algorithm presented in
Section 4.1 behaved on this node. They show that after 200 resources were allocated, the algorithm obtained
an estimated maximum value with a high quantile. It found the real maximum value after 1800 resources were
allocated. The same ﬁgure and table also show how the adaptive algorithm behaved in a synthetic data set that
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Fig. 13. MAX quantiles (real and synthetic data) for a leaf node.
Table 3
Tables for Fig. 12
REAL VALUES ADAPTIVE error NAIVE error REAL VALUES ADAPTIVE error NAIVE error
28,43 28,49 3,19 28,49 3,19 117,63 118,08 2,86 118,08 2,86
28,43 28,56 1,3 28,98 1,32 117,63 118,3 1,46 120,09 1,37
28,43 28,76 0,83 28,46 0,78 117,63 118,25 0,94 119,35 0,91
28,43 28,26 0,59 30,02 1,16 117,63 117,49 0,72 118,78 0,68
28,43 28,31 0,46 29,83 0,82 117,63 117,06 0,59 118,96 0,54
leaf number 1 2 1 2 leaf number 1 2 1           2
10% 10% 10% 10% 10% 10% 10% 10%
11,20% 8,80% 10% 10% 11,10% 8,90% 10% 10%
11,40% 8,60% 10% 10% 11,50% 8,50% 10% 10%
11,40% 8,60% 10% 10% 11,30% 8,70% 10% 10%
11,40% 8,60% 10% 10% 11,60% 8,40% 10% 10%
synthetic data
ADAPTIVE NAIVE
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F.N. Afrati et al. / Data & Knowledge Engineering 64 (2008) 462–490 477follows a normal distribution with a size of 3396, an average of 182.50, a standard deviation of 59.02 and a
maximum of 421.71. The real maximum in this case was discovered after 1600 resources were allocated. In the
same ﬁgure, we can also see the computation of the MAX quantiles and how they approached 1 as the number
of iterations increased.
6.2.2. MAX on internal node
For answering a MAX query on an internal node we implemented the algorithm presented in Section 4.2
(Fig. 3) on both real and synthetic data sets. The real data set had two children. The ﬁrst had a size of 3396, an
average of 48.14, a standard deviation of 58.38 and the second a size of 2157, an average of 21.00 and a stan-
dard deviation of 27.92. The average of the father was 37.59 and the maximum was 1930. For the runs we had
1000 resources allocated in ﬁve iterations (200 each). The results show that after the third iteration, the adap-
tive algorithm already found the real maximum. For the naive approach, even after the ﬁfth iteration, its
found maximum was still far from the real maximum.
The synthetic data set followed a normal distribution. The ﬁrst child had a size of 3396, an average of
182.55 and a standard deviation of 50.08, while the second had a size of 2157, an average of 86.72 and a stan-
dard deviation of 28.15. The average of the father was 145.33 and the maximum was 421.71. Similar exper-
iments followed.
Fig. 14 shows how our adaptive algorithm competes with the naive one for answering a MAX query on an
internal node for real and synthetic data. Table 5 shows the estimations of adaptive and naive algorithms as a
function of allocated resources with respect to the total sample size.
In Fig. 15 and Table 6, we can see similar results for a MIN query on an internal node for real and synthetic
data.
6.3. Multiple queries
6.3.1. Multiple AVG queries
We applied the  -shake algorithm on a real data set drawn from Amazon.com with the hierarchy shown in
Fig. 5 (the characteristics of the tree nodes are shown in Fig. 16), and posed the four AVG queries Q
1, Q
2, Q
3,
and Q
4. We allocated 64 resources in each iteration, and set   = 0.0001. The explanation of how the algorithm
Table 4
Tables for Fig. 13
Allocated
Resources quantile
estimated
max
Allocated
Resources quantile
estimated
max
50 0,8516 165,00 50 0,4645 293,09
100 0,9744 500,00 100 0,8237 322,36
200 0,9737 334,80 200 0,7409 295,73
400 0,9764 355,00 400 0,8720 358,39
600 0,9874 557,00 600 0,8955 368,76
800 0,9907 575,00 800 0,9356 419,02
1200 0,9856 442,75 1200 0,9389 419,02
1400 0,9879 500,00 1400 0,9366 419,02
1600 0,9895 575,00 1600 0,9374 421,71
1800 0,9940 735,00 1800 0,9396 421,71
2000 0,9936 735,00 2000 0,9397 421,71
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478 F.N. Afrati et al. / Data & Knowledge Engineering 64 (2008) 462–490behaved for this data set follows: Leaves a, b,a n dc contribute only to Q
1, leaves d and e only to Q
4, leaf f to
Q
2 and Q
4, and leaves g and h to Q
2, Q
3, and Q
4. To begin with, we get a presample assigning the same number
of resources to each leaf node, and calculate the ﬁrst estimations of the average values for leaves and queries,
as shown in Fig. 17. For the ﬁrst iteration we equally assign eight resources to each leaf.
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Fig. 14. MAX query (real and synthetic data) for an internal node.
Table 5
Tables for Fig. 14
REAL VALUES ADAPTIVE NAIVE REAL VALUES ADAPTIVE NAIVE
1 0,9782 0,9782 1 0,9129 0,8683
1 0,9719 0,9921 1 0,9076 0,9109
1 0,9955 0,9897 1 0,9037 0,8994
1 0,9961 0,9938 1 0,9325 0,8989
1 0,9961 0,9941 1 0,9327 0,9043
12 1 2 1 2 1 2
10% 10% 10% 10% 10% 10% 10% 10%
17,40% 2,60% 10% 10% 18,90% 1,10% 10% 10%
18,00% 2,00% 10% 10% 18,50% 1,50% 10% 10%
19,50% 0,50% 10% 10% 18,40% 1,60% 10% 10%
19,40% 0,60% 10% 10% 18,10% 1,90% 10% 10%
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Fig. 15. MIN query (real and synthetic data) for an internal node.
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a ¼ w3
a ¼ w4
a ¼ 0, since this leaf does not con-
tribute to queries Q
2, Q
3, and Q
4. For Q
1 we have
w
1
a ¼ 1  
D Q
1
a
DQ
1 ¼ 1  
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q ¼ 0:81   10
 5:
Summing all the weights we get wa ¼
P
iwi
a ¼ 0:81   10
 5.
For leaf g we have w1
g ¼ 0, w2
g ¼ 0:55   10
 5, w3
g ¼ 0:57   10
 5, w4
g ¼ 0:54   10
 5; and wg ¼ w1
g þ w2
g þ
w3
g þ w4
g ¼ 0:17   10
 4. In the same way we compute the weights for other leaf nodes. The total weight of
all the leaves in all the queries is W = wa + wb +    + wh = 0.27 · 10
 4. Since we want to allocate 64 resources
in this iteration, the number of resources we assign to leaf a is ra ¼ 64  
wa
W. Fig. 17 shows the resource alloca-
tions in the ﬁrst two iterations.
The allocated resources show that the  -shake algorithm captures two important factors. First, a leaf with a
high estimated error in an iteration receives more resources in the next iteration in order to improve its esti-
mation. For instance, nodes a and b are both relevant to query Q
1. In the ﬁrst iteration, they have the same
contribution to the query, but they receive diﬀerent amounts of resources in the next iteration due to the
diﬀerence in their estimated errors. Second, leaves interrelated with many queries receive more resources than
others, since each query adds some weight to them. We also use a naive algorithm to compare it to the
adaptive algorithm. We feed the naive algorithm with the same presample we drew in the ﬁrst iteration of
the  -shake algorithm and with an equal number of resources in every leaf in each iteration. We run the naive
algorithm on the same set of queries and compare it to the adaptive algorithm.
node size average St.  Dev.
a 2395 47,59 37,55
b 1137 31,57 18,08
c 1096 43,87 34,04
d 998 27,96 22,04
e 2150 20,08 21,66
f 3360 44,57 33,02
g 11897 29,23 27,09
h 2593 43,34 30,59
Outliers >=200 have been deleted
Fig. 16. Node characteristics (real data) for tree of Fig. 5. Also see Fig. 24 for an example.
Table 6
Tables for Fig. 15
REAL VALUES ADAPTIVE NAIVE REAL VALUES ADAPTIVE NAIVE
1 0,8805 0,8805 1 0,3044 0,3014
1 0,9814 0,8805 1 0,3044 0,2861
1 0,9814 0,8805 1 0,2412 0,2776
1 0,9814 0,9815 1 0,2402 0,2806
1 0,9814 0,9815 1 0,2493 0,2792
1 2 12 1 212
10,00% 10,00% 10,00% 10,00% 10,00% 10,00% 10,00% 10,00%
2,60% 17,40% 10,00% 10,00% 1,10% 18,90% 10,00% 10,00%
2,00% 18,00% 10,00% 10,00% 1,50% 18,50% 10,00% 10,00%
0,50% 19,50% 10,00% 10,00% 1,60% 18,40% 10,00% 10,00%
0,60% 19,40% 10,00% 10,00% 1,90% 18,10% 10,00% 10,00%
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algorithms get close to the real answers of the queries for the two data sets (real and synthetic). From the plots
we can see clearly that the adaptive algorithm behaves much better than the naive one, which constantly
assigns the same amount of resources to each leaf in each iteration. Also Tables 7 and 8 show the allocated
resources for the adaptive algorithm in respect to the total sample size. Clearly, in the case of the naive algo-
rithm each leaf gets 2.5% of the total sample size in each iteration.
6.3.2. Multiple MAX/MIN queries
For multiple MAX/MIN queries, we implemented the algorithm described in Fig. 7 and ran it for both the
adaptive and naive cases on both real and synthetic data. The plots in Figs. 20 & 21 and Tables 9 & 10 show
how the algorithm competes in both the adaptive and naive cases.
6.4. Combined queries
We took the tree of Fig. 5 with the same characteristics and posed ﬁve queries, Q
1
avg, Q
1
max, Q
3
avg, Q
3
max,
and Q
4
avg. For each query i (i = 1,2,3,4,5), each leaf j (j = a,b,c,d,e,f,g,h) has two weights, one for the
Fig. 17. First and second iteration of the  -shake algorithm on the queries in Fig. 5.
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482 F.N. Afrati et al. / Data & Knowledge Engineering 64 (2008) 462–490AVG, w
avg
ij , and one for the MAX, wmax
ij . If a leaf does not contribute to a query, its corresponding weight
is zero. For example, in our case w
avg
4g 6¼ 0, while wmax
4g ¼ 0. Since the two diﬀerent weights of a leaf are
somehow incomparable (wmax
i refers to a quantile calculation,while w
avg
i to a standard deviation calcula-
tion, and they are also of diﬀerent magnitude) we need an adjustment to combine these two weights
Table 7
Tables for Fig. 18
Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4
42,77 34,17 31,76 32,43 43,06 43,44 41,70 41,75 43,06 43,44 41,70 41,75
42,77 34,17 31,76 32,43 40,40 35,32 32,82 33,48 41,72 43,06 40,73 40,56
42,77 34,17 31,76 32,43 41,19 33,53 30,02 31,98 44,62 44,82 45,56 42,21
42,77 34,17 31,76 32,43 41,18 33,07 29,77 31,52 45,60 44,44 45,44 41,74
42,77 34,17 31,76 32,43 40,23 32,68 29,18 31,17 47,23 42,12 42,15 39,66
presample: 64 (8 to each child)
iteration: 64
abcde f g h
2,50% 2,50% 2,50% 2,50% 2,50% 2,50% 2,50% 2,50%
5,94% 0,63% 0,63% 0,00% 0,00% 0,63% 12,19% 0,31%
2,81% 0,31% 0,63% 0,00% 0,31% 1,25% 13,13% 1,56%
2,50% 0,31% 0,63% 0,00% 0,31% 1,56% 12,81% 1,88%
2,19% 0,31% 0,63% 0,00% 0,31% 1,88% 12,81% 1,88%
AVG Queries for multiple query case (real data, outliers >=200 deleted)
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Tables for Fig. 19
AVG Queries for multiple query case (synthetic data)
Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4
49,96 543,92 582,62 490,32 51,05 624,81 670,01 559,11 51,05 624,81 670,01 559,11
49,96 543,92 582,62 490,32 50,22 547,26 586,42 492,73 49,86 642,75 690,89 575,45
49,96 543,92 582,62 490,32 49,80 543,92 582,62 490,32 49,64 613,50 659,00 550,23
49,96 543,92 582,62 490,32 49,93 543,92 582,62 490,32 49,75 593,30 637,28 533,51
49,96 543,92 582,62 490,32 49,93 543,92 582,62 490,33 49,87 577,73 620,10 520,09
presample: 32 (4 to each child)
iteration: 32
a b c d e f g h Avg St. Dev. Size
2,50% 2,50% 2,50% 2,50% 2,50% 2,50% 2,50% 2,50% a 49,96 5,06 500
6,88% 10,00% 3,13% 0,00% 0,00% 0,00% 0,00% 0,00% b 49,96 5,06 500
6,25% 8,75% 4,38% 0,00% 0,00% 0,00% 0,00% 0,00% c 49,96 5,06 500
6,88% 6,88% 5,63% 0,00% 0,00% 0,00% 0,00% 0,00% d 118,22 42,04 500
6,25% 6,88% 6,88% 0,00% 0,00% 0,00% 0,00% 0,00% e 219,22 51,91 500
f 118,22 42,04 500
g 1648,6 501,232 500
h 476,02 126,26 5000
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F.N. Afrati et al. / Data & Knowledge Engineering 64 (2008) 462–490 483for calculating the total weight of the leaf. Our experiments show that the total weight of a leaf can be
given by the formula W = c Æ W
avg + W
max, where W
avg ¼
P
ijw
avg
ij , W
max ¼
P
ijwmax
ij ,a n dc is a constant
that makes W
avg and W
max comparable. From our experience c can be given the value W
avg/W
max.
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Fig. 20. Adaptive versus naive approaches to answering multiple MAX queries (synthetic data) on the tree of Fig. 5.
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Fig. 21. Adaptive versus naive approaches to answering multiple MAX queries (real data) on the tree of Fig. 5.
484 F.N. Afrati et al. / Data & Knowledge Engineering 64 (2008) 462–490Running the algorithm and comparing the results with a naive one that assigns the same amount of
resources to every leaf in each iteration, we get Figs. 22 & 23 and Tables 11 & 12 for real and synthetic
data accordingly.
Table 10
Tables for Fig. 21
MAX Queries for multiple query case (real data, outliers >=200 deleted)
Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4
1 1 1 1 0,8438 0,7855 0,6895 0,8763 0,8438 0,7855 0,6895 0,8763
1 1 1 1 0,8963 0,9071 0,9133 0,9221 0,8260 0,8816 0,8547 0,9263
1 1 1 1 0,9611 0,9137 0,9280 0,9544 0,8697 0,9194 0,9027 0,9268
1 1 1 1 0,9612 0,9285 0,9389 0,9552 0,8975 0,9279 0,9244 0,9344
1 1 1 1 0,9601 0,9218 0,9325 0,9538 0,9164 0,9142 0,9272 0,9236
presample: 32 (4 to each child)
iteration: 32
abcde f g h
2,50% 2,50% 2,50% 2,50% 2,50% 2,50% 2,50% 2,50%
5,63% 3,75% 0,63% 0,00% 0,00% 1,88% 5,00% 3,13%
5,00% 0,00% 0,63% 0,00% 0,63% 3,75% 2,50% 6,88%
3,75% 0,00% 0,63% 0,63% 0,63% 5,00% 1,88% 7,50%
3,75% 0,63% 0,63% 0,63% 0,63% 4,38% 2,50% 7,50%
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Table 9
Tables for Fig. 20
MAX Queries for multiple query case (synthetic data)
Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4 Q1 Q2 Q3 Q4
1 1 1 1 0,7946 0,7726 0,6054 0,8747 0,7946 0,7726 0,6054 0,8747
1 1 1 1 0,8894 0,8390 0,7428 0,8988 0,8576 0,8448 0,7507 0,9088
1 1 1 1 0,8788 0,9843 0,9757 0,9838 0,8241 0,8450 0,7529 0,9083
1 1 1 1 0,8702 0,9755 0,9584 0,9734 0,8531 0,8495 0,7625 0,9090
1 1 1 1 0,8514 0,9702 0,9484 0,9701 0,8573 0,8478 0,7596 0,9072
presample: 32 (4 to each child)
iteration: 32
a b c d e f g h Avg St. Dev. Size
2,50% 2,50% 2,50% 2,50% 2,50% 2,50% 2,50% 2,50% a 49,96 5,06 500
0,63% 15,00% 4,38% 0,00% 0,00% 0,00% 0,00% 0,00% b 49,96 5,06 500
1,88% 1,88% 1,25% 0,00% 0,63% 0,00% 0,00% 14,38% c 49,96 5,06 500
1,25% 1,25% 1,25% 0,00% 0,00% 0,00% 0,00% 16,88% d 118,22 42,04 500
2,50% 1,88% 1,88% 0,00% 0,00% 0,00% 0,00% 13,75% e 219,22 51,91 500
f 118,22 42,04 500
g 1648,6 501,23 500
h 476,02 126,26 5000
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corresponding naive ones for both real and synthetic data sets.
6.5. Discussion
In [3], weighted sampling is used to answer aggregation queries. Weighted sampling is beneﬁcial when dif-
ferent elements in a population have diﬀering probabilities to be accepted in a sample. Our focus diﬀers in that:
(a) we have the additional concern to answer optimally a set of queries, each query needing to use data dis-
tributed in various leaf Web sites and some queries sharing data and (b) we assume that each element in a
population leaf has the same probability to be accepted in the sample, but probabilities vary for diﬀerent
leaves depending on the statistical characteristics of the leaf. If, in addition, data on a single leaf have diﬀering
probabilities, then we need to combine the two approaches. We are currently working on that. In the same
work and in the present paper we use a brute force algorithm to compare our proposed techniques. They call
it uniform algorithm while we call it naive algorithm.
In order to compute conﬁdence intervals we used two of the three approaches that were used in [11].
However, our work is diﬀerent in that we are not interested in narrowing the time of computation of
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Fig. 22. Adaptive versus naive approaches to answering combined AVG and MAX queries (real data).
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Fig. 23. Adaptive versus naive approaches to answering combined AVG and MAX queries (synthetic data).
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Fig. 24. The histogram of child f (Figs. 5 and 16) before and after the deletion of the outliers.
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intervals.
In order to answer MIN/MAX aggregate queries we approximate quantiles with the use of the Chebyshev
inequality while in [17] quantiles are approximated by a variant of Hoeﬀding inequality with the help of
non-uniform random sampling. Also in both works sampling without replacement is employed. However,
the previous work focuses on space requirements in main memory when processing large data sets, while
we do not have such concerns in the present paper.
Table 12
Tables for Fig. 23
Q1avg Q1max Q3max Q3avg Q4avg Q1avg Q1max Q3max Q3avg Q4avg Q1avg Q1max Q3max Q3avg Q4avg
49,96 1 1 582,62 490,32 49,5 0,3529 0,6529 549,52 462,87 49,5 0,353 0,653 550 462,87
49,96 1 1 582,62 490,32 49,69 0,7372 0,7041 571,05 482,52 49,25 0,781 0,622 612 513,57
49,96 1 1 582,62 490,32 49,52 0,7957 0,9757 582,62 490,32 49,32 0,781 0,622 614 514,33
49,96 1 1 582,62 490,32 49,52 0,7957 0,9757 582,62 490,32 49,14 0,876 0,722 583 489,05
49,96 1 1 582,62 490,32 49,69 0,8269 0,9757 582,62 490,3 49,07 0,891 0,747 592 497,51
Avg St. Dev. Size a b c d e f g h
a 49,96 5,06 500 2,50% 2,50% 2,50% 2,50% 2,50% 2,50% 2,50% 2,50%
b 49,96 5,06 500 6,88% 4,38% 8,13% 0,00% 0,00% 0,00% 0,00% 0,00%
c 49,96 5,06 500 5,00% 8,75% 5,63% 0,00% 0,00% 0,00% 0,00% 0,00%
d 118,22 42,04 500 5,63% 5,63% 6,25% 0,00% 0,00% 0,00% 1,88% 0,00%
e 219,22 51,91 500 5,00% 5,63% 7,50% 0,00% 0,00% 0,00% 1,88% 0,00%
f 118,22 42,04 500
g 1648,58 501,232 500
h 476,02 126,26 5000
presample: 32 (4 to each child)
iteration: 32
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Table 11
Tables for Fig. 22
Q1avg Q1max Q3max Q3avg Q4avg Q1avg Q1max Q3avg Q3max Q4avg Q1avg Q1max Q3max Q3avg Q4avg
42,77 1 1 31,76 32,43 66,62 0,7324 24,59 0,4564 26,66 66,62 0,732 0,457 24,59 26,66
42,77 1 1 31,76 32,43 46,48 0,8432 33,63 0,8034 31,33 48,33 0,864 0,697 24,83 27,8
42,77 1 1 31,76 32,43 49,78 0,9355 32,01 0,8631 30,49 45,74 0,883 0,789 24,87 27,97
42,77 1 1 31,76 32,43 46,93 0,9358 29,57 0,8681 28,94 43,21 0,904 0,792 24,79 28,24
42,77 1 1 31,76 32,43 44,95 0,9362 29,76 0,8714 29,5 41,5 0,913 0,807 24,04 27,5
ab c d e f g h
2,50% 2,50% 2,50% 2,50% 2,50% 2,50% 2,50% 2,50%
4,38% 0,00% 2,50% 0,00% 0,00% 0,63% 5,00% 6,88%
6,88% 0,00% 1,88% 0,00% 0,00% 0,63% 8,75% 1,88%
5,63% 0,00% 2,50% 0,00% 0,00% 0,63% 8,13% 3,13%
5,00% 0,00% 2,50% 0,00% 0,00% 0,63% 7,50% 4,38%
presample: 32 (4 to each child)
iteration: 32
allocated resources for adaptive / total sample size
leaves
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In this paper, we studied the problem of answering aggregation queries on data published in hierarchi-
cal Web structures. We proposed solutions that approximate the answer to a query by sampling, assuming
limited access resources. Our adaptive-sampling algorithms take into account the fact that in a hierarchical
structure, diﬀerent leaves have diﬀerent distributions and contributions to the accuracy of the answer to
the query, and such information is not known a priori. We studied various cases of the problem, and
developed corresponding algorithms. We have conducted extensive experiments to evaluate these
algorithms.
Many open problems need to be studied further. For instance, we could develop more eﬀective algorithms if
some information about the distributions of the leaf nodes were known. We need more sophisticated algo-
rithms when the data distributions of leaf nodes are skewed, especially if the sizes of the populations on
the leaves are very diﬀerent.
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