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§1. はじめに
 X_{1},  \cdots,  X_{p} を互いに独立にボアソン分布  P_{o}(\lambda_{i}),  i=1,  \cdots,p(\geq 2) , にしたがう確率変
数とする。標準化2乗誤差損失関数 (normalized squared error loss)
 L( \hat{\lambda}, \lambda)=\sum_{i=1}^{p}\lambda_{i}^{-1}(\hat{\lambda}_{i}-
\lambda_{i})^{2} (1.1)
を基準としたとき、母平均  \lambda=(\lambda_{1}, \cdots, \lambda_{p})' の同時推定問題に対して、Clevension &
Zidek (1975) は原点に縮小する推定量
  \hat{\lambda}_{i}^{CZ}(X)=(1-\frac{\varphi(Z)}{Z+p-1})X_{i},,  i=1 , . . . ,  p,
を提案した。ここで、   Z=\sum_{i=1}^{p}X_{\dot{i}} である。  \varphi(Z) が非減少関数で、  0\leq\varphi(Z)\leq 2(p-1)
を満たすならばこの推定量が不偏推定量 X  =  (X_{1} , X_{p})' を改良することを示した。
しかし、いくつかの  \lambda_{i} が大きな値である場合、原点に縮小する推定量は大きな改良を与
えるとは言えない。Ghosh, Hwang&Tsui(1983) およびTsui (1984,1986) は、指定し
た非負の整数点あるいは順序統計量に縮小する推定量を提案した。しかし、両論文で提案
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を再構築する。さらに、ボアソン母平均に simple tree order 制約がある場合に、isotonic




応用例として、母平均に simple tree order 制約条件がある場合、isotonic regression 推
定量を縮小する同時推定量を提案する。
§2.1非負な値への縮小
 a_{i}\geq 0,  i=1  \cdot,p とし、部分集合  C=\{ (x_{1}, . . . , x_{p})|x_{i}\geq a_{i}, i=1, . . . ,p\} とそのイ
ンジケータ関数を Ic とする。  a_{i} に縮小する推定量をつぎのように考える。
  \hat{\lambda}_{i}(X)=X_{i}-\varphi(Z_{C})\frac{(X_{i}-a_{i})}{Z_{\mathcal{C}}+
d}I_{C},  i=1 , . . . ,  p.
ここで、   Z_{\mathcal{C}}=\sum_{i=1}^{p}(X_{i}-a_{i}) であり、  d>0 である。
部分集合  C で(1.1) の損失関数の下で、X と  \hat{\lambda}(X)=(\hat{\lambda}_{1}(X), \ldots,\hat{\lambda}_{p}(X)) との平均損
失の差を評価することで  \hat{\lambda}(X) がXを改良するための十分条件をつぎの定理で与える。
推定量のリスクを評価するため、次の補助定理が有効である。
補助定理 X  \sim P_{o}(\lambda) とし、  J を非負な整数の集合とする。  g :  Jarrow R は実関数で、
 g(0)=0 かつ  E|g(X)|<\infty、下記の恒等式が成立する。
  E[g(X)]=\lambda E[\frac{g(X+1)}{X+1}].
定理2.1  p\geq 2 とする。損失関数 (1.1) の下で、  \hat{\lambda}(X) がXを改良するための十分条件は
 \varphi(\cdot) は非減少関数で、  0\leq\varphi(\cdot)\leq 2(p-1),   d\geq\sup\varphi(\cdot)/2 である。
次に、ある  p\geq k\geq 2 に対して、部分集合  \mathcal{C}_{k}=\{(x_{1}, \ldots, x_{p})|x_{i}\geq a_{i},  i=1 , . . . ,  k,  xj<
 a_{j},j=k+1 , . . . ,  p\} とする。このような  2^{p}-p-1 個の互いに排反な部分集合のそれぞ
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れで  a_{i} に縮小するような推定量を考える。つまり、  X\in 硫のとき、
 \hat{\lambda}_{i}(X)=\{\begin{array}{ll}
X_{i}-\varphi_{k}(Z_{\mathcal{C}_{k}})\frac{(X_{i}-a_{i})}{z_{c_{k}+d_{k}}},   i
=1, . . . , k, (2.1)
X_{i},   i=k+1, . . . p,
\end{array}
を考える。ここで、   Z_{C_{k}}=\sum_{i=1}^{p}(X_{i}-a_{i})^{+} であり、  d_{k}>0 である。各部分集合で Xと
 \hat{\lambda}(X) との平均損失の差を評価することで、  \hat{\lambda}(X) がXを改良するための十分条件をつぎ
の定理で与える。
定理2.2損失関数 (1.1) の下で、  \hat{\lambda}(X) がXを改良するための十分条件は  \varphi_{k}(\cdot) は非減少
関数で、  0\leq\varphi_{k}(\cdot)\leq 2(k-1),  d_{k} \geq\sup\varphi_{k}(\cdot)/2 である。
Remark 1:  2\leq k\leq p、  a_{i} が非負な整数に対して、  X\in \mathcal{C}_{k} の場合、Ghosh et a1.(1983) 、
Tsui(1984, 1986) は  a_{i} に縮小する推定量
  \tilde{\lambda}_{i_{\ell}}(X)=X_{i}-\frac{c_{k}(X_{\dot{i}}-a_{i})^{+}}
{\sum_{i=1}^{p}(X_{i}-a_{i})^{+}+k-1},  i=1 , . . . ,  p , (2.2)
を提案した。ここで、  c_{k} は定数で、  0\leq Ck\leq 2(k-1) である (Theorem 2 of Tsui
(1984) )。提案された推定量は (2.1) に含まれている  (\varphi_{k}(Z)=c_{k}(0\leq ck\leq 2(k-1)) 、
 d_{k}=k-1) 。
§2.2順序統計量への縮小
 p\geq 3 とし、最小値   X_{(1)}=\min\{X_{1}, X_{p}\} に縮小するような推定量を
  \hat{\lambda}_{i}(X)=X_{i}-\varphi(W)\frac{X_{i}-X_{(1)}}{W+d},  i=1 , . . . ,  p
を考える。ここで、   W=\sum_{k=1}^{p}(X_{k}-X_{(1)}) であり、  d>0 である。下記の結果が得られ
る。
定理2.3損失関数 (1.1) の下で、  \hat{\lambda}(X) がXを改良するための十分条件は  \varphi(\cdot) は非減少
関数で、  0\leq\varphi(\cdot)\leq 2(p-2),  d \geq\sup\varphi(\cdot)/2 である。
この十分条件は下記のように標本空間を  p個の互いに排反な部分集合に切り分け、各集
合での平均損失の差を評価することで示される。
 \mathcal{A}_{p}=\{(x_{1}, \cdots, x_{p})|x_{1}, x_{2}, \cdots, x_{p-1}\geq 
x_{p}\},
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 A_{p-1}=\{(x_{1}, \cdots, x_{p})|x_{1}, x_{2}, \cdots, x_{p-2}\geq x_{p-1}, 
x_{p}>x_{p-1}\},
 \mathcal{A}_{l}=\{(x_{1}, \cdots, x_{p})|x_{1}, x_{2}, \cdots, x_{l-1}\geq 
x_{l}, x_{l+1}, \cdots, x_{p}>x_{l}\},
 \mathcal{A}_{1}=\{(x_{1}, \cdots, x_{p})|x_{2}, \cdots, x_{p}>x_{1}\}.
また、次のように、不偏推定量  X_{1},  X_{p} の  k 番目に小さい値  X_{(k)} に縮小する場合に
も拡張できる。
  \hat{\lambda}_{i}^{(k)}(X)=X_{i}-\varphi(W)\frac{(X_{i}-X_{(k)})^{+}}{W+d},  i=1 , . . . ,  p,
ここで、   W=\sum_{j=1}^{p}(X_{j}-X_{(k)})^{+} であり、  d>0 である。次の定理が得られる。
定理2.4  p-k\geq 2 とする。損失関数 (1.1) の下で、  \hat{\lambda}^{(k)}(X)=(\hat{\lambda}_{1}^{(k)}(X), \ldots,\hat{\lambda}_{p}
^{(k)}(X))
がX を改良するための十分条件は  \varphi(\cdot) は非減少関数で、  0\leq\varphi(\cdot)\leq 2(p-k-1) ,
 d \geq\sup\varphi(\cdot)/2 である。
Remark 2:  0\leq c\leq 2_{\ovalbox{\tt\small REJECT}}N(X)=\#\{\ell|X_{\ell}>X_{(1)}\} としたとき、Ghosh et  a1.(1983)_{\backslash }
Tsui(1984,1986) は  X_{i} を  x_{(1)} に縮小する推定量
 \tilde{\lambda}_{i}^{(1)}(X)=\{\begin{array}{ll}
X_{i},   if X_{i}\leq X_{(1)}+1,
X_{i}-\frac{c\{N(X)-1\}^{+}(X_{i}-1-X_{({\imath})})}{\sum_{\ell\neq i}(X_{\ell}-




 X_{i}=X_{(1)}+1 のとき、縮小しないことがわかる。また、  X_{(1)} について同点が起こった
場合、  N(X) が  (p-1) より小さくなり、Xを改良する度合が低下する恐れがある。
§2.3補助変数を用いた順序統計量への縮小
 X_{1},  X_{p} を独立に  Po(\lambda_{i}) にしたがうとする。  p\geq 3 とする。正の値をとる補助変量
 y が  i 毎に観測されるものとし、これを  y_{1},  y_{p} とする。  \lambda と  y とが比例関係に近い関
係にある、つまり、ある  c\geq 0 に対し
 \lambda_{i}\approx cy_{i}, i=1, p
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 Z_{i}= \frac{X_{i}}{y_{i}},  i=1 , . . .  p
とすると、  Z_{1},  Z_{p} は平均的には同じような値をとると考えるのが自然である。そこ
で、  Z_{1},  Z_{p} の順序統計量を  Z_{(1)}\leq  \leq Z_{(p)} とし、  k を  p-k\geq 2 とする。そのと
きつぎの推定量を考える、
  \hat{\lambda}_{i}^{y}(X)=X_{i}-\varphi(W)\frac{(X_{i}-y_{i}Z_{(k)})^{+}}{W+d},  i=1 , . . . ,  p,
ここで.   W=\sum_{\dot{j}=1}^{p}  (X_{j} —yj   z_{(k)})^{+}=\sum_{\dot{j}=1}^{p} yj  (Z_{j}-z_{(k)})^{+}.
定理2.5  1\leq k\leq p-2 とする。損失関数 (1.1)の下で、  \hat{\lambda}^{y}(X)=(\hat{\lambda}_{1}^{y}(X), \ldots,\hat{\lambda}_{p}^{y}
(\dot{X}))
はXを改良ための十分条件は  \varphi(\cdot) は非減少で、  0\leq\varphi(\cdot)\leq 2(p-k-1),  d \geq\sup\varphi(\cdot)/2
である。
§2.4  m 個グループのボアソン母平均ベクトルの同時推定
 X_{ij}\sim Po(\lambda_{ij}),  i=1,  m,  j=1 , . . . ,  Pi に従い、すべての  X_{ij} は互いに独立とする。
 X_{i}=(X_{i1}, \ldots, X_{ip}.)^{t},  \lambda_{i}=(\lambda_{i1}, \ldots, \lambda_{ip_{t}})^{t},  i=1,  m,  X^{t}=(X_{1}^{t}, \ldots, X_{m}^{t}),  \lambda^{t}=
 (\lambda_{1}^{t}, \ldots, \lambda_{m}^{t}) とする。  p_{i}\geq 2 のとき、上記で記述した方法で、別々に  \lambda_{i} を推定すること
ができるが、この節では、Efron and Morris (1972,1973) が提案した  m 個グループの正
規母平均ベクトルを組み合わせした同時推定のように、  m個グループのボアソン母平均ベ
クトルの同時推定を考える。  \lambda_{i1},  \lambda_{ip} , は  a_{i} に近い場合 (2.1) のように,適切に、各  j
に対して、  a_{ij}=a_{i} に縮小すればよい。
事前の情報により、各  i に対して、  \lambda_{i1},  \lambda_{ip_{t}} は互いに近いと認識した場合、下記の
推定量
  \hat{\lambda}_{ij}^{(1)}(X)=X_{ij}-\varphi(W)\frac{X_{ij}-X_{i(1)}}{W+d},  i=1 , . . . ,  m,  j=1 , . . . ,  p_{i},
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を考えられる。ここで、  X_{i(1)}  = min{Xiı, ,  X_{ip_{x}} } であり、  W= \sum_{i=1}^{m}\sum_{j=1}^{p_{l}}(X_{ij}-
 X_{i(1)}),  d>0 である。  \{\hat{\lambda}^{(1)}(X)\}^{t}=[\{\hat{\lambda}_{1}^{({\imath})}(X)\}^{t},  \{\hat{\lambda}_{m}^{(1)}(X)\}^{t}] 、  \hat{\lambda}_{i}^{({\imath})}(X)=
 [\hat{\lambda}_{\dot{i}1}^{(1)}(X), \hat{\lambda}_{ip_{l}}^{(1)}(X)]^{t},  i=1,  m , とすると下記の定理が得られる。
定理2.6  m\geq 2,  p_{i}\geq 2,  i=1,  m とする。損失関数   \sum_{i=1}^{m}\sum_{j=1}^{p_{l}}(\hat{\lambda}_{ij}-\lambda_{ij})^{2}/\lambda_
{ij}
の下で、  \hat{\lambda}^{(1)}(X) はX を改良するための  +分条件は  \varphi(\cdot) は非減少関数で、   0\leq\varphi(\cdot)\leq
 2 \{\sum_{i=1}^{m}(p_{i}-1)-1\} ,  d \geq\sup\varphi(\cdot)/2,
§3. 応用例一母平均に制約条件がある場合の isotonic
regression 推定量の改良
本節では、母平均に制約条件がある場合の isotonic regression 推定量の改良例を示す。
例3.1  X_{i}\sim P_{o}(\lambda_{i}),  i=0,1 , . . . ,  p に従い、母数に simple tree order 制約条件、  \lambda_{0}\leq
 \lambda_{i},  i=1 , ,  p がある場合、  \lambda のisotonic regression 推定量は次のような形で与えら
れる。
 \hat{\lambda}_{i}^{st}(X)=\{\begin{array}{ll}
X_{i},   for i\in S^{c}
A_{X}(S) ,   for i\in S,
\end{array}
ここで、一般性を失うことなく、  S=\{0,1, . k\},  S^{c}=\{k+1, ,p\} であるとし、





A_{X}(S) , for i\in S,
\end{array}
ここで、  W_{S^{c}}= \sum_{i=k+1}^{p}(X_{i}-A_{X}(S)) である。そのとき、下記の結果が得られる。
定理3.1損失関数 (1.1) の下で、  \hat{\lambda}^{m}(X) が  \hat{\lambda}^{st}(X) を改良するための十分条件は  \varphi_{p-k}(\cdot)
は非減少関数で,dp‐k   \geq\sup\varphi_{p-k}()/2 である。
また、母数に次のような制約条件が与えられる場合にも応用できる。
例3.2図1に示されるように、母数に下記のような制約条件








が与えられるとする。  \lambda_{i} の isotonic regression 推定量を  X_{i}^{*},  i=1 , 5とすると
 X_{4}^{*}=X_{4} 、  X_{5}^{*}=X_{5} になるための必要十分条件は  X_{4} \geq X_{3^{\ovalbox{\tt\small REJECT}}}^{*}X_{5}\geq\max(X_{2}^{*} , X紛であ
る。この場合に限って、  (X_{4}, X_{5}) を  (X_{3},  \max(X_{2}, X_{3})) に縮小する。
例3.3図2に示されるように、母数に下記のような制約条件
 \lambda_{1}\leq\lambda_{3}, \lambda_{3}\leq\lambda_{5}, \lambda_{3}\leq\lambda_
{6}, \lambda_{2}\leq\lambda_{4}, \lambda_{2}\leq\lambda_{6}, \lambda_{4}
\leq\lambda_{7}
が与えられるとし、  \lambda_{i} のisotonic regression 推定量を  X_{i}^{*},  i=1 , 7とする。よって、
 X_{5}^{*}=X_{5},  X_{6}^{*}=X_{6} かつ  X_{7}^{*}=X_{7} , の場合  (X_{5}, X_{6}, X_{7}) を  ( X_{3}^{*}, \max(X_{2}^{*}, X_{3}^{*}) , Xむへ
縮小する。  X_{5}^{*}=X_{5},  X_{6}^{*}=X_{6} かつ  X_{7}^{*}>X_{7} の場合。  (X_{5}, X_{6}) を  (X_{3},  \max (X_{2}, X"))
に縮小する。同様に、  (X_{5}^{*}=X_{5}, X_{6}^{*}>X_{6}, X_{7}^{*}=X_{7}) と  (X_{5}^{*}>X_{5},  X_{6}^{*}=X_{6},  X_{7}^{*}=
 X_{7}) との場合も考えられる。
§4. multiplicative Poisson models での母平均の同時推定問題
への応用
本節では、multiplicative Poisson models での母平均の同時推定問題を考え、最尤推定
量を順序統計量に縮小する推定量を提案する。
multiplicative Poisson models  X_{i_{1}i_{2}\ldots i_{J}}\sim P_{o}(\lambda_{i_{1}i_{2}\ldots i_{J}}) は下記のように表現される。
  \lambda=\sum\lambda_{i_{1}i_{2}\ldots i_{J}} とするとき、  \lambda_{i_{1}i_{2}\ldots i_{J}} は次のように表現されるものとする。
 \lambda_{i_{1}i_{2}\ldots i_{J}}=\lambda\alpha_{1i_{1}}\alpha_{2i_{2}}
\ldots\alpha_{Ji_{J}},  i_{j}=1 , . . . ,  I_{j},j=1 , . . . ,  J,
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ここで、
  \alpha_{ji_{\mathcal{J}}}>0,\sum_{i_{J}=1}^{1_{J}}\alpha_{ji_{J}}=1,  j=1 , . . .  J.
である。また、k‐th layout の周辺度数と総度数を
X蕨  = \sum_{i_{s}:s\neq k}X_{i_{1}i_{2}\ldots i_{J}},   X^{+}=\sum_{i_{k}=1}^{I_{k}}X_{i_{k}}^{十}
とする。Hara &Takemura (2006) は  \lambda=\{\lambda_{i_{1}i_{2}\ldots i_{J}}\} の最尤推定量
 \hat{\lambda}_{i_{1}i_{2}\ldots i_{J}}^{MLE}=\{\begin{array}{l}





 L( \delta, \lambda)=\sum_{j=1}^{J}\sum_{i_{J}=1}^{I_{J}}\frac{1}{\lambda_{i_{1}





ここでは最尤推定量を順序統計量に縮小するような推定量を考える。   k(1\leq k\leq
 J) を固定し、k‐th layout の周辺度数のベクトル  X_{k}^{+}=(X_{k,1}^{+}, X_{k,1_{k}}^{+}) ’ とする。
 \{X_{k,i_{k}}^{+}, i_{k}=1, I_{k}\} の最小値   X_{k,(1)}^{+}\equiv\min\{X_{k,1}^{+}, X_{k,I_{k}}^{+}\} への縮小推定量,  \tilde{\lambda}^{k}=
 \{\tilde{\lambda}_{i_{{\imath}}i_{2}\ldots i_{J}}^{k}\},







定理4.1  I_{k}\geq 3 とする。損失関数 (4.1) の下で  \tilde{\lambda}^{k} が最尤推定量  \hat{\lambda}^{MLE} を改良するため
の十分条件は  \varphi_{k}(\cdot)\geq 0 は非減少関数で
 0 \leq\varphi_{k}(\cdot)\leq 2(I_{k}-2), d_{k}\geq\sup\frac{\varphi_{k}(\cdot)}
{2}.
である。
§4.2縮小推定量の凸結合 (Convex Combi n  at1on )
次に、縮小推定量の凸結合 (convex combination) を考える。損失関数が凸関数である
ので、下記の凸結合縮小推定量も最尤推定量を改良することがわかる。
 0\leq\omega_{k}\leq 1 とし   \sum_{k=1}^{J}\omega_{k}=1 とすると
  \sum_{k=1}^{J}\omega_{k}\tilde{\lambda}クli2...  \cdot J  = \frac{\prod_{j=1}^{J}X_{j,i_{j}}^{+}}{(X+)^{J-1}}-\sum_{k=1}^{J}\omega_{k}
\frac{\prod_{j\neq k}^{J}J--1X_{j,i_{J}}^{+}}{(X+)^{J-1}}(\varphi_{k}(W_{k})
\frac{(X_{k,i_{k}}^{+}-X_{k,(1)}^{+})}{W_{k}+d_{k}})
がMLE を改良する。ここで、  \varphi_{k}(W_{k}) と砺の条件は定理4.1と同じである。
§4.2重縮小推定量
 I\cross J Multi4p1icative Poission models に対して  \{\lambda_{\dot{i}j}\} のMLE
  \hat{\lambda}_{ij}^{MLE}=\frac{X_{i+}X_{+j}}{X_{++}}
を改良する2重縮小推定量が次のように考えられる。
 b_{1},  b_{I}\geq 0 とし  c_{1} , ,  c_{J}\geq 0 とする。





 N=\#\{i|X_{i+}\geq b_{i}\}+\#\{j|X_{+j}\geq c_{j}\},
である。次の定理が得られる。
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定理4.2  N\geq 3 (  N=1,2 のとき、  \psi\equiv 0 とする。) とし、損失関数 (4.1) の下で、
 \{\hat{\lambda}_{ij}^{DS}\} が  \{\hat{\lambda}_{ij}^{MLE}\} を改良するための十分条件は  \psi(N, W) は  N 及び  W の非減少関数
で、  0\leq\psi(N, W)\leq(N-2) で、
  \psi(N+1, W)/\psi(N, W)\leq 2, d_{N}\geq\sup_{w}\psi(N, w)/2
である。
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