Abstract. The key to the success of gesture recognition often depends on the extraction and representation of the gesture features. Compared with the traditional gesture recognition methods, the dual-channel convolutional neural network that we constructed in this paper can extract the features of RGB and depth images of the same gesture, making the gesture feature mining and extraction more accurate, and gesture recognition more robust. Firstly, the features are learned from the two channels respectively by convolutional neural network. Then, those features are mapped to the fusion layer, which the fusion features are used for classifier training. Finally, the model recognition rate can reach 98.11%, through the collected gesture database verification.
background and blurred appearance. Therefore, in the case of a small number of samples, we can't get well recognition effect by still use this characteristic extraction method. So this paper presents the fusion of RGB and depth image characteristics of gesture recognition method, and dual channel convolution neural network model based on CaffeNet network structure is constructed.
Convolutional Neural Network
Convolutional neural network (CNN) is a neural network that is specially designed to process data which is similar to a grid structure. Including the input layer, hidden layer, and output layer [5] . The hidden layer consists of convolutional layers and pooled layers (down sampled layers). Generally, several convolutional layers and pooling layers are alternately set, that is, one convolution layer links one pooling layer, which is alternately performed. Among them, the convolution layer is used for feature extraction. Each neuron is linked with the local receptive field of the upper neuron, and the weighted sum is obtained by using the corresponding connection weight and local input information, and then the bias value is used to obtain the input value of neurons. The pooling layer can be used as a secondary extraction of the features of the convolution layer, and when the convolution output is pooled, the feature is invariant to a small amount of translation [6] . The entire hidden layer is a learning process from local vision to global vision.
Architecture of Proposed Method
In the process of processing gesture images using a convolutional neural network, it is often performed in a single channel. For a single channel network, the input image often has grayscale, color, and depth maps. In depth image, its internal texture is not clear, but it is easy to shield the influence of the surrounding environment. For color image, the internal texture is clear, but it is easily affected by the complex background. For dual-channel convolutional neural networks, the article [7] uses two different convolution kernels to build two independent channels, and fully extract the features of the input image. And the article [8] proposes a feature learning method based on spatial self-coding and principal component analysis, and applies the established dual channel neural network to gesture recognition of color information. The double channel convolutional neural network constructed in this paper can extract and fuse the features of RGB and depth images of the same gesture. We select color images and depth images with same content but different types as data input for different channels, each channel is processed according to a single channel method, and a fusion layer is established at the fc7 layer, so as to form a dual channel network, as shown in Figure 1 .
In the double channel convolutional neural network, each channel refers to the Caffe-Net model, including seven layers. The first five layers are convolutional layer, and the last two layers are full-connection layer. Among them, the core of the convolution layer is connected to all the kernel maps in the former convolution layer, and the neurons in the full connection layer are connected to all the neurons in the previous layer. The response normalized layer follows the first and second convolutional layer. The largest Pooling layer follows the normalized response layer and the fifth convolutional layer. The output of each convolution layer and the full connection layer will be calculated by ReLU operation.
Taking channel-one as an example, the first convolutional layer uses 96 convolution kernels of size 11×11×3 and a step size of 4 pixels to convolve a depth image of size 70×70×3. The second convolution layer needs to normalize the response of the first convolution layer and the result after pooling as its input and convolve it with 256 convolution kernels of size 5x5x48. There is no pooling layer and normalized layer between the third, fourth, and fifth convolutional layer, which are connected by convolution kernels. Among them, the output of the second convolution will be convoluted with 384 convolution kernels of size 3×3×256 in the third convolution layer and convoluted in the third and fifth convolution layers with 384 convolution kernels of size 3x3x192 and 256 convolution kernels of sizes 3x3x192 respectively. The output size of the fifth convolutional layer is 1×1×256, and the size of the full-connection layers (fc6, fc7) is 1×1×2048, which means there are 2048 neurons linked to the previous layer. For the second channel, since the background of the RGB image is more complex and contains more information than the depth image, so the full connected layers fc6, fc7 select 4096 neurons for connection.
The feature-mapping layer is used to replace the last full-connection layer (fc8) of the original network. And the output of each channel's fc7 layer is mapped to this layer, forming a feature vector consisting of 6,144 neurons. Then a label distribution that covers 6 categories will be generated when the feature vector was send to the soft-max layer. In the entire model training method, a stochastic gradient descent (SGD) method was adopted to accelerate the training speed and reduce over-fitting. 
Experiment and Analysis
The model proposed in this paper is trained on the Intel(R) Xeon(R) CPU E5-2620 v3 @2.40GHz 2.40GHz 2-way processor, Win10 64-bit operating system, and NVIDIA Tesla K40m graphics card. The operator used Kinect camera to capture 6 static gestures of 120 experimenters. Each gesture contained 3600 deep and 3600 RGB images, which totaled 43200. Among them, 36000 images are used for model training, and the rest images are for testing.
Section Headings
The original gesture image in the database are color images with 310*310 pixel and depth images with 90*90 pixel. In depth images, not only hand information but also most body information. And for color images, the proportion of hand information is small and contains a lot of background information. Due to the small amount of data, the performance of classification with the convolutional neural networks not satisfied. Therefore, the experimental data needs to be preprocessed first as follow steps:
Step1:The image is cropped with a certain size block diagram, so that the sample image contains as much complete hand information as possible, while reducing background information.
Step2:Taking binary process for the depth images with a settled threshold to filter out or reduce the interference of depth information of other parts except the hand. Gesture Picture Preprocessing In the process of processing depth images, the threshold need to be measured repeatedly until get an appropriate value, so we can make sure the image contains as much hand information as possible, and the interference of the limb information can be well filtered out too. The size of all the processed images is 70*70 pixels, and the information of hand will account for 40%~70% of the entire image information. Six gestures such as Figure 3 . 
Double Channel Convolution Neural Network Gesture Recognition
This paper gives a comparison of gesture recognition performance between single and dual channel neural networks. At the same time, compared with other neural networks for gesture recognition.
Comparison of Gesture Recognition between Single and Double Channels.
According to the principle of double channel convolutional neural network model, the experiment can get the gesture recognition effect of each channel separately. Design channel 1 to enter a 70×70 pixel depth image. Channel 2 enters a 70*70 pixel color image of the same action. Modify the double channel configuration file and network structure, select the optimal basic learning rate: 0.001, and the maximum number of iterations is 20000. At the same time, the network structure model of Channel 1 is modified to include only 2048 neurons in the fc7 layer without affecting the accuracy of the model, which not only reduces the parameters of the model training, but also reduces the scale of the mixed features. Channel 2 still contains 4096 neurons in the fc7 layer. The two channels are independently trained and do not affect each other. Feature maps containing depth information and color information are obtained in the feature mapping layer. Each feature map is a 1*6144-dimensional vector. All the feature maps of the training set are combined in rows to form a feature matrix, then the softmax classifier is trained. The feature matrix obtained from the test set is used to detect the softmax classification effect. During the experiment, the difference between the value of the function loss and the accuracy of the single and dual channel convolutional neural network is compared. For the dual channel neural network, the L2 regularization is added to the loss function of the softmax classifier. The term is used to punish excessively large parameter values and solve the numerical problems caused by parameter redundancy in softmax regression. Selecting the optimal weight attenuation factor λ=1.00e-07 makes the double channel neural network achieve higher accuracy: 98.11%. Moreover, the value of the cost function during training was 56.9% lower than that of channel 1 and 59.4% lower than channel 2, which was significantly better than that of single-channel train. The experimental results show that using double channels for feature extraction and fusion of different types of pictures of the same gesture will obtain more abundant feature information than the single channel network model. Classifying these fusion features can achieve a higher static gesture recognition accuracy.
Comparison with other Models. In order to better reflect the effectiveness of the method, several popular network structures and traditional gesture recognition models are selected, and experiments are carried out on the data set provided in this paper. The experimental results are shown in the following table: AlexNet (coler picture) [9] 0.10495 97.89
AlexNet (depth picture) 0.13694 97.44 CNN-SVM classifer [10] 0.14280 95.81 Double channel CNN of deferent kernal [7] 0.15277 94.86 Our 0.10095 98.11
As shown in Table 2 . Adjust AlexNet's network parameters (base learning rate is 0.01, batch_size is 60), after 30000 iterations times to achieve stability, the accuracy of 97.89% and 97.44% is obtained respectively on the RGB and the depth image data sets. The CNN-SVM classifier [10] uses a combination of LeNet-5 convolutional neural network feature extraction and SVM classification. The accuracy of the model on the depth image dataset can reach 95.81%. Based on the LeNet-5 network model, JiaWen Feng uses different convolution kernels to construct a dual-channel neural network for static gesture recognition. The classification accuracy on the depth image data set is 94.81%. The double channel convolutional neural network model proposed in this paper based on RGB and depth images achieves a classification accuracy of 98.11% on the provided data set. Based on the above experimental results, the analysis leads to the following conclusions:
(1) Double channel convolutional neural networks constructed with RGB and depth images of the same gesture can obtain more abundant hand features. These features, to some extent, make up for the deficiency of single channel convolution on the same type of image extraction. Thus a higher accuracy of gesture recognition is achieved.
(2) The convolutional neural network model proposed in this paper is an extension of the traditional network models. The single channel is used for feature extraction independently. Channel 1 adopts an appropriate dimension reduction strategy. Finally, the fusion feature is classified. Use supervised learning to train. This is a more effective static gesture recognition method.
Conclusion
In this paper, a dual-channel convolutional neural network model is proposed. In this model, each channel include 7-layer network structure and the RGB image and depth image will be trained and extracted feature separately. For the depth image with more redundant information, by reducing the number of neurons in the full link layer, we can reduce redundant information and reduce the dimension of fusion features. The experimental results show that the dual-channel convolutional neural network based on RGB and depth images can classify six gestures well. The method can improve the classification accuracy when the depth image texture is not clear or the RGB image background is complicated. At the same time, the network model proposed in this paper still need to improve. For example, the model still employs a supervised learning style, requiring a large number of labeled images during training. In the future, network training can be conducted in a semi-supervised manner while reducing the workload. In addition, the dual-channel model is may be used in the field of dynamic gesture recognition.
