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nRésumé
Valerîy Cherkashyn (2010) Représentation adaptative dïmages de télédétection à
très haute résolution spatiale: une nouvelle approche hybride (la décomposition
pyramidale avec des réseatix de neurones). Thèse présentée pour l’obtention du grade
de Philosophiae Doctor (Ph.D.) en télédétection. Département de géomatique
appliquée, CARTEL, Université de Sherbrooke, Sherbrooke (Québec), Canada, 116 p.
De nos jours l’observation de la terre à l’aide d’images satellitaires de très haute
résolution spatiale (Ikonos, Quickbird, WorldView-2) donne de nombreuses
possibilités pour gérer de l’information à l’échelle mondiale. Les technologies
actuelles d’acquisition d’information sont à l’origine de l’augmentation importante du
volume des données.
L’objectif général de cette thèse consiste à développer une nouvelle méthode hybride
de représentation d’image numérique de très haute résolution spatiale qui améliore la
qualité visuelle d’images compressée avec un haut niveau de compression (100 fois
et plus).
La nouvelle méthode hybride exploite la transformation pyramidale inverse d’image
numérique en titilisant des réseaux de neurones artificiels. Elle combine le traitement
spatial et la transformation abstraite de l’image.
L’emploi de l’approche de la transformation pyramidale inverse a démontré
l’efficacité du traitement de l’information à une ou à des échelles spécifiques, sans
interférer ou ajouter un temps de calcul inutile. Cette approche est essentielle pour
réaliser une transformation progressive d’image. Les résultats montrent une
amélioration du rapport signal pur bruit de 4 dB pour chaque couche additionnelle de
la transformation progressive.
Nous avons réussi à garder une qualité visuelle d’images compressées comparable,
jusqu’au niveau de la compression de 107 fois. De plus, pour le niveau de la
compression de 274 fois, nous avons obtenu une amélioration de la qualité visuelle en
comparaison des méthodes de compression courantes (JPEG, JPEG2000).
Les résultats du travail confirment l’hypothèse que les images de télédétection
possèdent un haut degré de redondance et que l’utilisation d’un réseau de neurones est
un bon moyen pour trouver l’opérateur efficace du regroupement de pixels.
Cette nouvelle méthode de représentation d’images à très haute résolution spatiale
permet de réduire le volume des données sans détérioration majeure de la qualité
visuelle, comparé aux méthodes existantes.
Enfin, nous recommandons de poursuivre l’exploration du domaine des calculs
distribués tels que les réseaux des neurones artificiels, considérant l’augmentation de
la performance des outils informatiques (nanotechnologies et calculs parallèles).
Mots-clés : représentation pyramidale inverse, réseau de neurones artificiels,
télédétection, images satellitaires, système d’information géographique, vision de
1’ être humain, compression d’images.
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Abstract
Valeriy Cherkashyn (2010) Adaptive representation of satellite images veiy high
definition: a new hybrid approacli (pyramidal inverse decomposition with neural
networks). This thesis presented for obtainment of rank of Philosophiae Doctor
(Ph.D.) in Remote Sensing (Image Processing). Département de géomatique
appliquée, Université de Sherbrooke, Sherbrooke (Québec), Canada, 116 p.
Earth observations using very high-resolution satellite imagery, such as from Ikonos,
QuickBird or WorldView-2, provide many possibilities for addressing issues on a
global scale. However, the acquisition of high-resolution imagery using these
tecimologies also significantly increases the volume of data that must be managed.
Witli the passing of each day, the number of collected satellite images continues to
increase.
The overail objective of this work is to develop new hybrid methods for numerical
data representation that improve the visual quality of compressed satellite visible
imagery for compression levels of 100 times and more. Our new method exploits the
inverse pyramid transform using artificial neural networks, and thus addresses the
trend in the field of remote sensing and image compression towards combining the
spatial processing and abstract transformation of an image.
Our implementation of the pyramidal inverse transformation demonstrates the
effectiveness of information processing for specific leveis, without interfering or
adding unnecessary computation time. This approach is essential in order to achieve a
graduai transformation of an image. The results showed an improvement in the signal
to noise ratio of4dB for each additional layer in the pyramidal image transformation.
We managed to keep a similar level of visual quality for the compressed images up to
a compression level of 107 times. In addition, for a compression level of 274, we
irnproved the visual quality as compared to standard compression methods (JPEG,
JPEG2000).
The resuits of this study confirm the hypothesis that remote sensing images have a
high degree of redundancy and that the use of neural networks is a good way to find
the effective operator ofthe pixel combination.
This new method for image representation reduces the volume of data without major
deterioration in the visual quality of the compressed images, as compared to existing
methods.
Finally, we recommend further exploration in the field of distributed computing, such
as artificial neural networks, considering the rapidly increasing performance of
computers in the near future (parallel computing technology and nanotechnology).
Key words: pyramidal inverse decomposition, artificial neural networks, remote
sensing, satellite images, geographical information systems, human visual system,
image compression.
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1. Introduction
1.1. Mise en contexte
La mondialisation amène un lot de changements dans tous les domaines. L’un des
indicateurs de la mondialisation est le développement des technologies de
l’information (TI). Le rythme inédit du développement et de la diffusion des TI a un
potentiel immense pour propager la mondialisation à l’échelle planétaire (Caloz et
Collet, 2001 ; Campbell, 2002). Autrement dit, l’impact des nouvelles TI confère un
caractère nouveau et distinctif au processus actuel de mondialisation. Donc, la
mondialisation des TI est devenue un outil indispensable de l’intégration sociale et
économique. En effet, les TI ont commencé à pénétrer les pays en voie de
développement, modifiant ainsi les pratiques de gouvemance du milieu dans
différents secteurs.
1.1.1. Mondialisation : les T! et l’information géographique
Au cours des dernières décennies, l’information géographique a connu d’importants
développements qui ont permis la création d’applications très intéressantes dans
divers domaines comme l’urbanisme, l’archéologie, l’agriculture et la météorologie.
L’information géographique est un élément-clé pour la prise de décisions dans de
nombreux domaines d’études. En effet, l’information géographique est vitale pour un
système d’information géographique (SIG), essentiellement dans les étapes
d’acquisition, de traitement, d’analyse et de manipulation de données spatiales.
Le SJG joue un rôle indispensable pour l’analyse et la gestion de toutes sortes de
données géographiques (des images numériques, des cartes, des données
socioéconomiques, etc.). La donnée géographique présente dans un SIG provient de
différentes sources (Steinberg, 2000). En plus, des projets actuels exigent de travailler
dans des domaines multidisciplinaires (environnement global, évaluation des risques,
médecine, etc.).
21.1.2. Mondialisation : des images satellitaires comme source d’information
géographique indispensable
Lïnformation géographique joue aujourdhui un rôle primordial dans la gestion des
ressources naturelles et dans la protection de l’environnement, à l’échelle mondiale.
Le développement technologique a permis l’essor des techniques d’acquisition et de
traitement de l’infonnation depuis l’apparition des satellites d’observation de la terre,
qui eux, ont donné naissance à la télédétection spatiale (Desjardins, 2000 ; Jensen,
2005). La découverte des images de la terre à partir des satellites fait dorénavant
partie du quotidien, notamment avec les images télédiffusées lors des bulletins
météorologiques.
De nos jours, l’observation de la terre à l’aide d’images satellitaires de très haute
résolution (THRS) donne de nombreuses possibilités pour gérer le milieu physique et
humain à l’échelle de la planète. Utilisées à des fins opérationnelles, les images
satellites de THRS, telles que celles fournies par ERS-SAR, RADARSAT, Ikonos et
WorldView-2, offrent de nouveaux débouchés dans les domaines de l’étude et du suivi
des ressources naturelles.
La tendance actuelle est de mettre au point des capteurs ayant une résolution spatiale
de plus en plus fine. À titre d’exemple, Ikonos est le premier capteur civil de THRS
(limite de résolution de I m) fournit des images comparables aux photos aériennes.
On peut donc faire la différence entre une voiture et un camion.
De nouvelles générations de capteurs tels que WorldView-2 offrent maintenant des
images ayant une résolution spatiale de moins de 1 mètre (limite de résolution de 0,41
m).
Remarquons que pour des raisons évidentes de transmission de données, la
télédétection satellitaire ne pouvait pas se contenter de fournir des données
analogiques (c.-à-d. comme les photographies). Il est évident que la télédétection
satellitaire de THRS exige plus d’espace dans les bases de données, créant ainsi de
sérieux problèmes lors de la transmission des données volumineuses.
3Nous constatons un nombre toujours plus important de services interactifs de
distribution d’images de télédétection sur Internet (Pointet et aÏ., 2003). Les besoins
actuels et le temps d’en matière de partage de l’information numérique et d’accès à
celle-ci croît continuellement. Il faut diminuer cette durée en introduisant de nouvelles
méthodes adaptatives de représentation des images.
1.2. Problématique de la recherche
Les technologies actuelles d’acquisition d’information de télédétection sont à l’origine
de l’augmentation importante des volumes de données à gérer, stocker, traiter et
transférer. Les images de télédétection atteignent des résolutions spatiales de l’ordre
de 10 m et peuvent atteindre un mètre, voire un demi-mètre, pour les images
satellitaires de THRS (Ikonos, QuickBird et WorldView-2) pour un nombre de bandes
spectrales toujours croissant (Tonye, 2000).
En effet, l’accroissement du nombre de bandes et la mise sur le marché d’images de
THRS ont augmenté considérablement le volume moyen des images de télédétection.
Il n’est plus rare de devoir manipuler des fichiers de plusieurs Gigabits (Gb) pour une
seule image satellitaire. La nécessité de réduire la taille des images apparaît
indispensable (Caloz et Collet, 2001).
À titre d’exemple, pour une scène Ikonos (voir annexe 1), on compte sur une seule
image 11 000 pixels * 11 000 pixels * 1 bande (noir et blanc) * $ bits par pixel (bbp)
soit 121 mégaoctets (Mo) (voir annexe 1). En mouvement, à la vitesse de 7 km par
seconde, Ikonos recueille les données en noir et blanc et les données multispectrales
avec la performance de 2000 kilomètres carrés par minute. Donc, pour une seule
minute de travail d’Ikonos, il faut stocker 2 Gb de données (GeoEye, 2006).
Ikonos est capable de repasser sur la même zone tous les 3 à 5 jours. Pour couvrir le
territoire ciblé, il faut faire plusieurs recoupements. Par exemple, pour l’image
couvrant tout le Québec avec un territoire de 1 365 12$ km2 (avec un paquet de 4
bandes, 11 bits par pixel, avec la résolution de 1 mètre pour la bande panchromatique
et 4 mètres pour la bande multispectrale), le volume de données correspond à plus de
3,4 téraoctets (To), soit une pile de CD-ROM de plus de 65 m de hauteur.
4Le nombre d’images satellitaires collectées augmente avec le nombre de jours. Ainsi,
au bout d’une année, on obtient plusieurs milliers d’images et les fichiers où celles-ci
sont archivées deviennent de plus en plus volumineux. Par exemple, pour le
radiomètre équipant le capteur Ikonos, les images couvrant 275 millions de kilomètres
carrés ont été reçues jusqu’à l’année 2008.
Après leur exploitation, de telles images ne sont plus conservées dans une même place
et doivent alors être transformées avant d’être archivées pour de longues périodes. Les
questions d’archivage et de stockage des images de THRS s’imposent de ce point de
vue. Pour économiser les ressources de stockage ou des canaux de communication, on
cherche à compresser le signal numérisé (Barlaud et Labit, 2002).
L’augmentation du volume des images produit aussi de sérieux problèmes de gestion
et de partage de Finformation. Le transfert de l’information dans les bases des données
(Steinberg, 2000) rencontre des difficultés majeures, car le temps de transfert devient
inadmissible à cause du volume important des données. L’exploitation des images sur
Internet, avec les services interactifs de distribution des images de télédétection,
requiert de nouvelles approches de représentation.
La représentation de l’image doit satisfaire aux revendications de toute application
concrète et doit être acceptable pour l’application dans les termes de la complexité du
calcul de la tâche (c.-à-d. le nombre de pas ou les opérations arithmétiques demandées
pour la résolution du problème).
Le transfert d’information entre les utilisateurs doit répondre à des exigences toujours
plus aiguès en matière de rapidité, de facilité d’accès et de limitation des coûts. Selon
Stephene Côté (CARTEL, 2009), les principales exigences des utilisateurs dïmages
sont:
-
le format matriciel de représentation de données,
-
la simplicité et l’avantage de l’utilisation dmages,
-
la haute définition spatiale et la très haute définition spatiale,
- l’exactitude maximale,
- la disponibilité des données à différentes échelles,
5- la disponibilité des données archivées.
En répondant à ces exigences, la question de traitement de données numériques est
très actuelle. La nécessité de développer des nouvelles technologies de représentation,
de transformation, d’archivage et de stockage des images de télédétection devient, de
ce point de vue, immédiate.
1.2.1. Pourquoi compresser les données?
De nos jours, la puissance des processeurs augmente pius vite que les capacités de
stockage et énormément plus rapidement que la bande passante des réseaux, car cela
demande d’énormes changements dans les infrastructures de télécommunication. Pour
pallier ce manque, il est courant de réduire la taille des données en exploitant la
puissance des processeurs plutôt qu’an augmentant les capacités de stockage et de
transmission des données.
Les étapes de compression et de décompression sont donc nécessaires pour éviter les
limitations de la bande passante des réseaux (Figure 1.1).
Vo tune
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Figure 1.1 — Processus de la transmission des données par le canal
de télécommunication (Guitter, 1995)
1.2.2. Qu’est-ce que la compression de données?
La compression consiste à réduire la taille physique des blocs d’information
O un compresseur utilise un algorithme servant à optimiser les données en
prenant en considération les caractéristiques propres au type de données à
compresser;
6Q un décompresseur est donc nécessaire pour reconstruire les données originelles
en inversant l’algorithme utilisé pour la compression.
Dans le cas de la compression symétrique, la même méthode est utilisée pour
compresser et décompresser l’information, il faut donc la même quantité de travail
pour chacune de ces opérations. C’est ce type de compression qui est généralement
utilisé dans les transmissions de données (Guillois, 1996 ; Guitter, 1995).
1.2.3. Deux problématiques majeures de recherche
Les algorithmes actuels traitent l’information de façon séquentielle (c.-à-d. pas à pas).
Cela a pour inconvénient principal d’augmenter le temps de calcul. En prévision des
évolutions technologiques futures, où les systèmes informatiques parallèles
fonctionneront comme le cerveau d’un être humain, il faut penser des algorithmes
adaptés qui peuvent traiter l’information de façon parallèle et qui ont la possibilité de
généraliser efficacement les connaissances du domaine étudié.
Nous avons posé deux problématiques majeures dans le domaine de la représentation
des images de télédétection:
a) La tendance des recherches dans le domaine de la représentation des images
satellitaires réside dans la conception de méthodes hybrides qui combinent le
traitement spatial et la transformation abstraite de l’image. Le problème de la
compression d’images de THRS est qu’il a reçu moins d’attention de la part de
la communauté scientifique (Gagnon et Lalonde, 1999);
b) Dans le domaine du traitement des images de télédétection, le progrès le plus
important est la découverte d’opérateurs de regroupement des pixels,
permettant de séparer de façon optimale les informations de détail et de
tendance. Le réseau de neurones propose une alternative intéressante avec les
méthodes de regroupement de pixels par rapport aux méthodes classiques
(Anonyme, 1991 ; Kalyani, 2009; Schalkoff 1992 ; Touzet, 1992 ; Zharkova
and Jain, 2007).
71.3. Objectifs
Nous avons défini lbbjectif général de la thèse comme étant la création d’un nouvel
algorithme hybride à la base de la représentation adaptative des images de THRS par
pyramide inverse. Ceci est rendu possible en utilisant le réseau de neurones artificiel
pour trouver l’opérateur du regroupement des pixels, dans le but de réduire le volume
d’image de THRS sans détérioration significative de la qualité visuelle de l’image
restaurée.
Les sous-objectifs sont:
a. Élaborer une nouvelle méthode de représentation adaptative des images
satellitaires de THRS par pyramide inverse en utilisant des réseaux de
neurones;
b. Évaluer les résultats de l’expérimentation;
c. Comparer les résultats obtenus aux méthodes existantes de compression
d’images.
1.4. Hypothèses de la recherche
L’hypothèse générale du projet est que la création du nouvel algorithme adaptatif
permettra de réduire davantage le poids des fichiers d’images de télédétection
compressés en présentant une qualité visuelle semblable aux images restaurées par des
algorithmes de compression existants.
Les sous-hypothèses sont:
a. La représentation pyramidale d’images de THRS simplifiera un accès ciblé à
l’information;
b. L’utilisation du réseau de neurones à rétropropagation permettra de découvrir
l’opérateur efficace de regroupement des pixels pour séparer de façon optimale
les informations de détails et de tendances.
81.5. Plan de la thèse
Le plan de la thèse est le suivant:
- Le deuxième chapitre est la revue de littérature dans le contexte du domaine de
recherche de la thèse présentée.
- Le but du troisième chapitre est de présenter les méthodes utilisées au cours de ce
projet. Nous discutons d’abord de deux méthodes efficaces du domaine de
traitement d’images de télédétection: la transfonriation pyramidale et le
traitement de données avec un réseau de neurones artificiels. Nous présentons
ensuite la méthodologie développée en détaillant l’algorithme hybride proposé.
- Dans le chapitre quatre, les résultats de recherche publiés dans des revues à comité
de lecture sont également présentés. Nous introduisons trois articles touchant les
thématiques
o du codage de la succession d’images de télédétection;
o du codage d’images de télédétection de THRS;
o de la transformation progressive d’images (PIT) de télédétection.
Nous prévoyons une certaine redondance de l’information pour ces trois articles en ce
qui a trait à l’introduction et à la méthodologie. La raison principale réside dans le
souci d’une présentation complète de la nouvelle méthode pour chaque article en soi.
- Le cinquième chapitre offre une discussion sur les résultats ; le sixième souligne la
contribution scientifique et le septième discute de l’originalité du projet.
- Le huitième chapitre a trait à la conclusion du travail, présentée avec ses
avantages et ses limitations.
-
Le neuvième chapitre traite de quelques perspectives envisageables pour de
futures recherches.
9« La technologie de la compression des images est examinée comme
la technologie de l élargissement des possibilités. »
Gaulois, J-P.
2. Revue de littérature
2.1 Mise en contexte
La dernière décennie a vu l’expansion des techniques numériques dans de nombreux
domaines de traitement de Finformation, de la saisie, du stockage et du transport de
cette information (Gonzalez and Woods, 2008 ; Burger and Burge, 2009 ; Gomarasca,
2009; Hoggar, 2006; Peny et aÏ., 2002; Provencher et Dubois, 2007; Read et
Graham, 2002 ; Read and Graham, 2002). Pour économiser les ressources de stockage
ou des canaux de communication, on cherche à compresser le signal numérisé. Cette
double opération de numérisation et de compression du signal est aussi appelée
codage de source.
La théorie de l’information (Shannon, 1948) formalise la notion de codage de
l’information et définit des limites minimales théoriques, ou bornes asymptotiques,
quant au nombre de bits nécessaires à la représentation d’une information.
Ces homes sont données par l’entropie de la source dans le cas d’un codage sans perte
ou par une fonction débit-distorsion dans le cas du codage avec perte. On cherche
alors à approcher au mieux ces limites de performance ou encore à optimiser la
qualité subjective du signal reconstruit pour un débit de transformation ou un volume
d’information donné.
2.1.1. Contenu informatif des sources de données
Liée à la théorie de l’information (Shannon, 1948; Shannon et Weaver, 1963),
l’entropie permet d’évaluer le contenu informatif d’une source. Cet indice a été utilisé
par Chen et al. (1987) pour analyser Le contenu informatif d’images Landsat dans le
but de les compresser, ou encore par Tsagaris et aÏ. (2005) dans le but de fusionner
des bandes d’un capteur hyperspectral. Enfin, Bloch et Maitre (1994) proposent
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l’emploi de l’entropie lors de l’étude de la redondance et de la complémentarité des
sources dans un contexte de fusion de données.
Selon Shannon (194$), plus une source d’information est redondante, moins elle
contient d’information. Ainsi, l’entropie sera maximale si les proportions des N
classes d’une source sont toutes égales à lIN. Elle aura également tendance à croître
avec l’augmentation du nombre de classes, ce qui représente une augmentation de
l’incertitude. En d’autres termes, moins une observation est probable, plus son
observation est porteuse dnformation.
Conformément à Shannon la formule de l’entropie (H) d’une source S contenant N
classes est
H(S) _(p)*1n(p) (2.1)
où pi: la proportion de la classe j dans la source.
2.1.2 Taux de compression
Le procédé inhérent à la compression des images consiste à réduire la dimension du
fichier de données en ne retenant que les informations essentielles. Le taux de
compression (CR - compression ratio, en anglais) est spécifié en utilisant un facteur
de compression défini comme étant le rapport des dimensions du fichier non
compressé et du fichier compressé. Les meilleurs procédés de compression sont ceux
qui offrent le meilleur rapport entre un CR élevé et les informations essentielles
retenues. Évidemment, cela diffère en fonction de l’application visée. Par exemple,
dans une image binaire comportant seulement des informations textuelles,
l’information pertinente n’implique que le texte, comparativement à une image
médicale dont l’information pertinente à extraire peut consister en de détails très fins.
Dans le cadre de notre étude, nous nous sommes intéressés essentiellement à la
compression avec perte (en ce qui a trait à l’image visuelle) afin d’obtenir des CR
importants.
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Le CR est défini par le rapport entre la taille de l’image à l’entrée et la taille de
l’image à la sortie du codeur. Dans le cas général et, en particulier, dans le cas d’une
image fixe à niveaux de gris, le CR d’un codeur est calculé par rapport à l’image
codée. Le CR est alors:
taille — de_l ‘image — d’entrée
CR= (22)
taille_de — / ‘image de — sortie
où: la taille de l’image : hauteur * largueur * définition (8 bits) de l’image et la
dimension de la taille de l’image est - un nombre — d’éléments binaires
2.1.3. Paramètre PSNR
Le rapport signal sur bruit $NR (Signal-to-Noise Ratio), en décibel (dB), est défini de
la façon suivante (Antonin, 2000). C’est une mesure, en dB, de la fidélité de l’image
compressée par rapport à l’image d’origine
SNR = 1Olog0
énergie de l’image originale
; (2.3)
energie de_l erreur apportee_ par le codetir
Quand on utilise le rapport entre l’énergie maximale d’une image et l’énergie de
l’erreur, on parle du rapport de signal sur bruit maximal PSNR (Peak Signal-to-Noise
Ratio, en anglais). Il se base sur le calcul de l’erreur quadratique moyenne (MSE)
entre l’image d’origine et l’image compressée. Dans le codage, la définition, c.-à-d. le
nombre de bits pour coder un pixel, est typiquement 8 bits soit 256 (entre I et 256)
niveaux de gris (ou entre O et 255 pour 8 bits) possibles par pixel (Antonin, 2000).
Soit ci l’image originale et l’image compressée, le PSNR est défini de la façon
suivante
FSNR=101og10(
2552
); (2.4)Variance(a a)
Variance(a—) = (a _jj)2; (2.5)hauteur largeur ,
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où i et j sont les coordonnées des pixels de l’image originale a et de l’image
compressée 1i ; la valeur de luminance maximale que peut prendre un pixel par
exemple 255 (dans le cas d’une image 8 bits,).
Un système de compression peut être défini en termes d’efficacité (CR) d’une part et
en terme de qualité, d’autre part. Un CR plus important entraîne une qualité d’image
moins bonne et inversement. Il convient de prendre, en suivant les applications
recherchées, le codeur réalisant le meilleur compromis qualité — CR.
2.1.4. Similarité structurelle (551M)
$SJM (Structural SlMilarity) est une mesure de similarité entre deux images. Elle a
été développée pour mesurer la qualité visuelle d’une image compressée, par rapport à
l’image originale. L’idée de SSIM est de mesurer la similarité de structure entre les
deux images, plutôt qu’une différence pixel à pixel comme le fait par exemple le
PSNR. Lhypothèse sous-jacente est que liI humain est plus sensible aux
changements dans la structure de limage (Wang et al., 2004 ; Wang et al., 2009).
La métrique SSIM est calculée sur plusieurs fenêtres d’une image. La mesure entre
deux fenêtres x ety de taille N x N est:
—
(2pp5 +c1)(2cov+c2)
SSIM(x,y)_ 2 2 2 2 (2.6)(i +p +c1)(u +u +c2)’
avec
- lamoyennede x
- la moyenne de y
- la variance de x
- la variance de y
cov - la covariance de x et y
e1 = (k[L)2, e2 = (k2L)2 - deux variables destinées à stabiliser la division quand
le dénominateur est très faible
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L - la dynamique des valeurs des pixels, soit 255 pour des images codées sur $
bits;
k1 = 0,01 et k, 0,03 par défaut, qui contrôlent le dénominateur qui s’approche
du zéro, (le choix de telles valeurs est défini pour éviter la situation
instable de la formule 26).
2.2. Traitement d’images et vision artificielle
Le traitement d’images est souvent une étape préliminaire à l’extraction des
caractéristiques (voir annexe 2) (Gagnon et Lalonde, 1999). Il englobe les domaines
de la restauration, de l’accentuation et de la compression des « données images », tels
qu’on les conçoit dans les applications nécessitant du débruitage (ex. la réduction du
bruit de chatoiement dans les images radars et acoustiques), de la compensation de la
distorsion causée par un système optique inadéquat ou de la stabilisation de séquences
vidéo.
Le traitement d’images ne fait pas appel, a priori, à des techniques d’intelligence
artificielle comme la vision par ordinateur (voir annexe 3). Le système de vision des
humains (voir annexe 4) fait un travail remarquable à cette tâche, sans ITlême y penser
(Hubel, 1982). Lïmplémentation d’une capacité semblable dans des algorithmes
informatiques pour traiter des images de THRS est une tâche stimulante.
Dans le cas des images de télédétection, nous voudrions extraire les renseignements
spatiaux d’une image à différents niveaux : des détails fins dans les zones locales aux
caractéristiques globales de limage.
2.3. Deux approches potentielles d’utilisation de l’image de télédétection
L’utilisation potentielle de l’image de télédétection relève de deux approches
l’interprétation visuelle et l’analyse à des fins quantitatives. La première est de nature
subjective dans la mesure où elle repose sur notre système psychosensoriel. La
deuxième concerne l’exploitation de l’image à des fins de mesure et d’analyse de
paramètres physiques, chimiques ou biologiques (Tonye, 2000).
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Un compromis reste à trouver entre les impératifs de fidélité, de qualité de
l’information et de rapidité de transfert. Les diverses méthodes hybrides actuelles de
décomposition et de compression de l’information apportent une réponse â ces
besoins (Barlaud et Labit, 2002 ; Salomon, 2004; Alfôldi, 1978 ; Aizzi et al., 1996;
Dasarathy, 1995 ; Gibson et Power, 2000 ; Kou, 1995).
Une des caractéristiques principales de l’accès et du transfert d’information étant la
rapidité, il y a lieu de repenser ces mécanismes avant tout processus de compression.
Les caractéristiques du système doivent permettre un accès ciblé à l’information, de
sorte que seule information pertinente pour une échelle et pour une région d’intérêt
donnée soit transférée vers l’utilisateur. Il est ainsi possible de limiter [es volumes
d’information à gérer et, de ce fait, de réduire le temps et les coûts consécutifs
(Pointet et al., 2003).
2.4. Rappel des techniques de représentation
Pour résoudre le problème de l’expédition des fichiers ainsi que l’archivage des
images de THRS pour de longues périodes, on peut avantageusement faire appel aux
techniques de représentation des images, car elles permettent de réduire la taille des
données tout en éliminant la redondance des informations qu’elles contiennent (Kunt,
1996 ; Tsar et al., 2002).
Souvent, l’espace de l’image n’est pas toujours le plus approprié pour effectuer le
traitement ou l’analyse d’une image. Il est souvent plus indiqué de transformer une
image dans un espace abstrait pour lequel les données transformées sont plus adaptées
au problème (Chen et Zhang, 1999). Les développements mathématiques récents (par
exemple, l’utilisation des réseaux de neurones artificiels) et les méthodes numériques
jouent alors un rôle déterminant (Hérault, 1994 ; Prasard et Prasanna, 200$ ; Hu et
Hwang, 2002).
2.5. Compression d’image
La compression d’image s’adresse à la problématique de réduction de la quantité de
données exigées pour représenter une image. Le procédé inhérent à la compression
d’image consiste à réduire la dimension du fichier de données en ne retenant que les
informations essentielles. La compression est accomplie par le retrait d’un ou
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plusieurs des trois redondances fondamentales (Gonzalez et Wood, 2008 ; Btirger et
Burge, 2009):
- ta redondance du code, qui est présente quand la longueur du mot de code
n’est pas optimale;
- la redondance d’interpixeî, relations entre les pixels d’une image;
- la redondance psychovisuette, la partie des données absentes imperceptible
par le système visuel de l’être humain.
Il existe deux types de méthodes de compression : avec ou sans perte d’information.
Avec les méthodes sans perte, aucune donnée n’est perdue lors de la phase de
compression. Ces méthodes sont nécessaires pour certaines applications telles que les
images médicales, les documents juridiques, etc. Par exemple, si le médecin fait un
diagnostic erroné, l’erreur peut être fatale pour le patient.
2.5.1. Compression sans perte (les méthodes réversibles)
Les méthodes réversibles sont basées sur le dénombrement statistique des données et
sur le calcul de leur entropie.
Le principe général de la compression sans perte consiste à assigner le plus petit code
binaire au symbole le plus fréquent, de manière à réduire le volume d’information. Ce
principe est connu sous le nom d’encodage à longueur variable (VariabÏe-Length
Coding VLC) ou encodage d’entropie (Karam, 2000). Il a donné naissance à plusieurs
techniques d’encodage, notamment l’encodage de Huffman, le code RLE (Run lenght
Encoding) ou le code LZW (LempeÏ-Ziv- Welch) (Kovacs et Ranganathan, 1995;
Marsault, 1995 ; Held et Marshall, 1996) et l’encodage arithmétique. Avec de tels
algorithmes, la reconstitution de l’image est fidèle, mais le CR est faible. En effet, ce
dernier est de l’ordre de 10 %.
Un cas particulier de données dimages se prêtant particulièrement bien à la
compression sans perte est celui des données thématiques, telles que les cartes
numérisées ou les images classées de télédétection. Elles ont l’avantage d’être
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constituées d’un nombre restreint de valeurs de pixel; il est donc aisé de les
compresser sans perte, même à des taux élevés.
2.5.2. Compression avec perte (les méthodes irréversibles)
Les méthodes irréversibles (compression avec perte) prennent en considération les
propriétés de la perception visuelle (Jolion, 2001). Compte tenu des limites de la
perception de l’oeil, une quantification appropriée de l’image peut conduire à une
compression élevée, puis à une reconstruction acceptable de l’image. Cependant, il
apparaît dans ce cas des artefacts se traduisant par des effets de bloc, de bordure et
d’image floue, lors de la reconstruction.
Les méthodes de compression avec perte impliquent la perte d’une certaine quantité
de données (Ameur et al., 2002) . L’image finale ne comporte pas toutes les
infonnations initiales qui étaient présentes dans l’image originale. Le principe de base
consiste à éliminer l’information qui n’affecte pas ou peu l’aspect visuel (Chen et
Wang, 2005).
Parmi les techniques de compression de données avec perte, notons le codage à
longueur variable (RLE) (runlength coding algorithm applied to gray-level images
(gray-ieveÏ run-length)), le codage par la troncation de bloc (block fruncation BTC),
la quantification vectorielle (vector quantization VQ), la prédiction différentielle
(differential predictive) et le codage transformé (transform coding) (Campbell, 2002;
Jensen, 2005 ; Rao et Yip, 2001).
Nous pouvons citer les méthodes qui font appel à la transformée de Fourier Ff1 (Fast
Fourier Transforrn,,), à la transformée de cosinus discrète DCI (Discret Cosinus
Transform}, à la JPEG (Joint Photographic Experts Group) et à la transformée en
ondelettes DWT (Discret WaveÏette Transjàrm,) (Kunt, 1984; Kim, 1991 ; Cohen,
1992 ; Kovas et Ranganathan, 1995 ; Mallat, 1989 ; Moulin, 2000).
Avec ces différentes techniques, il est possible d’obtenir un CR de 20 pour des images
complexes et pouvant atteindre 200 pour des images simples. La qualité visuelle reste
acceptable pour des taux encore supérieurs.
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Le standard JPEG est une forme du codage transformé qui utilise la transformée en
cosinus discrète. Les techniques de compression des images par transformée en
ondelettes (JPEG2000) effectuent la compression d’une image en un tout (en
segmentant l’image en composantes fréquentielles). La compression des données par
transformée en ondelettes permet d’obtenir un CR pouvant atteindre 350 pour des
images simples.
Les résultats obtenus par Pointet et al., 2003, montrent les limites rapidement atteintes
des algorithmes standards tels que JPEG, JPEG2000, quand la taille des images
augmente, particulièrement pour les images de télédétection de THRS.
2.6. Algorithmes de compression actuels
On peut diviser les algorithmes de compression actuels aux formats courants et
spécialisés. Il y a deux formats courants, respectivement ancienne et nouvelle
génération la norme JPEG Standard et JPEG 2000. Deux formats spécialisés utilisant
une approche de compression par transformée en ondelettes sont actuellement
exploités dans le domaine de la télédétection et de la photogramrnétrie : MrSid
(MultiResolution Seamless Image Database) de la firme Lizardlech et ECW
(Enhanced Compression Wavelets) de la compagnie ERMapper (Pointet et al., 2003).
Malgré leur efficacité, avec des CR acceptables, ces algorithmes nécessitent de
grandes dépenses calculatoires (Perry et al., 2002). Notre objectif de recherche est la
création d’un algorithme qui prend en compte le système de perception visuelle
humaine (Human Vision System HVS) (Jolion, 2001 ; Hubel, 198$) tout en diminuant
le temps de calcul.
Nous avons trouvé dans la littérature de nombreuses méthodes de compression des
données (Isar et al., 2002 ; Guillois, 1996 ; Hoggar, 2006 ; Guitter, 1995; Kou, 1995),
mais pour la compression d’images de télédétection, le nombre d’oeuvres récentes est
faible (Caloz et Collet, 2001; Pointet et aL, 2003). Souvent, les auteurs tentent
d’appliquer les méthodes classiques de compression des données aux images de
télédétection.
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Plusieurs auteurs traitent de la compression et de la transmission d’images
multibandes (Ameur et aÏ., 2002 ; Guillois, 1996 ; Pointet et al., 2003).
Les méthodes classiques pourraient être classées selon les groupes principaux
suivants (Isar et al., 2002; Kou, 1995; Rao et Rip, 2001; Salomon, 2004)
- déterministe et transformée statistique linéaire orthogonale (transformée en
cosinus discrète (DCI), transformée de Fourier discrète (DfT), transformée
Walsh-Hadamard (WHT) et transformée de Karhunen-Loève (KLT), analyse
en composantes principales (ACP); décomposition en valeurs singulières
(SVD) (Kou, 1995);
- transformée en ondelettes discrète (DWT), embedded zero-tree ondelettes
(EZW) (Topiwala, 1998);
- transformée basée sur la prédiction (prédiction linéaire (LP))
-
quantification vectorielle (VQ)
- transformée fractale (FT);
- décompositions, basées sur les pyramides diverses: la pyramide Gaussien
(GP) et la pyramide de Laplace (PL) (Burt et Adelson, 1983).
L’analyse de ces méthodes montre que celles qui sont habituellement utilisées, pour la
compression d’images, sont la transformée déterministe orthogonale et la prédiction
linéaire avec des coefficients fixes.
Par exemple, le standard JPEG est basé sur la transformée en cosinus discrète (DCT)
et en prédiction linéaire (LP), alors que le standard JPEG2000 est basé sttr la
transformée en ondelettes discrète (DWT).
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Les données sont compressées avec le codage entropique (CE), mettant en oeuvre une
combinaison de différentes méthodes de codage sans perte (codage par plage (RLE),
codage arithmétique tAC) et codage Lempel-Ziv-Welch (LZW).
Les méthodes de transformation comme DCT, DWT et LP sont déterministes et les
valeurs des coefficients des matrices ne dépendent pas du contenu de limage traitée.
Pour cette raison, l’efficacité de la compression de telles méthodes est faible lorsque la
corrélation entre le contenu de l’image et les fonctions de transformation
correspondantes est faible.
De plus, pour des méthodes telles que DCI (JPEG) et DWT (JPEG2000), il faut avoir
de nombreuses fonctions de transformation pour la compression et pour la
décompression des données des deux côtés (codeur et décodeur).
Par exemple, la transformée en ondelettes présente un grand intérêt si l’opération
inverse, la reconstmction du signal par une somme pondérée d’ondelettes, existe. Un
jeu d’ondelettes quelconque est incapable de remplir cette fonction. Pour que la
reconstruction soit possible, il est nécessaire que la décomposition soit réalisée sur
une famille d’ondelettes indépendantes entre elles, constituant ainsi une base
orthonormée ou orthogonale.
Les transformées statistiques sont plus efficaces que les déterministes, mais elles ont
une complexité de calcul plus élevée.
Les méthodes fractales ont un inconvénient similaire. Par ailleurs, elles ne sont pas
assez efficaces pour les images contenant des régions obscures de la texture sont
traitées.
Les décompositions pyramidales de l’image sont généralement réalisées avec des
filtres numériques de décimation fixe et avec l’interpolation des coefficients ; elles
utilisent aussi un des types de la transformée, par exemple la DCT multiple.
Autrement dit, ces méthodes ne sont pas bien adaptées au contenu de limage.
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2.7. Architecture des algorithmes de compression
Les algorithmes de compression d’images présentent plus ou moins la même
architecture une première étape de décoirélation de l’information suivie dbpérations
de quantification et de codage (Figure 2.1). Le codage entropique perme de
compresser sans perte d’information (Shannon, 1948). En revanche, lpération de
quantification génère des pertes dÏnformation. II est important, dans ce cas, de limiter
au maximum les dégradations selon des critères psychovisuels. Des critères objectifs
sont des mesures de performance débit-distorsion, permettant d’estimer les
dégradations (Guillois, 1996).
COMPRESSION
Conversion en
données
Encodage sans
perte
— Décodage
Iflc.O1O1G1c1
i1 inøopipioic1
DÉCO MPRESSI ON
Figure 2.1 — Processus global de la compression — décompression d’images (Pointet et aL, 2003).
2.$. Généralités sur les méthodes de représentation d’images
2.8.1. Transformation pyramidale (ou décomposition muttiéchelle)
Pourquoi la pyramide? Il existe de nombreux avantages à utiliser la représentation
pyramidale d’une image. La motivation principale est de pouvoir manipuler, traiter,
analyser l’information à des échelles spécifiques, sans interférer ou ajouter un temps
de calcul inutile en traitant des informations non pertinentes au problème (But-t et
Adelson, 1983 ; Adelson et $imoncelh, 1981 ; Kountchev et al., 2004; Hwang et
Derin, 1995 ; Tzovaras et Strintzis, 2002 ; Kountchev et Rubin, 2000).
Finalement, ce genre de représentation empmnte à la perception humaine des images.
Les niveaux hauts (résolutions grossières) contiennent les caractéristiques globales de
l’image, un peu comme le ferait l’humain qui regarde initialement une scène dans son
ensemble en faisant abstraction des détails, pour ensuite converger vers les points
d’intérêt (résolution fine) (Figure 2.2).
Transformation
Transformation
inverse
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En traitement d’images de télédétection, on crée une pyramide en combinant, par une
opération donnée, des groupes de pixels voisins dans une image pour produire un
nouveau pixel de résolution plus grossière et donc, une image de résolution et de
dimensions réduites. Puisque les pixels sont combinés en groupes voisins,
l’information spatiale est propagée à travers la pyramide, mais à des résolutions
décroissantes. Ce processus est répété sur cette nouvelle image et successivement sur
les autres. L’image initiale peut être réduite à un seul pixel qui donne une mesure
globale de la brillance de l’image (Figure 2.3).
Figure 2.3 — Représentation des données numériques par la méthode classique de la pyramide
(Gonzalez et Woods, 200$)
Cette structure sépare donc l’information dans une image en différents «canaux
d’échelles », les structures grossières étant représentées sur une grille fine et les
détails fins sur une grille grossière.
Figure 2.2 — Correspondance des niveaux de la pyramide vers des objets que l’on peut définir
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La présentation pyramidale des données permet d’appréhender l’image de façon «non
causale» par rapport aux parcours linéaires classiques. L’idée générique réside dans
un raffinement de plus en plus précis de l’information codée (Barlaud et Labit, 2002).
2.8.2. Traitement de données par un réseau de neurones artificiels
Pourquoi le réseau de neurones (RN)? Le RN est un outil largement répandu depuis
les vingt demiêres années.
4
t
t
î.
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s
Figure 2.4 — Modèle du perceptron. (Hu et Hwang, 2002)
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Les réseaux de neurones (RNs) sont considérés comme appartenant à la classe des
algorithmes connus sous le nom des techniques de calculs intelligents des systèmes du
traitement des images (Perry et aÏ., 2002). Un réseau de neurones est un ensemble
d’unités de calcul (perceptron: Figure 2.4) interconnectées, ayant la propriété de
simuler l’activité neuronale du cerveau humain (apprentissage, généralisation-
prédiction, mémoire distribuée, classification, régression, etc.).
De nombreux RNs ont été proposés dans la littérature et peuvent être caractérisés sous
différents angles (Saad et Wunsch, 2007 ; Luo, 1997 ; Gelenbe et al., 1996):
• leur architecture (l’arrangement spécifique des unités de calcul), la plus
populaire étant le réseau de neurones multicouches;
la règle d’apprentissage, qui dépend fortement de l’architecture;
Xj -
j
xn
• le mode d’apprentissage: soit dirigé, soit non dirigé.
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L’apprentissage ne consiste pas à l’accumulation de toutes les situations possibles
(l’augmentation de la base de données à l’infini), mais correspond à la généralisation
des informations (voir Glossaire), en trouvant les meilleurs paramètres du RN pour
une image du domaine étudié. Ainsi, si on traite le même type d’images, c.-à-d.
images de télédétection, on peut utiliser le même RN qui est déjà entraîné, ce qui
permet d’éliminer le temps d’apprentissage pour les autres images.
En outre les avantages du RN sont
-
leur large structure parallèle;
- leur haut degré de corrélation;
- la capacité d’apprentissage et l’auto-organisation.
2.8.3. Discussion sur les méthodes utilisées
Les images de télédétection étant de grande taille, leur représentation par la pyramide
permet tout d’abord de visualiser rapidement le contenu général d’une scène. Elle
permet, ensuite, à un utilisateur de sélectionner précisément la zone d’étude (une
partie de l’image) qu’il désire recevoir avec la meilleure qualité (Aizzi et al., 1996;
Hwang et Derin, 1995).
Dans ce projet, nous utilisons les RNs afin d’optimiser le temps de calcul de la
représentation pyramidale multiéchelle. La technique du traitement avec le RN
permettra d’initialiser la reproduction de l’image en utilisant l’approche
approximative. À l’aide du mode d’apprentissage du réseau de neurones, nous
obtiendrons des coefficients de la matrice de transformation plus précis et associés au
domaine d’étude. Cela permettra de visionner l’image compressée avec une qualité
admissible et, ainsi, d’utiliser cette amélioration pour chaque niveau de la pyramide.
Le chapitre 3 présente la méthodologie de la recherche proposée.
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3. Méthodologie
Pour appliquer notre méthode hybride de compression d’images de télédétection, il
faut utiliser la combinaison de deux méthodes
- la méthode de représentation des données par pyramide inverse (Aizzi et aï.,
1996; Tzovaras et Strintzis, 2002; Kountchev et al., 2004; Gagnon et
Lalonde, 1999):
- la méthode de traitement des données avec un réseau de neurones (Hérault,
1994; Groupe Réseaux de neurones, 1991; Gagnon et Lalonde, 1999).
La première approche présente une décomposition multiéchelle inverse de l’image qui
permet d’effectuer un accès ciblé à l’information, de sorte que seule, l’information
pertinente pour une échelle et pour une région d’intérêt données soit transférée vers
l’utilisateur.
La deuxième approche réalise le codage adaptatif d’images en cherchant les
coefficients de la matrice de transformation en fonction du contenu de l’image
originale.
Les étapes de la méthodologie développée sont présentées dans l’organigramme de la
figure 3.1.
3.1. Représentation pyramidale inverse différentielle
La compression de cette représentation vient du fait que l’entropie des images
d’elTeur (des images différentielles) est plus faible que celle des images d’origine. De
plus, comme l’histogramme de ces images d’erreur est concentré autour de 0, il est
facile d’utiliser un codeur entropique avec des mots de largeur variable.
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Bibliographie: Problématique : grand volume du fichier d’image de THRS
Méthodes existantes Représentation adaptative > Compression d’image:
_________________________
stocker, archiver, télécharger l’information;
Nouvelle méthode hybride
- transformation pyramidale (manipuler, traiter, analyser l’information à une ou des
échelles spécifiques);
- traitement des données avec RN (opérateur adaptatif de regroupement des pixels)
Image différentielle
Continuer pour les niveaux P=1, P=2 et P3. On obtient des images approximatives pour
les niveaux correspondants de la pyramide inverse [],[,],[]
Figure 3.1 — Organigramme de la démarche scientifique
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3.1.1. Décomposition d’images par la Pyramide inverse différentielle
A
Image originale se divise en K sous-images avec la taille de
chaque sous-image de in in pixels
Chaqtie sous-image du niveau P=O se divise en 4
sous-images avec la taille de chaque sous-image de
11,/4 m/4 pixels
Chaque sous-image du niveau P=1 se divise en 4
/ sous-images avec la taille de chaque socis-image de
rn/16 m/16 pixels
Chaque sous-image du niveau P=2 se divise
/ en 4 sous-images avec la taille de chaqtie
______________________________________________
L sous-image de ni/64 ni/64 pixels
Figure 3.2 — Décomposition pyramidale d’images: le niveau plus bas de la pyramide (P=2) et le
niveau plus haut de la pyramide (P=O).
La nouvelle décomposition, nommée la Pyramide inverse différentielle (PID)
(Kountchev et aÏ., 2000; Kountchev et. al., 2004), est du type non orthogonal
(Figure 3.2). Avant d’effectuer la décomposition, l’image numérique doit être divisée
en sous-images de taille NxN (N=2) pixels. Chacune de ces sous-images se
représente par une pyramide inverse avec p0 couches. La valeur de Pi est dans
l’intervalle 1 < p0 n (ici le cas pn correspond donc à la décomposition pleine
sans erreur).
Pour la détermination du sommet de cette pyramide, on utilise l’information qui
contient la sous-image entière. La couche inférieure de la pyramide s’appuie sur
l’information de quatre sous-images issues de la division par quatre d’une image
différentielle correspondant à la différence entre la sous-image et son approximation.
En continuant vers la base de la pyramide, la couche suivante est détenninée en
divisant chacune des sous-images issues de la division précédente, en quatre sous
images (Figure 3.3).
P2
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(a)
À
k1=1 k1=2 k1z5 k1r6 k1=9 k1=1O
k1=3 - k1=4 k1=7 k=8 k1=11 ki=12:
LA COUCHE P = 1
-
i DE LA PID: L’IMAGE
DIFFéRENTiELLE [E0]
k1= k1=
4K—3 4K—2
k1=
4K-1 4K
H
(b)
Figure 3.3 — Couches p = O, p= I de la PlU pour l’image jBJ de taille HxV pixels
a. Division de l’image en K sous-images de taille 2”x2” pixels dans la couche p0;
b. Division de chaque sous-image de la couche p=O (‘dans les cercles) à quatre
sous-images de taille 2”1x2”’ pixels dans la couche p=l (Kountchev et Rubin, 2000)
2$
La matrice de l’image jBJ est divisée en K sous-images [3k0] , repérées par leur
numéro k0. Alors, la matrice d’une sous-image [Bk01 peut être représentée par une
décomposition matricielle avec (ni-l) couches, appelée la PID
[BkJ = [k01 +[k1J + [Ek] (3.1)
pour k = 1, 2, ..., 4K, quand p = 0, 1, ..., n-l.
Ici k est le numéro de la sous-image correspondante dans la couche p 0, 1, .., n-l,
contenant 4”K sous-images de taille N xN1, pixels (N = 211i). Les composantes [k0]
et [Èk] (p>O) représentent les approximations des matrices [Bk0J et [Ek], définies
ci-après. La composante [Ek] représente l’erreur d’approximation, ou le résidu de la
décomposition, contenant (n-l) composantes. La matrice [Eki décrit une sous-
image différentielle avec le numéro k1 dans la couche p = 1, 2, ..., n-1 de la
pyramide, déterminée par la relation:
[Ek] = (3.2)
avec condition initiale p = 1:
[Eki [Bk]
— [k]. (3.3)
La matrice [Ek] de la sous-image différentielle dans la couche p se divise en 4K
sous-images [Ek] et pour chacune d’elles, on calcule une matrice correspondante
d’approximation[Ek]. L’ensemble de toutes les sous-images tEk,] pour k = 1, 2,
4K détermine la composante suivante (p + 1) de la décomposition (3.1). Alors, pour
calculer la composante (p + 2), on doit préalablement déterminer la matrice
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différentielle, puis on répète toutes les opérations d’une façon analogue à celle-ci pour
la composante précédente.
Les composantes [k)] et tEki peuvent être représentées par deux types de modèle
d’approximation: polynomial et spectral. Chacun d’eux se détermine par un nombre
minimal de coefficients, calculés sur la base de l’erreur quadratique moyenne (MSE)
de l’image d’entrée et de l’image restaurée pour de couche correspondante de la
pyramide.
On applique d’abord, sur les coefficients du polynôme approximatif ou sur les
coefficients spectraux retenus pour chacune des sous-images dans la couche p de la
PD, une quantification et, ensuite, un codage entropique.
3.1.2. Codage de coefficients de la PID
On applique alors, sur les coefficients de la matrice de transformation, un codage
adaptatif à longueur variable des plages et le codage de Huffman à toutes les couches
de la PID. Le CR et la qualité visuelle de l’image restituée dépendent donc,
notamment, du nombre de couches Po de la PD, du type et du nombre des
coefficients choisis pour une sous-image, de la matrice de quantification et du type de
transformation pour chaque couche p.
En pratique, il existe de nombreux cas où il est nécessaire de réaliser une transmission
progressive d’images par l’augmentation de la résolution d’image combinée à la base
d’image précédente. La structure de la PID est très bien adaptée à cette exigence,
puisqu’elle permet une transmission progressive des images, couche par couche. Les
données peuvent être mises en paquets en conformité avec la méthode choisie de
restitution de l’image — en conservant l’augmentation progressive de la résolution ou
de la qualité de l’image restaurée.
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3.1.3. Décodage de données compressées par la PID
Après la transmission de l’information pour toutes les couches p de la PID sur les
données compressées suivantes (3.1), on exécute un décodage d’Huffman et de
longueur variable des plages, une quantification inverse des coefficients, puis une
restitution d’image selon
Po’
B’(i,j) k0 Ek1(iJ) (3.4)
pour i,j=0,1,2,...,21-l
Ici 3’(i,j) est le niveau de gris du pixel (i,j) de l’image restituée.
La décomposition d’iiiages par la PID est présentée sur la figure 3.4
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3.2. Réseau de neurones multicouche
Nous avons étudié différents types des réseaux de neurones (Hérault, 1994; Hu et
Hwang 2002; anonyme (1991); Touzet, 1992; Schalkoff, 1992) (voir annexe 5) et
pour notre projet, nous avons décidé d’utiliser un réseau de neurones à
rétropropagation (BPNN- Back Propagation Neurai Network) avec l’architecture
multicouche (MLP - MuÏti Layers Perceptron) qui permet de répondre aux besoins de
notre méthode. La principale limite de ce type de RN est le temps de calcul, mais il
peut largement contribuer à la qualité et à l’interprétation correcte des images.
Rappelons les qualités du BPNN:
- la restitution adéquate dans le domaine de l’imagerie;
- la baisse des efforts calculatoires (des opérations récurrentes);
- l’adaptation au contenu de l’image et du domaine de l’étude (à l’aide de
l’étape d’apprentissage).
Nous avons choisi un réseau de neurones à trois couches (Figure 3.5) : une couche
d’entrée, une couche cachée et une couche de sortie. Le réseau de neurones compte le
même nombre de neurones pour la couche d’entrée et pour la couche de sortie, situées
au même niveau de la pyramide. La raison d’un tel choix est justifiée par la nécessité
de comparer l’image restaurée à l’image originale avec une résolution identique pour
les deux images. Le nombre de neurones de la couche cachée est défini en considérant
la qualité de l’image restaurée et le niveau de compression à un certain niveau de la
pyramide.
s]
s,
5m2
E2
E3
E,,,2
C’ott cite Couche Couche
il ‘c’ntrée cachée de sortie
Figure 3.5 — Réseau de neurones multicouche
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Remarquons que pour différents niveaux de la pyramide, nous avons utilisé des
réseaux de neurones avec des quantités de neurones différentes.
La rélation entre le vecteur d’entrée du réseau de neurones et le vecteur de sortie est
présentée par l’équation suivante:
EC[W ]S (35)
n,rn
où « et - le vecteur des valeurs des neurones de la couche cachée; É -
vecteur d’entrée, LW2] - matrice des poids synaptiques et des seuils des neurones de
la couche cachée et de la couche de sortie, - vecteur restauré (Figure 3.5).
Un avantage important de cette méthode réside dans le fait que nous utilisons la
capacité d’apprentissage du réseau de neurones. Le réseau de neurones est capable de
généraliser l’information pendant l’étape d’apprentissage. Après cette étape, le réseau
de neurones est prêt au travail dans le domaine d’étude ciblé, même avec des données
qui n’ont pas servi durant l’étape d’apprentissage.
Le tableau 2.1 représente l’approche pyramidale de l’image d’entrée 512 x 512 pixels
et la correspondance de l’architecture du réseau multicouche de neurones en fonction
de nombre de couches de la pyramide.
Tableau 2.1 — Structure pyramidale dc 10 niveaux du réseau de neurones à trois couches pour
l’image de résolution 512 x 512 pixels
Niveau Nombre Taille de Structure Nombre de neurones Structure de
de la de sous- sous- de sous- pour les couches : données dans la
pyramide images image image (entrée cachée sortie) couche cachée
P0 1 1 512x512 1x1 262144x512x262144 1x512
P1 2 4 256x256 2x2 65536x256x65536 4x256
P2 3 16 128x128 4x4 16384x128x16384 16x128
P3 4 64 64x64 8x8 4096x64x4096 64x64
P4 5 256 32x32 16x16 1024x32x1024 256x32
P5 6 1024 16x16 32x32 256x16x256 1024x16
P6 7 4096 8x8 64x64 64x8x64 4096x8
P7 8 16384 4x4 128x128 16x4x16 16384x4
P8 9 65536 2x2 256x256 4x2x4 65536x2
P9 10 262144 1 x 1 512 x 512 1 x I x 1 262144 x I
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3.3. Apprentissage d’un réseau multicouche
Rappelons que le mode d’apprentissage du réseau de neurones sert à généraliser les
connaissances du domaine de l’étude (une généralisation des connaissances). En
d’autres termes, le réseau de neurones est capable d’accumuler l’information
essentielLe du domaine de l’étude, en éliminant l’information non essentielle ou
redondante. Donc, nous pouvons restaurer l’information en utilisant un volume
d’information moindre que pour l’information originale.
Nous avons appliqué une méthode d’apprentissage adaptative dirigée. Cette méthode
assure une réception des coefficients de la transformation du réseau de neurones (des
poids et des seuils des neurones du RN), en fonction du contenu de limage.
L’ apprentissage d’un réseau multicouche en mode dirigé est fondé sur une procédure
de modification des poids synaptiques des couches cachées de fonction d’erreurs
constatées entre la sortie désirée et la sortie réeLle du réseau, quand on lui présente des
observations prototypes étiquetées (Jolion, 2001). L’étape d’apprentissage dti réseau
de neurones est présentée sur la figure 3.6.
Nous travaillons avec une fonction d’entraînement qui actualise le poids selon
l’algorithme de rétrocouplage élastique (Touzet, 1992) (voir l’annexe 5, page 4). La
fonction d’activation sigmoïde a été choisie en vertu de sa capacité à répondre aux
besoins de notre recherche (elle doit être dérivée pour calculer le gradien).
Image approximative avec l’erreur et le seuil u
Figure 3.6 — Étape d’apprentissage du réseau de neurones
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Le temps d’apprentissage du réseau des neurones joue un rôle essentiel pour les
applications en temps réel. Nous divisons le nombre total des vecteurs d’entrées (base
d’apprentissage) en trois parties.
Pendant l’entraînement dirigé, les données d’entrées et les données prévues
(souhaitées) sont aléatoirement divisées en trois groupes : entraînement, épreuve et
données de validation. Le réseau est entraîné sur les données d’entrafnement, jusqu
ce que ses performances commencent à stagner selon les données de validation, ce qui
indique que la généralisation a atteint son optimum. Les données d’essai de la
vaLidation fournissent ainsi une épreuve complètement indépendante de la
généralisation du réseau (Figure 3.7).
Beat Validation Performance je 9.2605e-005 at epoch 1912
10
_______________
Train
Validation
10 Test
Best
Goal
iO
.3
.r
I
10_6 r r r r r r
D 200 400 600 800 1000 1200 1400 1600 1800
1918 Epoche
Figure 3.7 — Processus d’apprentissage du BPXN
La répartition générale est recommandée: 60 % - $0 % du nombre total des vecteurs
d’entrée pour l’entraînement, c.-à-d. la plus grande partie; 10 % - 20 ¾ sert à la
validation; 10 ¾ - 20 % sert à la mise à l’essai. Dans notre cas, le rapport choisi pour
les vecteurs de contribution est: 60 % pour 1 ‘entraînement 20 % pour la validation et
20 % pour la mise à l’essai (Figure 3.7).
3.4 Étapes importantes de la méthode proposée
Il y a trois étapes importantes dans l’approche proposée: l’entraînement, le codage et
le décodage (Figure 3.8).
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Image d’entrée B (i, j)
Etape préparatoire
Vérification de la Normalisation formation Composition de
taille de l’image et de l’image de des sous- 1 b
correction jusqu’à [0,255] à [0,11 blocs de a ase
la taille de 2 l’image d’apprentissage
Étape d’apprentissage
Étape du décodage
Nous produisons le décodage par la transformation inverse de trois
composantes de RN: les valeurs de neurones de la couche cachée; les valeurs
des seuils de la couche de sortie; la matrice des coefficients synoptiques des
poids entre les neurones de la couche cachée et la couche de la sortie.
Choix des paramètres de l’enseignement du RN: le choix de la fonction
d’enseignement, le pas de l’enseignement, le niveau de l’erreur, la quantité des
cycles d’enseignement, le critère de la fin de l’enseignement, le choix de la
fonction d’activation (fonctionnement) du réseau de neurones.
II
Étape du codage
Nous produisons le codage par les méthodes entropiques des trois composantes
de RN: les valeurs de neurones de la couche cachée; les valeurs des seuils de la
couche de sortie; la matrice des coefficients des poids des liens synoptiques des
neurones entre la couche cachée et la couche de la sortie.
n
figure 3.8
— Étapes de la méthode proposée
3.4.1. Entraînement du réseau de neurones
L’entraînement du réseau de neurones est suivi par les étapes suivantes
. Créer un réseau de neurones avec:
• neurones de la couche d’entrée;
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• n neurones de la couche cachée (le CR est le rapport de contribution des
neurones cachés);
• rn2 neurones de la couche de la sortie.
• Diviser l’image d’entraînement en sous-blocs.
• Normaliser chaque bloc avec un nombre entier avec une valeur maximum de
255 (la valeur de luminance du pixel, entre O et 255) à un nombre réel avec une
valeur maximum de I (entre O et I).
• Utiliser les sous-blocs normalisés comme entrée au réseau de neurones.
• Régler les poids pour minimiser la différence entre l’entrée et la sortie
(l’apprentissage du RN).
Répéter jusqu’à ce que l’erreur d’entraînement soit assez petite (moins ou égale au
seuil) (çt u).
3.4.2. Codage
• Diviser Fimage en sous-blocs.
• Graduer chaque sous-bloc avec un nombre entier avec une valeur maximum
de 255 à un nombre réel avec une valeur maximum de 1 (tine normalisation
des données).
• Utiliser les blocs normalisés comme l’entrée au réseau de neurones.
• Prendre les valeurs de la matrice des coefficients.
• Quantifier les données à $ bits.
• Sauver les données quantifiées.
3.4.3. Décodage
• Lire dans un fichier des données quantifiées.
• Initialiser des éléments du réseau de neurones par des coefficients égaux aux
données lues d’un fichier.
• Trouver la sortie de la couche de sortie.
• Restaurer une sortie réelle à une valeur de nombre entier entre O et 255.
• Mettre ces données dans lïmage.
• Répéter pour chaque sous-bloc de l’image.
3$
3.5. Réalisation algorithmique de l’approche hybride proposée
Les étapes suivantes ont été réalisées afin de développer l’algorithme.
a. L’image d’entrée B (j, j) avec la taille V * H est divisée en K sous-images avec
la taille de in * in pixels. On a alors k0 = K sous-images au niveau P O de la
pyramide tronquée. (Figure 3.3 a). Nous avons l’image d’entrée de taille 1024 x 1024.
Elle a été divisée en 4096 sous-images de la taille 16 x 16 chacune.
b. L’image originale est présentée sous forme d’une matrice (à deux dimensions,
de taille 1024 x 1024). Nous l’avons divisée en 4096 sous-images (16 x 16). Ensuite,
nous convertissons chaque sous-image à deux dimensions (matrice, 16 x 16) dans une
dimension (en vecteur, 1 x 256). Pour cela, nous numérisons chacune des K sous-
images séparément de gauche à droite, ligne après ligne et de haut en bas. Ainsi, pour
le niveau P = O on obtient le vecteur d’entrée IkO (k0= 1 ...K) (4096 vecteurs avec 256
valeurs chacun).
e. Pour chaque 4096 sous-image de taille 16 * 16 pixels du niveau P O de la
pyramide, on utilise le même RN à trois couches (la couche d’entrée, la couche
cachée et la couche de sortie). La couche d’entrée et la couche sortie comprennent ,2
= 256 neurones, la couche cachée comprend in = 16 neurones.
d. Pour l’apprentissage du réseau de neurones de niveau P = O, nous utilisons tous
les vecteurs d’entrée ‘kO, (k 1.. .K) (la matrice d’entrée est 4096 x 256).
Après l’étape d’apprentissage du réseau de neurones, nous recevrons une matrice de
coefficients de transformation (qui sont les valeurs de neurones de la couche cachée,
toujours avec des valeurs de liaisons entre la couche cachée et celle de sortie et,
finalement, des valeurs des seuils de la couche sortie).
e. On poursuit le traitement pour le niveau P = 1 (Figure. 3.9) où la taille des sous
images est égale à ni/2 * in/2 et la quantité des sous-images augmente jusqu’à k1 =
4K. Puis, nous continuons pour le niveau P = 2, en respectant les changements de la
stmcture du réseau de neurones et de la taille de sous-images pour ce niveau de la
pyramide.
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Et finalement, nous conservons les matrices de coefficients de transformation pour les
niveaux de la pyramide correspondants.
g. Dans le décodeur, nous restituerons l’image en utilisant les données des matrices
des coefficients de transformation pour des niveaux correspondants de la pyramide.
La figure 3.9 présente toutes ces étapes schématiquement.
3.6. Données des images utilisées
Premièrement, notre technique a été appliquée à l’image Ikonos de la ville de
Sherbrooke, Québec, Canada. Les bandes visibles R.V.B. (4 m) ont été fusionnées
avec la bande panchromatique (1 m) d’une image acquise le 19juillet 2006 (GeoEye,
2006).
L’image originale de taille 8192x8192 a été divisée en 64 sous-images d’une taille de
1024x1024 chacune. Pour l’expérimentation, nous avons décidé de travailler avec 12
images de grandeur 1024x1024, 8 bpp (bit par pixel) (c’est-à-dire 1048576 octets
chacune). Ces 12 images reflètent des zones essentielles de l’image originale. Ce sont
des zones urbaines, des zones forestières, de l’eau, des montagnes, de l’autoroute et
aussi des zones mélangées.
Deuxièmement, nous avons effectué nos recherches sur des images forestières de
taille 224x352, 8 bpp (c’est-à-dire 72 848 octets chacune). Cette base de données
d’images a été gracieusement présentée par le «Laboratoire de Traitement de Vidéo»
du Département de radiocommunication et des technologies vidéo de l’Université
Technique de Sofia, titulaire prof R. Kountchev.
Le chapitre 4 présente, à travers trois articles, les résultats de la recherche.
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4. Résultats
Les résultats de la recherche, les méthodes d’analyse de données et la discussion sur
les résultats ont été publiés dans des revues à comité de lecture et sont intégrés dans le
présent chapitre
4.1 - Codage d’une série des images de télédétection;
4.2 - Codage d’images de télédétection de THRS;
4.3 - Transformation progressive d’images de télédétection en utilisant trois couches
de la présentation pyramidale.
4.1 Valeriy Cherkashyn, Dong-Chen He and Roumen Kountchev, “Image
decomposition on the basis of an inverse pyramid with 3-layer neural
networks”, Journal of Communication and Computer, ISSN 1548-7709, USA,
Nov. 2009, Vol. 6, No.ll (Serial No.60), pp. 21-29
4.2 Valeriy Cherkashyn, Dong-Chen He and Roumen Kountchev, “Compression
of high-resolution satellite images with pyramidal neural network”,
International Science Press, International Journal of Neural Networks and
Applications, 2(1) January-June 2009, pp. 5-14
4.3 Valeriy Cherkashyn, Dong-Chen He and Roumen Kountchev, “A Novel
Adaptive Representation Method (AIPRJBPNN) of Satellite Images Very High
Definition”, Journal of Communication and Computer, ISSN 154$-7709, USA,
Sep. 2010, Vol. 7, No. 9 (Serial No. 70), pp. 55-66
Il est à noter que les 3 articles découlant de cette thèse présentent des éléments
d’introduction et de méthodologie qui peuvent paraître redondants. Ces répétitions
étaient nécessaires, afin de répondre aux exigences des réviseurs des journaux qui
demandaient des explications sur la nouvelle méthode utilisée, sans se référer aux
articles publiés précédemment. Cette approche permet aussi de garder une meilleure
entité pour chacun des articles.
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Décrivons brièvement le contenu de ces trois articles.
Le premier article présente un traitement d’une série d’images forestières de taille
224x352 pixels chacune par réseau de neurones à rétropropagation. L’image originale
de taille 224x352 pixels était divisée en 1232 sous-images avec la taille 8x8 pixels.
L’architecture du réseau de neurones compte 64 neurones pour la couche d’entrée et
pour la couche de sortie et 8 neurones pour la couche cachée. Premièrement, nous
avons testé 18 images avec 18 réseaux de neurones, donc nous avons utilisé une série
des réseaux de neurones pour une série des images. Nous avons reçu le CR moyenne
CR=52,13 (Tableau 1, page 71). Deuxièmement, nous avons utilisé un seul réseau de
neurones pour toutes ces images. Le CR dans ce cas a fait 63,21 (Tableau 2, page73).
Nos résultats montrent une amélioration du CR=1 1,08.
Cet article montre l’efficacité d’utilisation d’un réseau de neurones unique pour la
série d’images, en comparaison avec l’utilisation d’une série de réseaux de neurones
pour traiter chacune de ces 1$ images séparément.
Le deuxième article traite de l’utilisation d’une méthode vers l’image de THRS de
taille 8192x8192 pixels. Pour éliminer la complexité et le temps de traitement par
logiciel tel que MATLAB, nous avons choisi 12 images qui représentent des zones
représentatives de l’image originale. Chaque image était séparée en 4096 sous-images
de taille 16x16 pixels. L’architecture du réseau de neurones compte 256 neurones
pour la couche d’entrée et la couche de sortie et 16 neurones pour la couche cachée.
Le codage a été effectué pour les trois différents niveaux de compression CR (121;
159; 273). Les résultats ont été comparés avec des méthodes de compression
courantes telles que JPEG2000 et Lura Wave format.
La qualité visuelle des images restaurées par la nouvelle méthode est comparable aux
méthodes courantes pour le niveau de compression CR=107. Pour le niveau de
compression CR=274, nous avons obtenu une meilleure qualité visuelle pour les
images compressées par notre méthode, en comparaison des méthodes courantes.
Également, nous discutons de trois parties essentielles du réseau de neurones (des
valeurs de neurones de la couche cachée, des poids synaptiques entre la couche
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cachée et la couche de sortie et des coefficients des seuils des neurones de la couche
de sortie), qui touchent l’efficacité de l’étape d’entraînement du RJST.
Le troisième article traite du problème de la transformation progressive des images
de THRS via les canaux de transmission. L’idée principale consiste à présenter l’image
rapidement, mais à donner la possibilité à l’utilisateur de voir l’image de façon
générale, pour chercher des points ciblés. En choisissant le point ciblé, nous
procédons à l’amélioration de la zone de l’image choisie en ajoutant l’information de
la couche suivante de la représentation pyramidale inverse.
Pour le niveau de la pyramide PO, nous divisons l’image d’entrée de taille
1024x1024 pixels en 4096 sous-images. L’architecture du réseau de neurones compte
256 neurones pour la couche d’entrée et pour la couche de sortie et 16 neurones pour
la couche cachée.
Pour le niveau de la pyramide P=l, nous divisons l’image d’erreur en 65536 sous
images de taille 8x8 pixels. L’architecture du réseau de neurones compte 64 neurones
pour la couche d’entrée et pour la couche de sortie et $ neurones pour la couche
cachée. Nous avons aussi appliqué un nouveau critère d’évaluation SSIM de la qualité
visuelle.
Nous avons réussi une amélioration de la qualité d’image restaurée de 4dB pour
chaque couche additionnelle. Nous comparons la qualité de l’image restaurée avec des
critères quantitatifs et qualitatifs.
44
Image decomposition on the basis of an inverse pyramid
wïth 3-layer fleurai networks
by
Valeriy Cherkashyn, Dong-Chen He
and Roumen Kountchev
Journal of Communication and Computer,
Volume 6, No. 11 (Serial No.60)
ISSN 154$-7709, USA, Nov. 2009, pp. 2 1-29
Nov. 2009, Volume 6, Xo.J1 (Serial No.60) Journal of Communication and Computer, ISSN 154$-7709, USA
Image decomposition on the basis of an inverse pyramid witli 3-layer
fleurai networks*
Valeriy Victorovich Cherkashvn’, NE Dong-chen’, Roumen Kirilov Kounichev2
(1. Centre for Research and Applications in Remote Sensing-CAR TEL, U3iiversitr ofShei’hrooke, Quebec J]K 2R 1, Canada;
2. Department ofRadio Communication and Video Technologies, Technical Unir ers ity-Sofia, Sofia 1000, Bidgaria,)
Abstract: The contemporaly information technologies and
internet impose high requirements on the image compression
efficiency. Great number of rnethods for infonnation
redundancy reduction had already been developed, which are
based on the image processing in the spatial or spectmm domain.
Other methods for image compression use some krnds ofneural
networks. In spite of their potentiabties, the methods from the
last group do not offer high compression efficiency. New
adaptive method for image decomposition on the basis of an
inverse pyrarnid with neural networks is presented in this paper.
The processed image is divided in blocks and then each is
cornpressed in the space ofthe hidden layers of 3-layer BPNNs,
which build the so-called inverse difference pyramid. The
results ofthe new method modeling are presented for sequence
of static images in comparison with results for single images
from the same group.
Key words: pyramidal decomposition; image representation;
image compression; neural networks
1. Introduction
The dernands towards the efficiency of the
methods for image representation in compressed form
are getting higher together with their wide application
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and this is the basis for further elaboration and
developrnent. The classic rnethods’61 could be
classified in the foltowing main groups: deterministic
and statistical orthogonal linear transforms (DfT, DCI,
WHT and KLT, SVD, PCA correspondingly); discrete
wavelet transforms (DWT, Embedded Zerotree
Wavelet, etc.); transforrns based on prediction (LP,
Adaptive L?, etc.); vector quantization (VQ, Adaptive
VQ, Multistage Predictive VQ, etc.); fractal transforms
(IFS, Quadtree Partitioned IFS, etc.) and
decompositions, based. on various pyramids, such as
GP/LP, RLP, RSP/RDP, IDP, etc.
The analysis of these methods shows that for
image compression are tisually used deterministic
orthogonal transfonus and linear prediction with fixed
coefficients0’4’6. For example, in the standard JPEG is
used discrete cosine transfom; (DCI) and tinear
prediction (LP), and the standard JPEG2000 [3] is
based on the discrete wavelet transfonu (DWT). The
transformed image data are compressed with entropy
codjng[S]
, implemented as a combinatïon of various
methods for Iossless coding (RLC, AC, LZW, etc.).
The transforms DCT, DWT and LP are deterministic
and the values of the coefficients of their matrices do
flot depend on the processed image content, for this
reason, the compression efficiency is low when the
correlation bertveen the image content and the
corresponding transform fonctions is low. The
statistical transforrns0’41 are more efficient than the
deterministic ones, but they have higher computational
complexity. Similar disadvantage have the fractal
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(1)
methods2’61, which together with this are flot enough
efficient when images with unclear texture regions are
processed. The famous pyramidal image
decompositions are usually irnplernented with digital
filters with fixed decimation and interpolation
coefficients2’41 or use sorne kind of transforrn, such as
for example the Multiple DCT5, i.e. these rnethods are
flot well conformed to the image content.
A group of methods for image representation,
based on the use ofartificial neural networks (NN)7141
had recently been developed. Unlike the classic
methods, this approach is distinguished by higher
compression ratios, because together with the coding,
NN training is perforrned. The results already obtained
show that these rnethods can flot successfully compete
the stili image compression standards, JPEG and
JPEG2OOO31. For example, the Adaptive Vector
Quantization (AVQ), based on SOM NN8’131, requires
the use of code books of too many vectors, needed to
ensure high quality of the restored image and this
resuits in lower compression. One of the first
encouraging resuits for a similar method of research
have been received in previously article15.
In this paper is offered new adaptive method for
inverse pyramidal decomposition of digital images
with 3-layer BPNNs. The results obtained with the
method modeting show significant vistial quaÏity
enhancement for sequence of static images in
comparison with resuits for single images from the
same group.
The paper is arranged as follows: In Section 2 is
described the method for adaptive pyramidal image
representation; in Section 3 is given the algorithm
simulation; in Section 4 are given some experimental
results, and Section 5 is the Conclusion.
2. Method for adaptive pyramidal image
representation
2.1 PyramidaL decomposition selection
The basic advantage of the pyramidal
decomposition in comparison with the other rnethods
for image compression is the ability to perform
“progressive” transfer (or storage) for every
consecutive decomposition layer. In result, the image
could be restored with high compression ratio and
gradually improving quality. The classic approach for
progressive image transfer is based on the Laplasian
pyramid (LP)111 combined with the Gaussian (GP).
In this paper is offered new approach for
pyramidal image representation, based on the so-called
Adoptive Inverse Dfference Pyramid (AIDP). Unlike
the non-adaptive Inverse Difference Pyramid (IDP) [5]
it is built in the non-linear transformed image space
tising a group of NNs. The AIDP is calculated starting
the calculation from the pyramid top, placed down, and
continues iteratively with the next pyramid layers.
The AIDP built this way, has some important
advantages when cornpared to the LP: easier
imptementation of the progressive image transfer and
compression enhancernent in the space of the hidden
layers ofthe corresponding NN.
2.2 Description of the inverse difference
pyramid
Mathematically the digital image is usually
represented as a matrix of size Hx V, whose elements
b(x, y) correspond to the image pixels; x and y define
the pixel position as a matrix row and column and the
pixel brightness is b. The halftone image is then
defined as:
b(O,O) b(O,1) ... b(O,H—1)
b(J,Q) b(1,]) •.. b(1,H—1)[B(x,y)J =
b(V—LO) b(V—]J) b(V—1,H—1)
In order to make the calculation of the pyramidal
image decomposition easier, the matrix is divided into
Kblocks (sub-images) ofsize tn.n (m=2”) and on each
is then built a multi-layer IDP. The number p of the
IDP layers for every block is in the range O pn-1.
The case p=n-] corresponds to complete pyramidal
decomposition of maximum number of layers, for
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which the image is restored without errors (ail
decomposition components are used).
The IDP top (iayerp=O) fora block ofsize 2x2
contains coefficients, from which after inverse
transform is obtained its worse (coarse) approximation.
The next IDP layer for the same biock (the layer p1)
is defined from the difference between the block matrix
and the approximation, divided into 4 sub-matrices of
size 2”’x2” in advance. The highest IDP layer (layer
p=n-1) is based on the information from the pixels in
ail the 41 difference sub-rnatrices of size 2x2,
obtained in resuit of the (n-1)-time division of the
initiai matrix into sub-matrices.
In correspondence with the described principie,
the matrix [3k0] of one image block couid be
represented as a decomposition of (n+1) components:
n—]
[Bk0] = [k0] + [Èk1] +[Ek] (2)
p]
for k=1,2,..,4”K and p=O,J n-1.
Here k is the number of the sub-matrices of size
1n,)x/, (m,=2””) in the IDP layer p; the matrices
[k0] and [k1] are the corresponding
approximations of [3k0] and [Ek1,1] ; [Eiç] iS
the matrix, which represents the decomposition enor in
correspondence with Eq. (2), for the case. when only
the first n components are used.
The matrix [Ek1] of the difference sub-biock
k.1 in the IDP layerp is defined as:
[Ek] = [Ek]
—
forp = 2,3,..., n-1. In this case p = 1:
[Ek]
=
[Bk0]
-[k]
(3)
(4)
The matrix [Ek1] of the difference sub-block
in the layer p is divided into 411K sub-rnatrices [EkJ
and for each is then calculated the corresponding
approximating matrix [ÈkJ . The submatrices
[Ek,I for kJ)=1,2 4”Kdefine the next decomposition
component (p+]), represented by Eq. (2). For this is
necessary to calculate the new difference matrix and
then to perform the same operations again following
the already presented order.
2.3 Image represdntation with AWP-BPNN
The new method for image representation is based
on the IDP decomposition, in which the direct and
inverse transforms in ail layers are performed using
3-layer neural networks with error back propagation
(BPNN)171.
The general BPNN structure in AIDP was chosen
to be a 3-layer one of the kind ,n2x ,ix ,772, shown in
Fig. 1. The input layer is of in2 elernents, which
correspond to the input vector components; the hidden
layer is of n eiements for n<m2, and the output layer is
of m2 eiements as well, which correspond to the output
vector components. The input m2-dimensional vector is
obtained in resuit ofthe transformation ofthe elements
mU of each image block of size m.m into
one-dimensionai massif of length in2 using the
“meander” scan, shown in Fig. 2.
fil
‘l3
ni
fig. I Three-iaer BPNN with n,, <n? neurons
in the hidden layer and ,,,2 neurons in the input
and in Ihe output layer
11111 hfI2 . .
.
fll1
l121
1Ï127
11tLi 1fl,2 . 111rnrn
Fig. 2 The “meander” scan appiied on image
block of size mx m
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In order to obtain better compression the
processed image is represented by the sequence of
m2-dimensional vectors k,, ,..., , which are
then transformed in the n-dimensional vectors
hK conespondingly. The components of the
vectors /1k for k],2, . .K represent the neurons in the
hidden layer of the trained 3-layer BPNN with
rn2xnxm2 structure. In the output NN layer the vector
hk is transformed back into the m2-dimensional output
vector Y , which approximates the conesponding
input vector Xk . The approximation error depends on
the training algorithm and on the participating BPNN
parameters. The training vectors X1, X2 XK at the
BPNN input for the AIDP layerp0 correspond to the
image blocks. For the training was chosen the
algorithm of Levenberg-Marquardt (LM)7’5, which
ensures rapidity in cases, when high accuracy is not
required and as a rcsuk is suitable for the presented
approach. One more reason is that the data necessary
for the training has significant volume and information
redundancy, but this does not make worse the training
with the LM algorithm and influences only the time
needed (i.e. il becomes longer).
11w parameters of the 3-layer BPNN define the
relations between the inputs and the neurons in the
hidden layer, and between the neurons from the hidden
and the output layer. These relations are described
using weight matrices and vectors, which contain
threshold coefficients, and with ffinctions for
non-linear vector transform.
The relation between the input m2-dimensional
vector Xk and the corresponding n-dimensional
vector hk in the hidden BPNN layer for the AIDP
Iayerp0 is:
h5 =f([W]1Ï5+[) fork=1,2,..K, (5)
where [W]1 is the matrix ofthe weight coefficients of
size ,n22ôi, which is used for the linear transform ofthe
input vector X5 ; is the n-dimensional vector of
the threshold coefficients in the hidden layer, andj(r) is
a linear activating sigmoid function, defined by the
relation:
f(x)= 1/(1+e_X) (6)
In resuit the network performance becomes
partially non-linear and this influence is stronger when
x is outside the range [0, +1].
The relation between the n-dimensional vector
of the hiddcn layer and the m2-dimensional BPNN
vector Y5 from the AIDP layer p=O, which
approximates X5 , is defined in accordance with Eq. (5)
as follows:
i =fffW]2h +h,) fork=l,2,..K, (7)
where [W]2 is a matrix of size nxm2 representing the
wcight coefficients used for the linear transform in the
hidden layer of the vector Ç , and b2 is the
,n2-dimensional vector of the threshold coefficients for
the output layer. Unlike the pixels in the halfrone
images, whose brightness is in the range [0,255], the
components ofthe input and output BPNN vectors are
normalized in the range X1 (k), y1(’k)e [0,1] for
2
The components of the vector which represents
the neurons in the hidden layer h1(k)e [0]] for
j=1,2..,n are placed in the same range, because they are
defined by the activating function f(’x) n [0,1]. The
normalization is necessaiy, because it enhances the
BPNN efficiencyt5].
The adaptive image representation with
AIDP-BPNN method is perfomicd in two consecutive
stages:
(1) BPNN training,
(2) coding ofthe obtained output data.
For the BPNN training in the AIDP layer p=0, the
vectors X5 are used as input and reference ones, with
which are compared the corresponding outpnt vectors.
The comparison result is used to correct the weight and
the threshold coefficients so that to obtain minimum
MSE:
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The training is repeated until the MSE value for
the output vectors becomes iower than predefined
threshold.
For the training of the 3-layer BPNN in the next
(p>0) AIDP layers are used the vectors obtained after
the dividing of the difference biock [Ek1,_] (or
sub-block) into 4”K sub-blocks and their
transformation into corresponding vectors. The 3PN
training for each layer p>0 is perforrned in the way
already described for the layer p=O.
In the second stage the vectors in the hidden
BPNN layers for ail AIDP layers are coded losslessly
with entropy coding. The coding is based on two
rnethods: Run-Length Coding (RLC) and variable
length Huffrnan coding61.
The block diagram ofthe pyramid decomposition
for one block of size rn xm with 3-layer BPNN for the
layers p=O,l,2 and entropy coding/decoding is shown
in f ig. 3. When the BPNN training is finished, for each
layer p are defined the corresponding output weight
matrix [W] and the threshold vector [b],,.
The entropy coder (EC) compresses the data
transferred to the decoder for the layer p, i.e.:
The vector of the threshold coefficients for the
neurons in the output NN layer (common for ail blocks
in the layer p);
The matrix of the weight coefficients of the
relations between the neurons in the hidden layer
towards the output BPNN layer (conrnion for ail blocks
in the layer p);
The vector of the neurons in the hidden BPNN
layer is personal for each block in the layer p.
In the decoder is performed the entropy decoding
(ED) of the compressed data. Afier that the BPNN in
the layer p is initialized setting the values of the
threshold coefficients for the neurons in the output
layer and of the weight coefficients for the neurons,
connecting the hidden and the output layers.
f ig. 3 Block diagram ofthe 3-layer inverse pyramidal image decomposition with 3-layer BPNN
Note: Here [b],, — the vector of the threshold coefficients in the output layer for pOI,2; [W] — the matrix of the weight
coefficients between the hidden and the output BPNN layer forp=O, 1, 2.
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At the end of the decoding the vector of the
neurons in the hidden BPNN layer for each block is
transforrned into corresponding output vector. The
obtained output vectors are used for the restoration of
the processed image.
3. SimuLation of the AIDP-BPNN
algorithm
For the sinnilation of the AIDP-BPNN algorithm
is necessary to perfomi the following operations:
(I) transformation of the input data into a
seqiience of vectors;
(2) selection ofthe BPNN structure;
(3) BPNN creation and initialization of its
parameters;
(4) BPNN training using the input vectors so that
to obtain the reqtured output vectors;
(5) testing of the AIDP-BPNN algorithm with
various test images and evaluation oftheir quality after
restoration (objective and subjective).
The AIDP-BPNN algorithm consists of the
following four basic steps (for more details’61):
(1) preliminary preparation ofentrance data;
For example, the compressed data size for the
same layer (p=O) of the test image
GrayscaÏeJirestOlOO32.bmp is 1510 B (the restilt is
(2) training of fleurai network;
(3) coding;
(4) decoding.
4. Experimental resuits
The experirnents with the AIDP-BPNN algorithm
were performed with test images of size 224x352, $
bpp (i.e. 78 848 B), and original images are presented
in Fig. 4. In the ADP layer p=0 the image is divided
into K blocks of size 8x8 pixels, (K=1232). At the
BPNN input for the layer p=O is passed the training
matrix ofthe input vectors ofsize 64x1232=78 848. In
the hidden BPNN layer the size of each input vector is
reduced from 64 to 8.
The restoration ofthe output vector in the decoder
is perforrned using these 8 components, together with
the vector of the threshold values and the matrix ofthe
weight coefficients in the BPNN output layer. For the
layerp=O the size ofthe data obtained is 83 456 3, i.e. -
larger than that of the original image (78 848 B). As it
was already pointed out, the data bas high correlation
and is efficiently compressed with entropy coding.
Fig. 4 Original Test Images “forest”
given in Table 1). Taking into account the size ofthe
original image, is calculated the compression ratio
Cr=52.21.
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The Peak Signal to Noise Ratio for the first test
image GrayseaÏejorestO]0032.bmp for p=O (Table 1)
ïs PSNR23.45 dB. In the sarne table are given the
compression ratios obtained with AIDP-BPNN for applications.
other 18 test images ofsame size (224x352). It is eaSy
Table I Resuits obtained for 18 test images “forest” after AJDP-BPNN compression, 78 848 Bytes for each image
File name Cr fSNR [UBJ RMSE Bit-rate/pixel (bpp) Compression file (B)
1 52.21 23.45 17.36 0.1532 1510
2 52.42 23.05 17.94 0.1526 1504
3 51.53 19.10 28.27 0.1552 1530
4 50.54 17.14 35.45 0.1583 1560
5 52.35 22.71 18.68 0.1528 1506
6 52.35 19.72 26.32 0.1528 1506
7 53.06 22.28 19.61 0.1508 1486
8 52.49 23.4 17.25 0.1524 1502
9 52.85 31.63 06.69 0.1514 1492
10 51.80 21.55 21.33 0.1544 1522
11 52.21 21.92 20.45 0.1532 1510
12 52.21 22.28 19.62 0.1532 1510
13 52.35 19.87 25.88 0.1528 1506
14 51.73 19.50 27.00 0.1546 1524
15 52.43 22.31 19.55 0.1526 1504
16 52.08 23.67 16.71 0.1536 1514
17 52.49 28.07 10.07 0.1524 1502
18 51.20 23.63 16.80 0.1563 1540
The average result for aIl 1$ images:
52.13 22.52 20.28 0.1535 1513
to see that for the mean compression ratio cr52.13 is
obtained PSNR>22.52 dB, i.e. the visual quality ofthe
restored test images (Fig. 5) is good enough for various
Fig. 5 Restored test image “forest” by AIDP-BPNN methoil
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Thus, the resuits received show higher degree of
compression Cr=63.21 for sequence of images in
comparison with average value of factor of
compression Cr52. 13 for each image separately. The
gain is on 11.0$ times.
The NN architecture used for the experiments
comprises for the zero level 64 neurons in the input
layer, $ fleurons in the hidden layer, and 64 neurons in
the output layer. The chosen proportion for the input
vectors was correspondingly: 80% for Training; 10 %
for Validation and 10% for Testing.
The sequence of static images presented on Fig. 6
makes the image in the size 224x352x18, that is 1 419
264 B.
5. Conclusions
In this paper is presented one new approach for
stiil image adaptive pyramid decomposition based on
the AIDP-BPNN algorithrn. The algorithm modeling
was used to compare it with version ofthe sequence of
18 test images “forest”. The results obtained show that
for the sequence of 1$ test images “forest” it ensures
higher compression ratio of the restored sequence of
test images.
The AIDP-BPNN is asymmetric (the coder is
more complicated than the decoder) and this
determines it mostly in application areas which do not
require real time processing i.e. applications, for which
the training time is not crucial.
The hardware implementation of the method is
beyond the scope ofthis work. The experirnents for the
AIDP-BPNN algorithm were performed with
sub-blocks of size 8x2 pixels. The computational
complexity of the method depends on the training
method selected.
The new method offers wide opportunities for
application areas in the digital image processing. such
as the progressive transfer via Internet, saving and
searching in large image databases, remote sciences,
etc.
A resuit received in the given work confirms
theoretical pre-conditions, that the images of the high
resolution and veiy high resolution (satellite images,
multispectral images, hyperspectral images) can
possess the increased degree of redundancy of data.
This circumstance allows applying effectively method
AIDP-BPNN to a compression of images of the high
resolution in remote sciences.
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Abstract: Thefast development of the remote sensing systems investigating the earih surface settled high requirements on the
represenlalion of satellite images in compressedjorm, which to permit their restoration with high visual qualitr $ignficant
nwnber ofmethods had alreadv bern deveÏoped aimed at the information ,-edunclancy reduction, most ofthem based on the
image processing in the spatial or spectrum domain. Another sign(ficant group of image compression methods use artficial
neural networks oJvarious kinds. Despite their high potential the compression efficiencv ofthe methods from the Iast group is
stiti îiot satisjactorv In this paper is offereda new methodJàr the representation ofhigh-resolution satellite images in compressed
foan, using o pyramidal decomposition based on netuvl network with error bcickpropagation (BPNN). Each snb-block ofthe
pivcessed image is compressed in the space ofthe hidden lai’ers of3-laver BPNNs, which build the so-called Inverse Difference
Pvramid. The results obtainedjéoni the new method modeling for compression of satellite images were compared with those
obtained/r the standards JPEG and JPEG2000
Keywords: Image representation and compression, Neurat networks with error backpropagation, Pyramidal image
decoinposition
1. INTRODUCTION The classic methods for stili image compression [1-3,
Remote sensing operates with huge volumes of information. 9, 14, 11] could be classified in the following main groups:
first of ail it concerns high-resolution satellite images,
—
deterministic and statistical orthogonal linear
multi-spectral and hyper-spectral images. In order to make transforms (DFI, DCI, WHT and KLT, SVD, PCA
the modem process of information gathering easier, the correspondingly);
efficient storage and transmission of the related data discrete wavelet transforms (DWT Embeddeddernands a revision ofihe existing approaches for stiil image Zerotree Wavelet Enhanced Compression
compression. The creation of new methods for image data Wavelets ECW etc.)’
representation airned at the image size reduction is a
problem of high importance. The compression is achieved transforms based on linear prediction (LP Adaptive
by the removal of one or more of three basic redundancies LP, etc.);
[10].
— vector quantization (VQ, Adaptive VQ, Multistage
(1) coding redundancy, which exists when less than optimal Predictive VQ, etc.);
code words are used;
—
fractal transforms (IFS, Quadtree Partitioned IFS,
(2) inteipixel redundancy, which resuÏts from correlations etc.);
between the pixels of an image; .
—
decompositions, based on various pyramids, such
(3) psychovisuat redundancy, which is due to data that is as GP/LP, RLP, RSP/RDP, IDP, etc.
ignored by the human visual system (i.e., visually The analysis of these methods shows that for image
nonessential information).
compression are usually used [5, 9, 3]:
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— deterministic orthogonal transforms;
—
linear prediction with fixed coefficients.
In the JPEG standard are used the discrete cosine
transforrn (DCT) and linear prediction (LP), and the
JPEG2000 standard [14] is based on the discrete wavelet
transform (DWI). The transforrned image data are
compressed with entropy coding [3], irnplemented as a
combination of various methods for lossless coding (RLC,
AC, LZW, etc.).
The DCT, DWT and LP transfonns are deterniinistic
and the values of the coefficients of their matrices do not
depend on the processed image content, for this reason,
the compression efficiency is low when the correlation
between the image content and the colTespondrng transforrn
functions is low.
11e statistical transfonns (KLT, SVD, PCA) are more
efficient than the deterministic ones [5, 9], but they have
higher computational cornplexity. Similar disadvantage
have the fractal methods [3, 61, which together with this
are flot enough efficient when images with unclear texture
regions are processed.
The farnous pyramidal image decompositions are
usually implemented with digital filters with fixed
decimation and interpolation coefficients [6, 9] or use sorne
kind of transforrn, such as for example the Multiple DCT
[li], i.e. these methods are not well conformed to the image
content.
A group of rnethods for image representation, based
on the use ofartificial neural networks (NN) [1, 2, 4, 7, 8,
12, 13, 18] had recently been developed. Unlike the classic
methods, this approach is distinguished by higher
compression ratios, because together with the coding, NN
training is perfonned. The results already obtained show
that these methods can flot successftilly compete the still
image compression standards, JPEG and JPEG2000 [14].
for example, the Adaptive Vector Quantization (AVQ).
based on Self Organizing Map (50M) MN [7, 1$], requires
the use ofcode books oftoo many vectors, needed to ensure
high quality ofthe restored image and this results in tower
compression.
In this paper is offered new method for inverse
pyramidal decomposition of digital images with 3-layer
Backpropagation MN (BPNN). The results obtained with
the method modeling show significant visual quality
enhancement for a group of similar static images in
comparison with the results for single images from the same
group.
The paper is arranged as follows: in Section II is
des cribed the method for Pyramidal Neural Network (PNN)
image representation, in Section III are given some
experimental resuits, and Section IV is the Conclusion.
2. METHOD FOR PNN IMAGE REPRESENTATION
2.1. PyramidaI Decomposition Selection
The basic advantage of the pyramidal decomposition in
comparison with other methods for image compression is
the ability to perforrn “progressive” transfer (or storage) of
the approximating image obtained for eveiy consecutive
decomposition layer. In result, the image could be first
restored with high compression ratio and relatively low
quality and permits quality improvement on request.
The classic approach for progressive image transfer is
based on the Laplasian pyramid (LP) [9] combined with
the Gaussian (GP).
In this paper is offered one new approach for pyramidal
image representation, based on the so-called Adaptive
Inverse Dzjference Fyramid (AIDP). Unlike the non
adaptive Inverse Difference Pyramid (IDP) [11] it is built
in the non-linear transformed image space using a group of
MNs.
The AIDP is calculated starting the calculation from
the pyramid top, placed down, and continues iteratively with
the next pyramid layers.
Representation thus constmcted, has some important
advantages when compared to the LP: easier
implementation of the progressive image transfer and
compression enhancement in the space ofthe hidden layers
of the corresponding MN.
2.2. Description ofthe Inverse Difference Pyramid (IDP)
Mathematically the digital image is usually represented
as a matrix of size H X V, whose elements b(x, y)
correspond to the image pixels; x and y define the pixel
position as a matrix row and column and the pixel
brightness is b.
Ihe halftone image is then defined as:
b(0.0) b(0:l) b(0,H —1)
b(I,0) b(1,1) b(1,H —1)[B(x, y)]
b(V —1,0) b(V —1,1) b(V — 1,H —1)
(1)
In order to make the calculation ofthe pyramidal image
decomposition easier, the matrix is divided into K blocks
(sub-images) of size in X ni (ni = 2”) and on each is then
built a multi-layer IDP.
The numberp of the IDP layers for every block is in
the range O p n-l. The case p = n—l corresponds to
complete pyramidal decomposition comprising maximum
number of layers, for which the image is restored without
eirors (all decomposition components are used).
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The 10? top (layer p = O) for a block of size 2”x2”
contains coefficients, from which after inverse transforrn
is obtained its worse (coarse) approximation.
The next IDP layer for the same block (the layer p 1)
is defined from the difference between the block matrix
and the approximation, divided into 4 sub-matrices of size
2”-’x2’’ in advance.
Ihe highest IDP layer (layer p = n—1) is based on the
information from the pixels in ail the 411 difference sub
matrices of size 2x2, obtained in resuit of the (n-l)-time
division of the initial matrix into sub-matrices.
In correspondence with the described princïple, the
matrix [3u] of one image block could be represented as a
decomposition of (n + 1) components:
p=t
for k=I,2,..,4J’Kandp=O,l,...,u-l. (2)
Here k is the number ofthe sub-matrices ofsize ni x1
p p p
(m= 2’P) in the IDP layerp; the matrices [É] and {E,,]
are the corresponding approximations of [Bk,] and
[Ek,]; [Ek,,] is the matrix, which represents the
decomposition enor in correspondence with Eq. (2), for
the case, when only the first n components are used.
The matrix [Ek I of the difference sub-block k in
p-I p-l
the 10? layerp is deflned as:
[Ek,,]={Ek,,I—[Ek,,J,forp=2,3,...,n_l.Inthiscasep=l:
[Ek I = [Bk. I — [Ék, I
(3)
(4)
The matrix [Ek,,,] of the difference sub-block in the
layer p is divided into 4K sub-matrices [Ek,i and for each
is then calculated the corresponding approximating matrix
[Ek L The matrices [Ek] for k = 1, 2,.. .,4”K define the
next decomposition component (p + 1), represented by Eq.
(2). For this is necessary to calculate the new difference
matrix and then to perform the same operations again
following the already presented order.
2.3. Image Representation with PNN
Ihe new method for image representation is based on the
TOP decomposition, in which the direct and inverse
transfonns in alI layers are performed using 3-layer BPNN
The general BPNN structure in P1’fN was chosen to be
a 3-layer one ofthe kind m2 x n x in2, shown in Fig. 1. The
input layer is of in2 elernents, which correspond to the input
vector components; the hidden layer is of n elements for
n < in2 and the output layer is of in2 elements, which
correspond to the output vector components.
Figure 1: Three-Iayer BPNN of n,, <ni2 Neurons in the Hidden
Layer and ni2 Neurons in the Input and in the Output Layer
The input ni-dirnensional vector is obtained in resuit
ofthe transformation ofthe elements m of each image block
of size rnxm into one-dimensional massif of length in2
following the “meander” scan, shown in Fig. 2.
fil i fil . . . 1h ifm
II
—
1h22 . . . Ifl
1m1 Illtn . lflfflffl
Figure 2: The “Meander” Scan Appileil on Mage
Block of Size ni x
In order to obtain better compression the processed
image is represented by the sequence of m2-dimensional
vectors X , X2 XK , which are then transformed into the
n-dimensional vectors h1 , h2
,..., hK correspondingly.
The components of the vectors for k = 1,2,..K
represent the neurons in the hidden layer of the trained 3-
layer BPNN with rn2xnxrn2 structure. In the output NN layer
the vector is transformed back into the m2-dimensional
output vector i, which approximates the corresponding
‘nu
11113
111 -
[13]. input vector
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training vectors X1 XK at the BPNN input for the
PNN layer p = O correspond to the image blocks.
For the training was chosen the algorithm of
Levenberg-Marquardt (LM) [13, 18], which ensures rap idity
in cases, when high accuracy is not required and as a result
is suitable for the presented approach.
One more reason is that the data necessary for the
training has significant volume and information redundancy,
but this does not make worse the training with the LM
algorithm and influences only the time needed (i.e. it
becomes longer).
The parameters of the 3-layer BPNN define the
relations between the inputs and the neurons in thehidden
layer, and between the neurons from the hidden and the
output layer. These relations are described using weight
matrices and vectors, which contain threshold coefficients,
and with flinctions for non-linear vector transform.
The relation between the input m2-dimensional vector
Xk and the corresponding n-dimensional vector 1’k in the
hidden BPNN layer for the PNN layer p = 0 is:
k =f([W]2 +) for k=l,2,..K.
where [W]1 is the matrix of the weight coefficients of size
m2xn, which is used for the linear transform of the input
vector Xk; is the n-dimensional vector ofthe threshold
coefficients in the hidden layer, andj(x) is a linear activating
sigmoid fflnction, defined by the relation:
= 11(1 + ej.
In result the network performance becomes paitially
non-linear and this influence is stronger when x is outside
the range [0, +1].
The relation between the n-dimensional vector k of
the hidden layer and the m2-dimensional BPNN vector
from the PNN layer p = 0, which approximates <?k. is
defined in accordance with Eq. (5) as follows:
i =f([W]2& +b2) for k=1,2,..K,
where UJ’92 is a matrix ofsize nxm2 representing the weight
coefficients used for the linear transform in the hidden layer
of the vector
,
and b, is the m2-dimensional vector of
the threshold coefficients for the output layen
Unlike the pixels in the halftone images, whose
brightness is in the range [0,255], the components of the
The components of the vector which represents the
neurons in the hidden layer ?,(k) e [0,1] for] 1,2 .., n are
placed in the same range, because they are defined by the
activating function J(x) e [0,1]. The normalization is
necessaiy, because it enhances the BPNN efficiency [18].
The image representation with PNN is performed in
two consecutive stages:
BPNN training;
Coding of the obtained output data.
For the BPNN training in the PNN layer p = 0, the
vectors Xk are used as input and reference ones, with which
are compared the corresponding output vectors. The
comparison result is used to correct the weight and the
threshold coefficients so that to obtain minimum MSE. The
training is repeated until the Mean Square Error (MSE)
value for the output vectors becomes lower than predefined
threshold.
For the training ofthe 3-layer PNN in the next (p > 0)
PNN layers are used the vectors obtained alter the dividing
of the difference block [Ek, ] (or sub-block) into 4K sub
(5) blocks and their transformation into corresponding vectors.
The BPNN training for each layer p > O is performed
in the way already described for the layer p = 0.
In the second stage the vectors in the hidden BPNN
layers for ail PNN layers are coded losslessly with entropy
coding.
(6) The eoding is based ontwo methods [3]:
• Run-Length Coding (RLC);
• Variable length Huffman coding.
The block diagram of the pyramid decomposition for
one block of size mxm with 3-layer BPNN for the layers
p = 0,1,2 and entropy coding/decoding is shown in Fig. 3.
When the BPNN training is finished, for each layer p
are defined the corresponding output weight matrix [W]
and the threshold vector [b].
The entropy coder (EC) compresses the data transferred(7) to the decoder for the layer p, i.e.:
• The vector of the threshold coefficients for the
neurons in the output NN layer (conrmon for ah
blocks in the layer p);
• The matrix of the weight coefficients of the
relations between the neurons in the hidden layer
towards the output BPNN layer (common for all
blocks in the layer p);
The approximation error depends on the training input and output BPNN vectors are normalized in the range
algorithrn and on the participating BPNN parameters. The x4k), y/k) e [0, 1] for j = 1,2.., in2.
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• The vector of the neurons in the hidden BPNN The PNN algorithm consists of two basic steps [15]:
layer, personal for each block in the layer p coding; and decoding.
In the decoder is performed the entropy decoding (ED)
of the compressed data. Aller that the BPNN in the layer p
is initialized setting the values ofthe tbreshold coefficients
for the neurons in the output layer and of the weight
coefficients for the neurons, coimecting the hidden and the
output layers.
At the end of the decoding the vector of the neurons
in the hidden BPNN layer for each block is transformed
into corresponding output vector. The obtained output
vectors are used for the restoration of the processed image.
3. EXPERIMENTAL RESULTS
The experiments were performed on the basis of the PNN
simulation with MATLAB. For the simulation is necessaiy
to perform the following preliminary operations:
— Transformation of the input data into a sequence
of vectors;
— Selection of the PNN structure;
— PNN creation and initialization of its parameters;
— BPNN training using the input vectors so that to
obtain the required output vectors;
— Testing of the PNN algorithm with various test
images and evaluation of their quality after
restoration (obi ective and subjective).
Figure 3: Block Diagram of the 3-layer Inverse Pyramidal Image Decomposition with 3-layer RPNN. Here lbI—
the Vector of the Threshold Coeflïcients in the Output Layer for p = 0,1,2; IWl — the Matrix of the
Weight Coefficients between the Hidden and the Output BPNN Layers for p = 0,1,2
An example test satellite image of size 8192x8192
pixels, used for the experiments is shown in Fig. 4.
I
t
Figure 4: Panchromatic Band of the Satellite Image of tbe
High Resolution (Ville de Sherbrooke, Quebec, Canada -
colored Composition with Visible Bands R.G.B. (4m)
Merged in tbe Panchromatic Rand (1m) Acquired on
May 2Otb, 2001 at 10 h 50. Projection:
UTM North America on 1983 (in meters)
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The experirnents with the PNN algorithrn simulation
were performed with 12 satellite test images ofsize 1024 z
1024, 8 bpp (i.e. 1 048 576 B), which are parts ofthe image
in Fig. 4. The used original test images are shown in Fig. 5.
the hidden BPNN layer the size of each input vector is
reduced from ni2 = 256 to n = 16.
In the PNN layer p = O the image is divided into K
bloeks of size 16 z 16 pixels, (K = 4096). At the BPNN
input for the PNN layer p = O is passed the training matrix
of the input vectors of size 256 z 4096 1 048 576 8. In
The restoration of the output vector in the decoder is
performed using the 16 components of the hidden layer in
the neural network (matrix of vectors) together with the
vector of the threshold values (a threshold matrix) and the
matrix of the weight coefficients (a weight matrix) in the
BPNN output layer (Table 1).
(a) (b) (e)
Figure 5: The Resuits Obtained for ail 12 test Satellite Images of the High Resolution 1 048 576 Bytes for Eaeh image
CR = 106.11 ÷ 108.29. (a) Original images; (b) PNN Method; (e) LuraWave JPEG2000 Methoil
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Multiple tests of compression for the presented For the layer p = O the size of the transformed data
structure of the neural network for the conesponding data obtained with neural network presentation for the satellite
show the average resuits of compression ratio (CR) for each test images is 559 104 B (before the entropic coding), i.e. —
of three matrix of representation: 64 : 15.25 : 22.5, two times less than that ofthe original image (1 048 576
respectively. As it was already pointed out, the data has B). For example, the cornpressed data size for the same
high correlation and is efficiently cornpressed with entropy layer (p=O) ofthe test image Sherbrooke Fan1.tfis 9773.9
coding. B (the result is given in Table 1).
Table f
Structure of Data Presentation in the Space of the Neural Network Hidden Layer for the Test
Image Sherbrooke_Pan_1.tif
PNN,p = O image size Matrix ofvectors ThreshoÏd Matrix Weight matrix File size [B]
1024 X 1024 4096 sub-images
Structure size 16 X 4096 X 8 256 X 1 x 8 256 x16 x 8
Total bytes number 524 288 204$ 32 768 559 104
CR for each structure 64 15,28 22,63
Total bytes number 8 192 133.99 1 448 9 773
after compression
Compression ratio (CR) = 107,28
Taking into account the size of the original image, is
calculated the compression ratio CR = 107.2$. The Peak
Signal to Noise Ratio for the first test image
Sherbrooke Pan]. tUfor p=O (Table 1) is PSNR = 21.3$ dB,
and the RMSE = 107.06. In the same table are given the
compression ratios obtained with PNN for additional 12 test
images ofsarne size (1024 x 1024). It is easy to see that for
the mean compression ratio CR =107.32 is obtained PSNR
> 22.24 dB, i.e. the visual quality ofthe restored test images
is suitable for various applications. Butter image quality is
obtained when the next pyramid layers are added [16, 17].
In Table 2 are given the resuits for the group of 4
satellite test images after PNN compression, implernented
with MATLAB. The results obtained (Table 3) show that
the PNN method performance for the group of similar test
images surpasses that for single images (Table 2). Thus,
the results obtained show higher compression
(CR = 12 1.93) for a group of images in comparison with
the average compression ratio (CR = 107.06) obtained for
each image separately.
The NN architecture used for the experiments for the
zero level comprises 256 neurons in the input layer, 16
fleurons in the hidden layer, and 256 neurons in the output
layer. The chosen ratio for the input vectors was
correspondingly: 80% for Training; 10 % for Validation
and 10% for Testing.
Table 2
The Results Obtained for aIl 12 High-resolution Test Satellite Images (1 04$ 576 Bytes each) and the Comparison Result for
LuraWave (JPEG2000 Compression)
File Naine PNN LuraWave (JPEG 2000)
CR PSNR [dB] Compressedfile [B] CR P$NR [dB] Compressedfile [B]
1 107,28 21,38 9 774 107,15 22,58 9 726
2 106,11 18,25 9882 106,12 19,09 9881
3 107,61 20,31 9774 107,61 20,89 9744
4 108,48 22,39 9 666 126,02 24,05 8 321
5 107,99 18,80 9 710 108,00 19,61 9 709
6 108,28 21,08 9 684 108,29 22,16 9 683
7 107,17 18,65 9784 107,1$ 20,46 9783
8 105,51 20,24 9 938 105,54 22,03 9 936
9 107,37 20,04 9 766 107,39 21,27 9 764
10 106,87 19,65 9 812 106,89 21,86 9 810
11 107,46 19,86 9758 107,06 22,17 9794
12 107,92 20,73 9 716 107,93 21,72 9 715
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Table 3
Resuits Obtained for a Group of 4 Satellite Test Images after PNN Compression (4 194 304 B for this grollp; Fig. 6) and
Comparative Data with LuraWave JPEG2000 end LuraWave Compression format for Different L,evel of
Compression (CR): 121.93 : 159.1.5 : 273.6, Respectively
CR 121,93 CR 159,15 CR = 273,6
P$NR [dB] File size [B] PSNR [dB] File size [B] PSNR [dB] File size [B]
PNN 22,73 34 400 21,03 26 354 19,34 15 330
LuraWaveJPEG 2000 (.jp2) 21,79 34 398 21,17 26 354 20,04 15 328
LuraWaveformat (.lwf) 21,18 34 396 21,61 26 352 19,61 15 328
In the next experiment we compared a sequence of 4
satellite test images of size 2048x2048, 8 bpp (4 194 304
B). We used the same PNN structure and the same leaming
algorithrn. The database contained 16384 examples of
16x16 matrices. The group of static images presented on
Fig. 6 creates an image of size 1024 X 1024 X 4, that is
4 194 304 3.
For visual evaluation only, in Fig. 7 are shown enlarged
parts (256 x 256 pixels) of the test images from Fig. 5,
obtained after compression with CR = 127. For the
comparison are given the results obtained for PNN and
LuraWave format, twj (the resuits for Ïwf and JPEG 2000
are veiy close and for better presentation the result for JPEG
2000 is flot included).
r
•• A ç
r
•‘•.•
Figure 6: Results 0f Comparison with Three Methods, CR = 273.9: (a) Original Group of Similar Images; (b) Approximate
Group of Similar Images by PNN; (c) Approximate Group of Similar Images by LuraWave
SmartCompress 3.0 —JPEG2000; (d) LuraWave format (.lwJ)
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Figure 7: Enlarged Parts of the Test Iniages: (a) Original; (b) PNN Method; (c) LuraWave (twJ)
4. CONCLUSION
In this paper is presented one new approach for satellite
image representation with pyramidal neural structure. The
algorithm modeling was used to evaluate its performance
for the group of 12 test images of high resolution. 11e
resuits obtained show that for the tested group of images it
ensures higher compression ratio (121.93) than for the case
when they were processed individually (CR=107.06).
The PNN method is asymmetric (the coder is more
complicated than the decoder) and this deterrnines it mostly
in application areas which do flot require real tirne
processing i.e. applications, for which the training time is
not crucial. The computational complexity of the method
depends on the training method selected.
The new method offers wide opportunities for
application areas in the digital image processing, such as
the progressive transfer via Internet, saving and searching
in large image databases, remote sensing, etc.
The resulis obtained in this work confirm the theoreti cal
presumption, that images of high resolution (satellite
images, multi-spectral and hyper-spectral images) possess
high degree of data redundancy. Ibis allows the efficient
use ofthe PNN rnethod for compression ofhigh resolution
images in remote sensing applications.
The results of the new approach implernentation show
sufficient visual quality ofrestored higli-resolution satellite
images. For higher compression ratios the visual difference
between the restored images obtained with the PNN method
and with other competitive compression methods are
smaller.
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Abstract: In this article the research of a new adaptive representation method on purpose to reduce the size of visible satellite images
very high resolution is presented. The development ofhigh resolution remote sensing systems demands new intelligent approaches of
acquisition, transmission, and storage of the received data. Such approaches for enormous data volumes ask for the aid of data
compression. We offer a novel adaptive technique of image representation. This method is based on an inverse pyramidal
decomposition of original data and neural networks. The basic advantage ofthe pyramidal decomposition in comparison with the other
methods for image compression is the ability to perform “progressive” transfer (or storage) for every consecutive decomposition layer.
In result, the image could be restored with high compression ratio and gradually improving quality. The transforrned image is presented
by values of coefficients ofthe hidden layer ofa neural network. They are calculated during the period of training ofthree layer back
propagation neural network (BPNN). A novel original method of progressive transfonnation to panchromatic band of1KONOS images
bas been applied. The results of simulation of a new method showed the best visual quality of the restored images comparison with
JPEG2000.
Key words: Image compression, adaptive inverse pyramidal representation (AIPR). pyramidal neural network (PNN).
1. Introduction
The data files of satellite images very high definition,
multispectral and hyper spectral represent extremely
large volumes. However, transmission media have a
finite and limited bandwidth, It leads to serious
problems for gathering, storage and data transmission,
for example, one working minute of Ikonos remote
sensing sensor demands 2 Gb (gigabyte) of storage
mernory. To keep a single image of the Quebec
territory, Canada it takes 3.4 lb (terabyte). The
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increased data volume inherent to the high resolution
data ofikonos is a significant overhead on transmission,
processing and storage systems. Obviously, without
any form of compression the arnount of storage
required for a rnodest size of digital library of images
would be staggeringly high. To decrease this volume
it’s usefttl to use the data representation (compression)
methods.
Data compression may be beneficial to both data
storage and data transmission. Data compression for
remote sensing images is effective, because, as natural
images, they exhibit large spatial conelation. Therefore,
new methods exploiting both the spatial and the
spectral redundancy have recently appeared. The.
compression is achieved by the removal of one or more
ofthree basic redundancies [li:
(1) coding redundancy, which exists when less than
optimal code words are used;
rZULjHING
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(2) interpixel redundancy, which resuits from
correlations between the pixels of an image;
(3) psychovisual redundancy, which is due to data
that is ignored by the human visual system (i.e.,
visually nonessential information).
Data compression may be broadly divided in these
three classes:
(1) lossless compression refers to the process
whereby the decoded image afler coding and decoding
is exactly the sarne as the input image, and achieves
compression factors ofat rnost 4:1;
(2) near-lossless compression refers to the process
whereby the decoded image after coding and decoding
is perceptually equivalent to the input image, and
achieves compression factors of about 30:1;
(3) iossy compression refers to the process whereby
some information is discarded, leading to mtich higher
compression ratios.
Usually, a lossy compression conveys high
distortion rates at high compression rates.
1.1 Comparing the Di/jerent Methods of Data
Representation
The classic methods [2-6] could be classified in the
following main groups:
(1) deterministic and statistical orthogonal linear
transforms (DFT, DCT, WHT (Walsh-Hadamard
transform) and KLT (Karhunen-Loeve transform),
SVD (Singular Value decomposition), PCA (Principal
Component analysis) correspondingly);
(2) discrete wavelet transforms (DWT, EZW
(Embedded Zerotree Wavelet), etc.);
(3) transforms based on prediction (LP, Adaptive LP,
etc.);
(4) vector quantization (VQ, Adaptive VQ,
Multistage Predictive VQ, etc.);
(5) fractal transforms (IFS, Quadtree Partitioned IFS,
etc.);
(6) decompositions, based on various pyramids,
such as GP/LP, RLP, RSP/RDP, IDP, etc.
The analysis ofthese rnethods shows that for image
compression are usually used deterministic orthogonal
transforms and linear prediction with fixed
coefficients [4, 6]. For example, the standard JPEG is
based on discrete cosine transform (DCI) and linear
prediction (LP), and the standard JPEG2000 [3] is
based oti the discrete wavelet transform (DWT). The
transforrned image data are compressed with entropy
coding [6], implemented as a combination of various
rnethods for lossless coding (RLC, AC (Arithmetic
Coding), LZW (Lempel-Zïv-Welch encoding), etc.).
The transform methods like DCI, DWT and LP are
deterministic and the values of the matrices’
coefficients do not depend on the content ofthe image.
For this reason, the compression efficiency is low
when the correlation between the image content and
the corresponding transfomi fttnctions is low. The
statistical transforms [2] are more efficient than the
deterministic ones, btit they have higher computational
complexity. The fractal methods has a similar
disadvantage [3, 4], which together with this are not
enough efficient when images with unclear texture
regions are processed. The actual pyramidal image
decompositions are usually implemented with digital
filters with fixed decimation and interpolation
coefficients or use some kind oftransform, for example
the Multiple DCT [5], i.e., these methods are not
adapted well to the image content.
1.2 Computational Intelligence Techniques
An adaptive image processing systems use the class
of algorithm commonly known as computational
intelligence (CI) techniques [7-10] and has been used
to refer to the general attempt to sirnulate human
intelligence on computers, the so-called “artificial
intelligence” (AI) approach [11]. Ihe specific
definition of CI includes neural network (NN)
techniques [12-12]. A distinguishing characteristic of
these algorithms is that they are either biologically
inspired. A neural network consists of a large number
of computational units or neurons which are massively
interconnected with each other. Each such connection
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between artificial neurons is characterized by an
adjustable weighl which can be modifled through a
training process such that the overail behavionr of the
network is changed according to the nature of specific
training examples provided.
A group of methods for image representation, based
on the use of artificial netiral networks (NN) [8, 13]
had recently been developed. Unlike the classic
methods, this approach is distinguished by higher
compression ratios, because together with the coding,
NN training is performed. The resuits already obtained
show that these methods can not successftilly compete
the stiil image compression standards, JPEG and
JPEG2000 [3]. for example, the Adaptive Vector
Quantization (AVQ), is based on 80M NN
(Seif—organizing rnap neural network). This requires
using the code books with too rnany vectors, needed to
ensure high quality of the restored image and this
resuits in Iower compression. One of the first
encouraging resuits for a similar method of research
have been received in [19-2 1].
for the purpose optimization, we could embed the
image mode! pararneters as an adjustable network
weights to be optirnised through the network’s
dynamic action. The adaptive capability of neural
networks through the adjustrnent of the network
weights wiII prove useftt! in addressing the
requirernents of representation, segmentation,
characterization and optimisation in adaptive image
processing system design.
In this article a new adaptive method of inverse
pyramidal decomposition of digital images with
3-layer BPNN’s is offered. Resuits have received by
the given rnethod of modeling confirm a significant
irnprovement of a visual quahty of restored image in
comparison with JPEG2000 method for al! three
pyramid levels.
2. Representation Method for Visible
Satellite Images Very Wgh Definition
2.1 Pyramidal Decomposition SeÏection
The basic advantage ofthe pyramidal decomposition
in comparison with other methods for image
compression is the ability to perforrn “progressive”
transfer (or storage) of the approxirnating image
obtained for every consecutive decomposition layer
[19]. In resu!t, the image coiild be first restored with
high compression ratio and relatively low qua!ity and
permits quality improvement on request. The classic
approach for progressive image transfer is based on the
Laplasian pyramid (LP) combined with the Gaussian
(GP).
In this paragraph is offered new approach for
pyramidal image representation, based on the so-ca!led
Adoptive Inverse Difference Pyramid (AIDP) fig. 1.
Unlike the non-adaptive Inverse Difference Pyramid
(IDP) it is built in the non-linear transformed image
space using a group ofNNs.
As with the transform coding techniques, AIDP
RVtk 14,
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Fig. 1 PyramidaI representation of visible satellite images very high definition (VHD).
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coding is based on the idea that the coefficients of a
traosform that eorrelates the pixels of an image can be
coded more efficiently than the original pixels
themselves. If the basis fijnctions of the transfom - in
this case adaptive PNN (Pyramidal Neural Network)
transformation - pack most of the important visual
information into a srnall number of coefficients that in
a hidden layer of AIDP are presented. The remaining
coefficients can be quantized coarsely or troncated to
zero with little image distortion. The AIDP is
calculated starting the calculation from the pyramid top,
placed down, and continues iteratively with the next
pyramid layers.
The AIDP bnilt this way, has some important
advantages when compared to the LP: easier
implementation of the progressive image transfer and
compression enhancement in the space of the hidden
layers of the eonesponding NN.
2.2 Description ofthe Representation Method with an
In verse Dfference Pyrarnid
The description of the given method has been
presented in the articles [19, 21]. However we will
offer method bases briefly. Thus, basically the
description mathematically the digital image is usually
represented as a matrix of size Hx kÇ whose elements
b(x, y) correspond to the image pixels; x and y define
the pixel position as a matrix row and colunm and the
pixel brightness is b. The halftone image is then
defined as:
b(0,0) b(0,1) ... b(0,H—1)
b(]0) b(1,1)
... bO,H—1)[B(x,y)]= (1)
b(V— 1,0) b(V— J,]) ... b(V—1, H—J)
In order to make the calculation of the pyramidal
image decomposition easier, the matrix is divided into
Kblocks (sub-images) of sise mxiii (m=2”) and on each
is then built a multi-layer IDP. The number p of the
IDP layers for every bloek is in the range O pn-1.
The case p=n-] corresponds to complete pyramidal
decomposition of maximum number of layers, for
which the image is restored without errors (all
decomposition components are used).
The IDP top (layer p=O) for a block of size 2”x2
contains coefficients, from which afler inverse
transform is obtained its worse (coarse) approximation.
The next IDP layer for the same block (the layer p=l)
is defined from the difference between the block matrix
and the approximation, divided into 4 sub-matrices of
size 2”1x2”1 in advance. The highest IDP layer (layer
p=n-1) is based on the information from the pixels in
all the 4111 difference sub-matrices of size 2x2,
obtained in result of the (n-1)-time division of the
initial matrix into sub-matrices.
In correspondence with the deseribed prineiple, the
matrix [Bk] ofone image block could be represented
as a decomposition of (n +1) components:
[Bk0] = [L0] + Z[Ek]] + [E0] (2)
for k=],2,..,4’1K and p=O,l n-1.
Here Iç, is the number of the sub-matrices of size
mpxun,, (m=t’3) in the IDP layer p; the matrices
[L] and [É0,J are the conesponding approxi
mations of [B0] and [E0,] ; [Eh] is tbe matrix,
which represents the decomposition error in
correspondence with Eq. (2), for the case, when only
the first n components are used.
The matrix [E01] of the difference sub-block /c,
in the IDP layer p is defined as:
[E0 J = [E02] — [É02]
forp=2,3 n-1. Inthiscasep=1:
(3)
[E0]=[B0]-[L] (4)
The matrix [Ek1] ofthe difference sub-bloek in the
layer p is divided into 4”K sub-matrices [E0] and for
each is then calculated the corresponding
approximating matrix [É01] . The submatrices [É,]
for k=1,2 4”K define the next decomposition
component (p+l), represented by Eq. (2). For this is
necessary to calculate the new difference matrix and
then to perform the same operations again following
the already presented order.
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2.3 Data Image Representation with AIDP-BPNN
The new method for image representation is based
on the IDP decomposition, in which the direct and
inverse transforms in ail layers are performed using
3-layer neural networks (Fig. 2) with error back
propagation (BPNN) t2l].
The general BPNN structure in AIDP was chosen to
be a 3-layer one ofthe kind tn2xnxm2 , shown in Fig. 2.
The enter layer is of m2 elernents, which correspond to
the input vector components; the hidden layer is of n
elements for n<m2, and the output layer is of in2
elements as well, which correspond to the output vector
components. The input m2-dirnensional vector is
obtained in result of the transformation of the elements
m9 of each image block of size mxiii into
one-dimensional massif of length m2 using the
“meander” scan.
In order to obtain better compression the processed
image is represented by the sequence of m2-
dimensional vectors î1,]2 XK , which are then
transformed in the n-dimensional vectors bb,
correspondingly. The components of the vectors hk
for k=1,2, .K represent the neurons in the hidden layer
ofthe trained 3-layer BPNN with m2x nx m2 structure.
In the output NN layer the vector 1k is transformed
back into the m2-dimensional output vector k which
approximates the corresponding input vector . The
approximation error depends on the training algorithm
and on the participating BPNN parameters. The
training vectors X,, X2 XK at the BPNN input for
the AIDP layer p0 correspond to the image blocks.
For the training was chosen the algorithm of
Levenberg-Marquardt (LM) [17, 18], which ensures
rapidity in cases, when high accuracy is flot required
and as a result is suitable for the presented approach.
One more reason is that the data necessary for the
training lias significant volume and information
redundancy, but this does not make worse the training
with the LM algorithm and influences only the time
needed (i.e., it becomes longer).
The parameters of the 3-layer BPNN define the
relations between the inputs and the neurons in the
hidden layer, and between the neurons from the hidden
and the output layer. These relations are described
using weight matrices and vectors, which contain
threshold coefficients, and with fiinctions for
non-linear vector transform.
The relation between the input m2-dimensional
vector X, and the corresponding n-dimensional vector
in the hidden BPNN layer for the AIDP layer p=O
is:
hk =f([W]Jk+b)) fork=1,2,...K, (5)
where [w]1 is the matrix of the weight coefficients of
size m2xn, which is used for the linear transform ofthe
input vector ; i is the n-dimensional vector of the
threshold coefficients in the hidden layer, andj(x) is a
linear activating sigmoid ftmction, defined by the
relation:
J(x)=]/(1+e) (6)
In result the network performance becomes partially
non-linear and this influence is stronger when x is
outside the range [0, +1].
The relation between the n-dimensional vector
of the hidden layer and the m2-dimensional BPNN
vector k from the AIDP layer p=O, which
approximates , is defined in accordance with Eq. (5)
as follows:
=f([W]i ±) , for kl,2,...K, (7)
where [W], is a matrix of size nxm2 representing the
weight coefficients used for the linear transform in the
hidden layer of the vector k and b2 is the
Fig. 2 Three-layer BPNN with n,, < In2 fleurons in the
hidden layer and In2 fleurons in the input and in the output
layer.
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m2-dimensional vector of the threshold coefficients for
the output layer. Unlike the pixels in the halftone
images, whose brightness is in the range [0,255], the
components of the input and output BPNN vectors are
normalized in the range x1 (k), y (k) e [0,1] for
i=1,2...,m2.
The components of the vector whieh represents the
neurons in the hidden layer h(k)e[01] for ]=1,2...,n
are placed in the same range, beeause they are defined
by the aetivating fiinction f(x) e [0,1].
The normalization is necessary, because it enhances
the BPNN effieieney [22].
The adaptive image representation with AIDP
BPNN method is performed in two consecutive stages:
(1) BPNN training;
(2) eoding of the obtained output data.
For the BPNN training in the AIDP layer p=0, the
vectors k are iised as input and reference ones, with
whieh are compared the conesponding output vectors.
The comparison resuit is used to correct the weight and
the threshold coefficients so that to obtain minimum
MSE.
The training is repeated until the MSE value for the
output vectors becomes lower than predefined
threshold.
For the training of the 3-layer BPNN in the next
(p >0) AIDP layers are used the vectors obtained afler
the dividing of the difference block [Ek1J (or
sub-block) into 4”K sub-blocks and their
transfomrntion into corresponding vectors. The BPNN
training for each layer p>O is performed in the way
already described for the layer p=O.
In the second stage the vectors in the hidden BPNN
• layers for all AIDP layers are coded losslessly with
entropy coding. The eoding is based on two methods:
Run-Length Coding (RLC) and variable length
Huffman eoding. When the BPNN training is finished,
for eaeh layer p are defined the corresponding output
weight matrix [W] and the threshold vector [b].
The entropy coder (EC) compresses the data
transfened to the decoder for the layer p, i.e.:
The vector of the threshold coefficients for the
neurons in the output NN layer (common for all bloeks
in the layer p);
The matrix ofthe weight coefficients ofthe relations
between the neurons in the hidden layer towards the
output BPNN layer (common for all blocks in the layer
p);
The vector of the neurons in the hidden BPNN layer
is personal for each block in the layer p. In the decoder
is perforrned the entropy decoding (ED) of the
eompressed data. Afler that the BPNN in the layer p is
initialized setting the values of the threshold
coefficients for the neurons in the output layer and of
the weight coefficients for the neurons, connecting the
hidden and the output layers.
At the end ofthe decoding the vector ofthe neurons
in the hidden BPNN layer for each block is transformed
into eorresponding output vector. The obtained output
vectors are used for the restoration of the processed
image.
The bloek diagram ofthe pyramid decomposition for
one block of size in Xm with 3-layer BPNN for the
layers p=O, 1,2 and entropy coding/decoding is shown
in Fig. 3.
3. Simulation of the AIDP-BPNN Algorithm
for Satellite Visible Images Very High
Definition
For the simulation of the AIPR-BPNN algorithm is
necessary to perform the following operations:
• transformation of the input data into a sequence of
vectors;
• selection ofthe BPNN stmehire;
• BPNN ereation and initialization of its parameters;
• BPNN training using the input vectors 5° that to
obtain the required output vectors;
• testing of the AIDP-BPNN algorithm with various
test images and evaluation of their quality after
restoration (objective and subjective).
The AIDP-BPNN algorithm consists of the
following four basic steps (for more details [21, 22]):
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Between the Hidden and the Output BPNN Layer for pO,1,2.
(1) preliminaiy preparati on of entrance data;
(2) training ofneural network
(3) coding;
(4) decoding.
4. Experimental Resuits for Adaptive Inverse
Pyramidal Neurat Network
The experiments with the AIDP-BPNN algorithm
were perfonned with stiti test satellite image (Fig.4.)
(Sherbrooke, Quebec, Canada, May 20th 2001 at
10h50) of size 1024x1024, $ bpp (i.e., 1 048 576B),
and original image is presented in Fig. 4. On the first
layer p=O of the adaptive difference pyramids the
image is divided into K blocks of size 16x16 pixels,
(K=4096). For the layer p=O of BPNN the input data
consist of the training matrix of size 256x4096,
(1 048 576 B). The stmcmre of a neural network that
we chose: 256 neurons for enter level, 16 neurons for
hidden level and 256 neurons for output level (Table 1).
using matrix of 16 values ofhidden layer (16x4096x8),
together with the vector of the threshold values for
output level of neural network (256x8) as well as the
matrix of the weight coefficients in the output layer
(16x256x8). For the layer p0 the size of the data
obtained is 559 104 B, i.e., haif less than the original
image (1 048 576B), approxirnately.
The effectiveness of a compression method with
differential pyramidal data representation cornes due to
the fact that the entropy of error images (differential
image in our case) is less than the original image.
Besides, the data of these differential images are
concentrated around O (see histogram, Fig. 5). As fact,
for this type of data, it is better to use the entropie
converter with variable length ofcode-words. The most
important difference between traditional methods and
AIPR consists in a calculation order (i.e., adaptive
pyramidal calculation) ofthe image to be cornpressed.
For the first step we calculate the image with high
compression ratio and the low quality of image. Second
Fig. 3 Block diagram of tise 3-layer inverse pyramidal image decomposition with 3-layer BPNN.
Here [b] — the Vector of the Threshold Coefficients in the Output Layer for pO,l,2: [ÏJ’71,— the Matrix ofthe Weight Coefficients
The restored image in the decoder had performed
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Table I Compression Ratio (CR) dependence from the size ofthe original image and fleurai network structure.
The size of the image, The size of the subimage, Neural network structure (fleuron quantity in a Compression ratio(CR)[pixel] [pixel] layer): enter hidden :output
256 x 256 8 X 8 68 : $ : 64 59.43
512 X 512 16 X 16 256: 16:256 61.44
1024 x 1024 16 X 16 256 : 16:256 100.72
2048x 2048 32 X 32 1024 : 32 : 1024 125.39
4096x4096 32x32 1024:32:1024 203.11
8192 X $192 64 x 64 4096 : 64 : 4096 253.36
(a) (b) (c)
Fig. 5 Histograms for a) original image; b) differential image P=0; c) differential image P=1; d) differential image P=2.
(a) (b)
Fig. 4 ta) Original satellite image (1024x1024, $bpp), Sherbrooke, Quebec, Canada, May 20°’, 2001 at 10h50; (b) augmented
fragment (red square) ofthe original satellite image.
(d)
step, we calculate the differential image for the
subsequent level (P=O1) of the pyramid. Next step; in
the decoder’s side (Fig. 3, on the right), we add restored
differential image to ameliorate the quality of the
restored image for level P=O 1. We repeat this kind of
calculation for the next levels of the pyramid. Number
of levels is chosen based on the condition of the
problem, in practice, most empirically.
In the case of progressive transform the resuits ofthe
regression analysis (Fig. 6) shows the effectiveness of
use of differential method of calculation for each levels
of the pyramid. Thus, for the second level of pyramid
(P1) we see a big concentration of data around zero.
In this case the entropic encoding gives favorable
resuits for the compression ratio. This fact is essential
to use the neural networks because the time of training
diminishes for this type of data.
The regression resuits shown in Fig. 7 confirm the
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Fig. 6 Regression resuits for the pyramid levels P=0 ami P=1.
‘t’
O t’i t .r;2 o
P0
Fig. 7 Regression resuits for restored image for three levels of the adaptive pyramid neural networks.
progressive improvement of the image quality of the
restored images for ail ofthree levels ofthe pyramid.
We use the abbreviations for the following
parameters ofregression analysis (Table 2):
• M - Slope ofthe linear regression;
• B - Y intercept ofthe linear regression;
• R
- Regression value (R = 1 means perfect
correlation). For the restored image ofthe third level of
the pyramid (P012=P0+Pl+P2) the coefficient of
retrogression is R = 0.9875.
Speaking about the latest applications ofremote
Table 2 Evaluation results nf the different parameters for
three levels (P0; P01 and P012) ofAIDP method.
Pararneters P=0 P=01 P=012
M 0.7991 0.8925 0.9670
B 0.1162 0.0620 0.0195
R 0.9090 0.9560 0.9875
sensing and their evaluation, the compression ratio (CR)
parameter might not be the single parameter to evaluate
the coding performance of the coding system. It has
been shown that both the variance of the input data,
nor the Signal-to-Noise Ratio (SNR), and not cvcn the
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common Mean Squared Enor (MSE) [23] inadequate
thios other distoition measures have been proposed to
help the evaluaflon.
The Structural SlMilarity (551M) index is a novel
method for measuring the similarity between two
images [24, 25]. The 551M index can be viewed as a
quality measure of one of the images being compared
provided the other image is regarded as of perfeet
quality. The main ideas of SSIM were introduced in
Ref. [25]. Suppose that x and y are local image patches
taken from the same location of two images that are
being compared.
The local 551M index measures the similarities of
three elements of the image patches: the similarity
/G,y) of the local patch luminances (brightness
values), the similarity cG,y) of the local patch
contrasts, and the similarity s(x,v) ofthe local patch
structures. These local similarities are expressed using
simple, easily computed statistics, and combined
together to form local SSIM.
Thc evaluation results of thcsc thrcc parameters in
the Table 3 are presented.
It is necessary to underline the importance ofthe fact
that for eacb level of the pyramid we bave an
increasing of tbe PSNR for 4 dB, from 20.89 dB then
24.45 dB to 27.48 dB (Fig. 8, Table 3). The RMSE of
restored image have decreased by 13 points, from
23.08 for level, P=0 to 10.78 for level 3, P=012 (Table
3). The change of these parameters is essential and
gives the bope ofusing this method in the friture for the
images ofhigh definition.
5. Conclusions
In this paper a novel approacb of the progressive
transfonu coding ofthe visible satellites images very
Pararrieters objectioe torteree occis otthe pyramid
2400 - Ooco
__
_
P0 P01 P012
Le roIc otto pyroo Ici
Fig. 8 Parameters PSNR and RMSE for three pyramid
layers.
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Parameters PSNR and SSIM for tbree pyramid
high definition is prcsented.
The results were obtained for the AIPR-BPNN
algorithm. The original image was divided by 4096
sub-blocks ofsize 16x16 pixels for the first level (p=O).
The second pyramid level was presented by the
difference image (original image minus reconstmcted
image afler the first level of transform) that was
divided by 16384 sub-blocks of size 8x8 pixels. The
third level was presented by the difference image error
(difference image for the second level minus the
rcconstmcted difference image error for the second
level) that was divided by 65536 sub-blocks of 8 by 8
pixels.
As a result, we have received extremely good
visual quality ofrestored satellite image compared with
Table 3 Evaluation results of the different parameters for three levels (P0; P01 aod P012) ofAIPR method.
P=0, CRtu 06.26 P=01, CR=60.84 P=012, CR=40
Paraineter
AIPR JPEG2000 AIPR JPEG2000 AIPR JPEG2000
PSNR, [dB) 20.89 19.09 24.45 20.75 27.48 22.26
RMSE 23.08 28.31 15.27 23.38 10.78 19.65
SSIM 0.959 1 0.999 0.99 17 1.0000 0.9948 1.0000
Fig. 9
lay ers.
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JPEC2000 method.
JPEG2000 at the same level of compression ratio (Fig.
10, 11, Table 3).
We have obtained very interesting results of SSIM
parameter for both JPEG2000 and AIPR method (Fig.
9, Table 3). Despite the worst visual quality ofrestored
images for JPEG2000 method, the SSTM parameter had
a higher value than for AIPR method. It shows that
SSIM parameter was adapted for the cal culation of the
local luminance changes, local contrasts changes, and
local structures changes that presented for such kind of
transformation like DWT, DCT and FFT. In our
method we used the nonlinear algorithm of calculation
which was based on artificial neural network. Thus,
one of the reasons might be a nonlinear calculation
based on neural network. So we have shown some
restriction to use 551M parameter.
We have received corroboration of the idea on that
data presentation by AIPR-BPNN method essentially
improves visual quality of the restored images. This
improvement is more effective for satellite images very
high definition.
The method AIPR-BPNN is an asymmetric method
(the coder is more complicated than decoder). This
determines it mostly in application areas which do not
require real time processing i.e., applications, for
which the training time isn’t crucial.
But we can say with the hope that new methods of
distributed eomputing, parallel calculation methods
can reduce training time, and we could use this method
extensively in the near future.
The hardware implementation of the method is
beyond the scope of this work. The computational
complexity of the method depends on the training
method selected.
The new method offers wide opportunities for
application in the field of digital image processing
(multispectral and hyperspectral images; high
definition and veiy high definition images);
progressive transfer over the Internet; saving and
searching in large image database; remote sciences;
simulation for disaster management and with more
efficient in parallel and distributed eomputing, etc.
(a) (b) (c)
Fig. 11 Enlarged visual fragment for restored image (Table 3): a) original image; third pyramid level, AIPR-BPNN method; e)
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5. Discussion
Il n’existe encore aucun standard industriel régissant les techniques de compression
par réseaux de neurones. Ce travail, présente les divers essais de l’utilisation des
réseaux de neurones vers la compression des images satellitaires de THRS. Les
résultats prouvent la qualité visuelle conculTentielle des images compressées par notre
méthode, en comparaison des méthodes courantes pour le niveau de la compression
de 100 fois. De plus, les résultats encourageants étaient reçus pour le CR à 274 fois.
Cela montre la capacité de cette méthode de s’adapter à l’augmentation continue du
volume d’images de télédétection.
5.1. Formats actuels du marché géospatial
Dans le domaine de la télédétection, deux formats commerciaux sont davantage
exploités actuellement le format de compression MrSID de la firme LizardTech et
ECW de la compagnie ERMapper. Ils utilisent une approche de compression par
ondelettes et sont largement utilisés grâce au soutien de letirs sociétés. Mous avons
démontré la faiblesse de la transformation d’ondelettes au CR de 274 fois pour des
détails fins de l’image compressée.
5.2. Taille du bloc du traitement en fonction de la taille de l’image traitée
La taille du bloc de traitement a été fixée à 8 x 8 pixels (JPEG, JPEG2000). Cela a
bien fonctionné pour des images de taille simple (jusqu’à 512 x 512).
Malheureusement, l’augmentation de la grandeur du bloc de traitement (16 x 16 ou 32
x 32) pour des images simples amenait une altération de la qualité des images
restaurées. Dans l’ère des images sateltitaires où la taille des images est plus élevée
(11 000 x 11 000 pixels), les vieilles méthodes exigent des dépenses calculatoires
coûteuses. Le CR restait faible.
Nous avons utilisé un nouveau concept de l’augmentation de la taille du bloc de
traitement en fonction de la taille de l’image traitée. Les résultats obtenus révèlent une
dépendance significative entre la taille de l’image traitée et la taille des sous-images
en fonction du CR optimal. Le nombre optimum de neurones de la couche cachée du
réseau de neurones dépend de la taille de sous-images en fonction de la qtialité
visuelle de l’image restaurée.
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Nous avons calculé la somme des trois paramètres du réseau de neurones à l’étape de
décolTélation de l’image (colonne droite de la figure 5.1). Ce volume de données sert
à la restauration de l’image dans le décodeur. Rappelons que ces trois composantes
sont: un vecteur des valeurs de neurones de la couche cachée, une matrice des poids
synaptiques entre la couche cachée et la couche de sortie et le vecteur des coefficients
des seuils des neurones de la couche de sortie.
Ces mesures ont été faites pour différents niveaux de la représentation pyramidale
(entre le niveaup=1 (512x512), jusqu’à la dernière couche de la pyramide, niveau 10
(1x1)). Les résultats sont présentés au tableau 5.1.
Tableau 5.1 — Structure pyramidale de l’image d’entrée (512x512 pixels, 262 144 Octets) en
fonction des paramètres du réseau de neurones à trois couches
Niveau Nombre Taille de Structure des Nombre de neurones Données
de la de sous sous données des couches du RNN nécessaires â lapyramide images image (m2-n-m2) restauration
l’entré : caché sortie d’images [Octeti
I I 512x512 1x1 (512) 262144x512x262144 1075843072
2 4 256x256 2x2 (256) 65536x256x65536 134750208
3 16 128x128 4x4 (128) 16384x128x16384 16924672
4 64 64x64 8x8 (64) 4096x64x4096 2162688
5 256 32x32 16x16 (32) 1024x32x1024 335872
6 1024 16x16 32x32 (16) 256x16x256 165888
7 4096 8x8 64x64 (8) 64x8x64 266752
8 16384 4x4 128x128 (4) 16x4x16 524928
9 65536 2x2 256x256 (2) 4x2x4 1048672
10 262144 1 x 1 512 x 512 (1) 1 x I x 1 2 097 168
Ces résultats ont été obtenus (Tableau 5.1) à partir d’une image de taille 512 x 512
pixels. Après l’analyse de ces données, la strncture optimale recommandée du réseau
de neurones est: (256 : 16: 256). Dans ce cas, il faut diviser l’image originale en
1024 sous-images de taille de 16 x 16 pixels chacun, qui correspond au 6e niveau de
la pyramide (colonne gauche du tableau 5.1). Pour ce niveau, le volume du fichier
(des paramètres du réseau de neurones nécessaires pour restaurer l’image dans un
décodeur) est minimal (165 888 octets) (colonne droite du tableau 5.1). Ce tableau
peut être utilisé à titre de recommandations en ce qui a trait au choix de la structure du
réseau de neurones pour diverses tailles de l’image traitée.
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Ainsi, nous avons étudié la dépendance de la taille des sous-images pour différentes
tailles d’images d’entrées (256x256, 512x512, 1024x1024, 2048x2048, 4096x4096 et
$192x8192) en fonction du CR optimal. Nos recommandations à propos du choix de
la taille de sous-image et de la structure du réseau de neurones optimum en fonction
de la taille de l’image traitée sont présentées ci-dessous (Tableau 5.2).
Tableau 5.2 — Résultats de choix de la taille de sous-image
Taille de
— Taille de Structure dtï réseau de neurones : nombre Niveau de
l’image traitée sous — image de neurones t couche d’entrée, couche compression
cachée, couche de sortie (CR)
256 x 256 8 x 8 64 t 8 t 64 59,43
512x512 16x16 256t16t256 61,44
1024x1024 16x16 256t16t256 100,72
2048x2048 32x32 1024t32t1024 125,39
4096x4096 32x32 1024t32t1024 203,11
$192x8192 64x64 4096t64t4096 253,36
Remarquons que la taille minimale du volume de la sous-image (c.-à-d. le bloc du
traitement optimal en fonction de la taille du fichier et de l’architecture du RN)
augmente avec la taille de l’image d’entrée. Cela permet d’augmenter le CR en
respectant la qualité visuelle acceptable des images restaurées, tandis que des
méthodes courantes sont mal adaptées pour de telles augmentations du bloc de
traitement.
5.3. Architecture du réseau de neurones
Les résultats du Tableau 5.2 montrent aussi que la meilleure structure du réseau de
neurones est en fonction de la taille de la sous-image choisie. Notons que deux parties
de la matrice de coefficients de transformations (les valeurs de liaisons entre la
couche cachée et ta sortie ainsi cjue les valeurs de seuils de la couche sortie) peuvent
être utilisées à côté du décodeur pour restaurer plusieurs (ou milliers) sous-images.
Par exemple, nous pouvons définir mille matrices de coefficients de transformations
dans le domaine d’intérêt. Après, nous pouvons transférer toutes ces matrices à côté
du décodeur, au préalable. Dans ce cas, nous pouvons transférer l’image compressée
(des valeurs de neurones de la couche cachée) au décodeur, en ajoutant uniquement
un numéro correspondant à la matrice utilisée pour compresser cette image dans le
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codeur. Donc, connaître l’architecture du réseau de neurones est important pour gérer
adéquatement le processus de la transformation des données.
5.4. Discussion sur des résultats de paramètre SSIM
Le critère de similarité structurelle a montré que les chiffres obtenus par notre
méthode sont comparables à ceux obtenus par la méthode JPEG2000. Ainsi, cela
signifie que la qualité visuelle devrait aussi être semblable pour ces deux méthodes.
Or, en réalité, les images qui ont été compressées par notre nouvelle méthode ont une
meilleure qualité visuelle que celles qui ont été compressées par la méthode
JPEG2000 (article 4.3).
Rappelons que pour évaluer la qualité visuelle, SSIM divise l’image en sous-blocs de
taille 8x8 pixels tandis que nous, nous avons divisé l’image en sous-blocs de taille
16x16 pixels. Cela a probablement changé la relation structurale entre les deux
images, avec un bloc de traitement 8x8 pour une image compressée avec la méthode
JPEG2000 et un bloc de traitement 16x16 pour une image compressée avec notre
méthode. Ceci a donc biaisé l’effet de comparaison entre ces deux méthodes.
5.5. Temps des calculs
Le temps des calculs est un paramètre important en ce qui a trait à la
commercialisation prochaine de notre méthode.
Nous avons amélioré le temps des calculs au niveau du codeur en divisant une matrice
des vecteurs d’entrées en trois parties (Ï’entraînement la validation et la mise à
l’essai). De plus, nous avons montré l’efficacité d’utilisation d’un seul réseau de
neurones pour la série d’images de télédétection.
Ainsi, nous avons testé notre algorithme à partir d’ordinateurs «Mammouth»
(Anonyme, 2010), et nous avons obtenu des résultats 5 fois plus rapidement qu’avec
un ordinateur ordinaire pour la même quantité de données d’entraînement, en obtenant
le même niveau d’erreur. Avec les systèmes multiprocesseurs, nous supposons être en
mesure d’éliminer ces limitations.
$2
Au niveau du décodeur le temps de restauration d’image est comparable aux
méthodes courantes.
La véritable efficacité de notre méthode s’atteindra grâce à l’utilisation des systèmes
multiprocesseurs procédant par calculs parallèles.
5.6. Correspondance au système d’être humain
Il faut souligner que notre approche correspond au système de la vision de l’être
humain. Par exemple, pour bien voir des éléments fins de l’image satellitaire étudiée,
c.-à-d. des voitures, des piscines, des zones résidentielles, des êtres humains, il faut se
rapprocher des objets ciblés. En s’approchant, nous changeons la taille du bloc de
traitement par l’oeil de l’être humain. Pour notre méthode, nous faisons la même chose,
en diminuant la taille du bloc de traitement.
Par contre, pour voir de gros éléments, c.-à-d. des rivières, des lacs, des forêts, il fatit
s’éloigner (en augmentant la taille du bloc de traitement). Cette propriété est rendue
possible par la réduction des corrélations internes des images de THRS, par la
modification de la distribution statistique de l’information et par le regroupement des
informations similaires.
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6. Contribution
6.1. Contribution scientifique
Nous avons proposé une nouvelle approche de représentation des données numériques.
La nouvelle méthode AIPD-BPNN présente les données d’images de télédétection
selon la représentation pyramidale inverse et adaptative dans l’espace de la couche
cachée du réseau de neurones à rétropropagation. Cette méthode hybride et originale
est basée sur la décomposition pyramidale adaptative avec l’utilisation de réseaux de
neurones permettant d’atteindre la compacité des données en conservant la qualité
visuelle de l’image comprimée.
Nous avons comparé les résultats obtenus pour une méthode AIPD-BPNN avec les
résultats des méthodes courantes telles que JPEG, JPEG2000 et LuraWave. Les
résultats de l’analyse comparative montrent une haute qualité visuelle des images de
THRS restaurées par la méthode AIPD-BPNN. Ainsi, les hypothèses de recherche ont
été vérifiées et confirmées.
6.2. Contribution scientifique appliquée
Nous avons estimé le potentiel d’application de la méthode AIPD-BPNN pour des
images testées, images en couleur, des images de télédétection, des images de THRS
et une transmission progressive des images. Nous avons défini une approche pour
l’accélération du temps d’apprentissage de l’algorithme par voie du traitement
parallèle de linformation.
En se basant sur nos résultats expérimentaux, nous avons confirmé que pour la
transformation de l’image par la méthode AIPD-BPNN, la distribution de l’erreur est
mieux répartie (que pour JPEG et JPEG2000) et qu’elle est moins visible pour l’oeil
d’un être humain. Si l’erreur est concentrée à des places définies (souvent cela se
passe à la frontière des contours), il est plus facile de la remarquer et cela diminue la
qualité visuelle de l’image. Pour la transformation en ondelettes, nous avons
visuellement remarqué le «flou » des contours.
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7. Originalité du projet
La nouveauté de l’approche hybride de représentation adaptative d’images visuelles de
télédétection d THRS réside dans le fait que nous utilisons des performances de la
décomposition pyramidale inverse en réalisant des calculs à l’aide des réseaux de
neurones. Cette combinaison permet de réaliser efficacement la transformation
progressive d’images de télédétection. La modélisation se passe à chaque niveau de la
pyramide. Les calculs se passent séparément pour chaque niveau de la pyramide. Les
différentes couches de la pyramide correspondent à différentes estimations de la
résolution de l’image. Cela permet de cibler l’accès de l’information en fonction des
exigences des utilisateurs (la qualité de l’image ou le temps de transfert en éliminant
des calculs inutiles).
Le traitement par réseau de neurones permet de trouver l’opérateur optimum du
regroupement des pixels. Les coefficients du réseau de neurones se calculent en
fonction du contenu des images d’entrées du domaine d’étude. Les coefficients de la
transformation reçus permettent d’obtenir une qualité visuelle supérieure des images
restaurées, comparée aux méthodes classiques.
En combinant deux méthodes de traitement, nous avons obtenu une qualité visuelle
comparable pour des images compressées pour le CR 100 fois. En jouant avec la taille
du bloc de traitement, nous avons montré que la qualité visuelle était supérieure, en
comparaison des méthodes courantes pour le CR 247 fois. Ceci a surpassé les attentes
que nous avions au départ.
$5
8. Conclusions générales
L’objectif principal, ainsi que les objectifs spécifiques, de ce projet de recherche ont
été atteints avec succès. Selon les résultats approuvés et publiés par les évaluateurs
des revues à comité de lecture, nous sommes maintenant assurés que l’algorithme
hybride à la base de la représentation pyramidale adaptative des images de THRS par
pyramide inverse avec des réseaux de neurones permet de transformer et de décoder
les images de télédétection avec une qualité visuelle comparable à ce que des
algorithmes actuels proposent dans le domaine du traitement des images numériques.
De plus, les résultats reçus pour de hauts niveaux de la compression (CR=200 et plus)
des images de télédétection montrent l’efficacité de la méthode hybride adaptative
proposée. La qualité visuelle des images restaurées par notre méthode surpasse la
qualité visuelle des images restaurées par les algorithmes JPEG et JPEG2000, pour
des niveaux identiques de compression.
Nous avons confirmé la performance significative de notre méthode en utilisant la
transformation par réseau de neurones, comparativement à la transformée discrète par
cosinus pour le format JPEG. Nous confirmons la limite de l’algorithme JPEG pour
des images de THRS. L’algorithme JPEG donne une qualité visuelle acceptable des
images restaurées jusqu’au niveau de la compression CR = 60. Avec de grands CR,
l’algorithme JPEG montre des résultats médiocres. L’algorithme de compression par
ondelettes (JPEG2000) permet d’atteindre un CR de l’ordre de 247, mais l’image
restaurée contient des zones ‘floues’.
Considérant l’ensemble des résultats obtenus, tant par les analyses qualitatives que
quantitatives, l’algorithme de compression développé est satisfaisant pour la
compression d’images de télédétection de THRS, vis-à-vis des pertes engendrées. La
maîtrise des pertes devrait passer par une série d’indicateurs rendant compte de la
fidélité de l’image compressée par rapport à l’information originale. Cependant, les
logiciels commerciaux de compression actuels (MrSid et ECW) ne proposent pas de
tels indicateurs. De surcroît, ils fonctionnent selon le principe d’une boîte noire ne
donnant aucune indication sur les traitements appliqués, hormis le fait qu’il exploite
une compression par ondelettes.
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8.1. Avantages
Les résultats obtenus dans ce travail confirment l’hypothèse que des images satellites
de haute définition, des images multispectrales et des images hyperspectrales
possèdent un haut degré de redondances. Cela permet d’utiliser efficacement la
méthode AIPR-BPNN pour la compression d’images de haute définition dans les
applications de télédétection, en offrant une qualité visuelle comparable ou meilleure,
toujours en comparaison avec les méthodes courantes.
L’utilisation du réseau de neurones est bien adaptée à l’augmentation du volume des
images satellitaires, à l’archivage et au stockage de ce type de données.
La nouvelle méthode offre de larges opportunités pour des domaines d’application de
télédétection t le traitement d’images numériques, en traitant l’image compressée avec
le volume abordable au lieu de traiter l’image originale avec un gros volume; le
transfert progressif de l’image via Internet; la recherche dans des bases de données
d’images, etc.
8.2. Limïtations
Notre méthode AIPR-BPNN est asymétrique (le codeur est plus complexe que le
décodeur) et ceci représente une limitation aux domaines d’applications qui exigent le
traitement en temps réel, c’est-à-dire des applications pour lesquelles le temps
d’entraînement est crucial.
Pour l’instant les vrais calculs parallèles sont limités par l’utilisation des ordinateurs
spéciaux, par exemple «Mammouth» de l’Université de Sherbrooke (Anonyme,
2010), qui exigent un accès spécial, ainsi qu’un logiciel spécial. Deuxièmement, la
technologie de fabrication des processeurs ne permet pas de produire la carte de
processeurs de plus de quatre coeurs pour les ordinateurs ordinaires (c.-à-d., le
portable ou l’ordinateur au bureau). Cela limite la supériorité véritable des réseaux de
neurones dans les calculs parallèles, particulièrement pour le mode d’apprentissage du
RN.
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9. Perspective
Le développement de nouvelles modalités d’imagerie deTHRS et d’une exploitation
efficace des modalités existantes ne manque pas de poser de nouveaux défis à la
communauté:
a. gestion et analyse de données hyperspectrales (plus d’une centaine de
canaux);
b. fusion de grandes masses de données numériques spatiales et temporelles;
c. n-dimensioimels (3D, 4D avec le spectre, 5D avec l’évolution temporelle, 6D
avec la polarisation, etc.);
d. image en stéréo, 3D (voir l’annexe 6);
e. analyse et interprétation de données par des algorithmes avec des réseaux de
neurones;
f. utilisation des cartes des processeurs avec un nombre de processeurs plus
grand;
g. transmission des données compressées à partir de satellites.
La prise en compte de la complexité et de la variabilité croissante apportée par les
systèmes irnageurs récents rend ainsi nécessaire le développement de nouveaux
paradigmes de traitement associant modèles, représentations, algorithmes et
architectures innovants. Les besoins s’expriment tout autant pour des traitements
génériques ‘classiques’ (codage et compression, amélioration, restauration et
déconvolution, recalage et fusion, détection, segmentation, suivi temporel,
reconnaissance et interprétation) que pour des traitements spécifiques liés à chaque
domaine thématique (astronomie, télédétection, imagerie médicale, etc.). Dans de
nombreux cas, l’automaticité et la reproductibilité des traitements restent un enjeu
majeur.
9.1. Nanotechnologie et calcuLs parallèles
En prévoyant les changements des méthodes dc fabrication des processeurs
(nanoteclmologie, actuel 45nm vers 32 mn en futur) (Intell, 2008) et le changement de
la capacité du système du traitement par voie de l’augmentation de la quantité de
processeurs (multicoeurs, actuel 2 coeurs), on peut supposer que la question sur les
systèmes parallèles du traitement de l’information est extraordinairement actuelle.
Notre méthode est bien préparée à ces changements technologiques, puisque les
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réseaux de neurones sont naturellement destinés aux calculs distribués et aux calculs
parallèles.
9.2. Canal de transmission des données numériques
En vue de l’augmentation de la performance des nouvelles technologies d’acquisition
d’information, les canaux de transmission restent toujours un point faible, malgré les
technologies récentes, telles que la fibre optique. La proportion inégale entre
l’augmentation des données et la capacité du canal de transmission laisse ainsi le vrai
problème de la recherche des algorithmes de la transformation des données
numériques dans le futur.
L’importance des données de télédétection, telles que hors du spectre visible, sont
essentielles parce qu’elles offrent la possibilité de mieux comprendre le monde réel et
d’utiliser ces connaissances pour l’humanité de différentes façons. Notre méthode est
le moyen pour améliorer le traitement des données numériques géospatiales avec le
but de simplifier l’utilisation des logiciels tels que SIG pour la population.
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Annexe 1. Caractéristiques principales du radiomètre équipant le satellite Ikonos
• Satellite Ikonos 2 Linstrumentation embarquée est destinée à l’acquisition
dimages à haute résolution. Le radiomètre permet ainsi d’offrir des images
couvrant un champ d’observation de 11 km * 11 km, avec une résolution
spatiale de 1 m en mode panchromatique et de 4 m en mode multispectral.
Pour l’année 2007 les images du domaine complet de 275 millions de
kilomètres carrés étaient reçues.
Bits per Number
Pixel of Bands Resolution
File Size per
Kilometer
Black & White 8 1 1-meter 1 megabyte
11 1 1-meter 2 megabyte
Multispectral (true or false calot) 8 3 4-meter 875 megabyte
ii 3 4-meter .375 megabyte
Multispectral (4-band) 8 4 4-meter .25 megabyte
11 4 4-mater .5 mogabyte
Color (truc or false color) 8 3 1-meter 3 megabytes
11 3 1-meter 6 megabytes
Color (4-band) 8 4 1-meter 4 megabytes
11 4 î-rneter 8 megabytes
Bundie (truc or false calot) 8 4 1 -mater + 4-meter 1.1875 megabytes
. 11 4 1 -meter + 4-meter 2 375 megabytes
[ Bundle (4-band) 8 5 i-meter + 4-meter 1.25 megabytes11 5 1 -meter + 4-meter 2 5 megabytes
Figure 1 — Caractéristiques principales du radiomètre équipant le satellite Ikonos (GeoEye, 2007)
La mode panchromatique et tous quatre modes multispectraux ont une gamme de 11
bits dynamique. Avec la décision de 11 bits, les détails sous les ombres, les moments
principaux, et les scènes basses contrastées peuvent plus facilement être distingués
que datis les représentations de 8 bits.
L’octet (byte en anglais) est une unité de mesure en informatique mesurant la
quantité de données. Un octet est lui-même composé de $ bits, soit 8 chiffres binaires.
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Multiples d’octets tels que définis par IEC 60027-2
Kilooctet (ko) i03
Mégaoctet (Mo) — 106
Gigaoctet (Go) i09
Téraoctet (b) — 1012
Pétaoctet (Po) — 1015
Exaoctet (Eo) — 1018
Zettaoctet (Zo) — 1021
Yottaoctet (Yo) — 1024
Selon la Commission électrotechnique internationale (CEI) ou International
ElectrotechnicaÏ Commission (IEC) en anglais.
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Annexe 3. Vision artificielle et traitement d’images
Vision
Adapté de S. E ttiigit «Ccenputei lésion andhtzage Pvcessing» Prentice Ha1i ]998
• Analyse d’image
• Extraction de caractéristiques
• Reconnaissance d’objets
Contrôle de la qualité
Tests cliniques autonntisés
Reconnaissance de visage
Diagnostic nidical
Analyse dADN
Surveillance des autonsutes
Observation de la Terre
Élimination des défluas
Réduction du bruit
Stabilisation vidéo
• A.niniation
• C’AO
• Palité virtuelle
hickistne du diveffissennt
Architedilu?
Rubritique
Figure I
— Relations des sujets dans le domaine de traitement d’images numériques (Gagnon et
Lalonde, 2000, p.13)
Problématiques
Ccuipre;ion d’image
ResauatioD et reLauseett
Seetatozi
iraitemez dimae cov]etr
.4naivse d’ne
Casi&anoi
Recalage
fusto de doEnée
Fusion dùnges
Reclertbe die par cozetrn
Outils algorithmiques
Imaelie booléecne
TTaQsfoaaou dimage
TrnLfom1atou pvramfdaie etzuu1tjisotiri
Iransfomaion de l’esp3ce de coiws
Practalet
tntaton pr nasq1e3 deformblel
Texture
Mocpholope mathèmaque
Approches statsstcues
Equatons différentielles
Reconnaissaaxe tusictuielle. svntadque et statistique
Reseux de neurones
Svstêis base de coua:ssaices
‘fliorie de l’tdence
Figure 2 — Problématiques et des outils algorithmiques du domaine de traitement d’images
numériques (Gagnon et Lalonde, 2000, p.16)
• Restauration
• Rehaussement
• Compression
Loçue fiote
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Annexe 4. Système de la vision d’être humain (1/3)
La vision humaine
Le point de départ de la vision humaine èst la lumière réfléchie ou émise par les objets,
laquelle est captée par l’oeil et transmise au cerveau.
La vision humaine est un phénomène particulièrement complexe qui relève non seulement de
l’anatomie de l’oeil et de l’optique, mais également de la physiologie et de la psychologie du
sujet. Les facteurs liés à l’anatomie, à l’optique et la physiologie peuvent se produire
artificiellement. En revanche, les facteurs psychologiques sont propres à l’humain. Ils sont
acquis par l’expérience, ce qui les rend difficiles à reproduire artificiellement, compte tenu
des moyens électronique disponibles présentement (Provencher et Dubois, 2007).
L’interprétation d’image se basera sur les critères de teinte, de brillance, de forme, de texture,
d’arrangement, de taille et de contexte; il sera toujours difficile de quantifier plusieurs de ces
variables; c’est pourquoi l’interprétation visuelle deviendra l’élément fondamental dans le
processus d’extraction d’information (Desjardins, 2000).
Description du système visuel
L’oeil
• La couche sensible: ta rétine.
• La convergence du rayonnement lumineux incident est due à la forme convexe de la
cornée mais également à la lentille accommodatrice : te cristallin.
• L’adaptabilité à la lumière ambiante est réalisée par ta pupille qui se comporte
comme un diaphragme.
• Les muscles oculomoteurs commandent l’orientation de l’axe optique, donc le
mouvement des yeux.
La rétine
• Zone la plus sensible de la rétine : la FOVEA
3 environ 1 mm de diamètre = 1 d° de vision angulaire.
• Il existe un second creux dans la rétine: la papille
3 départ du faisceau du nerf optique tache aveugle.
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Annexe 4. Système de la vision d’être humain (2/3)
Les cellules de la rétine
Les bâtonnets (110 à 125 millions)
3 pour vision scotopique ou vision nocturne.
Les cônes (4 à 7 millions)
3 pour vision photopique ou diurne.
3 3 types contenant chacun un pigment visuel, d’absorption
spectrale située respectivement dans les parties B, V, R du domaine
visible (longueur d’onde : 440, 530, 570 nm).
La distribution des cônes et des bâtonnets sur la rétine est présentés sur la Figure 1.
u,
w
z
o
Ç)
cj I(
r GO’ 40’ 20’
Temporol on retino Nosol
PERIMETRiC ANGLE DEGREES
Figure 1 — Distribution des cônes et bâtonnets sur la rétine (Chen et Wang, 2005)
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Annexe 4. Système de la vision d’être humain (3/3)
3D - le monde réel
(la quantité de
l’information est infinie)
Le nombre de neurones
augment considérablement dans
t’écorce primaire visuelle
2D la rétine d’un oeil contient
des cônes
- environ 10 millions cellules;
des bâtonnets
- environ 120 millions;
pour les deux yeux l’infonnation est
présentée par 260 000 000 points
1D - 2 nerfs optiques
(de 1 500 000 fibres chacun)
2 x 1 500 000 = 3 000 000 canaux
de transformation
-
Figure 2 — Système de la vision d’être humain avec des différents niveaux de la transformation du signal
optique de 3D (D- dimension) du monde réel a la ID dans les nerfs optiques (John, 2001)
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Annexe 5. Réseau de neurones artificiels (1/4)
Réseau de neurones artificiels
Les réseaux de neurones artificiels consistent en un ensemble dbutils de calcul non-
linéaires basés sur le concept d’apprentissage. Ils sont utilisés pour construire des
modèles de processus trop complexes que pour être appréhendés d’une façon physique,
ou pour analyser des données dont le processus générateur sous-jacent est inconnu.
Figure 1 — Neurone biologique (Anonyme, 1991)
Couche de sortie
-4
Noyau
Couche cachée
Couche d’entrée
Figure 2 — Réseau de neurones artificiels (Anonyme, 1991)
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Annexe 5. Réseau de neurones artificiels (2/4)
poids
valeurs
(1
activation
Les réseaux de neurones artificiels sont utilisés dans des domaines aussi divers que le
traitement dinformation, la classification (pattern recognition) de données, dïmages,
de parole, la prédiction de séries temporelles ou encore le contrôle. La plupart des
réseaux de neurones artificiels sont des méthodes adaptatives, aptes à modifier le
modèle construit en fonction d’un environnement changeant au cours du temps.
Les principaux modèles algorithmiques d’analyse non-linéaire appelés “réseaux de
neurones artificiels” (mais non exhaustif) sont (FAQ, 2007):
- les modèles à une couche (adaline, perceptron, mémoire associative);
- les perceptrons multi-couches (MLP);
- les réseaux à fonctions radiales de base (RBFN);
- les modèles de quantifications vectorielles (Lloyd, LVQ, etc.);
- l’auto-organisation (cartes de Kohonen).
Réseaux multicouches (MLP)
Apparus en 1985, les réseaux multicouches sont aujourdhui les modèles les plus
employés. Plusieurs couches de traitement leurs permettent de réaliser des
associations non linéaires entre l’entrée et la sortie. Ils sont ainsi capables de résoudre
le cas du “ou exclusif’ (Perceptron) (Hu et Hwang, 2002).
On sait depuis les années soixantes que les possibilités de traitement des réseaux
multicouches sont supérieures à celle du Perceptron, cependant l’algorithme
d’apprentissage manquait. Pour la couche de sortie, on peut appliquer l’apprentissage
du Perceptron, mais comment modifier les poids pour les comiexions qui ne sont pas
en relation avec un neurone de sortie?
Le problème est ramené à l’obtention d’une estimation de la valeur désirée pour
chaque neurone de la couche cachée. La rétropropagation de gradient est une solution
à ce problème. Cet algorithme a été proposé indépendamment par trois équipes en
1985. Des reéherches bibliographiques ont montré qu’il s’agit en fait d’une
redécouverte.
xl
x, somme
fonction
d ‘activation
fonction de
combinaison
q1
seuil
Figure 3—Structure d’un neurone artificiel (Touzet, 1992)
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Annexe 5. Réseau de neurones artificiels (3/4)
Le principe utilisé par la rétropropagation (“backpropagation” en anglais) de gradient
est la minimisation d’une fonction dépendante de l’erreur. Il s’agit d’une méthode
générale, largement employée dans d’autres domaines tels que la physique. Une
perception intuitive de cet algorithme consiste à considérer l’apprentissage conmie la
recherche sur la surface de coût de la position de coût minimal. A chaque
configuration de poids correspond un coût. Le gradient est une estimation locale de la
pente de la surface. La minimisation du gradient permet de parcourir cette surface
orthogonalement aux courbes de niveau d’un pas fixé. Les problèmes rencontrés
durant l’apprentissage résultent des zones très plates et des minima locaux.
Mimmutu im
/
u1mum g1ob
Figure 4
— Recherche de la zone de coût minimal dans l’espace de configuration des poids du
réseau pour les exemples de la base d’apprentissage (Hu et Hwang, 2002)
La fonction de transfert (d’activation) de neurone
Les neurones sont continus. La fonction de transfert est une sigmoïde qui peut être
définie, par exemple, par l’équation:
f(x)
=
(1)
e spécifie la pente de la sigmoïde.
Figure 5 — Graphique illustrant la fonction d’activation sigmoïde pour
une pente de 0,25, 0,50 et 1,00
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Annexe 5. Réseau de neurones artificiels (4/4)
Apprentissage supervisé avec l’algorithme de la rétropropagation
L’apprentissage est supervisé : on associe une configuration d’entrée à une
configuration de sortie. L’algorithme de la rétropropagation est un algorithme de
gradient itératif conçu pour minimiser un critère quadratique (“à la puissance 2’)
d’erreur entre la sortie obtenue d’un réseau multicouche et la sortie désirée.
Cette minimisation est réalisée par une configuration des poids adéquate. L’erreur (e)
est la différence entre la valeur désirée (d) pour le neurone de sortie et sa valeur
calculée par propagation (x). Ce signal d’erreur permet de définir une fonction de
coût:
C(W) = M[C1 (W)] M{ et (W)] avec e (d — x) (2)
où,
j - indique un numéro dindice pour les neurones de sortie et
t - indique un exemple d’apprentissage.
M est lbpérateur de moyennage, c’est une estimation de la moyenne temporelle dans
le cas stochastique. On réalise donc la moyenne des erreurs obtenues pour chacun des
exemples de la base d’apprentissage.
Cet algorithme nécessite une fonction continue, non-linéaire et différentiable comme
fonction de transfert du neurone:
1. Initialisation des poids à des valeurs aléatoires de faible grandeur;
2. Sélection d’un exemple d’apprentissage (f, d) dans la base d’apprentissage;
3. Présentation de la forme d’entrée (E) sur la couche d’entrée du réseau;
4. Calcul par propagation de la sortie obtenue (O);
5. Si erreur en sortie alors pour tous les neurones i (depuis la sortie jusqu’à l’entrée)
Si i est un neurone de sortie alors yi = 2 f ‘(ai)*(di - xi);
Si i est un neurone caché (Ou d’entrée) alors yi = f ‘(ai). Zk(wki * yk);
(k: neurones compris entre la couche actuelle et la couche de sortie)
6. Application de la procédure de gradient i est un gain fixé par l’utilisateur.
wij(t+l)wij(t)+* yi*xj;
7. Tant que l’erreur est trop importante, retour à l’étape 2 (exemple suivant).
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Annexe 6. Stéréo satellite image
Figure 1 — Stéréo satellite image (Wikipedia)
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Glossaire (1/2)
Les définitions foui-nies ici ont pour objectif d’éclairer la lecture de cette thèse.
Amélioration d’image:
Opération de traitement d’image qui améliore la visibilité des détails et
caractéristiques d’une image. Généralement utilisée pour la perception humaine.
Apprentissage
L’apprentissage est une phase du développement d’un réseau de neurones durant
laquelle le comportement du réseau est modifié jusqu’à l’obtention du
comportement désiré. L’apprentissage neuronal fait appel à des exemples de
comportement.
Arête:
Variation des valeurs de pixels supérieures à un seul. Les arêtes représentent les
fiontières entre les régions d’un objet ou d’une scène.
Artefact:
Structure créée artificiellement (accidentellement ou volontairement), se
présentant par une forme quelconque faisant partie du fond de l’image et qui est
utilisée pour assister les mesures effectuées ou pour localiser les objets.
Base d’apprentissage
Exemples utilisés pour l’apprentissage, représentatifs du comportement de la
fonction à réaliser.
Généralisation:
Principal intérêt des réseaux de neurones artificiels. Capacité à répondre
correctement à des situations inconnues (c.a.d. n’apparaissant pas dans la base
d’apprentissage).
Neurones
Unité de traitement de l’information dans le cerveau, au nombre mille milliards
environ.
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Glossaire (2/2)
Processeur élémentaire
Allusion au processeur de calcul (en beaucoup plus simple), aussi appelé neurone
ou cellule.
Réseaux de neurones artificiels
Réseaux fortement connectés de processeurs (neurones ou cellules) fonctionnant
en parallèle. Chaque processeur élémentaire calcule une sortie unique sur la base
des informations qu’il reçoit. Toute stmcture hiérarchique de réseaux est
évidement un réseau.
Rétro-action (rétropropagation):
Technique d’entraînement ajustant les poids des couches d’entrée et cachées d’un
réseau de neurones, pour la correction de ceux-ci à l’application d’un ensemble de
vecteurs de données à l’entrée du réseau.
Supervisé
Les poids sont modifiés en fonction de la sortie désirée.
Synapse:
-
Jonction entre deux neurones, très complexe au niveau des mécanismes
chimiques mis en oeuvre ; outrageusement simplifiée dans les modélisations.
Traitement d’image:
Manipulation numérique d’une image pour améliorer la visibilité de certaines
caractéristiques, prendre des mesures ou en altérer le contenu.
Vision artificielle
Utilisation de procédés avec l’acquisition optique sans contact pour recevoir et
interpréter automatiquement l’image d’une scène réelle, dans le but d’obtenir de
l’information et/ou le contrôle de machines ou de procédés.
