I. INTRODUCTION
Because of their small size and cost, micro-electro-mechanical system (MEMS)-type inertial and magnetic sensors have a great potential for navigation [1] . Therefore, these sensors are increasingly used and the research focuses on modeling and compensation of their large and variable measurement errors. Although sensor calibration by the manufacturers (temperature, misalignments) removes its important part, the residual effects do not provide sufficiently accurate measurements for standalone inertial navigation, and permanent sensor error compensation during navigation becomes mandatory. However, the quality of the navigation parameters can be considerably improved when several MEMS inertial measurement unit (MEMS-IMUs) triads works in parallel, provided faulty measurements are detected and isolated from the estimation process [2, 3] . The resulting cost and volume of such system still remains very attractive.
In general, the task of fault detection and isolation (FDI) includes the detection of the presence of failure (or outlier) and the isolation of the component responsible for the irregularity. FDI is applied in a wide range of domains such as in the process industries (e.g. chemical plants), the aerospace industry (e.g. high-performance airplanes) and more recently in some mass-produced equipments (e.g. automobiles) [4] .
Generally, there is a conceptual difference between a faulty observation and an outlier. A faulty observation corresponds to a measurement that is generated from another unknown statistical process than the rest of the observations. An outlier is a measurement that is "far" from the rest of the data which may or may not be a faulty observation. However, in practice, faulty observations and outliers are impossible to discriminate. In addition, even if it were possible to discriminate them, their impacts on the estimation of the model parameters is equivalent. Thus, faulty observations or outliers receive statistically equivalent treatment. For these reasons, we do not make any distinction in this article between the two concepts.
In the inertial navigation framework, FDI algorithms were traditionally applied to safety-critical operations such as in the control of military or space aircrafts. These aircrafts are designed to be dynamically unstable, in order to increase manoeuvrability, while inertial accelerations and rotation rates are used to observe the vehicle's stabilizing parameters [5] . Such systems require sensor redundancy for obvious safety considerations. However, multiple MEMS-IMUs systems are not yet used for safety-critical applications. In this context, FDI aims at detecting gross errors, enhancing navigation performance, and improving the stability of the filters used in the GPS (Global Positioning System)/INS (inertial navigation system) integration.
FDI algorithms applied to INS have been thoroughly investigated. The most commonly used approach is by far the parity space (vector) method, but other approaches such as artificial neural networks have also been examined [6] . Indeed, the first FDI algorithms were applied strapdown redundant inertial systems in a dodecahedron configuration [7] [8] [9] . For example, [9] developed the "minimax" FDI algorithm which enables to test and compare any set of four sensors. A review and a comparison of earlier FDI algorithms can be found in [10] . Unfortunately, these algorithms did not allow to link the integrity of the (navigation) system with the employed FDI method. This limitation was overcome with the generalized likelihood ratio test (GLRT) approach introduced in [11] and adapted for the detection of failures in redundant inertial systems in [12] , [13] . This approach is based on ratio of the (log) likelihood given that no failure and given that a failure occurred. The main advantage of this method is that the performance of the FDI algorithms can be directly related to the integrity of the system. Since then, various improved versions of this method have been developed to detect measurement failures in GPS and redundant IMU systems [14] [15] [16] .
In [17] , [18] the parity space approach was introduced to detect failures in redundant inertial systems and GPS signals. This approach relies on the basic assumption that the residuals used in FDI are independent and identically normally distributed. When applied to IMUs of higher accuracy, this method gives satistifactory results, however it performs poorly with low-cost sensors [2, 3] . Indeed, the complexity of implementation of an efficient FDI system is increased when using MEMS-type IMUs. Their poor performances (i.e., noise density variations in time and among sensors, large systematic measurement errors compared with the random errors) often creates false alarms and increases the possibility of misdetection of faulty measurements. Additionally, it has been shown in [2] , [19] that MEMS-IMUs are strongly influenced by variation of the environmental conditions (e.g. increased vibrations or temperature variations) which can introduce correlation among the residuals. Note that recent developments proposed improvements of the parity approach [20, 21] . For example, [20] proposed to combine the parity equation approach with a wavelet-based signal decomposition. A complete and up-to-date review of FDI algorithms applied to inertial sensors can be found in [22] .
Nevertheless, from a statistical point of view, the already presented FDI approaches are relatively similar. Indeed, most of these methods rely on the same assumption (i.e., normally independently and identically distributed errors) even if they are based on different test statistics. In this article, we intend to relax the assumption of independent and homoscedastic errors. We propose employing a method based on Mahalanobis distances to detect erroneous measurements and we compare its performance with the classical parity space approach proposed in [18] . Moreover, we also intend to show the importance of robust estimation in the context of FDI for inertial observations from low-cost sensors.
Indeed, outside the context of inertial navigation other methods were developed for FDI purposes that take into account the correlation and the variance differences between residuals. Such methods can be found in chemical (and geochemical) engineering [4, [23] [24] [25] or in the classical statistical literature [26] [27] [28] . These methods take into account the shape and size of multivariate data (quantified by the covariance matrix) and are based on Mahalanobis distances (or on the Hotelling T 2 statistic). This article is organized as follows.
First, the optimal geometry of redundant IMU systems is discussed. The relative geometry plays a central role in such systems since it determines how the information is spread among the axes of the sensor/body frame. Hence, a clear understanding of the geometric influence on redundant systems is an indispensable prerequisite for designing efficient FDI approaches.
Second, the FDI schemes are presented. Alternatives that are more suitable for MEMS-type sensors than the conventional parity space method are introduced.
Third, the performance of the algorithms is illustrated based on experiments with reference signals from higher grade inertial sensors.
II. GEOMETRY OF MULTIPLE IMU SYSTEMS
Since the early days of the inertial technology, redundant IMUs have been used in safety-critical operations. The redundant information was used to create fault-tolerant systems which were able to detect and isolate defective sensors. If two sensors are placed collinear to each other, it is possible to detect a fault that occurs in either one of the sensors. However, to isolate the erroneous device at least three sensors are required. Therefore, traditionally, three triple-axis IMUs were used (three sensors per axis) [5] .
In 1974, A. Pejsa [29] developed a theory to optimally arrange any number of sensors. At the same time he showed that less than nine sensors (four in theory) are sufficient to correctly isolate faults in a three-dimensional space. This theory essentially considers situations where sensors are equally placed on a cone of half-angle ®. In this case, the optimal half-angle ® corresponds to the configuration in which the system variance is minimized.
A. Information Filters
Reference [5] proposes employing information filters to achieve optimal configuration by maximizing the amount of information from redundant systems. In short, this approach allows to analyze the selected configuration and provides a geometrical understanding of the distribution of information across axes. It is based on the information matrix I defined as
where S is the covariance matrix of the observations and H is the design matrix of the system. Note that the matrix I is independent from the observations, since the observation vector is absent from (1). Thus, it provides a measure of certainty that is purely based on the system geometry. Since the determinant of the information matrix is directly related to the volume of the ellipsoid formed by the eigenvectors of I (which corresponds to the volume of information in the system), the optimization aims to maximize:
It has been shown in [5] that optimal configurations adopt the shape of a sphere in the information space (i.e., equal amount of information is placed on each axis).
B. Partial Redundancy Method
Although the information filter approach relates the volume of information within the system to the determinability of the parameters, we do not believe that this represents an optimal criterion for FDI purposes. Indeed, reference [2] proposed another approach to determine optimal configurations for redundant inertial sensors that seems more adequate in this context. This method is typically applied in geodetic networks and has (to the authors' knowledge) never been applied in a context similar to that of this study. Indeed, redundant measurements in geodetic networks control each other. In order to assess the "amount" of controllability of each measurement, a z i value can be computed and associated to every observation. This value, called partial redundancy, corresponds to the participation of the observation i to the global redundancy of the system. It varies from 0 to 1; an observation having an associated z i = 0 is not controlled at all by others measurements. On the contrary, a z i = 1 implies a "totally" controlled observation. In geodetic engineering, a network is typically considered good (i.e., technically and economically) if all measurements have an associated z i 2 (0:25, 0:60) [30, 31] . In statistics, the z i (called leverages) are used in the regression framework to control extreme values in the design matrix. Indeed, when z i is small (near zero), an unexpected error in the response variable might not be reflected in the residuals [32] .
Moreover, it can be demonstrated that the geometry of the system will influence z i but summation of all z i remains constant (for proof see [2, 30] ). Indeed,
where m is the number of observations and p the number of parameters of the considered system. Consequently, an optimal sensor configuration would minimize differences amongst measurements' controllability approaching a situation where observations are controlled equally. Mathematically, this is equivalent to
where z (i.e., the vector of z i ) is the diagonal of the matrix Z, which is defined as
It was shown in [2] that the partial redundancies approach and the information filter approach give, in general, similar results. That said, in certain cases, the partial redundancies approach is a better indicator of the system's optimality (see Section IID).
C. Optimal Configuration with n Sensor Triads
Intuitively, skew-redundant configurations of sensors have higher information volume and are thus preferable. This strategy was adopted in [3] , [5] , [33] . However, as far as sensor triads are concerned, it will be demonstrated that their respective orientation is unimportant to configuration optimality with respect to the determinability of the parameters (information filters) and to the capacity of the model to detect and isolate errors (partial redundancies). Indeed, consider a situation of n sensors randomly oriented. The associated design matrix can be expressed as
. . .
where R(¸i, μ i ) (i.e., R i ) corresponds to the product of two rotation matrices and is defined as
with¸i and μ i denoting the rotation angles around the first and the second axes of the arbitrary sensor-frame (see Fig. 1 ). Note that in our study we consider the individual sensors of an IMU (i.e., accelerometers and gyroscopes) to be sensitive along one principal axis and the placement along such axis to be arbitrary and not relevant to its output. For example, an accelerometer can be mounted along its sensitive axis under different roll angle without affecting its observation. Under such assumption, the rotation matrix describing the orientation of the individual sensors with respect to the body-frame is defined by two fundamental rotations with angles μ and¸, respectively (see (6)).
Note that, because R i is an orthogonal matrix, it has the following property: R i R T i = I 3 . Furthermore, assuming independent sensors triads each composed of 3 gyros (or accelerometers) of equal precisions, the covariance matrix of the observations S can be defined as follows:
where § S = 2 6 6 4
where n = m=3 is the number of IMUs employed. Then, using (5),
Thus, the ith element of the diagonal of Z can be expressed as
where S ii is the ith elements of the diagonal of the matrix S. Moreover, it can be shown that P 3n i=1 z i = 3(n ¡ 1) with z i defined in (7) . Therefore the property defined in (3) holds.
The derived relation (7) also shows that the standard deviation of z i is independent from the angles¸i and μ i (8i = 1,:::, n). This means that the relative orientation of the sensors is irrelevant to the system's optimality. The same result is also obtained using the information filter approach (for proof see [2] ). Moreover, (7) implies that when sensors of different precisions are employed, measurements are not controlled in a similar manner and thus the system is not optimal (since we defined such system as one where all measurements are equally controlled). Nevertheless, if sensors of equal precision are only considered then z i = (n ¡ 1)=n (8i = 1,:::, n) and in this case the standard deviation of z i is equal to 0.
D. Impact of Sensor Failures
In the previous section it was demonstrated that the orientation of sensor triads is irrelevant to the system's optimality. Now we investigate whether the failure of one of the sensors could alter this conclusion and therefore render the relative orientation of triads important. Consider the system presented in Fig. 1 . Before the sensor marked with the symbol fails, the information content of the two systems is strictly equivalent. Indeed, in the first (left) system the measurements along each axis are controlled by another one. This implies that all z i have the same value (z 1,i = 1 2 , 8i = 1,:::, 6) and, therefore, the standard deviation of the vector z 1 (i.e., the diagonal of Z 1 ) is equal to 0. Consequently, the first (left) system has an optimal configuration.
For the second (right) system, (5) becomes (assuming for simplicity S = I 5 ):
Hence, it implies that the standard deviation of the vector z 2 is also equal to 0 because z 2,i = 1 2 , 8i = 1,:::,6.
However, after the presumed sensor failure, the standard deviations of the partial redundancies vary between both systems. In the first one, the remaining working sensor placed along the x-axis becomes uncontrolled and thus has associated z i equal to 0. The other values remain unchanged. Therefore,
In the second (right) system, the standard deviation of z ? 2 can be expressed as a function of¸and μ. This relation is illustrated in Fig. 2 . In consequence, it can be concluded that skew-configurations are preferable in the case of sensor failure, because the standard deviation of z ? 1 corresponds to the maximal of value of the standard deviation of z ? 2 . This can be mathematically expressed as
From Fig. 2 it can be seen that one possible optimal configuration is, for example,ˆ= ¼=3 and
This example also shows the limitation of the configuration analyses by the information filter approach. In case of sensor failure this method gives identical results for both systems (i.e., J ? 1 = J ? 2 = 4, 8¸, μ). This is conceptually erroneous with respect to FDI purposes. Therefore, the method of partial redundancies is generally recommended to assess the optimality of IMU architectures although the two approaches can be considered complementary.
Finally, we study the impact of sensor failure on the optimality of orthogonal and skewed configuration as the number of redundant sensors increases. Fig. 3 shows that as the number of sensors increases the advantage of the skewed configurations decreases. Hence, for systems with large redundancy (i.e., 4 or more IMU triads), we recommend using the simplest configuration which is typically the orthogonal arrangement.
III. FAULT DETECTION AND ISOLATION WITH MEMS-IMUS
Based on the previously mentioned considerations, we present in this section two FDI approaches, namely the classical parity space method and a method based on Mahalanobis distances. Then, we experimentally investigate the performance of these methods when applied to MEMS-IMUs. Note that these methods perform statistical tests. Indeed, the fault detection can be viewed as a choice between two hypotheses concerning the absence (i.e., the null hypothesis H 0 ) or the presence of erroneous measurements (i.e., the alternative hypothesis H 1 ). Furthermore, the test statistic of the two methods all have, assuming multivariate normally distributed errors, a Â 2 distribution under H 0 . The main difference between the parity space method and the approach based on the Mahalanobis distances is that the latter makes less assumptions regarding the form of the covariance matrix of the errors. Indeed, this matrix is directly estimated from the data while in the parity approach it is assumed that this matrix has the form ¾ 2 I. This method assumes the homoscedasticity and the independence of the errors. However, both approaches assume that the covariance structure is fixed in time.
A. Parity Space Method
Let y t be the angular rate observation vector (or the linear acceleration vector) produced by n gyroscopes (or accelerometers) at time t : t 2 [1, :::, T]. Assume for simplicity that only IMU triads are considered, therefore, y t 2 < m where m = 3 £ n. Let x t 2 < p be the angular rates (or linear accelerations) to which the sensors are subjected at time t (i.e., the vector of unknown parameters we wish to estimate). Thus, we assume the following linear model between the observation vector y t and the parameter vector x t representing the nominal inertial signal in the body frame:
m£p is the system design matrix (i.e., the matrix that transforms data from the actual sensor axes to the three orthogonal axes of the predefined body frame).
Under these assumptions and if (H T t H t ) ¡1 exists (i.e., if the parametrization is identifiable), then the maximum likelihood (ML) estimates of x t and ¾ 2 t are given byx
whereŷ t = H txt and k:k represents the L 2 norm. Note thatŷ t can also be written aŝ
The matrix R t is often call the "hat" matrix because it maps y t intoŷ t . Note that the matrix R t is symmetric and idempotent. Therefore, the residualŝ v t = y t ¡ŷ t are distributed as follows: The parity space method considers the statistic D t which is defined as
A natural estimator of D t is simply:
Furthermore, it can be shown that
Indeed,D t can be written aŝ
since the matrix I ¡ R t is symmetric, idempotent, and has a rank of m ¡ p (see for example [34] ). However, in practice ¾ 2 t is unknown and needs to be estimated from the observations. In the parity approach, it is assumed that the ¾ 
The isolation algorithm that is classically used in the parity space approach is based on ML as presented in [18] . In this algorithm the erroneous measurement is assumed to happen in the´th sensor at time t where:´= arg max (14) and where z p t;ii corresponds to the diagonal of the matrix Z p t defined as
Therefore, the parity space methodology for FDI can be written in an algorithmic way as presented in Algorithm 1. 
ALGORITHM 1 FDI Based on Parity Approacĥ
x = (H T H) ¡1 H T y (equation 8) ¾ 2 = ky ¡ŷk 2 mT (equation 12) for t Ã 1 to T dô · t =D t ¾ 2 (equation 13) Fault detection if· t > Â 2 1¡® (m ¡ p) then Fault isolation Z p t = I m ¡ H t (H T t H t ) ¡1 H T t (
B. Mahalanobis Distance
To extend the parity space method, we propose to apply a method that is based on the Mahalanobis distance and allows errors to be correlated and of different variances. Therefore, we wish to consider the following (extended) linear model:
where the variance-covariance matrix − is unknown and assumed the same at each sampled time. Let¸be the vector that parametrized the matrix −, i.e.,
For a moment we assume that the vector x t (8t) and the variance-covariance matrix − are known and that − is positive definite, then, the Mahalanobis transformation is defined as
Equation (16) shows that the Mahalanobis transformation eliminates the correlation between the variables and standardizes the variance of each variable [35, 36] . By definition, it is therefore clear that w T i w i follows a Â 2 (m) distribution. The (squared) Mahalanobis distances is related to a Â 2 distribution and is defined as
By setting the (squared) Mahalanobis distances equal to a certain constant, i.e., to a certain quantile of a Â 2 (m) distribution, it is possible to define (hyper) ellipsoids with all the points having the same Mahalanobis distances from the centroid. Fig. 4 illustrates this concept with simulated bivariate normally distributed data. The ellipses represent the quantiles 0.50, 0.75, and 0.99 of a Â 2 (2) distribution and, thus, corresponds to all the points having the same value of MD 2 t . Hence, this approach takes into account the shape of the data cloud. On the contrary, the parity space method assumes uncorrelated errors. In such case, all the points having the same D t (as defined in (10)) values can be represented by circles (Fig. 4) . Therefore, the parity space approach can produce unreliable results when residuals are correlated (or heteroscedastic).
When the vectors x t and¸are unknown, which is the case in practice, their estimation can (most of the time) be realized by iteratively reweighted least squares (IRLS). A possible approach to realize this estimation is presented in Algorithm 2 (see also [37] for more details).
ALGORITHM 2 Estimation of Extended Linear Models without Random Effects by IRLŜ
However, the estimation of x and¸is computationally very intensive for the large dataset we may encounter when dealing with inertial sensors. Indeed, in practice a trajectory of a few minutes duration yields a time vector of length T = 10 4 (assuming a sampling rate of 100 [Hz]). Standard statistical softwares which can be used to estimate such model such as the R function gls() of the well-known package nlme [37] requires a few minutes 1 with T = 10 2 and the estimation fails when T > 10 3 . Therefore, we propose a simpler and considerably faster approach. 2 The vectorx is first obtained as in the parity space approach using (8) , then, the elements of the matrix − are estimated from v. Thus, our approach roughly corresponds to a "one step" IRLS estimation (see Algorithm 2) .
As shown in (17) the calculation of the Mahalanobis distances require inversing the (estimated) covariance matrix of the residuals, i.e., −. This operation is only possible if such matrix is full ranked. Since the computation of the residuals requires simultaneous estimation of 6 parameters (3 for the gyroscopes and 3 for the accelerometers), which can be understood as the measurement of a synthetic IMU, the residual covariance matrix is not full ranked. Practically, it implies that instead of all available residuals, only m ¡ 3 are used in the computation of the Mahalanobis distances. Note that the choice of the residuals used is unimportant since all the information is contained in any of the m ¡ 3 residuals. Consequently, the covariance matrix of m ¡ 3 of the residual − ? is positive definite. Moreover, 1 10 min and 32 s with a 2.93 GHz Quad-Core Intel Core i7 processor (with 8 MB level 3). 2 Around 10 sec are needed for the estimation with T = 7000 on the same computer.
as the estimatex is computed without taking into account −, it will most likely be biased. This implies thatv (andv ? ) will not be centered in 0. follows (approximately) a Â 2 i.e.,
To isolate fault we propose a slightly modified version of the isolation algorithm defined by (14) and (15) . This algorithm considers, like the parity space approach, that covariance matrix of the residuals is an identity matrix. Thus, we incorporated the estimated covariance matrix into the original formula. This modifies the definition of Z p t which becomes t to obtain each of the diagonal elements z ML t,ii . Then, we assume the fault occurs in the ±th sensor at time t where ± is defined similarly to (14) as
Our approach to FDI based on Mahalanobis distances can be summarized as in Algorithm 3. 
ALGORITHM 3 FDI Based on Mahalanobis Distanceŝ
x = (H T H) ¡1 H T y (equation 8) v ? ML = 1 T T X t=1v ? t (equation 19) − ? ML = 1 T T X t=1 (v ? t ¡v ? ML )(v ? t ¡v ? ML ) T (equation 20) for t Ã 1 to T dô Á ML t = (v ? t ¡v ? ML ) T (− ? ML ) ¡1 (v ? t ¡v ? ML ) _ »Â 2 m¡p (equation 21) Fault detection ifÁ ML t > Â 2 1¡® (m ¡ p) then Fault isolation Z ML t = I m¡3 ¡ H ? t (H ?T t (− ? ML ) ¡1 H ? t ) ¡1 £H ?T t (− ? ML ) ¡1 (equation 22)
IV. ROBUST APPROACH TO FDI
The FDI process corresponds to identifying the residuals lying outside of the circle (parity space) or the ellipse (Mahalanobis distance) for a predefined quantile of a Â 2 (m ¡ p) distribution. However, the Mahalanobis distances (like D t in (11)) are very sensitive to the presence of outliers [27] . A few extreme observations departing from the main data structure can have a severe influence on this distance measure (Fig. 5) due to the nonrobust estimation of the covariance matrix− ? . Consequently, the Mahalanobis distances are heavily affected by the outliers it aims to detect. This is called the "masking effect," by which multiple outliers do not necessarily have large Mahalanobis distances [26, 27] . Hence, it is more appropriate to use distances based on robust rather than on ML estimators (as defined in (19) and (20)) for the multivariate location and scatter if the presence of multiple outliers is suspected (which is the case in the context of FDI). In practice, the minimum covariance determinant (MCD) estimator [38] is often employed although many other robust estimators have been introduced in the literature (for a review see [39] ). The MCD estimator has the objective to find h observations (out of m) whose covariance matrix has the lowest determinant (i.e., the smallest (hyper) volume of the ellipses associated to the covariance matrix). The multivariate location and scatter are then estimated in a "standard" manner on these h points. It is generally recommended to use h ¼ 0:75 m, as a compromise between robustness and efficiency [23, 40] . This will provide accurate results if the data set contains at most 25% of aberrant values, which is a very reasonable assumption in the case of inertial sensors. Therefore, the robust estimators of the mean vector and of the covariance matrix are defined as
wherev ² t corresponds to the h observations amongv ? t selected by the MCD algorithm. Based on these robust estimates, we propose the following robust estimator of MD t :
When the MCD estimates are used to compute Mahalanobis distances (as defined in (26)), it leads to the so-called robust distances. Hence, our test statistic becomesÁ
The isolation algorithm can also be slightly modified by using the MCD instead of the ML estimates. Therefore, the robust version of Z ML t is simply:
The fault is assumed to occur in the »th sensor at time t where » is defined as
The robust version of the Mahalanobis approach to FDI is identical to Algorithm 3 when replacingv 
V. EXPERIMENTAL RESULTS
The results presented here are based on an experiment realized in a vehicle (Fig. 6) . A regular tetrahedron consisting of 4 Xsens MT-i MEMS-IMUs was mounted on a rigid structure together with an IMU of reference (LN200). We decided to utilize this skew-redundant configuration which optimizes the controllability of measurements in case of sensor failure.
After computing the least squares residualsv t for the gyros (as defined in Section IIIA), we explore the structure of the associated covariance matrix. shows a partial representation of this matrix (which is from < 12£12 ). It illustrates that the assumptions of the parity space method are not satisfied since the residuals are correlated (e.g. corr(V x 1 , V x 2 ) ¼ ¡0:60), have different variances (e.g.
) and are not centered in zero (e.g. V x 4 ). Additionally, the autocorrelation plots of the MEMS gyros residuals reveal that a large proportion (of the nonfaulty noise observations) is composed of colored noise (Fig. 8) . Indeed, the autocorrelations suggest that the errors are mainly composed of white noise and of random walk. Hence, the assumption of strictly Gaussian white noise errors in the parity space approach is unrealistic with MEMS-IMUs.
In order to assess the performance of each technique, we first used the reference IMU to determine the "true" errors. Then, we constructed Z = max(je 1 j ¢¢ ¢je 12 j) (i.e., absolute standardized largest residuals) where e i are the standardized residuals of the ith sensor. Furthermore, it can reasonably be assumed that these standardized residuals are independently and identically normally distributed (note that this assumption was experimentally verified). Then, the distribution of Z can be derived. Y i = je i j follows, by definition, a folded normal distribution or more precisely a half-normal distribution since E(e i ) = 0. As the variance of e i is standardized, it implies that the cumulative distribution function of Y i is given by
Further, Z = max(Y i ), thus, it has a cumulative distribution function given by
Since we are not in the context of safety-critical applications, an arbitrary very small type I error value was chosen, i.e., ® = 0:2%. In other words, a fault is considered to occur when Z >¯= 3:93 since F z (¯) = 1 ¡ ®=2.
The results for the parity space method are presented in Fig. 9 . As can be observed the performance of this method is very poor. Indeed, approximately 95% of the outliers are not detected and the false-alarm-to-fault ratio is roughly 99%. The performance of the method is 1 ¡ (p FA + p MD ) = 93:95%. Fig. 10 presents the results of the method based on Mahalanobis distances. Clearly, this provides better results with a performance of 98.66%. Nonetheless, the proportion of undetected error and the false-alarm-to-fault ratio remains relatively high (respectively 79% and 65%). Regarding the performance of the isolation algorithm, 91% of faults are isolated correctly. Fig. 11 allows graphically comparing the results of the two methods. It clearly shows that the Mahalanobis presents a very strong correlation with the known absolute standarized largest errors while this is not so clearly the case with the parity space method.
In the assumptions of the three FDI algorithms, all test statistics are theoretically following the same Finally, we compare the performances of the classical isolation algorithm with the approach presented in this article. The results are summarized in Table I .
The results of the robust method and the method based on Mahalanobis distances are very similar. This can be explained by the small proportion of outliers in this data set. Consequently, the ML and the robust estimators yield similar results, thus,− Note: FA = False alarm, MD = misdetections and SDE = successfully detected errors, IA = performance of classical isolation algorithm, MIA = performance of modified isolation algorithm.
the measurements of one of first IMU's gyros (on the x-axis) were randomly modified to yield to erroneous measurements. Then, we compared the performances of the method based on Mahalanobis distances and its robust version. The performance of the robust approach remained approximately the same as in the previous case (95.82% instead of 96.73%). On the other hand, the method based on the Mahalanobis method provided in this case unrealistic results (Fig. 13) . This illustrates the "masking effect" described in [26] , [27] , by which multivariate outliers do not necessarily yield to abnormally large Mahalanobis distances (or to large parity space statistic D). Table II summarizes these results.
VI. CONCLUSION
In the first part of the article, we proposed a new method based on partial redundancies to assess the optimality of redundant IMU configurations. With the help of this method (and also with the support of the information filter approach) we demonstrated that the relative sensor orientation is unimportant to the system's optimality as long as IMU triads are considered and no sensor fails. Indeed, the orientation of sensors does not change the distribution of information among axes. This conclusion has practical implications. It shows that complicated geometries based on platonic solids (which were traditionally employed in such systems) can be avoided if sensor failures are not critical. In addition, as the number of sensors increases, the advantages of the skewed configurations decreases. Hence, for systems with large redundancy (i.e., 4 or more IMU triads) we recommend the simplest configuration, which is typically the orthogonal arrangement.
In the rest of the paper, we focused on three FDI algorithms. We have shown that FDI algorithms based on Mahalanobis distances or robust distances give better results than the parity space method when applied to MEMS-IMUs. We also demonstrated that robust distances are more reliable when the number of failures increases. Hence, such FDI approaches are considered efficient and valuable for detecting gross errors, which in turn enhances the navigation performance and improves the stability of the filters used in the GPS/INS integration. Moreover, we also experimentally demonstrated that the performance of the isolation algorithm can be slightly improved by incorporating the covariance matrix into the classical method. Nevertheless, the percentages of undetected errors, as well as the level of false alarms, remains relatively high and, consequently, shows the need for more complex FDI models. In addition, the FDI algorithms presented in this article would most likely perform poorly in the case of a slowly growing bias. However, the authors believe that this problem is better to be dealt with by other estimation approaches (e.g. GPS/INS integration employing filter banks with various stochastic assumptions [41] ) because slowly growing bias can be in principal modeled and estimated by external aiding (e.g. GPS observations). On the other hand, one of the methods that could potentially cope with a slowly growing bias is the generalized autoregressive conditional heteroskedasticity (GARCH) approach presented in [42] . With this method the estimated variance of the sensor affected by a bias will grow in time, hence, the importance given to this sensor in the processing will decrease in time. In the future, we plan to investigate an alternative that employs multivariate GARCH models to estimate the variation of covariance matrix − t during the processing. She is Professor of Statistics at the University of Geneva. She has been lecturer at the Statistics Department of the London School of Economics (1993) (1994) (1995) (1996) and assistant professor at the Faculty of Psychology and Educational sciences of the University of Geneva (2000) (2001) (2002) (2003) (2004) .
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