This paper uses a 13-year panel of individuals in Tanzania to assess how adult mortality shocks affect both short and long-run consumption growth of surviving household members. Using unique data which tracks individuals from 1991 to 2004, we examine consumption growth, controlling for a set of initial community, household and individual characteristics; the effect is identified using the sample of households in 2004 which grew out of baseline households. We find robust evidence that an affected household will see consumption drop 7 percent within the first five years after the adult death. With high growth in the sample over this time period, this creates a 19 percentage point growth gap with the average household. There is some evidence of persistent effects of these shocks for up to 13 years, but these effects are imprecisely estimated and not significantly different from zero. The impact of female adult death is found to be particularly severe.
Introduction
While there are other more prevalent diseases in Africa, the characteristics of HIV/AIDS suggest that its economic and demographic impact will be profound. In the absence of the AIDS epidemic, prime-age deaths would be relatively rare in Africa. Because HIV in Africa is transmitted primarily through heterosexual contact, the epidemic is having a dramatic impact on the mortality of men and women in their prime childbearing and earning years; consequently, the mortality rates of adults 15-50 increase dramatically in areas affected by the epidemic (Ngom and Clark, 2003) . Moreover, HIV/AIDS is not restricted to poorer populations. Unlike other major diseases in Africa, HIV/AIDS is prevalent among the better educated and higher income Africans in urban areas, with mixed evidence about the correlation between socio-economic status and HIV. For example, earlier evidence (World Bank, 1999) indicated higher rates among better education/higher income groups, whereas more recent population survey data analyzed by De Walque (2006) does not indicate a correlation between education level and HIV status.
The implications of the epidemic, increased rates of severe illness and prime-age adult mortality, suggests that the disease will have consequences for a host of socio-economic indicators. This paper adds to the literature by addressing an empirical question which to-date has been underexplored: the long-run implications on living standards of adult mortality shocks on surviving family members. The study focuses on the Kagera Region in the North-West of Tanzania, an area deeply affected by HIV/AIDS.
Research on the socioeconomic impact of AIDS is wide and varied, and can be partitioned into estimates of macroeconomic costs and analysis of household (microeconomic) impacts. Empirical analysis of the economic impact of high prime-age adult mortality due to HIV/AIDS and other fatal illnesses at the macroeconomic level draws mixed conclusions. Early examples of macroeconomic studies in this area include Arndt and Lewis (2000) , Bloom and Mahal (1997) , Cuddington (1993a) , Cuddington (1993b) , Hancock (1994), Over (1992) , and Quattek (2000) . These macroeconomic studies have been critiqued for underestimating the impact of HIV/AIDS because they do not take into account the potential impact on human capital formation and its transmission between generations. Bell, Devarajan and Gersbach (2006) , McDonald and Roberts (2006) and Corrigan, Gloom and Mendez (2006) extend these models in varies ways to include the intergenerational effects on human capital accumulation and find large effects on national income per capita. On the other hand, Young (2005) models this orphan effect and finds that the reduction in fertility dominates and results in higher per capita consumption possibilities.
The underpinnings of the macroeconomic studies are the behaviours and outcomes for individuals affected by HIV/AIDS: individuals who are infected as well as people with socioeconomic ties to infected persons. There are several pathways through which an adult mortality can affect consumption or income levels among surviving household members. The direct costs of these events include medical expenses as well as funeral costs (which can be larger than the medical costs in areas with low health care provision). Illnesses are associated with the loss of earnings for both the sick household members and care-givers in the household. Un-earned income for households may also suffer if remittances are curtailed due to illnesses and mortality.
Deaths can result in asset losses due to disinheritance (for example, land grabbing). Finally, there may be significant intergenerational effects if illness and mortalities result in lower health and education investments in children (say due to costs of illness and liquidity constraints), compromising the future income of these children when they reach adulthood. On the other hand, the per capita income standing of surviving households could theoretically rise through increases in labor scarcity which increase the value of value time. This factor explains the results in the simulations by Young (2005) where the AIDS epidemic results in higher per capita consumption in the South African economy.
While there is increasing evidence of short-run income impacts on households due to shocks such as large-scale fiscal crises (see works cited in Fallon and Lucas, 2002) , morbidity shocks (Kochar, 1995) , and weather variation (Paxson, 1992; Kinsey, Burger and Gunning, 1998) , there are fewer studies on the income effects of deaths of household members. Grimm (2006) examines the consumption of survivors' after the death of a household member in Indonesia, including deaths of children and elderly household members. In this setting, given low prevalence levels, deaths are unlikely to be primarily due to HIV/AIDS. Christiaensen, Hoffmann and Sarris (2006) and Chapoto and Jayne (2006) study the relatively short-run impact of deaths on consumption levels (for deaths in the last 2 years in Tanzania and Zambia, respectively), while Yamano and Jayne (2004) study the impact of adult deaths on activities and particular sources of income. Consumption losses from health shocks can extend beyond the short-run impacts as shown in the study of panel data from 1999-2004 from Ethiopia in Dercon, Hoddinott and Woldehanna (2005) .
In their recent review of household studies of the impact of HIV/AIDS morbidity and mortality on household income and expenditure, Naidu and Harris (2005) emphasize the gaps in this literature including comprehensive measures of household expenditure (or income) and longitudinal data with which to track impacts over time. The lack of quantitative studies of the impact of an adult death at the household or individual level perhaps stems in large part from the difficulty in collecting data with the appropriate information to analyze the impact of adult mortality within households. To this end, this project follows on the original panel data collected in the Kagera region of Tanzania (Kagera Health and Development Survey -KHDS) originally designed to assess the short-run impact of an adult death.
Studies of the baseline KHDS panel found that many households seem to recover from the shock in terms of consumption expenditure (see World Bank, 1999, Chapter 4). Lundberg, over and Mujinja (2000) study the various coping strategies that household employ, including private transfers, credit, and public assistance. As this is based on an 18-month panel and up to 2 years after the event, it is unclear if these outcomes reflect the long-term impacts. If households have short-run coping strategies (such as selling off assets, borrowing, increased remittances from relatives) that are not sustainable in the long-run, the true impact of these shocks may be quite different from the short-run outcomes. Long-run impacts could evolve if this shock results in changes in income or asset strategies, such as reluctance to engage in high-risk/high-return activities, holding more liquid and less productive assets, or lower investment due to lower access to credit. This paper uses a 13-year panel of individuals to assess how adult mortality shocks affect both short and long run consumption growth of surviving household members. For a sample of households interviewed in 1991, we traced these members in 2004, including those who had relocated or formed their own household. For each baseline household member that died a special mortality questionnaire was administered, recording the year the person died, the reasons for their death, as well as who of the surviving baseline household members they were living with at the time of their death. Our analysis will focus on the effect of the death of these baseline household members on the households they were living in at the time of their death. We do this by regressing consumption growth between 1991 and 2004 on an indicator variable for whether any previous household member died while residing in the household. The nature of our data allows us to control for baseline household fixed effects, offering identification of the effects of adult mortality via the different split-off households stemming from the same initial household.
By thus exploiting the variation in outcomes across households whose members were all living together at baseline not at the time of the adult mortality event, we control more fully for heterogeneity in initial socio-economic conditions that may be correlated with subsequent adult mortality and the path of consumption growth. We also control for the characteristics of the 2004 households including household age fixed effects to account for the strong life-cycle patterns one may expect to observe in consumption.
The following pattern emerges: an affected household will see consumption drop by 7% within the first five years after the adult death. Meanwhile, as this is a period of rather high consumption growth, the average household continues to grow, at a rate that can be estimated to be about 13 percent over the same five year period, creating a 19 percentage point growth gap.
For deaths that occurred 6-13 years ago, we consistently find negative but insignificant effects.
This may be suggestive of no persistence in the impact of adult death and a full recovery.
However it may well be that other events blur the difference between affected and non-affected households. A 'casual observer', and even our relatively detailed data set, may then only imprecisely measure differences in consumption between them, but a persistent effect, at least up to 13 years, seems plausible if unproven given our regression results. Further testing fails to find any evidence of risk-sharing for adult mortality shocks among the 2004 households which originated from the sample of initial households.
Setting and Data
The data for this study are from the Kagera Region, an area far from the capital and coast, bordering Lake Victoria, Rwanda, Burundi and Uganda. It is overwhelmingly rural and primarily engaged in producing bananas and coffee in the north and rain-fed annual crops (maize, sorghum, cotton) in the south. Relatively low-quality coffee exports and agricultural produce are It is nevertheless an area of early and high HIV-prevalence. Kwesigabo et al. (2005) reported on three population samples in 1987 in districts of contrasting exposure in Kagera, finding in 1987 overall age-adjusted HIV-prevalence in urban Bukoba district of 24.2%, of 10.0% in Muleba district, a medium-prevalence area, and of 4.5% in Karagwe district, a lowprevalence area. Subsequently, this baseline sample was followed further, and prevalence rates appear to have been coming down, both due to mortality and lower incidence. In urban Bukoba, prevalence went down to 18.2% in 1993 and 13.3% in 1996. In the other areas studied, prevalence also declined considerably, to 4.3% and 2.6% in Muleba and Karagwe respectively. Kwesigabo et al. (2005) note that the decline in these areas of different initial HIV-exposure suggests that the epidemic may have been arrested early without necessarily peaking to saturation levels. Nevertheless, and relevant for our study, a rapid decline in prevalence, even without any new incidence of HIV, is only possible due to large mortality in this period.
The Kagera Health and Development Survey (KHDS) was originally conducted by the World Bank and Muhimbili University College of Health Sciences (MUCHS), and consisted of 915 households interviewed up to four times from fall 1991 to January 1994 (at 6-7 month intervals). In addition to the household survey, the KHDS included surveys of communities, prices and facilities.
1 The KHDS 1991 -1994 The main focus of this study is the impact of adult mortality on subsequent consumption (or poverty) of survivors as much as 12 years later. Adult mortality is but one of many events that can have serious negative effects on future consumption outcomes. To get a sense of the overall scope of shocks, as perceived by panel respondents, Table 1 gives an overview of the Table 1 shows that about two-thirds of respondents reported at least one of these years to be very bad. About 20% of all respondents reported that their living conditions and wealth were 'very bad' due to the death of a relative or other person;
this is the most frequently mentioned reason. Serious illness and adverse weather condition leading to harvest failure score second and third place at 13% and 12% of panel respondents respectively. In total 16% of the panel respondents above 20 years old report at least one year to have been very bad because of agricultural problems (including negative effects of weather problems which affected prices of output and crop or livestock pests and diseases). Loss of assets due to crime, violence, eviction, fire etc. and problems related to wage or other off-farm employment were the next major category of shocks. About 2% of the respondents reported very bad living conditions because of family problems and 1% because of jail sentences or lawsuits.
One of the difficulties with measuring the events that have happened in order to assess the impact of the shock is that these events are usually self-reported by respondents. The problem, then, is that we may not have a measure of the event itself but rather a report of the event conditional on being a significant negative economic shock from the perspective of the household. Thus, shocks reported by households will be endogenous, resulting in an upward bias in the impact of the event if more salient events are those whose socio-economic impact is larger.
Using information on the survival status of our sample of baseline respondents, as well as the panel respondents with whom they resided when they died between the baseline and 2004
rounds, we will measure deaths not based on the panel respondent identification of the shock but from the actual event itself. 2 However, for understanding how an adult death may be correlated with other negative events, we will also use the household reports of agricultural shocks with the caveat above. Table 2 
Methodology and empirical specification
Using the sample of respondents interviewed in 2004, the objective in this study is to evaluate the impact of adult mortality on consumption for surviving respondents, focusing on the growth in consumption between the baseline and follow-up survey. We use as the unit of observation the surviving panel household i, defined as a household that includes at least one survey respondent who was interviewed in the baseline. The treatment of interest is the adult mortality shock D. The relationship of interest used in the evaluation can be written as the following general specification: Estimated using OLS, equation (1) is equivalent to a difference-in-difference specification with a set of controls, and the parameter γ offers the average treatment effect. There are important econometric difficulties with estimating equation (1). First, while the difference-indifference specification controls for unobserved (time-invariant) heterogeneity affecting levels of consumption, and X i0 captures observed heterogeneity affecting changes in consumption, there could be unobserved heterogeneity affecting consumption changes, correlated with adult death.
For example, deaths may occur with higher frequency in poor and vulnerable households with limited growth potential. The controls at baseline may not limit this problem sufficiently. Also, death could be endogenous to consumption since consumption expenditures can influence health and mortality. Defining the initial household for panel household i as household j, we estimate (those who will have split-off before the person in question dies). To investigate this further, we re-run the regressions focusing on a much narrower control and treatment group, defined on the basis of a sub-sample of the data set, in which we only consider initial households that include individuals with the same blood relationship to the adults that subsequently died. We report on three sub-samples: children of the deceased, parents and children of the deceased, and spouses, parents and children of the deceased. The variation used to identify the impact of the adult mortality shock is then based on those households splitting so that these different types of blood relatives are spread across different households. In all three sub-samples, the control and treatment groups are then defined on the basis of a particular close blood-relationship to the deceased.
Finally, the use of the IHHFE framework creates also a problem of interpretation. Since we only have one observation of changes in consumption, the use of the initial household fixed effect implies that we are jointly testing whether there is any impact of an adult mortality shock and whether there is risk-sharing within all 2004 households from the same initial household.
For example, it could be that a mortality death is very costly, but that these costs are effectively insured by the other members of the same initial household, so the effect shows up as insignificantly different from zero on the mortality term, since the entire effect is shared by the same 'extended' family and picked up by the initial household fixed effect. To disentangle these effects, we drop the initial household fixed effects, and revert to a specification as in (1), include specific household baseline characteristics in X i0 , and augment the regression with a term D j capturing the adult mortality shock of any initial panel respondent (which is the same for all split-offs from the same initial household). The regression then becomes:
If risk-sharing of shocks were to take place, then the φ should be significantly different from zero, controlling for a shock faced only by a particular panel household. Full risk-sharing in the extended family would be implied if γ = 0 as well.
Regression Results
We start by estimating Equation (2), using IHHFE. For the death occurring earlier, the coefficients are negative, smaller in absolute value and less significant. This pattern emerges in further specifications as well. Prime facie, this would be evidence that adult mortality shocks are not persistent at all: adult mortality shocks have no effects after five years, so that there is a strong recovery. However, it would also be consistent with our inability to control fully for other shocks and events in this 13 year period:
even if these shocks are not correlated with adult mortality shocks, and therefore even if they do not affect the point estimates in the regression, they create noise, confounding the difference between the treatment and control group. In other words, we may be facing a problem of increasing imprecision in our ability to identify the impact of the shocks of a long time ago.
While we may not be able to identify persistence, this is not strong evidence against persistence either.
Splitting the mortality variable up by the gender of the deceased and focusing on the specification controlling for crop shocks (Table 3 column (1) and (3), and once we control for agricultural crop shocks there are no significant persistent effects for mortality shocks that occurred more than five years ago. It is interesting to note that crop shocks display a more persistent negative effect than mortality shocks: crop shocks going back to 1991 are significant and persistent for a long time, leading to growth losses with point estimates of between 17 and 40 percent.
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Initial household conditions may play an important role in the magnitude of the effect of deaths on income growth. We explore this potential heterogeneity by interacting adult death with baseline wealth of the household. Specifically, interaction terms are included for the mortality shock and whether the household belongs to the top quartile of household consumption in 1991 ('rich'), as well as having household consumption below the median ('poor'). Table 4 shows some of the interactions that were investigated. In general, we do not find a significantly different impact according to wealth or poverty. There was similarly no evidence of that crop shocks had different effects for rich or poor households either. In all regressions explored, the adult death effect remains strongly significant and relatively stable.
The magnitude of the effect of adult deaths might also vary depending on the length of illness preceding the death, in addition to the realization of the death itself. Spells of illness prior to death are hypothesised to constitute periods of severe financial stress to households (for 7 In 1996-99, the crop shock variable is only significant at 11%, but almost the same value and same standard error as in the more parsimonious equation (3)). Testing a linear restriction on the three crop shocks suggests that they are not significantly different from each other (F(2, 1416)=0.43), and jointly significantly different from zero (F(3,1416)=4.11, or significant at 1%). Crop shocks, even those more than 10 years ago, appear to have an impact.
reasons noted above). The inclusion of a measure of length of illness (the number of months the person was ill for before he or she died), however, did not have any additional explanatory power over the mortality variables (Table 4 , column 3).
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As discussed in the previous section, the tests in Tables 3 and 4 are a joint test of the impact of an adult mortality shocks whether there is any impact of an adult mortality death and whether there is risk-sharing within all split-offs of the same initial household. As in equation (3), we over-specify the earlier regressions with a variable describing the mortality of any prime age adult in the baseline survey belonging to the initial household. Under the null of full risksharing, consumption changes should not be affected by mortality shocks of a baseline member residing with the particular household, but should be significant for any mortality shock of a baseline member of the initial household. Table 5 presents the results.
To implement the test, the otherwise perfectly collinear initial household fixed effect will have to dropped, and replaced by a vector also including a series of baseline household characteristics. We include initial asset values, household demographics (males/females aged 0-5, 6-15, 16-65 and 66+), characteristics of the head at baseline (number of years of education, sex, age and age squared) and the number of children of the head living outside the household.
The regression also includes a full set of cluster fixed effects, (mean) age fixed effects, the mean individual baseline characteristics of those residing together in 2004 and agricultural shocks.
Finally, to capture initial household conditions more fully, we also include household consumption at baseline. Since this variable is most obviously likely to be endogenous (including but not exclusively due to measurement error, thereby affecting both the dependent variable and the initial level of consumption), it is necessary to explore the use of IV estimation. Finding credible instruments for initial consumption is not self-evident, but we have access to rainfall data preceding the baseline survey. In the Kagera farming system, droughts and generally poor rainfall can present serious problems to crop income, so we use z-scores of rainfall deviations in the year preceding the baseline, with positive rainfall deviations truncated to zero. To allow for household level variation, we use as identifying instruments all the RHS variables interacted with this truncated z-score. The full first stage regression is reported in Appendix 2. The diagnostics for the instruments are encouraging: for example, the Cragg-Donald weak instrument F-stat is 8.06, while the Sargan over-identification statistic is 14.66 with a p-value of 0.55. Table 5 offers the results. First, column (1) offers the IHHFE findings for the particular (somewhat smaller) sub-sample for whom we have full information on all the controls used. As before, a clear negative effect of a prime age death can be found. Column (2) uses a specification as in equation (3), using all the controls, including initial consumption, but the latter treated as exogenous. The impact of an adult mortality shock is again negative and significant at 5 percent:
perfect risk-sharing is not taking place. The impact of any prime age death of a respondent in the initial household, our means of assessing the presence of at least some risk-sharing, is not significantly different from zero, implying that there is no evidence suggestive risk-sharing between the split-offs of the same initial household. However, this may a consequence of the presence of lagged consumption, a likely endogenous variable, as an explanatory variable.
Column (3) A final concern with the results presented in Tables 3 and 4 using IHHFE is that the treatment and comparison groups may not be comparable: even though split-offs originate from the same initial household, there may be some non-random sorting into particular groups, making the evaluation of the impact of adult mortality flawed. For example, it may be that baseline individuals in a household were split in a group of relatives and non-relatives of the deceased before the mortality shock. This could be either in anticipation of a period of hardship in the household or unrelated to it. For example, in anticipation of an adult dying, household splits may also involve the placement of the ill person with relatives only, and not randomly across the split-offs. Our regressions already control for a range of variables, like age fixed effects, sex, years of schooling and number of biological children of the respondent living outside the household at baseline. In order to specifically accommodate these concerns, we restricted our sample to create more directly comparable control and treatment groups. We report on three restricted sub-samples: children of the deceased, parents and children of the deceased, and spouses, parents and children of the deceased. The variation used to identify the impact of the adult mortality shock is then based on those households splitting so that these different types of blood relatives are spread across different households. While this may not solve all problems of (endogenous) placement across split-off households, it forces the comparison to be done between 2004 households with similar blood relatives. Table 6 reports the results, while Table 7 shows the number of 'useful' treatment observations from which the results are derived. In all specifications, the impact of adult death is strongly significant, and larger in size compared to the earlier results in Table 3 . It would appear that households of children living with a parent that dies are more strongly affected than other households, and the effect declines somewhat when broader categories of relatives are added. In view of the results, this would also suggest that living in a household in which a non-relative dies has less of an impact on consumption changes.
Although not reported, this is confirmed in the data. Again, female deaths dominate the results and male deaths do not appear to have a significant impact.
Conclusions
More than 20 years after the AIDS epidemic surfaced in Africa, it is perhaps surprising that there are significant gaps in empirical evidence of the impact of HIV/AIDS in regards to the income of surviving household members. This paper uses unique longitudinal data designed to measure this impact. In the broader context, these results can be placed in the context of macroeconomic studies which draw competing conclusions about the implications of the AIDS epidemic for national levels of income per capita. We provide evidence that adult mortality shocks, especially of females, have a large impact on the growth in consumption of surviving household members in a region of Tanzania that has been seriously afflicted by the HIV/AIDS epidemic In our sample, 22% of the households experienced an adult death between 1991 and 2004. We find significant and robust evidence that the impact of a prime-age death results in a 7% drop in consumption in the first five years after the death. After five years the effect remains negative, but becomes smaller and more imprecise. Statistically, the effects are not significant, so there is no evidence of a persistent impact of shocks after five years, suggesting a strong recovery. Nevertheless, we should be cautious with this interpretation: Is there really no persistence to these serious shocks? The regressions are not be able to control for all other shocks and events, moving households up and down the consumption distribution, creating noise and potentially contributing to the imprecision of the estimates for mortality shocks that have occurred in the early part of the 13-year period. Given the point estimates, the lack of persistence is not easily proven either, although they are becoming smaller in absolute value for shocks that occurred a long time ago, so the effect may well be fading. This would suggest that a 'casual observer' should not expect to see distinguishable differences between households who did or did not experience a prime-aged adult death as long as 13 years ago, but that the isolated effect of the death may well be persistent even to date and could have important economy-wide influence in high mortality areas. Of course, we are unable to confirm that this result reflects the actual time path of the impact of adult mortality on income, or changes in regards to the income effects of adult mortality over this time period (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) as the scope of epidemic changes in Tanzania.
The unique feature of our data set, that is follows individuals belonging to a baseline set of households re-interviewed more than 10 years later, allows us to show that these results are robust to household heterogeneity. The impact of death does not appear to be different among households that are richer or poorer at baseline. The effect on income growth appears largely linked to the mortality event; the impact does not vary with the length of the illness. We also did not find any evidence of risk-sharing between different households split off from the original households at baseline, while the impact of adult death is higher when the death involves a close blood relative.
How households may have been able to cope in the long run is to be assessed further in these data. For example, it may be possible that it is achieved via further re-organization of the household, including via migration and household re-formation. In Beegle and Krutikova (2006) , it is found that orphans are more likely to marry young, while migration of some individuals also can re-align the returns to labor within the family. More research is needed to assess these issues more comprehensively. (3) and (4) have a smaller sample because the crop shock variable was only collected for panel respondents above 20 years old. * significant at 10%; ** significant at 5%; *** significant at 1%. Notes: 'Poor' is defined as below median household consumption in 1991; 'rich' is defined as top quartile household consumption in 1991. Length of illness is the number of months the deceased was ill before death. Regressions include age fixed effects (i.e. a spline function allowing for different slop for each year). Regressions include age fixed effects (i.e. a spline function allowing for different slop for each year). * significant at 10%; ** significant at 5%; *** significant at 1%. Notes: Initial household fixed effects regressions as in Table 3 , but with samples restricted to biological children of deceased in regressions (1) and (4); restricted to biological children or parents of the deceased in regressions (2) and (5) and restricted to biological children, parents or spouses of the deceased in (3) and (6). Standard errors in square brackets. * significant at 10%; ** significant at 5%; *** significant at 1%. Notes: The number of treatment observations in the sample from initial households with at least one non-treatment observation included in the sample.
As described in the text, the set of baseline households in 1991 grew into more than 2,700 households in 2004. The flowchart below illustrates the potential configuration of a household in the KHDS sample and how it relates to our identification strategy using the Initial Household 
