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I robot di  oggi sono molto limitati rispetto al numero di 
compiti  che possono svolgere ad al grado di flessibilità che 
hanno  nello  svolgere  tali  compiti.  In  effetti,  la  stragrande 
maggioranza dei robot oggi è programmata (o evoluta) per 
compiere un singolo compito in un solo tipo di ambiente. Gli 
organismi  naturali,  e  gli  esseri  umani  in  particolare,  sono 
invece in grado di fare molte cose diverse e di adattare le 
loro capacità alle nuove sfide che l'ambiente pone loro. Ciò è 
possibile  grazie  alla  loro  capacità  di  apprendere  un  gran 
numero  di  abilità  in  modo  cumulativo  sulla  base  di 
motivazioni intrinseche come la curiosità e la novità [1-2], e 
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di  risolvere  i  problemi  che  si  trovano  ad  affrontare 
combinando  e  ricombinando  in  modo  flessibile  le  abilità 
apprese. Lo studio di sistemi artificiali in grado di modellare e 
riprodurre le capacità di apprendimento autonomo basato su 
motivazioni intrinseche degli organismi reali è un campo in 
rapida espansione negli ambiti della machine learning, della 
robotica autonoma e della vita artificiale [3-5].
In questo contributo presentiamo un modello gerarchico 
di  apprendimento  per  rinforzo  basato  su  motivazioni 
intrinseche  che  è  in  grado  di  far  apprendere  ad  un  robot 
autonomo  (simulato)  una  serie  di  abilità  che  sono 
successivamente  combinate  per  risolvere  differenti  compiti 
sulla base di rinforzi esterni.
2. Modello
2.1 Robot e ambiente
Il  robot  simulato  è  un  robot  mobile  di  30  centimetri  di 
diametro  munito  di  una  video  camera  puntata  su  una 
porzione di terreno di fronte al robot di 24x8 cm. L'input del 
robot  consiste  in  12x3  valori  binari  che  corrispondono 
all'attivazione di recettori RGB (rosso-verde-blu) che fanno il 
campionamento  dell'immagine  della  videocamera  divisa  in 
una griglia regolare di 2x6 (fig. 1). L'output motorio del robot 
consiste  di  due  unità  che  regolano  rispettivamente  la 
variazione di orientazione (in un intervallo di [-30, 30] gradi), 
e la velocità di traslazione (in un intervallo di [0, 2] cm/sec. 
L'ambiente consiste in un'arena quadrata con un pavimento 
colorato in modo regolare (fig. 2).
 
2.2 Vita e compito
La  'vita'  del  robot  è  divisa  in  due  fasi:  infanzia  ed  età 
adulta.  Durante  l'infanzia  il  robot  è  libero  di  esplorare 
l'ambiente  apprendendo  un'insieme di  abilità  sensomotorie 
sulla  base  di  motivazioni  interne  (senza  alcun  rinforzo 
esterno).  Durante  la   vita  adulta  il  robot  apprende  a 
combinare  le  abilità  acquisite  per  risolvere  sei  compiti 
differenti  sulla  base  di  rinforzi  esterni.  I  sei  compiti  sono 
raffigurati  in figura 2.  Ciascuno di  essi  corrisponde ad una 
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differente fase adulta ed inizia con il robot posizionato in una 
particolare  posizione  iniziale:  l'obiettivo  del  robot  è 
raggiungere il maggior numero di volte possibile il rinforzo, la 
cui locazione nell'ambiente dipende a sua volta dal compito. 
Ogni  volta  che  il  robot  raggiunge  il  rinforzo  viene 
riposizionato nella posizione iniziale.
Fig. 1 Il sistema di controllo
2.3 Il sistema di controllo
Il  sistema  di  controllo  del  robot  consiste  in  una  rete 
neurale modulare organizzata in modo gerarchico, e formata 
da un 'selettore' e da un certo numero di 'esperti', in questo 
caso  3  (figura  1).  Ciascun  esperto  rappresenta  quella  che 
abbiamo  chiamato  'abilità',  ossia  una  regola  di  mapping 
sensomotorio tra la percezione corrente e il  movimento da 
eseguire.  Il  selettore  decide  invece,  sulla  base  dell'input, 
quale degli esperti assume in ciascun istante il controllo dei 
movimenti del robot.
Sia il selettore che ciascuno degli esperti consiste in una 
implementazione  neurale  del  modello  attore-critico 
dell'apprendimento per rinforzo [6]. Tale modello è composto 
da un attore, che mappa gli input percettivi negli output (che 
rappresentano le azioni del modello) ed un critico, che mappa 
gli  input in una valutazione dello stato percettivo corrente, 
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che,  con  il  proseguire  dell'apprendimento,  tenderà  a 
rappresentare  la  somma  di  tutti  i  rinforzi  futuri  scontata 
rispetto al ritardo temporale con cui tali rinforzi sono attesi. 
Sia  l'attore  che  il  critico  apprendono  sulla  base  della 
'sorpresa',  che  è  una  misura  dell'errore  di  predizione  del 
rinforzo del critico.
Figura  2:  L'ambiente.  Le  strisce  sono  colorate  di  blu 
(grigio  scuro),  rosso  (grigio)  e  verde  (grigio  chiaro).  Lo 
sfondo,  qui  rappresentato  come  bianco,  è  in  realtà  nero. 
Ciascuna freccia rappresenta uno dei sei compiti  del robot. 
L'inizio  della  freccia  rappresenta  la  posizione  di  partenza 
mentre  la  punta  rappresenta  il  punto  in  cui  è  presente  il 
rinforzo.
Ciascun  esperto  comprende  anche  un'ulteriore  rete 
neurale, chiamata 'rinforzatore', che mappa l'input corrente 
nel  segnale  di  rinforzo  che  guida  l'apprendimento  di 
quell'esperto  durante  l'infanzia  del  robot.  Il  segnale  di 
rinforzo per il selettore durante l'infanzia è invece costituito 
dalla sorpresa (definita) sopra dell'esperto a cui il selettore 
ha dato il controllo nel ciclo precedente. Dato che la sorpresa 
può essere considerata come un'indice di quando un esperto 
sta  apprendendo  in  ciascun  istante,  durante  la  fase 
esplorativa il selettore impara così a dare il controllo a quegli 
esperti che stanno imparando meglio.
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Durante  la  fase  adulta  invece  l'apprendimento  degli 
esperti è interrotto, mentre il selettore impara a combinare le 
abilità acquisite dagli esperti sulla base del rinforzo esterno.
2.4 L'algoritmo genetico
I pesi delle reti neurali che costituiscono attori e critici del 
selettore e degli esperti vengono dunque appresi durante la 
vita del robot. I pesi dei rinforzatori di ciascun esperto sono 
invece fissi,  e sono evolute tramite un algoritmo genetico, 
secondo  il  tipico  schema  della  robotica  evolutiva  [7] 
L'insieme dei pesi dei rinforzatori costituisce infatti il genoma 
di  un  individuo.  All'inizio  di  una  simulazione  100  individui 
vengono inizializzati con pesi casuali e vengono fatti vivere 
nel loro mondo per le due fasi dell'infanzia e dell'età adulta. 
La fitness  di  ciascun individuo  è calcolata solo  durante  gli 
ultimi  50000  passi  della  vita  adulta  per  ciascuno  dei  6 
compiti, e viene misurata come il numero di rinforzi raggiunti 
normalizzato  per  il  valore  massimo teoricamente  possibile, 
ossia  quello  che  sarebbe  raggiunto  da  un  individuo  che 
andasse sempre in linea retta alla massima velocità dal punto 
di  partenza  al  punto  dove  è  il  rinforzo.  La  generazione 
successiva  viene  prodotta  copiando  5  volte  il  genoma  di 
ciascuno dei 20 migliori individui ed aggiungendo mutazioni 
casuali  nei  pesi.  L'intera  procedura  è  ripetuta  per  100 
generazioni.
3. Risultati
In linea generale, i risultati sono abbastanza promettenti: 
sia la fitness media che quella del miglior individuo di una 
generazione crescono molto velocemente e raggiungono un 
valore stabile in poche generazioni  (tipicamente 10-20).  La 
fitness  del  miglior  individuo  supera  0.8,  che  è  un  valore 
altissimo  considerato  che  una  fitness  uguale  ad  1 
indicherebbe  che  il  robot  va  sempre  in  linea  retta  alla 
massima velocità verso il rinforzo (ossia seguendo le frecce di 
figura 4), il che è impossibile dato che il robot non può vedere 
il rinforzo e può far affidamento solo sull'informazione locale 
data dal colore del pavimento di fronte a sé.
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La figura 3 mostra il  comportamento del  migliore robot 
evoluto.  Fig.  3a  mostra  il  comportamento  all'inizio 
dell'infanzia:  dato che all'inizio i pesi di tutti  gli attori sono 
casuali,  il  comportamento  non  può  che  essere  casuale.  In 
particolare, il selettore assegna in modo casuale il controllo ai 
vari  esperti,  che  a  loro  volta  agiscono  a  caso.  Alla  fine 
dell'infanzia  però  il  robot  mostra  un  comportamento 
altamente strutturato (fig. 3b): in particolare, ciascun esperto 
si è specializzato nel seguire una linea colorata (apprendendo 
sulla  base  del  proprio  rinforzatore  evoluto),  mentre  il 
selettore,  che  ha  appreso  sulla  base  della  sorpresa  degli 
esperti  (che  a  sua  volta  è  una  misura  del  grado  di 
apprendimento),  ha  appreso  ad  assegnare  il  controllo  agli 
esperti  che  sono stati  in grado di  massimizzare  il  proprio 
apprendimento.
Figura 3: Rappresentazioni del comportamento del miglior 
robot evoluto in varie fasi. Il robot è rappresentato come un 
cerchio con un rettangolo davanti (l'area percepita tramite la 
telecamera).  I  piccoli  simboli  (quadrati  neri,  cerchi  vuoi  e 
croci) indicano quale dei tre esperti è stato selezionato in una 
data posizione. (a) Inizio dell'infanzia.  (b) Fine dell'infanzia. 
(c-h) La fine dell'ultima fase della vita adulta per ciascuno dei 
6  compiti.  Le  croci  ed  I  cerchi  agli  incroci  delle  strisce 
colorate rappresentano, rispettivamente, le posizioni iniziali e 
finale.
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Il risultato di questo processo di sviluppo è che alla fine 
dell'infanzia il robot ha acquisito un insieme di abilità di base 
che possono essere usate per risolvere i vari compi incontrati 
durante la vita adulta. Questo è illustrato chiaramente in fig. 
3c-h,  che mostrano il  comportamento del  robot  adulto  alla 
fine  della  fase  adulta  per  ciascuno  dei  6  compiti. 
Ogniqualvolta il robot si trova su una delle strisce colorate il 
selettore dà il controllo all'esperto specializzato per seguire 
quel colore (a parte rari casi dovuti alla natura parzialmente 
stocastica  della  selezione).  Quando  una  striscia  colorata 
finisce ed il robot arriva ad un incrocio, il selettore deve solo 
apprendere a selezionare l'esperto che è in grado di seguire il 
colore che porta  al  rinforzo.  Il  risultato  è che il  robot  è in 
grado di apprende velocemente a risolvere i diversi compiti 
che deve affrontare. Ciò è possibile grazie al fatto che il robot 
non  ha  bisogno  di  imparare  tutto  da  capo  per  risolvere 
ciascun  singolo  compito,  ma  può  farlo  semplicemente 
combinando  appropriatamente  le  abilità  acquisite  durante 
l'infanzia.
4. Conclusione
In questo contributo abbiamo presentato un'architettura 
neurale  modulare  e  gerarchica  disegnata  per  rendere 
possibile l'apprendimento cumulativo basato su motivazioni 
intrinseche di  sistemi  autonomi.  Abbiamo testato  la  nostra 
architettura  con  una  simulazione  in  cui  un  robot  simulato 
dotato di un sistema visivo molto semplice impara a risolvere 
diversi compiti di navigazione tramite la combinazione delle 
abilità apprese durante la sua fase di sviluppo sulla base di 
rinforzi interni provenienti da (a) rinforzatori evoluti tramite 
un algoritmo genetico e (b) la 'sorpresa', ossia l'errore nella 
predizione dei rinforzi futuri, che rappresenta una misura del 
tasso di apprendimento.
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