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Abstract—In many real-world applications, data are often
unlabeled and comprised of different representations/views
which often provide information complementary to each other.
Although several multi-view clustering methods have been
proposed, most of them routinely assume one weight for one
view of features, and thus inter-view correlations are only
considered at the view-level. These approaches, however, fail
to explore the explicit correlations between features across
multiple views. In this paper, we introduce a tensor-based
approach to incorporate the higher-order interactions among
multiple views as a tensor structure. Specifically, we pro-
pose a multi-linear multi-view clustering (MMC) method that
can efficiently explore the full-order structural information
among all views and reveal the underlying subspace structure
embedded within the tensor. Extensive experiments on real-
world datasets demonstrate that our proposed MMC algorithm
clearly outperforms other related state-of-the-art methods.
Keywords-Multi-view clustering, tensor, tensor decomposi-
tion, regression
I. INTRODUCTION
In many applications, data are naturally comprised of
multiple representations or views. For example, images on
the web have textual descriptions associated with them;
one document may be translated into multiple different
languages. Observing that different views often provide com-
patible and complementary information, it appears natural
to integrate them together for better performance rather
than relying on a single view. The key of learning from
multiple views is to leverage the interactions and correlations
between views in order to outperform simply concatenating
views. As multi-view data without labels are plentiful in real
world applications, the problem of unsupervised learning
from unlabeled multi-view data has attracted considerable
attention in recent years [1, 2, 3], referred to as multi-view
clustering.
Most of existing multi-view clustering algorithms are
essentially extended from classical single-view clustering
algorithms, such as spectral clustering and K-means clus-
tering. For example, a co-regularized multi-view spectral
clustering [4] is developed by keeping the consistency to
the same clustering across all of similarity graphs. Some
works [5, 6] adaptively learn weights to differ the reliability
of different views for each graph during the optimization.
Although these multi-view spectral clustering algorithms can
achieve promising performance, they still have two main
drawbacks: First, these algorithms generally need to build a
proper similarity graph for each view. The construction of
the similarity graph is a key issue involving many factors,
such as the choice of kernels and their parameters. These
factors may greatly affect the final clustering performance.
Second, due to the heavy computation of similarity graphs,
these graph based methods cannot effectively tackle large-
scale multi-view clustering problems.
In contrast, multi-view K-means clustering approaches
are more practically useful to deal with large-scale data
since they are free from constructing similarity graphs. This
kind of methods is originally derived from the non-negative
matrix factorization (NMF) with orthogonality constraints,
which is equivalent to relaxed K-means clustering [7]. [8]
proposed a joint NMF based multi-view clustering algo-
rithm via seeking for a factorization that gives compatible
clustering solutions across multiple views. [9] proposed
the robust multi-view K-means clustering by using the
structured sparsity-inducing norm, ℓ2,1-norm, to replace the
Frobenius-norm in the K-means clustering objective and
learning individual weight for each view. After [10] showed
that a regression-like clustering objective is equivalent to
the Discriminative K-means, [11] incorporated the group
ℓ1-norm together with the ℓ2,1-norm as joint structured reg-
ularization terms in the objective to better capture the view-
wise relationships among data. However, these algorithms
are performed in the original feature space without any
discriminative subspace learning mechanism that may render
curse of dimensionality when dealing with multi-view and
high dimensional data.
Furthermore, most previous multi-view clustering ap-
proaches assume one weight for one view of features,
and thus inter-view correlations are only considered at the
view-level. These approaches, however, fail to explore the
explicit correlations between features across multiple views.
Recently, several researchers proposed the use of tensor
analysis method to address multi-view clustering problems
[12, 13, 14], and it is reported to achieve competitive per-
formance compared with conventional multi-view clustering
algorithms. However, existing methods mainly focus on
the third-order tensor representation, while the higher-order
structural information among all views has not been fully
exploited. In this paper, we propose a higher-order tensor
based Multi-linear Multi-view Clustering (MMC) method
for exploring the unsupervised heterogeneous data fusion
and clustering, which can take all the possible interactions
between views and clusters into account, ranging from the
first-order interactions to the highest order interactions.
II. PRELIMINARY
A. Tensor Algebra and Notation
We denote scalars by lowercase letters, e.g., x; vectors
by boldfaced lowercase letters, e.g., x; matrices by boldface
uppercase letters, e.g., X; and tensors by calligraphic letters,
e.g., X . We denote their entries by xi, xi,j , xi,j,k , etc.,
depending on the number of modes. All vectors are column
vectors unless otherwise specified. For an arbitrary matrix
X ∈ RI×J , its i-th row and j-th column vector are denoted
by xi and xj , respectively. Its Frobenius norm is defined
by ‖X‖F =
√∑I
i=1 ‖x
i‖
2
2, and its ℓ2,1 norm is defined
by ‖X‖2,1 =
∑I
i=1
∥∥xi∥∥
2
. Additionally, tr(·) denotes the
trace function, vec(·) denotes the column stacking operator,
diag(·) denotes a diagonal matrix formed from its vector
argument, ∗ denotes the Hadamard (elementwise) product,
and ⊗ denotes the Kronecker product.
An important property of Hadamard product is a ∗ b =
diag(a)b. An important application of Kronecker product
is to rewrite the matrix equation AXB = C into the
equivalent vector equation (BT ⊗ A)vec(X) = vec(C).
The inner product of two tensors X ,Y ∈ RI1×···×IM is
defined by
〈
X ,Y
〉
=
I1∑
i1=1
· · ·
IM∑
iM=1
xi1,··· ,iM yi1,··· ,iM . The
outer product of vectors x(m) ∈ RIm for m ∈ [1 : M ] is an
M -th order tensor and defined elementwise by
(
x(1) ◦ · · · ◦
x(M)
)
i1,··· ,iM
= x
(1)
i1
· · ·x
(M)
iM
=
∏M
m=1 x
(m)
im
for all values
of the indices. In particular, for X = x(1) ◦ · · · ◦ x(M) and
Y = y(1) ◦ · · · ◦ y(M), it holds that
〈
X ,Y
〉
=
M∏
m=1
〈
x(m),y(m)
〉
=
M∏
m=1
x(m)
T
y(m). (1)
B. Problem Definition
In the setting of multi-view clustering, assume we are
given a dataset with N instances in V views {X(v)}Vv=1,
where X(v) =
[
x
(v)
1 , . . . ,x
(v)
N
]
∈ RDv×N denotes the
feature matrix of the v-th view and Dv is the dimensionality
of the v-th view. Our goal is to partition N instances into
K clusters by exploiting the information in all V different
views of the data. Specifically, we aim to accurately perform
clustering in the joint space of the multiple views, while
focusing explicitly on inter-view interactions by virtue of
tensor manipulation.
III. MULTI-LINEAR MULTI-VIEW CLUSTERING
Clustering is unsupervised and exploratory in nature. Yet,
it can be performed through penalized regression with group-
ing pursuit. The linear regression-based clustering models
often have the following general form of objective function
[11]:
min
W,FTF=I
‖XTW + 1Nb
T − F‖2F , (2)
where X =
[
x1, . . . ,xN
]
∈ RD×N is a data matrix with D
features and N samples, W ∈ RD×K is the weight matrix
(a.k.a. projection matrix), b ∈ RK is the bias vector, 1N ∈
R
N is the constant vector of all ones, F =
[
f1, . . . , fK
]
∈
R
N×K is the cluster indicator matrix, and fn,k indicating
how likely the n-th instance belongs to the k-th cluster.
Previous work [10] showed the regression-based cluster-
ing objective of Eq. (2), which is equivalent to the Dis-
criminative K-means, obtains better results than K-means
or spectral clustering methods. Thus, it is desirable to
extend regression method to conduct multi-view clustering.
However, due to the self-limitation of linear regression, it
is not effective to directly use it for multi-view clustering,
which only captures linear correlations between views, and
neglects all interactions between multiple views. Here we
sought to design a regression-based Multi-linear Multi-view
Clustering (MMC) method to fuse all possible dependence
relationships among different views and clusters, thus result
in more accurate and interpretable model.
A. Model
Let zn = [xn; 1] ∈ R
D+1 for n ∈ [1 : N ] and W =
[W;bT] ∈ R(D+1)×K , then the bias b of Eq. (2) can be
absorbed to W. Eq. (2) can thus be rewritten as follows:
‖ZTW − F‖2F =
N∑
n=1
K∑
k=1
(zTnwk − fn,k)
2, (3)
where Z =
[
z1, . . . , zN
]
∈ R(D+1)×N , wk is the k-th
column vector of W, and fn,k is the n-th row and the k-th
column of the matrix F. From the regression point of view,
we note that fˆn,k can be explicitly expressed as
fˆn,k = z
T
nwk = 〈e
T
k , z
T
nW〉 = 〈zn ◦ ek,W〉 , (4)
where ek ∈ R
K is the cluster/class indicator vector and
defined as follows:
ek = [0, · · · , 0︸ ︷︷ ︸
k-1
, 1, 0, · · · , 0]T ∈ RK .
On the other hand, by means of the outer product, each
multi-view data point {x
(v)
n }Vv=1 are able to be incorporated
into a tensor representation in the form x
(1)
n ◦ · · · ◦ x
(V )
n
[15]. Crucially, by adding an extra constant feature to each
view data x
(v)
n , i.e., z
(v)
n = [x
(v)
n ; 1] ∈ RDv+1 for v ∈ [1 :
V ], this paradigm can take advantage of different orders of
interactions between views [16]. Thus, following this recipe,
we define the tensor representation to exploit all interactions
between views by
Zn = z
(1)
n ◦ · · · ◦ z
(V )
n ∈ R
(D1+1)×···×(DV +1),
where elementwise (Zn)d1,··· ,dV =
∏V
v=1 z
(v)
ndv
, and z
(v)
ndv
is
the dv-th element of z
(v)
n .
Using the above input, we can write Eq. (4) as
fˆn,k = 〈Zn ◦ ek,W〉 , (5)
where W = {wd1,...,dV ,k} ∈ R
(D1+1)×···×(DV +1)×K is the
weight tensor to be learned. Notice that wd1,...,dV ,k with
some indexes satisfying dv = Dv + 1 encodes lower-order
interactions between other views except the v-th view.
Without any additional assumptions on W , the above
model is apparently severely over-parameterized. Besides,
the inter-view and inter-cluster relationships in different
orders are not jointly explored, as the weight parameters
are modeled from the independent sum of each order. The
merit of the above formulation lies in some suitable low-
dimensional structures imposed on W . We assume that W
has a low rank and can be factorized by CP decomposition
[17] as
W =
R∑
r=1
w(1)r ◦· · ·◦w
(V+1)
r = JW
(1), · · · ,W(V+1)K, (6)
where W(v) = [w
(v)
1 , · · · ,w
(v)
R ] ∈ R
(Dv+1)×R for v ∈ [1 :
V ], and W(V+1) = [w
(V +1)
1 , · · · ,w
(V +1)
R ] ∈ R
K×R.
Then Eq. (5) can be transformed into
fˆn,k =
R∑
r=1
〈
Zn ◦ ek,w
(1)
r ◦ · · · ◦w
(V+1)
r
〉
. (7)
According to Eq. (1), we can further rewrite Eq. (7) as
fˆn,k =
R∑
r=1
w
(V +1)
k,r
(
z(1)
T
n w
(1)
r
)
· · ·
(
z(V )
T
n w
(V )
r
)
=
((
z(1)
T
n W
(1)
)
∗ · · · ∗
(
z(V )
T
n W
(V )
))
w(V +1)k
T
, (8)
where ∗ is the Hadamard (elementwise) product, and W(v)
for v ∈ [1 : V ] can be considered as the projection matrix
that projects the features from v-th view into the common
subspace. It should be noted that the last row of W(v) is
always associated with z
(v)
n(Dv+1)
= 1 and represents the
bias factors of the v-th view. Through the bias factors, the
lower-order interactions are explored in the study.
By plugging Eq. (8) into Eq. (3), we have
N∑
n=1
K∑
k=1
(fˆn,k − fn,k)
2 =
∥∥( V∏
v=1
∗
(
Z(v)
T
W(v)
))
W(V +1)
T
− F
∥∥2
F
,
where Z(v) =
[
z
(v)
1 , . . . , z
(v)
N
]
∈ R(Dv+1)×N is the feature
matrix of view v, and W(V+1) corresponds to the weight
matrix of all clusters. It is clear that the result becomes a
genuine joint and self-organizing model, as it enables full-
order interaction information borrowing and sharing among
the views and clusters.
Moreover, considering that multi-view data are known to
contain redundant features, we add an ℓ2,1-norm regulariza-
tion on each weight matrix W(v). The ℓ2,1 norm promotes
row-sparsity, such property makes it suitable for the task
of feature selection [18]. Finally, we design our objective
function of MMC as follows:
min
{W(v)},FTF=I
∥∥( V∏
v=1
∗
(
Z(v)
T
W(v)
))
W(V +1)
T
− F
∥∥2
F
+ γ
V +1∑
v=1
‖W(v)‖2,1. (9)
Where γ is the regularized parameter. For convenience,
below we let Π =
∏V
v=1 ∗(Z
(v)TW(v)) ∈ RN×R denote
the embedding matrix from all the views, and Π(−v) =∏V
v′ 6=v ∗(Z
(v′)TW(v
′)) ∈ RN×R denote the embedding
matrix from all the other views except the v-th view.
It is easy to see that the parameters of the full-order
interactions between multiple clusters with multiple views
are jointly factorized in Eq. (9). This forms the basis of our
MMC model to fuse all possible dependence relationships
among different views and different clusters. Another appeal-
ing property of MMC comes from the main characteristics
of multi-linear analysis. After factorizing the parameter
tensor W , this appealing latent model setup enables dimen-
sion/parameter reduction and induces dependency among
the views and different orders, with no need to explicitly
introduce the cluster indicator ek and construct a new
tensor. In particular, the model complexity is reduced from
O(K
∏V
v=1(Dv + 1)) to O(R(V + K +
∑V
v=1(Dv + 1)),
which is linear in the number of original features.
B. Estimation
The objective function in Eq. (9) is non-convex, and
solving for the global minimum is difficult in general.
Therefore we derive an efficient iterative algorithm to reach
the local optimum, by alternatively minimizing Eq. (9) for
each variable while fixing the other. The overall algorithm
is summarized in Algorithm 1.
UpdateW(v)(1 ≤ v ≤ V ): By keeping all other variables
fixed and minimizing over W(v), we need to solve the
following problem:
min
W(v)
‖(Π(−v) ∗ (Z(v)
T
W(v)))W(V +1)
T
− F‖2F
+ γ‖W(v)‖2,1. (10)
Due to the nonsmooth regularization term of ℓ2,1-norm, it is
not easy to solve Eq. (10) exactly. Inspired by [18], we in-
stead solve the following problem iteratively to approximate
the solution of Eq. (10):
J = min
W(v)
‖(Π(−v) ∗ (Z(v)
T
W(v)))W(V +1)
T
− F‖2F
+ γtr(W(v)
T
P(v)W(v)), (11)
where P(v) is a diagonal matrix with the i-th diagonal
element as p
(v)
ii =
1
2‖w(v)i‖2
.
Taking the derivative of Eq. (11) with respect to W(v)
and setting it to zero, we have:
Z(v)(Π(−v) ∗ ((Π(−v) ∗ (Z(v)
T
W(v)))W(0)
T
W(V +1)))
− Z(v)(Π(−v) ∗ (FW(0))) + γP(v)W(v) = 0. (12)
To solve Eq. (12) w.r.t. W(v), we state the following
theorem.
Theorem 1. Given any matrices A ∈ RM×N , B ∈ RN×R,
C ∈ RR×R, D ∈ RM×M and E ∈ RM×R, the solution of
the following equation
A(B ∗ ((B ∗ (ATX))C)) +DX = E (13)
is equivalent to the solution of the linear system in the form
Hvec(X) = vec(E), (14)
where H = I ⊗ D + (I ⊗ A)diag(vec(B))(CT ⊗
I)diag(vec(B))(I ⊗A).
Proof: We can rewrite Eq. (13) in the vector form as
vec(A(B∗((B∗(ATX))C)))+vec(DX) = vec(E). (15)
For simplicity, we use the notation AB = A ⊗ B. Notice
that AB 6= BA. By using vec(AXB) = (B
T
A
)vec(X) and
x ∗ y = diag(x)y, we have:
vec(A(B ∗ ((B ∗ (ATX))C)))
= IAvec(B ∗ ((B ∗ (A
TX))C))
= IA(vec(B) ∗ vec((B ∗ (A
TX))C))
= IAdiag(vec(B))vec((B ∗ (A
TX))C)
= IAdiag(vec(B))C
T
I
vec(B ∗ (ATX))
= IAdiag(vec(B))C
T
I diag(vec(B))IATvec(X). (16)
Similarly, we have vec(DX) = IDvec(X). Then substitute
this and Eq. (16) into Eq. (15), we arrive at Theorem 1.
Using Theorem 1, letting A = Z(v), B = Π(−v), C =
W(V +1)
T
W(V +1), D = γP(v), and E = Z(v)(Π(−v) ∗
(FW(V +1))), we can rewrite Eq. (12) as a linear system of
Eq. (14). Then, since H is invertible, we have the solution
in the vector form as vec(W(v)) = H−1vec(E).
However, the computation of H is usually time con-
suming. Alternatively, we can solve Eq. (12) iteratively
by the conjugate gradient (CG) method, which only needs
to perform matrix multiplications of Eq. (12), an explicit
representation of the matrix H is not needed.
Algorithm 1 Algorithm to solve the problem in Eq. (9)
Input: Dataset {X(1), · · · ,X(V )}, number of clusters K, number
of factors R, and regularized parameter γ
Output: {W(v) ∈ R(1+Dv)×R}, W(0) ∈ RK×R, F ∈ RN×K
1: Let t = 0. Initialize {W
(v)
t }, Ft s.t. F
T
t Ft = I
2: Allocate Z(v) = [1;X(v)] ∈ R(1+Dv)×N
3: while not converge do
4: for v := 1 to V do
5: Calculate the diagonal matrix P
(v)
t+1 by W
(v)
t
6: Update W
(v)
t+1 by solving Eq. (12)
7: end for
8: Calculate the diagonal matrix P
(V +1)
t+1 by W
(V +1)
t
9: Update W
(V +1)
t+1 by solving Eq. (18)
10: Calculate Ft+1 = U[I; 0]V
T, where U and V are obtained
by SVD on ΠtW
(V +1)
t
T
11: t = t+1
12: end while
UpdateW(V +1): By keeping all other variables fixed and
minimizing over W(V +1), the optimization problem is
J = min
W(V +1)
‖ΠW(V+1)
T
−F‖2F + γ‖W
(V+1)‖2,1. (17)
Using techniques similar to above and setting the derivative
of Eq. (17) w.r.t. W(V+1) equal to zero, it yields:
W(V+1)ΠTΠ+ γ2P
(V +1)W(V +1) = FTΠ, (18)
where P(V +1) is a diagonal matrix with the i-th diagonal
element as p
(V +1)
ii =
1
2‖w(V +1)i‖2
. The Eq. (18) is the
Sylvester equation that can be solved by several numerical
approaches, here we use the lyap function in MATLAB.
Update F: By keeping all other variables fixed and
minimizing over F, we need to solve the following problem:
J = min
FTF=I
‖ΠW(V+1)
T
− F‖2F . (19)
The following theorem provides the analytical solution to
this problem, the proof of which can be found in [11].
Theorem 2. Given any matrix A ∈ RN×K(K ≤ N) and
its singular value decomposition (SVD) A = UΛVT, the
solution of the optimization problem: minBTB=I ‖A−B‖
2
F
is given by B = U[I;0]VT, where I is the identity matrix
with size K , 0 ∈ R(N−K)×K is a matrix with all zeros.
Using Theorem 2 and letting the SVD of ΠW(V+1)
T
be
UΛVT, we have the solution of Eq. (19) as F = U[I;0]VT.
Convergence Analysis. We partition the Eq. (9) into
V + 2 subproblems and each of them is a convex problem
with respect to one variable. By solving the subproblems
alternatively, it guarantees that we can find the optimal
solution to each subproblem and finally, Algorithm 1 can
converge to a local minima of the objective function in
Eq. (9). The proof can be derived in a similar manner as
in [18].
Computational Analysis. In Algorithm 1, step 4 solves a
SVD problem on a matrix of size N×K . Because in typical
clustering tasks, the number of clusters K is usually small,
step 4 can be computed efficiently by many off-the-shelf
numerical packages. Step 6 and step 9 are computationally
trivial. In step 7, instead of computing the matrix inverse
with cubic complexity and explicitly forming the matrix, we
can solve the problem by the CG method with superlinear
complexity. Step 10 solves the Sylvester equation with cubic
complexity in R (in ideal case, usually it is very small value).
IV. EXPERIMENTS
In this section, we compare the proposed MMC approach
with eight baseline methods over three real-world datasets.
A. Datasets
• FOX and CNN1: These two datasets were crawled from
FOX and CNN web news. 1, 523 articles from FOX
news are categorized into 4 classes, and 2, 107 articles
from CNN news are categorized into 7 classes. Each
article are represented by two views, the text view and
image view. We filter out words with frequency less
than 1% which results in 2, 711 features for FOX and
1, 686 features for CNN. For image features, seven
groups of color features and five textural features are
used, which results in 996 features for both datasets.
• 3Sources2: The news data from three sources, BBC,
Reuters, and The Guardian, consist of 948 news articles
covering 416 distinct news stories in six topics. Of these
stories, 169 were reported in all three sources. We use
these 169 shared stories in our experiments.
B. Comparison methods
• SEC is a single-view spectral embedding clustering
method [10]. It uses both local and global discrimina-
tive information and embeds the cluster assignment ma-
trix in a linear space spanned by the high-dimensional
data.
• CoRegSc is the centroid based co-regularized multi-
view spectral clustering method proposed by [4].
• AMGL is the most recent multi-view spectral clus-
tering method [6], which learns the weight for each
graph automatically without introducing additional pa-
rameters.
• RMKMC is the robust multi-view K-means clustering
method [9], which aims to integrate heterogeneous
representations of large-scale data.
• MultiNMF is the multi-view clustering method based
on joint NMF [8]. It formulates a joint NMF process
with the constraint that pushes clustering solution of
each view toward a common consensus.
• KCTD is the kernel concatenation tensor decomposi-
tion approach that first construct the tensor by stacking
1https://sites.google.com/site/qianmingjie/home/datasets/
2http://mlg.ucd.ie/datasets/3sources.html
Table I
CLUSTERING RESULTS ON THREE DATASETS (%).
FOX CNN 3Sources
ACC NMI ACC NMI ACC NMI
SEC 43.73 8.87 25.15 4.62 47.13 20.43
CoregSC 54.74 24.37 27.66 7.73 56.05 52.44
AMGL 42.03 3.52 23.46 2.99 37.57 11.13
RMKMC 61.92 31.51 21.16 2.47 44.47 26.04
MultiNMF 76.93 67.10 40.14 29.67 50.78 46.21
KCTD 46.24 20.79 27.56 8.95 41.93 34.68
SCMV-3DT 74.73 58.90 32.32 26.23 56.70 47.36
MMC-F 71.15 52.77 56.60 43.92 51.86 31.14
MMC 79.62 71.39 57.88 47.30 60.58 52.83
the kernel matrices of all the views. The partial sym-
metric CP decomposition is then applied to extract the
latent feature for the clustering [19].
• SCMV-3DT is the one of the most recent third-order
tensor based multi-view clustering method proposed
by [12]. By using t-product based on the circular
convolution, the multi-view tensor data is reconstructed
by itself with sparse and low-rank penalty.
• MMC is our proposed multi-linear multi-view cluster-
ing method. To study the effects of feature selection
contributed by the sparsity-inducing norm in the model,
we replace the ℓ2,1-norm by the Forbenius norm and
denote this model by MMC-F.
C. Experimental Setup
In the experiments, we employ two widely used metrics
to measure the clustering performance: accuracy (ACC)
and normalized mutual information (NMI). Since SEC is
designed for single-view data, we first concatenate all the
views and then apply SEC on the concatenated views. For
methods involve inter-view feature interactions, we normal-
ize features in each view such that the sum of the squared
feature values equals to one. There are two parameters in
the proposed MMC, R and γ. We empirically set γ to 0.01
and do a linear search for R in [10, 20, . . . , 50]. We tune
the parameters of each baseline methods using the strategy
mentioned in the corresponding paper. For all the spectral
clustering based algorithms, we construct RBF kernel matri-
ces with kernel width θ to be the median distance among
all the instances. We construct each graph by selecting 10-
nearest neighbors among raw data. Each experiment was
repeated for 20 times, and the average performance of each
metric in each data set were reported. All experiments are
conducted on machines with Intel Xeon 6-CoreCPUs of 2.4
GHz and 64 GB RAM.
D. Results
Table I shows the clustering results for all the methods. By
comparison, we have the following observations. First, the
proposed MMC method outperforms all the other methods
on all the datasets. This is mainly because MMC can
learn the latent subspaces embedded within the full-order
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interactions between multiple views, while other methods
fail to explore the explicit correlations among multi-view
features. Moreover, it can be found that MMC significantly
outperforms other methods on the FOX and CNN datasets.
The reason behind is that both datasets consist of completely
different types of features (image and text). By exploiting
the inter-view feature interactions, we are able to boost
the clustering performance. Further, it can be found that
MMC always performs better than MMC-F, which empir-
ically shows the effectiveness of feature selection in high-
dimensional data.
The CPU runtime of comparison methods on large-scale
datasets are reported in Figure 1. It is observed that MMC is
much faster than CoregSC, MultiNMF and SCMV-3DT. The
three methods that are exactly the top-3 baseline methods
that can almost always perform better than the other baseline
methods. Furthermore, the convergence speed of MMC on
three datasets is given in Figure 2. It shows that MMC
algorithm can converge within few iterations.
V. CONCLUSION
In this paper, we introduced a novel multi-view clustering
algorithm MMC based on tensor analysis, which can effi-
ciently learn the underlying latent structure embedded in the
full-order feature interactions among multiple views, without
the need to construct the higher-order tensor data physically.
Experiments on three real-world datasets demonstrate that
MMC outperforms several state-of-the-art methods.
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