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Microwave filters and multiplexers are widely used in all types of electronic systems. This 
research focuses on advanced filters and multiplexers for applications in communication 
satellites with stringent requirements and specifications. Conventional modeling 
techniques are typically either based on fast but inaccurate circuit models, or based on full-
wave electromagnetic (EM) simulation, which is accurate yet time-consuming. To 
overcome the limitations of conventional methods, this thesis presents two modeling 
techniques for microwave filters to enhance the efficiency and accuracy in both near-band 
and wide-band simulations.  
In the first method, a hybrid model is constructed with an EM analyzed I/O coupling 
junction, which is close to the multiplexer manifold, and a circuit model representing the 
rest of a channel filter. Since only one junction is EM simulated, neural networks (NNs) 
can be applied in the hybrid models to facilitate efficient modeling of the filter over a large 
frequency range. As demonstrated with a temperature compensated Ku-band multiplexer 
and a high power dielectric resonator filter, both in-band response and out-of-band spurious 
mode behavior of channel filters are captured in the hybrid models. 
In the second modeling method, the entire filter is segmented and each junction is EM 
simulated. By only preserving the necessary information of the generalized scattering 
matrix (GSM) of each critical junction of the filter, the data size of each junction is 
dramatically reduced, which makes training and testing of a NN model possible. All the 
well-trained NN models are connected through transmission lines. The resulting filter 
model consists of only NNs and transmission line models, and is therefore very fast. 
Conventional dual mode cylindrical waveguide filter and high-power dielectric resonator 
filters are used to demonstrate this method. The efficiency and accuracy of the modeling 
method are proved by comparing the simulation results of the proposed model to the results 
from full-wave simulation and measurements. A good agreement is observed for both near-
band and wide-band results.  
Both methods present in the thesis are proven to be more efficient than conventional circuit 
models or full-wave EM models.  
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STATEMENT OF CONTRIBUTIONS  
The work described in Chapter 3 and Chapter 4 was performed to overcome the 
limitations of existing modeling and design techniques, the thesis presents two different 
modeling methods. Both methods are proved to be fast and accurate in near-band 
simulations and wide-band simulations for advanced microwave filters. 
The first method, described in Chapter3, utilizes the fact that the first cavity of a 
channel filter, which is the cavity connected to manifolds, affects the performance of other 
channels most significantly in a multiplexer. In other words, to incorporate effects of 
spurious modes into multiplexing network model, only the first cavity or the output iris 
needs to be simulated using EM solver. A hybrid model is first developed combining a 
circuit model and EM analysis of part of the filter structure, namely, the coupling junction 
close to the manifold, or the output coupling. Furthermore, since the proposed method only 
performs EM simulation on the critical junction of a channel filter, it facilitates the 
introduction of neural networks to multiplexer design for the first time. Only the S-
parameters of the output coupling junction are modeled using NNs. After replacing EM 
data of the output iris by NN models in the hybrid model, both in-band and out-of-band 
performance can be quickly predicted, with comparable accuracy to EM results. This 
method has been validated by comparing the performance from the hybrid models with EM 
simulation and measurement results. A temperature compensated Ku-band multiplexer, 
and a 3-pole high power dielectric resonator filter are used as examples to demonstrate the 
efficiency of this method. 
The second model described in Chapter 4 aims to accurately and efficiently model 
both reflection and transmission performances over a large frequency range. To this end, 
instead of performing EM simulation on the whole structure, critical segments and 
junctions of the filter are modeled using a full-wave simulator. The obtained generalized 
scattering matrix (GSM) is investigated and then simplified. A good understanding of the 
EM field behavior within and between the resonators is key. Only critical information of 
EM results of the junctions are preserved. The reduced EM data are used to train NNs, 
which serve as building blocks for a complete filter model. NN models are connected using 
transmission line model for each mode in the waveguide. As is well known, the time for 
NN data collection increases exponentially with the increase of number of variables for the 
structures. For examples, if there are 10 variables for one structure, and 10 data points for 
each variable, then the total number data will be 1010, which is incredibly large and 
difficult to collect or process. By reducing the complexity of the problem, the training data 
generation and the neural model development become feasible and, at the same time, the 
desired model accuracy can be achieved. The simplification of the problem and building 
knowledge of the EM field into the models are critical to the successful application of 
neural networks to such a complex design problem. Simulation and/or measurement results 
of high-power DR filters are used to demonstrate the efficiency of the method. Model 
responses agree well with both full EM simulations and measurement results. The final 
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filter model contains only NN models and transmission line models, and is therefore very 
fast.   
The thesis presents multiple examples to prove the efficiency and accuracy of the 
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waveguide filters, side-coupled temperature compensated Ku-band filters, and dielectric 
resonator filters. The results of the proposed methods show an excellent agreement to the 
full-wave EM simulation results and measured results. In addition to identification of 
spurious modes and compensation of interference between channel filters, the highly 
efficient models are applicable to surrogate-based optimization technique, computer aided 
tuning, and sensitivity analysis to manufacturing tolerances and temperature fluctuations. 
They are therefore valuable to solve design problems faced by the industry. 
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Chapter 1. Introduction 
Microwave filters and multiplexers are widely used in all types of electronic systems. 
There are many different types filter technologies for different applications [1][2][3]. This 
research focuses on advanced filters and multiplexers for applications in communication 
satellites, which typically have the most stringent requirements and specifications. 
As an essential part of current satellite system, multiplexers are widely used in a 
variety of communication satellites, from conventional fixed-satellite service (FSS) 
satellites to the recent high-throughput satellites (HTS). In particular, an output multiplexer 
(OMUX) is composed of multiple bandpass channel filters, each with its own center 
frequency and bandwidth, and combines the power outputs from the amplifiers. The 
combined output is then sent to the downlink antenna. Its unique application and extremely 
low loss requirements limit the filter technologies in OMUX application. Simpler filter 
technologies, such as coaxial filters, or H-plane iris filters, are usually not applicable to 
OMUX due to their relatively high loss. The most commonly used filters in OMUX 
application are circular waveguide dual-mode pseudo-elliptic filters and dielectric 
resonator filters. These filters have high Q-factors, which means low loss, low thermal 
expansion rates, which means excellent in-band performance, and last but not the least, 
high power handling capabilities, which is a mandatory request in all OMUX applications. 
Much research has been dedicated to further reduce filter sizes, stabilize thermal 
performance, and enhance power handling capabilities, and meanwhile provide excellent 
in-band and out-of-band performances. These improvements usually come with more 
complex structure, stronger spurious modes, and difficulty in modeling and optimization. 
 
1.1 Motivation  
The common OMUX configurations include the manifold coupled configuration, the 
hybrid coupled configuration, the circulator coupled configuration and the directional filter 
configuration. Compared to the manifold coupled multiplexer configuration, the hybrid 
coupled MUX, the circulator coupled MUX and the directional filter MUX are simpler to 
tune, since there is no interaction between each two channel filters. However the size and 
mass of these configurations are greater than the manifold coupled configuration. The 
manifold coupled configuration is the most complex and efficient structure, and is widely 
used in space applications. The conventional design approach for a multiplexer includes 
representing the channel filters with analytical models, e.g. coupling matrices. The 
interconnecting waveguide junctions are modeled using scattering parameters, and the 
waveguides between junctions and channel filters are represented using the transmission 
line circuit model. It is therefore fast and feasible to carry out global optimization. To verify 
the out-of-band performance, electromagnetic (EM) models can be used to represent the 
channel filters. The EM models and the circuit models can have enormous inconsistency 
in their wideband simulations, which results in significant difficulty left to be dealt with 
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during the last manufacturing stage, the tuning stage, and even design failure. As the 
number of channel filters, the frequency band coverage and complexity of the filters 
increase, the conventional design flow is no longer sufficient.  
The inconsistency between the circuit models and EM models is demonstrated in 
Figure 1.1-1. The phases of reflection coefficient from circuit model and EM model for the 
lowest channel depict a good match in the near-band simulation (over a frequency range of 
a few times of a channel filter’s bandwidth), shown in Figure 1.1-1 (b). However the 
inaccuracy of circuit model becomes severe in far out-of-band simulation. The phase of 
reflection coefficient from the circuit model shows more than 40-degree deviation to the 
EM model from 3.967GHz. Such large phase difference between circuit models and EM 
models dramatically degrades the return loss (RL) of the higher frequency channels. In 
Figure 1.1-1 (a), the degradation of the RL is more than 5 dB from 3.967GHz, which is 
correlated to the phase deviations between circuit models and EM models.  
During the production process, the degraded RL is very difficult or even impossible 
to be tuned or fixed, causing significant delay of schedule and increase of cost. Wideband 
simulations with their EM models are therefore essential. However, EM based simulation 
is very time-consuming even with our current computing resources. A two-cavity circular 
dual mode waveguide filter takes more than 35 minutes to finish one iteration of near-band 
simulation. To cover a 2GHz frequency band, the simulation may take hours. For more 
complex structure, e.g. high-power dielectric resonator filters, EM simulation can take an 
hour to finish one iteration of near-band simulation. Therefore, EM simulations are limited 
on channel filters due to the computational intensiveness.  
A commonly used method is to simulate each channel filter individually, then combine 
all of them into the multiplexing network through transmission lines to obtain both near-
band and wideband performance [2][3]. Because the physical dimension is fixed before 
EM simulation, there are only a few parameters can be changed after combining all EM 
models into a multiplexing network, which limits the number of variables that can be 
optimized.  
As an alternative type of modeling technique, neural network (NN) has been 
successfully applied to microwave filter designs due to its computation speed and accuracy 
[4]-[8]. However, modeling an entire filter using NN only works in cases when the filter 
structure is simple and involves a few variables. When the number of variables increases, 
training a neural network model, which typically relies on EM simulated results, with all 
parameters of a channel filter tunable is impractical. There are 10 design parameters for a 
4-pole circular dual-mode waveguide filter, for example, which means the S-parameters 
will need to be collected for the all variables over the interested frequency range. It is not 
feasible to collect such enormous data using EM based model, not to mention training a 
neural network with such massive data. 
The objective of this research is to develop efficient wide band channel filter models 
allowing iterative design optimization involving all design parameters, which is very 
3 
 






Figure 1.1-1 Circuit based simulation results versus EM based simulation results. (a) RL 
difference between circuit model and EM model; and (b) phase difference between circuit 







1.2 Contributions  
To overcome the limitations of existing modeling and design techniques, the thesis 
presents two different modeling methods. Both methods are proved to be fast and accurate 
in near-band simulations and wide-band simulations for advanced microwave filters. 
The first method utilizes the fact that the first cavity of a channel filter, which is the 
cavity connected to manifolds, affects the performance of other channels most significantly 
in a multiplexer. In other words, to incorporate effects of spurious modes into multiplexing 
network model, only the first cavity or the output iris needs to be simulated using EM 
solver. A hybrid model is first developed combining a circuit model and EM analysis of 
part of the filter structure, namely, the coupling junction close to the manifold, or the output 
coupling. Furthermore, since the proposed method only performs EM simulation on the 
critical junction of a channel filter, it facilitates the introduction of neural networks to 
multiplexer design for the first time. Only the S-parameters of the output coupling junction 
are modeled using NNs. After replacing EM data of the output iris by NN models in the 
hybrid model, both in-band and out-of-band performance can be quickly predicted, with 
comparable accuracy to EM results. This method has been validated by comparing the 
performance from the hybrid models with EM simulation and measurement results. A 
temperature compensated Ku-band multiplexer, and a 3-pole high power dielectric 
resonator filter are used as examples to demonstrate the efficiency of this method. 
The second model aims to accurately and efficiently model both reflection and 
transmission performances over a large frequency range. To this end, instead of performing 
EM simulation on the whole structure, critical segments and junctions of the filter are 
modeled using a full-wave simulator. The obtained generalized scattering matrix (GSM) is 
investigated and then simplified. A good understanding of the EM field behavior within 
and between the resonators is key. Only critical information of EM results of the junctions 
are preserved. The reduced EM data are used to train NNs, which serve as building blocks 
for a complete filter model. NN models are connected using transmission line model for 
each mode in the waveguide. As is well known, the time for NN data collection increases 
exponentially with the increase of number of variables for the structures. For example, if 
there are 10 variables for one structure, and 10 data points for each variable, then the total 
number data will be 1010, which is incredibly large and difficult to collect or process. By 
reducing the complexity of the problem, the training data generation and the neural model 
development become feasible and, at the same time, the desired model accuracy can be 
achieved. The simplification of the problem and building knowledge of the EM field into 
the models are critical to the successful application of neural networks to such a complex 
design problem. Simulation and/or measurement results of high-power DR filters are used 
to demonstrate the efficiency of the method. Model responses agree well with both full EM 
simulations and measurement results. The final filter model contains only NN models and 
transmission line models, and is therefore very fast.     
The thesis presents multiple examples to prove the efficiency and accuracy of the 
proposed methods. The examples cover the most prevalent and mainstream filter 
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technologies for space industry applications, i.e. end-coupled dual mode cylindrical 
waveguide filters, side-coupled temperature compensated Ku-band filters, and dielectric 
resonator filters. The results of the proposed methods show an excellent agreement to the 
full-wave EM simulation results and measured results. In addition to identification of 
spurious modes and compensation of interference between channel filters, the highly 
efficient models are applicable to surrogate-based optimization technique, computer aided 
tuning, and sensitivity analysis to manufacturing tolerances and temperature fluctuations. 
They are therefore valuable to solve design problems faced by the industry. 
Results from this research are reported in the following journal and conference papers. 
1. S. Li, Y. Wang, M. Yu, and A. Panariello, “Efficient Modeling of High Power 
Dielectric Resonator Filter,” IEEE Transactions on Microwave Theory and 
Techniques (accepted Apr. 2019) 
2. Y. Wang, S. Li, and M. Yu, “Hybrid Models for Effective Design and 
Optimization of Large-Scale Multiplexing Networks,” IEEE Transactions on 
Microwave Theory and Techniques, vol. 61, no. 5, pp. 1839-1849, May 2013  
3. S. Li, Y. Wang, and M. Yu, “Modeling of Dielectric Resonator Filter for 
Multiplexer Design,” The 18th International Symposium on Antenna 
Technology and Applied Electromagnetics (ANTEM 2018), Waterloo, ON, 
Canada, Aug. 19-22, 2018 
4. S. Li, Y. Wang, and M. Yu, “Effective Modeling of Filters in the Design and 
Optimization of Multiplexers,” IEEE MTT-S International Conference on 
Numerical Electromagnetic and Multiphysics Modeling and Optimization 
(NEMO 2015), Ottawa, ON, Canada, Aug. 11-14, 2015  
5. S. Li, Y. Wang, and M. Yu, “Modeling of Waveguide Dual-Mode Bandpass 
Filters over Wide Frequency Range,” IEEE MTT-S International Microwave 
Symposium, Phoenix, AZ, May 17-22, 2015  
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6. S. Li, Y. Wang, J. A. S. Jesuthasan, and M. Yu, “Application of Neural 
Networks to Spurious Mode Modeling in the Design of Multiplexing 
Networks,” IEEE MTT-S International Wireless Symposium, Beijing, China, 
Apr. 14-18, 2013 
1.3 Thesis Outline  
This thesis consists of five chapters. The first chapter introduces the application of 
output multiplexers in communication satellites, and explains the motivation of the 
research, methodology used in the thesis, and contributions of this work.  
Chapter 2 reviews most commonly used and recently developed filter technologies for 
communication satellites. Existing modeling techniques for filters and multiplexers, 
including circuit models, hybrid models, as well as NN models are also reviewed. 
In Chapter 3, EM and NN models are used to replace only the first output iris of a 
channel filter in multiplexers. The hybrid model, simulation and measurement results, and 
comparison between EM models and neural network models are presented. Side-coupled 
dual-mode circular waveguide filters and a dielectric resonator filter are used as examples. 
Toward the next goal of efficiently modeling of both reflection and transmission 
coefficients of a filter over a large frequency range, the research on developing a complete 
filter model by reducing, modeling, and connecting the GSM of each critical junction of a 
filter is described in Chapter 4. An end-coupled dual-mode circular waveguide filter and 
high-power dielectric filters are used to demonstrate this method. 
Chapter 5 summarizes the proposed methods and suggests aspects that can be further 
investigated for future work. The proposed methods are not limited to the presented filter 
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Chapter 2. Literature Review  
In this section, filter technologies for communication satellites, existing modeling 
techniques for filters and multiplexers, including circuit models and electromagnetic (EM) 
models, as well as neural network (NN) models and applications are reviewed.  
 
2.1 Filter Technologies for Communication Satellites  
Filter technologies that are applicable to satellite applications include waveguide 
filters [1][3][9]-[20], dielectric filters [2][21]-[30], and coaxial filters [31]-[33] due to their 
relatively low loss. As discussed at the beginning of Chapter 1, the most commonly used 
filter technologi es in output multiplexers are circular waveguide dual-mode pseudo-
elliptic filters and dielectric resonator filters. In addition to the ability to provide high Q-
factor to lower the loss and high-power handling capability, these kinds of filters are 
compact with reduced footprints and mass, which is very important in satellite applications.  
 
2.1.1 Circular Waveguide Dual-mode Pseudo-Elliptic Filters  
 
The circular waveguide dual-mode filter is a well-known narrow-band bandpass filter 
structure since 1970s due to its high unloaded Q with a relatively compact size. The design 
theory and procedure have been described in detail in [1].  
 
Figure 2.1-1 Two cylindrical waveguide dual-mode cavities and interconnecting iris 
plate. 
A typical 4-pole dual mode waveguide filter structure is shown in Figure 2.1-1. The 
input coupling M10 and output coupling M40 are realized by input iris and output iris at 
the end of the two cavities. The sequential coupling M12 and M34 are realized by 45 
Polarization of 










coupling screws. The self-couplings M11, M22, M33 and M44 are adjusted by the four 
tuning screws on the cavities. Another sequential coupling M23 and cross-coupling M14 
are realized by the interconnecting iris. The positions of the two 45 coupling screws enable 
either positive or negative cross coupling to be realized.  
All cavities are end coupled, which exhibits a cascaded configuration. Since two 
orthogonal TE11N modes are excited simultaneously in one cavity, the overall length is 
much shorter than single mode waveguide filters. Each cavity length is an integer multiple 
of half guided wavelength at the center frequency of the filter.  
Due to the wide usage of this type of filter, the design has been extensively 
investigated, and dimensions can be precisely calculated without needing any further 
optimizations. In [12] [13] [16], optimal dual mode filters are presented without tuning 
screws. In [14] [15] [17] [34] - [37], different analysis methods are presented to efficiently 
model and analyze dual mode filter. To enhance the dual mode power handling capability, 
modified input and output iris can improve the power level up to 600W [38]. Other methods 
are used to realize different structure of dual mode filters [39]. In [39], instead of using 
tuning screws, a square corner cut is used to adjust dual mode filter couplings which 
increases power handling capability.  
 
2.1.2 Trifurcated Iris Dual Mode Filter 
 
The trifurcated iris dual mode filter [18]-[20][40][41], also known as side-coupled 
microwave filter with circumferentially-spaced irises, was developed in 2002. As an 
improved design to the conventional end-coupled circular waveguide dual-mode filter, the 
new type inherits the high Q, relatively wide spurious free window and high power 
handling capability, but surpasses its predecessor in both size and weight. 
Figure 2.1-2 shows the configuration of the trifurcated iris dual model filter. Compared 
to the conventional end-coupled dual mode waveguide filter, this structure has three 
important improvements. First, the footprint is much smaller due to all side-coupled irises. 
The smaller footprint requires smaller baseplate and less space. Secondly, instead of using 
invar as in conventional design, this structure uses aluminum, which significantly reduces 
its mass. In space application, compact and light components result in major economic 
efficiency during satellite launch. Due to poor thermal stability, aluminum has not been an 
ideal material choice for narrow-band filter design. In this structure, to overcome the large 
thermal expansion rate of aluminum, compensation bridges (not shown in Figure 2.1-2) 
can be built on both top and bottom walls of the filter to limit the expansion of cavities over 
temperature, resulting in a temperature compensated (TC) filter. The thermal expansion 






Figure 2.1-2 3D view of a side coupled Ku-Band filter. 
However, the complex structure has resulted in challenges caused by strong spurious 
modes. A 4-pole side-coupled structure is shown in Figure 2.1-2. All irises are side-
coupled, including input iris M01, output iris M40, sequential coupling M23 and cross-
coupling M14. Similar to end-coupled dual mode waveguide filter, all tuning screws are 
on the side walls. Higher order modes, such as TE21, are excited by this structure. To 
reduce the impact of the spurious modes, in [20] the positions of M23 and M14 are adjusted 
to control unwanted resonances. Despite the modifications, TE21 modes still restricts the 
spurious free window of TC filters to only 1GHz in Ku-band. To prevent interference of 
spurious modes in TC output multiplexer design, wideband simulation with EM model is 
necessary to verify the channel filter and multiplexer performance. 
 
2.1.3 Dielectric Resonator Filters 
 
Since 1975, dielectric resonator filters have been developed for practical use [21]. Its 
compact size, stable thermal expansion rate, and high unloaded Q attract much attention. 
From single mode dielectric resonator filters [25] to dual-mode dielectric resonator filters 
[27][28], from ring resonator [26] to dielectric resonator filters without irises [29], 
numerous new developments have been reported, especially for its application in output 
multiplexers. Most research focuses on C-band dielectric resonator filters, because neither 
iris filters nor dual model waveguide filters can provide such compact footprint as dielectric 
resonator filters [22] - [24].  
Recently, even in Ku-band, the use of dielectric resonator filters for high power 
applications becomes possible after a new design in [30] has successfully overcome the 
high power handling issue of this technology. The newly developed dielectric resonator 
Ku-band filter can handle at least 120 watts [30], which meets most output multiplexers’ 







in the middle of the cavity, the Q is as high as a TE114 Ku-band dual mode waveguide 
filter. Similar to the temperature compensated Ku-band filter mentioned earlier, all irises 
in the dielectric resonator Ku-band filter are side-coupled to reduce its footprint. It is only 
half the size of a TE113 Ku-band dual model waveguide filter. Compensation bridges are 
on the top and the bottom of the cavities to maintain a low equivalent linear frequency drift 
due to temperature fluctuations. All housings are made of aluminum to reduce mass and 
improve heat conduction. 
However, similar to TC filters, the spurious modes of this technology appear closer to 
its passband than conventional dual mode filters, and its wideband attenuation is not as 
good as dual mode filters. Due to the complex structure, the design of the dielectric 
resonator filters and multiplexers relies on EM simulation, both in-band performance and 
the far out of band performance, especially the effect of spurious modes generated by low 
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(c) 
Figure 2.1-3 Dielectric Resonator Ku-band Filter Structure: (a) Internal configuration; (b) 
Manufactured Configuration; (c) Comparison (overlay) between TE114 dual mode output 







2.2 Modeling of Filters  
Different modeling methods have been developed for microwave filters. Circuit 
models are used for all kinds of electronic designs. They are usually straightforward to 
build, and fast to evaluate. However due to the simplicity of the model, it lacks accuracy 
in many applications. Multiplexing network can be modeled using multiple circuit models 
and waveguide connections to form the ideal performance of a multiplexer. Different from 
circuit models, EM models are based on physical layouts, which makes their results most 
representative of measurements. However, the simulation is very time-consuming. To 
overcome the disadvantages of circuit models and electromagnetic models, hybrid models 
have been developed based on a combination of different methods to reduce simulation 
time and improve model accuracy.  
The following section will review the detail of each modeling method. 
2.2.1 Circuit Model for Filters 
 
In microwave filter designs, coupling matrixes are widely used as circuit based 
models. Coupling matrix synthesis techniques are well developed, and matrices realizing 
different filter responses, such as elliptic and Chebyshev, can be readily synthesized and 
optimized [42]-[47]. A coupling matrix example for a 4-pole filter is shown in Figure 2.2-1. 
The values in the main diagonal line of the [N+2]×[N+2] matrix (N is the order of a filter) 
represent self-coupling 𝑀𝑖,𝑖 (𝑖 = 1,… ,4). Sequential couplings 𝑀𝑖,𝑖+1 (𝑖 = 1,… ,3) 
represent the coupling value between two sequential resonators. A coupling value between 
two non-sequential resonators is named as cross-coupling, which in this case is represented 
by 𝑀1,4. Input coupling 𝑀𝑆,1 represents the coupling value between source and the first 
resonator, and output coupling  𝑀4,𝐿 represents the coupling value between terminator and 








     0 𝑀𝑆1      0
𝑀𝑆1 𝑀11 𝑀12
     0 𝑀12 𝑀22
     0      0      0
     0 𝑀14      0
𝑀23      0      0
     0      0 𝑀23
     0 𝑀14      0
     0      0      0
𝑀33 𝑀34      0
𝑀34 𝑀44 𝑀4𝐿






                    
Figure 2.2-1 A coupling matrix for a 4 pole filter with two transmission zeros. 
Alternatively, distributed models can be used. A 4-pole dual mode waveguide 
distributed model is shown in Figure 2.2-2 [48]. All J-invertors and K-invertors are 
extracted based on their corresponding coupling matrix values shown in (10a) to (10c) from 
[48], where 𝒲𝜆 =
𝜆𝑔1−𝜆𝑔2
𝜆𝑔0
, and 𝜆𝑔1  𝜆𝑔2 𝜆𝑔0 represent the guide wavelengths at lower band-
edge, upper band-edge and center frequency, respectively. The resonators are realized 
using sections of transmission lines. The simulated performance is similar to the coupling 
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matrix based circuit model. However, the frequency-dependent distributed model is 
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𝒲𝜆 ;   ?̅?23 = 𝑀23
3𝜋
2
𝒲𝜆    [48]-(10c)                      
Other circuit prototypes are developed for different filter structures in [31] and [32]. 
Nonetheless, circuit models cannot predict the filter responses over wide frequency range, 
and they are therefore not accurate in a large-scale multiplexer design. Figure 1.1-1 shows 
the difference between circuit models and an EM models, which demonstrates the 
insufficiency of circuit models in wideband simulations.  
 
Figure 2.2-2 Distributed model for the routing diagram of a 4-pole dual mode-filter.  
 
2.2.1.1 Modeling of Multiplexing Network 
 
Multiplexing network combines multiples signals to one signal or divide one signal 
into several signals. Design procedures of multiplexer circuit models are detailed in many 
different papers with either single terminated channel filters or double terminated channel 
filters [49] – [53].  
Commonly used multiplexing networks include hybrid-coupled multiplexers, 
circulator-coupled multiplexers, directional filter multiplexers, and manifold-coupled 
multiplexers [54].  Compared to the first three multiplexer configurations, manifold-
coupled multiplexers are the most compact structure with the lowest loss and good group 
delay response. But as unique as its performance, it is also the most complex to design, 
which requires much optimization and tuning effort. In addition, the structure is not 








applied. Even with these stringent requirements, manifold-coupled output multiplexer is 
still the most popular one in current satellites. Figure 2.2-3 shows a few commonly used 
manifold multiplexer configurations. [55]-[58] described the application of multiplexers 
and design approaches.  
 
Figure 2.2-3 Common configurations for manifold multiplexers: (a) comb, (b) 
herringbone, and (c) one filter feeding directly into the manifold. 
To efficiently design a manifold-coupled multiplexer, the conventional design 
approach for a multiplexer includes representing the channel filters with analytical models, 
i.e. coupling matrices [54]. All channel filters are designed to be singly terminated [44]. 
Singly terminated channel filters are then connected into a manifold. The interconnecting 
waveguide junctions are modeled using EM-simulated scattering parameters, and the 
waveguides between junctions and channel filters are represented using the transmission 
line circuit model. Initial waveguide lengths between each two T-junctions, and between 
channel filter to T-junctions are equal to 𝑛𝜆 2⁄ . The model is largely circuit based, and it is 
therefore feasible to carry out global optimization. After several iterations of optimizations 
of manifold lengths, and channel filter coupling matrixes, a good common port return loss 
(CPRL) can be obtained.  
When the fractional bandwidth of the entire passband of an OMUX is lower than 5%, 
not much difference is observed between pure circuit models and EM-based models for 
channel filters, since in near-band simulation, circuit models are very accurate. With the 
increased bandwidth of OMUXs, the limitation of circuit models becomes prominent, and 




































2.2.2 Electromagnetic Model 
 
The electromagnetic models, in contrast to circuit models, are very accurate but also 
very time-consuming. The most popular commercial software supporting EM model in 
microwave/RF field includes High Frequency Structure Simulator (HFSS), and Computer 
Simulation Technology (CST) Microwave Studio [59].  
Full wave EM simulators solve Maxwell’s equations numerically using, for example, 
finite element method (FEM), which makes EM results the most reliable.  Simulation 
results from EM model are highly close to the measurement from a final product. However, 
when the 3D object is complex and electrically large, the computations take long. Table 
2.2-1 compares the CPU time in simulating a 4-pole pseudo-elliptic filter. Using coupling 
matrixes and distributed models take less than 1 second to finish one iteration of simulation, 
while EM based model takes more than half an hour to finish one iteration covering a 
frequency range of 200MHz - 500MHz. EM based simulator can take hours to simulate a 
more complex structure over a wide frequency range.   
As has been shown earlier, full wave EM analysis is necessary, especially for 
multiplexers composed of a large number of channels and covering a wide frequency band. 
There is limited number of reports on full-wave optimization of an entire multiplexer due 
to the computational intensiveness.  Full-wave optimization was performed on multiplexers 
with channel filters realized using rectangular waveguides and without tuning elements 
[60][61]. Generalizing to more complicated channel filter configurations is impractical. 
EM analysis is usually limited to individual channels. To ensure the accuracy, EM-based 
S-parameters are used to replace channel filters in multiplexing networks and combined 
with the circuit model of the interconnecting transmission lines, which can better verify the 
impacts and the spurious modes from all channels. However, the model does not allow 
channel filters to be optimized further [2].  
Table 2.2-1  Comparison of CPU Time in simulating a 4-pole pseudo-elliptic filter 
 
2.2.3 Other Modeling Method 
 
To overcome the computational time of EM models and the poor accuracy of circuit 
models, hybrid models for different filter structures have been proposed in many papers.  
Coaxial combline filter is a typical filter structure which usually requires EM model 
to verify the sized of coaxial cavities, iris windows, and tuning screws. [62] proposed a 
Model CPU time 
Coupling Matrix < 1s 
Distributed Model < 1s 
EM based Model (dual mode waveguide filter) >35mins 
EM based Model (dielectric resonator filter) >45mins 
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segmentation method to enhance the simulation of side-coupled coaxial combline filters 
The method is to simulate elementary blocks of the filter, and then combine the matrices 
from the blocks. A database is generated for each block. The databases contain different 
coupling apertures. However, because only the propagating mode is considered, it has 
limitations depending on the physical dimensions. The model is more accurate when the 
capacitive gaps are long and the coupling window is small.  
For waveguide filters, efficient and accurate modeling of non-ideal out-of-band effects 
can be challenging since accurate modeling of out-of-band effects typically requires full 
EM simulations over a large frequency range. To lower computational efforts, low-order 
EM distributed models are applied to the design of a multiplexer composed of hybrid folded 
rectangular waveguide filters in [63]. 
A number of hybrid models have been developed using EM information of parts of the 
filter structure [9]-[10] [56] [64]. In [56], the channel filter is first simulated using an EM 
simulator to identify the spurious mode. An equivalent circuit of the spurious mode is then 
included in the multiplexer model in order to compensate for the effect of the spurious 
mode through optimization. However, optimization parameters are limited to manifold 
waveguide lengths and channel filters other than the one carrying the spurious mode. Later 
in [64], a dynamic inverter is developed by comparing the S-parameters of a circuit model 
and those of the EM model of a short circuited cavity with the output iris, and then 
connected to the rest of the filter circuit model to model the filter broadband behavior. The 
method is applied to a three-channel multiplexer with conventional dual-mode cavity filter 
with TM110 spurious mode. As the wideband behavior is modeled with a simple circuit 
model, it may not be valid for a different structure, such as the side-coupled cavity filters, 
with different types of spurious modes. 
 
2.3 Artificial Neural Network (ANN) 
Artificial neural network can be used to bridge the gap between circuit model and EM 
model. Neural network (NN) is a system that generates a pattern of information by learning 
from observations as human brains process information. Through training and learning 
with plenty of training data, NN can be developed into a model to simulate the relationship 
between input and output parameters accurately and efficiently. Compared to circuit-based 
models, NN model can achieve higher accuracy. It also simulates incredibly faster than 
EM-based models. NN is widely used for pattern recognition, speech processing, control, 
and medical application. The focus here will be on the application of NN in the modeling 
of microwave/RF circuits. 
Compare to ANN, support vector machine (SVM) approach become more popular due 
to the different minimization approach [65] - [67]. SVM is using the structural risk 
minimization principle, and ANN is using the traditional empirical risk minimization 
principle. However, SVM is more efficient in analog integrated circuits, while ANN has 
vast applications in microwave devices.  
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The application of NN in microwave/RF component simulation and optimization has 
attract much attention. It has been proven that the NN can be efficient and accurate for RF 
simulations if properly developed [4] - [8] [43] [68] [69]. However, the requirement of 
training data also can cause significant difficulties since sufficient and accurate EM-data 
and/or measurement data are hard or expensive to generate. Using filter modeling as an 
example, ideally, an accurate and fast model can be built by segmenting a filter and 
modeling the generalized scattering matrix (GSM) of each segment of the filter using NN 
models. However, this method is only suitable for simple filter structure with minimum 
number of variables [7][8]. An H-plane rectangular waveguide filter with four variables is 
modeled using NN in [8].  For any complex structure, it is not practical to directly model 
all modes and enormous EM data. 
 
2.3.1 Network Structure – MLP 
 
Data generation, data scaling, weight parameter initialization, and optimization 
algorithms are the main concerns in the training of NN. The basic concept of NN is to 
receive stimuli from outside neurons, which are input neurons, and optimize all weight 
parameters associated with each neuron in the NN model, including the hidden neuron 
layer connecting input and output neuron layers. After training and optimization, the 
responses from input stimuli reflect the exact output responses through well-trained NN 
model. There are several popular NN structures in RF/microwave design and modeling, 
such as MLP, RBF, wavelet NN arbitrary structures, self-organization maps (SOM), and 
recurrent networks.   
MLP is one of the feed forward NN structures. It has been widely used for a variety of 
microwave modeling and optimization problems. Figure 2.3-1 shows multilayer 
perceptrons (MLP) structure.  
The arrows in the figure not just presents links between each two neurons from the ith 
layer and the jth layer, also presents the weight between the two neurons. The neurons in 
the ith layer and the jth layer are input neurons, output neurons, or hidden neurons. The 
training data is initially generated from the devices using, for example, a simulator or 
device measurements to ensure its accuracy. Training is a process to determine the weight 
to match the training data. 
One of MLP’s features is the feedforward computation. In the feedforward process, 
the external data is fed to the first layer, which usually is the input layer, the output from 
the first layer is fed to the 2nd layer, which is usually the hidden neuron layer, and so on. 
Finally, the outputs are extracted from the last layer. In this process, all weights are fixed. 






Figure 2.3-1 MLP neural-network structure. Typically, a three-layer MLP network 
consists of an input layer, one hidden layers, and an output layer.  
The capability of feedforward to solve many kinds of complex problems has been 
proven through the universal approximation theorem. With combination of formulas in 
[70] to [72], the MLP NN models can represent complicated behavior of physical models 
but much faster. However, to define the size and layers of a NN model is still an open 
question. The most useful solutions to address the questions are: 
1. Experiment. Or through a trial and error process; 
2. Adaptive process – add/delete neurons as needed in the training process; 
3. Use some techniques, such as constructive algorithms, network pruning, 
and regularization to define the complexity of the problems. 
The most efficient way to define the size is the second one. Add neurons when the 
training process is under learning, and delete neurons when the training process is over 
learning.  
Besides MLP, radial basis function (RBF) networks, wavelet networks, arbitrary 
structures, self-organization maps (SOM), and recurrent networks are also popular. For 
highly non-linear or sharp variations, MLP, RBF and wavelet networks are most suitable 
structures. Both MLP and RBF can generalize a neural network model through feedforward 
computation. The difference is RBF learns at a fast rate and exhibits reduced sensitivity to 
the order of presentation of training data, and it is only sensitive to the data close to the 
center. Therefore it is more suitable for the problems with small size of inputs. Unlike RBF, 
[73] states that there is always a 3-layer MLP model that can match a non-linear, 
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2.3.2 Training of Neural Network 
 
There are five stages in the training process of a NN model, which are data generation, 
data scaling, training, validation, and testing.   
The training data are generated through measurement or simulation. Measurement data 
are generally more expensive to obtain than simulation. On the other hand, the training of 
neural models using full EM simulation of filters or multiplexers are impractical due to the 
large size of the structure, rather complex coupling mechanism and significant number of 
design parameters. The cost of training data generation increases exponentially with the 
number of input variables. Furthermore, the model needs to be valid over a very wide 
frequency range, e.g., 2 GHz at Ku band, in order to model wideband spurious mode 
interference. Therefore, collection of training data to cover the interested input parameter 
range and over a wide frequency band can be an overwhelmingly time-consuming task, if 
at all possible. 
Data scaling is applied in input data, output data, or both. The function data scaling is 
to enhance the efficiency of NN training. Linear scaling balances the differences in the 
input parameters or output parameters. Log algorithm provides a balance in the outputs 
with large variations.  
In RF/microwave field, conjugate-gradient and quasi-newton are commonly used 
training methods. The conjugate gradient is a simple and efficient algorithm, but with two 
critical issues. First, the computation of one-dimensional optimization is time-consuming, 
since the gradient direction depends on the cycles of sample presentation. Secondly, the 
convergence of the method is not a priori, and it depends on the local quadratic 
approximation. Quasi-Newton converges faster than conjugate-gradient, though it has 
limitation for large NN. 
Oversized outputs will significantly slow down neural network model training process 
and may result in poor accuracy. Meanwhile, collection of training data over a large model 
is not feasible. Simplified model without losing critical information is key to obtaining an 
accurate NN model in a reasonable time for a design problem on such a large scale. 
In summary, this section presents reviews on advanced filter technologies for satellite 
communications, modeling techniques, and artificial neural network. Three different kinds 
of filter structures, namely dual mode circular waveguide filter, trifurcated iris dual mode 
filter, and dielectric resonator filter, will be used as research targets in the following 
sections. Modeling techniques, including circuit model and EM model, are the basic tools 
to simulate different filters. Hybrid models are the main method to be applied in the thesis. 
Neural network will be used to incorporation EM model into circuit models to effectively 
reduce simulation time, improve model accuracy, and enable optimization of the entire 
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Chapter 3. Hybrid Model based on the Integration of EM and Circuit 
Models for Multiplexer Design  
The global optimization based on EM model of the entire multiplexer is usually 
impractical due to the large size of the structure and massive variables involved in an output 
multiplexer design. It has been observed [1] and proved using circuit model [2] that the 
first cavity of a channel filter next to the manifold is the most critical in the design of 
multiplexers. A spurious mode resonance in the first cavity of a channel filter can severely 
deterioration other channels’ performance, and hence the overall performance of the 
multiplexer. Based on this observation, a hybrid model is proposed, combining a circuit 
model and EM analysis of part of the filter structure, namely, the coupling junction close 
to the manifold, or the output coupling. As will be demonstrated, both the in-band response 
and the out-of-band spurious mode behavior of the channel filter are captured in the hybrid 
model. Furthermore, the fact that only a single junction requires EM simulation facilitates 
the introduction of neural networks (NNs) to the multiplexer design for the first time. NN 
models can be developed to model the first cavity to accelerate the simulation with high 
degree of accuracy for large-scale multiplexers. 
In the following, Ku-band trifurcated iris dual mode filters and dielectric resonator 
filters are modeled using the hybrid model. 
 
3.1 Multiplexer Model  
An ideal multiplexing network model is generated with all channel filters represented 
by coupling matrixes, as shown in Figure 3.1-1. All T-junctions in the multiplexer model 
are EM simulated S-parameters. All channel filters are later replaced by the developed 
hybrid model for improved accuracy.  
 




















Figure 3.1-2 (a) A distributed circuit model for a 4-pole filter with cross-coupling. (b) 
The output impedance inverter is replaced with S-parameters of coupling structure. (c) 
The hybrid filter model. [2] 
 
3.2 Channel Filter Model  
In most multiplexers, if the bandwidth of the multiplexer is not wide, circuit based 
channel models are sufficient. However, for wide band designs, the circuit model becomes 
insufficient. The common port return loss of a multiplexer is only affected by the reflection 
coefficient of each channel filter, and an accurate model of the first resonator can represent 
its interactions with other channels in its out-of-band frequency range [2]. To this end, a 
hybrid model combined with a circuit model and an EM based output coupling is used to 
present both in-band and out-of-band performance. 
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The circuit model in Figure 3.1-2(a) is a typical 4-pole filter with cross-coupling. 1 
represents the cavity length of the first cavity. 𝐾𝑆1 represents the output coupling, which is 
on the manifold side, and 𝐾4𝐿 represents input coupling, which is on the input side. This 
circuit model can incorporate EM model easily. As shown in Figure 3.1-2 (b), the output 
inverter is replaced by S-parameters for the input junction obtained from EM simulator. 
The input iris introduces loading effects, and the phase will be removed while 
implementing the S-parameters into the circuit model, as shown in Figure 3.1-2 (c). 𝑐 and 
𝑚 represent phase loading effect on the cavity side and on the manifold side, respectively.  
Similar method can be applied to other distributed models as well. In Figure 3.2-1 (a), 
a 4-pole dual model filter is presented. In Figure 3.2-1 (b), since the first iris is replaced by 





Figure 3.2-1 (a) A distributed circuit model for a classical 4-pole dual mode filter. (b) The 

























3.3 Trifurcated Iris Dual Mode Filter 
In this section, the trifurcated iris dual mode filter is used as an example to develop 
the method described above.  
 
3.3.1 Modeling the Output Resonator 
 
As shown in Figure 3.3-1(a), the only section of the filter that is EM simulated is the 
3-port junction with the reference planes defined along AA’, BB’ and CC’. The resulting 
generalized scattering matrix (GSM) [S0] is an M×M matrix, where M=1+2n. The ports are 
de-embed along AA’, BB’ and CC’. Only one mode is defined at port AA’, and more than 
5 modes are defined at BB’ and CC’. Higher order modes are short circuited in Figure 
3.3-1(b) with an appropriate length. After the modification, [S0] is transformed into the 
two-port S-parameters. The two-port S-parameters can then be combined into a circuit 
model as in Figure 3.1-2. In doing so, both in-band and out-of-band information can be 
accurately obtained. 
 
3.3.2 Neural Network Model of the Output Coupling 
 
In the next step, NN model will be applied to replace the EM simulation. During the 
training data collection, only the first iris with an input rectangular waveguide and the 
cavity is simulated in an EM simulator, which dramatically reduces the time need for data 
collection for NN model training. Simplified output coupling structure facilitates the data 
collection and training process when generating an accurate NN model.  
In the EM model, input parameters are frequencies, length of output iris and 𝐿1 𝐿2 
shown in Figure 3.3-1(a). The width of the output iris usually is a fixed value in industrial 
application. The output parameters are the S-parameters obtained as shown Figure 3.3-1 
(b). Since the structure is reciprocal (i.e. 𝑆12 = 𝑆21), only 𝑆11, 𝑆12 and 𝑆22 are unknown. 
The NN model therefore only contains four input parameters and six output parameters. 
NeuroModeler [3] is used to train and test the NN model.  
Next, the hybrid model is built combining distributed circuit model and NN model. As 







Figure 3.3-1 (a) Output cavity and iris of the side-coupled filter. (b) Port numbers of all 
modes of the GSM of the 3-port junction with the reference planes defined along AA’, 




3.3.3 Simulation and Measurement Results  
 
The method described above is applied to two examples, one is a single filter, and 
the other one is a six-channel multiplexer. All filters are 4-pole trifurcated side-coupled 
dual mode filters.  
The single filter is centered at 12100MHz with 36MHz bandwidth. The results of the 
ideal circuit model (coupling matrix) are shown in Figure 3.3-2. Since it is a circuit model, 
it cannot predict any spurious modes. The S-parameters of the hybrid model are compared 
with EM results in Figure 3.3-3 and Figure 3.3-4. As can be seen, the hybrid model can 
accurately model the phase of 𝑆11, while the circuit model shows significant error, 
comparing to the EM results over the 1.7GHz simulation window. However, the hybrid 




















Figure 3.3-2 Circuit model of 36MHz trifurcated side-coupled dual mode filter. 
 








Figure 3.3-4 Comparison of 𝑆11 phase of single filter obtained from circuit model, hybrid 
model and EM based model in (a) near-band simulation over 200MHz; (b) wide-band 
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Figure 3.3-5 (a) Common port return loss (CPRL) and (b) transmission coefficients 
between the input port of each channel filter and the common port of all channels using 









































Figure 3.3-6  (a) CPRL and (b) transmission coefficients of all channels with measured 








































Figure 3.3-7 Measured S11 phase of Ch6, which diverges significantly from the coupling 
matrix circuit model response. [2] 
The other example is a six-channel output multiplexer. The overall passband is from 
10900MHz to 11800MHz. The bandwidth of each channel is 72MHz. The ideal 
multiplexing network is also designed using coupling matrix, which is shown in Figure 
3.3-5. It shows no interference from spurious modes to any channels in the multiplexer. 
However, a major deviation is observed from measurement results, shown in Figure 3.3-6. 
The common port return loss (CPRL) is highly detuned, and spurious modes appear at both 
high side and low side. In this scenario, the output multiplexer cannot be tuned back to 
ideal responses as shown in Figure 3.3-5. By comparing the phase of  𝑆11 from 
measurement result and ideal result in channel 6 in Figure 3.3-7, the severe difference of 
the phase causes this large detuning. All other filters face the same issues due to the phase 
deviation from circuit model.  
After replacing all channel coupling matrixes with hybrid models, which are using 
EM-based model for its output coupling, and using circuit model for the rest of the channel 






























Figure 3.3-8 Comparison of CPRL with channel filter responses obtained from the hybrid 
model, full EM simulation, and measurement. [2] 
 
Figure 3.3-9  Transmission coefficients of all channels with channel filter responses 











































Furthermore, hybrid models combining NN model and circuit model are used to 
replace coupling matrices in the multiplexing network. Comparing the responses by both 






Figure 3.3-10  Comparison of S11 phase of channel filters obtained from the two types of 
hybrid models, with the output coupling EM simulated and modeled with neural 

























































Figure 3.3-11  Comparison of CPRL with channel filter responses obtained from the two 
hybrid models: with the output coupling EM simulated and modeled with neural network. 
[2] 
Table 3.3-1 compares the CPU time using the EM based model and NN model. A huge 
advantage is observed using NN model. To simulate an output coupling using EM models 
over 1GHz, only 12 minutes is used, while over 35 minutes will be needed to simulate an 
entire channel filter over 1GHz. On the other hand, a hybrid model with NN output 
coupling takes less than 1 second to finish 1GHz simulation with comparable accuracy.  
The example clearly demonstrates that a hybrid model with NN model is more efficient 
in modeling both in-band and out of band performance. With a properly designed hybrid 
model, the use of EM simulator during optimization of the multiplexer can be eliminated.  
 
Table 3.3-1 Comparison of CPU Time for Channel Filter Models 
Models CPU time 
Full EM model 35 min 
Hybrid Model (with EM based 
output coupling) 
12 min 



























3.4 Ku-band Dielectric Resonator Filter  
In this section, a hybrid model of a dielectric resonator (DR) Ku-band filter with the 
EM-based model of output iris and the circuit model is presented.  
A simplified output coupling structure of a dielectric filter accelerates the simulation, 
and will facilitate the data collection for its NN model. The hybrid model with EM-based 
output coupling shows a good agreement with the full EM simulation results. 
 
3.4.1 Propagation Constant of DR Filter  
 
Similar to the trifurcated iris dual mode filter mentioned previously, reduction of GSM 
and cascading S-parameters with distributed models require transmission line models of 
each mode. But unlike waveguide dual mode filters, the calculation of the transmission 
lines of a DR filter is more complicated and it is presented in this section.  
All frequency dependent transmission line parameters can be expressed as in (3.1), in 
which α and β are propagation constant [4]. The scattering matrix of a transmission line is 
expressed as in (3.2) with a certain length 𝑙. The lossless guided wavelength 𝜆𝑔 of a 
propagation mode is expressed in (3.3). 
𝛾 =  𝛼 + 𝑗𝛽                                                                                  (3.1) 
[𝑆] =  [ 0 𝑒
−𝛾𝑙
𝑒−𝛾𝑙 0




                                                                                      (3.3) 
The propagation constant for each mode in a DR filter can be calculated starting from 
electric and magnetic fields in (3.4) to (3.9) from [5] for a single circular dielectric 
waveguide. For the transmission line for the DR filter, the geometry is different in that a 
conducting layer is outside of the external vacuum layer, as shown in Figure 3.4-1. This 
means when the radius 𝜌 is smaller than 𝑎, the material is dielectric; when the radius 𝜌 is 
greater than 𝑎 but smaller than 𝑏, the material is vacuum; and when the radius 𝜌 is greater 
than 𝑏, the material is external housing, which is a conductor. The electric and magnetic 



































𝑑𝜌)] sin(𝑚𝜙)𝑒−𝑗𝛽𝑧𝑧   
𝐸𝑧
𝑑 = 𝐵𝑚𝐽𝑚(𝛽𝜌




























𝑑𝜌)] cos(𝑚𝜙)𝑒−𝑗𝛽𝑧𝑧  
𝐻𝑧
𝑑 = 𝐴𝑚𝐽𝑚(𝛽𝜌
𝑑𝜌) sin(𝑚𝜙)𝑒−𝑗𝛽𝑧𝑧         (3.9) 
 


















































































0𝜌)] sin(𝑚𝜙)𝑒−𝑗𝛽𝑧𝑧    
In the equations above from (3.4) to (3.15), 𝜀𝑑 and 𝜇𝑑 are the permittivity and 
permeability of the dielectric rod, respectively.  𝛽0 and 𝛽𝑧 are the propagation constant in 
free space and in dielectric rod. 𝛽𝜌 is vector 𝛽 at 𝜌 direction, the relation between 𝛽𝜌, 𝛽𝑧 
and 𝛽 can be expressed as 𝛽𝜌
2 + 𝛽𝑧
2 = 𝛽2.  𝐽𝑚 and 𝑌𝑚 are the Bessel functions of the first 
and second kind, respectively. 𝐴𝑚, 𝐵𝑚, 𝐶𝑚, 𝐷𝑚, 𝐸𝑚 and 𝐹𝑚 are not independent from each 
other, and their relationship can be found through boundary conditions. Abbreviate 
notations in equation (3.16) to (3.20) are used to simplify the above equations. 
𝜒 = 𝛽𝜌
𝑑𝑎       (3.16)
 𝜉1 = 𝛽𝜌
0𝑎            (3.17)
𝜉2 = 𝛽𝜌
0𝑏       (3.18)
 𝜁 = 𝛽𝑧𝑎           (3.19)
𝛽𝑑 = 𝛽0√𝜀𝑟𝜇𝑟        (3.20)
The boundary conditions for 𝜌 = 𝑎 and 𝜌 = 𝑏 are expressed in (3.21) to (3.26). When 
𝜌 = 𝑎, the tangential electric fields and magnetic fields in the material and in the vacuum 
are the same. When 𝜌 = 𝑏, the tangential electric fields are zero since the external surface 
is conducting. 
𝐸𝜙
𝑑(𝜌 = 𝑎, 0 ≤ 𝜙 ≤ 2𝜋, 𝑧) = 𝐸𝜙
0(𝜌 = 𝑎, 0 ≤ 𝜙 ≤ 2𝜋, 𝑧)    (3.21)
𝐸𝑧
𝑑(𝜌 = 𝑎, 0 ≤ 𝜙 ≤ 2𝜋, 𝑧) = 𝐸𝑧
0(𝜌 = 𝑎, 0 ≤ 𝜙 ≤ 2𝜋, 𝑧)    (3.22)
𝐻𝜙
𝑑(𝜌 = 𝑎, 0 ≤ 𝜙 ≤ 2𝜋, 𝑧) = 𝐻𝜙
0(𝜌 = 𝑎, 0 ≤ 𝜙 ≤ 2𝜋, 𝑧)    (3.23)
𝐻𝑧
𝑑(𝜌 = 𝑎, 0 ≤ 𝜙 ≤ 2𝜋, 𝑧) = 𝐻𝑧
0(𝜌 = 𝑎, 0 ≤ 𝜙 ≤ 2𝜋, 𝑧)    (3.24)
𝐸𝜙
0(𝜌 = 𝑏, 0 ≤ 𝜙 ≤ 2𝜋, 𝑧) = 0      (3.25)
𝐸𝑧
0(𝜌 = 𝑏, 0 ≤ 𝜙 ≤ 2𝜋, 𝑧) = 0      (3.26) 
By applying the boundary conditions to the equation (3.4) to (3.15), we can have 
𝐸𝜙
𝑑(𝜌 = 𝑎, 0 ≤ 𝜙 ≤ 2𝜋, 𝑧) = 𝐸𝜙




























           

𝐸𝑧
𝑑(𝜌 = 𝑎, 0 ≤ 𝜙 ≤ 2𝜋, 𝑧) = 𝐸𝑧








𝑑(𝜌 = 𝑎, 0 ≤ 𝜙 ≤ 2𝜋, 𝑧) = 𝐻𝜙


























           

𝐻𝑧
𝑑(𝜌 = 𝑎, 0 ≤ 𝜙 ≤ 2𝜋, 𝑧) = 𝐻𝑧




0𝜌)]      

𝐸𝜙









0𝑏)] = 0 
⇒            𝐶𝑚𝐽′𝑚(𝛽𝜌
0𝑏) + 𝐸𝑚𝑌′𝑚(𝛽𝜌
0𝑏) = 0       

𝐸𝑧
0(𝜌 = 𝑏, 0 ≤ 𝜙 ≤ 2𝜋, 𝑧) = 0 leads to  
𝐷𝑚𝐽𝑚(𝛽𝜌
0𝑏) + 𝐹𝑚𝑌𝑚(𝛽𝜌
0𝑏) = 0        

The equation (3.27) to (3.32) can be re-written as equation (3.33). The matrices of 𝐹 
and 𝑔 are shown in equation (3.34) and (3.35). (3.32) has nontrivial solution when det 
(𝐹) = 0, which can be used to solve 𝜒. Therefore, the propagation constant 𝛽𝑧 will be 
obtained. 













































































            (3.34) 
𝑔 = [𝐴𝑚 𝐵𝑚 𝐶𝑚 𝐷𝑚 𝐸𝑚 𝐹𝑚]
−1   (3.35) 
Besides the propagating mode HEM, high order modes are also calculated, which will 
be used in the next chapter. The high order modes 𝑇𝐸0𝑛 and 𝑇𝑀0𝑛 are calculated with 
similar conditions as HEM mode. The differences are that all the sin(𝑚𝜙) and cos(𝑚𝜙) 
are swapped for  𝑇𝐸0𝑛 modes, and all constant 𝑚 are zero for 𝑇𝑀0𝑛.  
The electric and magnetic fields for 𝑇𝐸0𝑛 are shown in (3.25) to (3.36) along with its 






























𝑑𝜌)] cos(𝑚𝜙)𝑒−𝑗𝛽𝑧𝑧   
𝐸𝑧
𝑑 = 𝐵𝑚𝐽𝑚(𝛽𝜌




























𝑑𝜌)] sin(𝑚𝜙)𝑒−𝑗𝛽𝑧𝑧 = 0  
𝐻𝑧
𝑑 = 𝐴𝑚𝐽𝑚(𝛽𝜌
𝑑𝜌) cos(𝑚𝜙)𝑒−𝑗𝛽𝑧𝑧         (3.41) 
 
















































































0𝜌)] cos(𝑚𝜙)𝑒−𝑗𝛽𝑧𝑧    
 
𝐸𝜙
𝑑(𝜌 = 𝑎, 0 ≤ 𝜙 ≤ 2𝜋, 𝑧) = 𝐸𝜙
0(𝜌 = 𝑎, 0 ≤ 𝜙 ≤ 2𝜋, 𝑧)    (3.48)
𝐻𝑧
𝑑(𝜌 = 𝑎, 0 ≤ 𝜙 ≤ 2𝜋, 𝑧) = 𝐻𝑧
0(𝜌 = 𝑎, 0 ≤ 𝜙 ≤ 2𝜋, 𝑧)    (3.49)
𝐸𝜙
0(𝜌 = 𝑏, 0 ≤ 𝜙 ≤ 2𝜋, 𝑧) = 0      (3.50) 

For the electric and magnetic fields of 𝑇𝑀0𝑛, since 𝑚 = 0, all equations can be written 





























𝑑𝜌)] sin(𝑚𝜙)𝑒−𝑗𝛽𝑧𝑧 = 0 
𝐸𝑧
𝑑 = 𝐵𝑚𝐽𝑚(𝛽𝜌




























𝑑𝜌)] cos(𝑚𝜙)𝑒−𝑗𝛽𝑧𝑧  
𝐻𝑧
𝑑 = 𝐴𝑚𝐽𝑚(𝛽𝜌
𝑑𝜌) sin(𝑚𝜙)𝑒−𝑗𝛽𝑧𝑧 = 0        (3.56) 
48 
 















































































0𝜌)] sin(𝑚𝜙)𝑒−𝑗𝛽𝑧𝑧 = 0   

𝐸𝑧
𝑑(𝜌 = 𝑎, 0 ≤ 𝜙 ≤ 2𝜋, 𝑧) = 𝐸𝑧
0(𝜌 = 𝑎, 0 ≤ 𝜙 ≤ 2𝜋, 𝑧)    (3.63)
𝐻𝜙
𝑑(𝜌 = 𝑎, 0 ≤ 𝜙 ≤ 2𝜋, 𝑧) = 𝐻𝜙
0(𝜌 = 𝑎, 0 ≤ 𝜙 ≤ 2𝜋, 𝑧)    (3.64)
𝐸𝑧
0(𝜌 = 𝑏, 0 ≤ 𝜙 ≤ 2𝜋, 𝑧) = 0      (3.65) 
The propagation constant can be found using electric and magnetic fields equations of  
𝑇𝐸0𝑛 and 𝑇𝑀0𝑛 modes.  
The best way to verify the accuracy of the calculated propagation constant is to 
compare the results with the exported ones from EM simulations. Figure 3.4-2 compares 
eight modes assigned on the dielectric junctions. In these eight modes, some modes are 
degenerate modes, including the 1st and 2nd modes, the 4th and 5th modes, and the 7th and 
8th modes. As can be seen from the figure, the calculated results are well matched to the 





























































































































































































Figure 3.4-2  A comparison between simulated and calculated propagation constants. (a) 
HE11 Mode; (b) TM01 Mode; (c) HE12 Mode; (d) TE01 Mode; (e) HE21 Mode. 
 
 
Figure 3.4-3  A distributed circuit model for a 3-pole filter. 
 
3.4.2 Circuit Model Analysis of Single Filters 
 
In the circuit model of a dielectric filter, a distributed model is used to present its 
performance instead of a coupling matrix.  
As explained in [6], 𝒲𝜆 is used to calculate J-inverter or K-inverter from a coupling 
matrix, where 𝒲𝜆 =
𝜆𝑔1−𝜆𝑔2
𝜆𝑔0
. The guided wavelengths over the entire simulation 
frequencies, including in-band and out-of-band, are calculated from the equations in 














































KS1 K23 K3L K12 
Resonator 1 Resonator 2 Resonator 3 
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As shown in Figure 3.4-4(a), only the first resonator is simulated in EM based 
simulator. The ports are de-embed along AA’ and BB’. Only one mode is defined at port 
AA’, and a number of modes are defined at BB’. Higher order modes are terminated in 
Figure 3.4-4(b). The two-port output coupling S-parameters only contains the fundamental 
modes. The two-port network can then be combined into the circuit model in Figure 3.4-3 





Figure 3.4-4  (a) Output Cavity and iris of the DR filter. (b) Port numbers of all modes of 

















2            3             …        1+n 
1             
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3.4.3 Simulation Results 
 
The method described above is applied to a 3-pole DR filter. The single DR filter is 
centered at 11520MHz with 27MHz bandwidth. The circuit model is a distributed model, 
shown in Figure 3.4-3. The full EM model and the first cavity are shown in Figure 3.4-5. 
The EM-based output iris is then implemented into the distributed model. The results 
are shown in Figure 3.4-6 and Figure 3.4-7. Both magnitude and phase from hybrid model 
fully agrees with EM model in near-band simulations, as shown in Figure 3.4-6. In 
wideband simulations, the phase of reflection coefficient from hybrid model agrees well 
with EM model, but the magnitude of transmission coefficient does not fully agree with 
EM model, as shown in Figure 3.3-7. This is because only the first iris is EM simulated.   
In this section, introducing an EM-based first iris responses in a circuit model is 
investigated to simulation wide-band performance of a channel filter. A hybrid model 
combines both EM simulated first iris and circuit model is developed to achieve accurate 
results for the phase of reflection coefficient in the in-band and out-of-band responses. The 
method is successfully applied in trifurcated iris dual mode waveguide filters and dielectric 
resonator filters. These examples show the efficiency and accuracy of this method. The 
method further facilitates the application of NN for fast and accurate modeling of channel 













Figure 3.4-5  (a) Full EM model of a 3-pole DR filter with trifurcated structure. (b) First 










Figure 3.4-6  Comparison of the magnitude and phase using circuit model, hybrid model 
and EM model in near-band frequency of DR filter. (a) magnitude of S11 and S21; (b) 







Figure 3.4-7  Comparison of the magnitude and phase using circuit model, hybrid model 
and EM model in out-of-band frequency of DR filter. (a) magnitude of S11 and S21; (b) 






In this chapter, a hybrid model is developed combining a circuit model and EM 
analysis of part of the filter structure, the coupling junction close to the manifold. Since the 
cavity connected to manifold affects the performance of other channels most significantly 
in a multiplexer, this method incorporates effects of spurious mode into multiplexing 
network model by only EM simulating the output iris of a channel filter.  
As shown in Table 3.3-1, the CPU time on simulating an entire filter can cost more 
than half an hour for a side-coupled 4-pole dual mode filter, while simulating part of the 
filter structure only takes 12 minutes. Furthermore, the EM data can be replaced with a 
well-trained neural network model to facilitate multiplexer designs. Both in-band and out-
of-band performances can be quickly predicted within 1 second by using NN models. When 
the number of channel filters in a multiplexer increases, the simulation time by using a 
conventional EM based method will increase accordingly. The advantage of using the 
proposed methods becomes even more prominent.  
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Chapter 4. Efficient Modeling of Advanced Bandpass Filters over Wide 
Frequency Range 
In this section, an efficient modeling method of bandpass filters over wide frequency 
range is presented toward the goal of accurate modeling of both reflection and transmission 
coefficients. By analyzing the characteristic of each critical junction in a bandpass filter, 
the general scattering matrix (GSM) of each junction is reduced without losing accuracy 
for the overall filter.  
A conventional dual mode circular waveguide filter, a 5-pole DR-filter and a 3 channel 
multiplexer are used as examples to illustrate this method. Good agreement with 
electromagnetic (EM) simulation and/or measurement results is observed in both in-band 
and out-of-band frequency ranges. 
 
4.1 Modeling Approach 
Design and optimization of the filter heavily rely on EM simulations. This causes 
prolonged design process and difficulty in the design of a multiplexing network, since 
iterative optimizations on each channel filter is time consuming. Additionally, accurate 
prediction of both intensity and phase of spurious modes is only achievable through full 
wave simulation of each channel filter over a wide frequency range.  To solve this problem, 
in this chapter, instead of performing EM simulation on the whole structure, critical 
segments and junctions of the filter are modeled using a full-wave simulator. The obtained 
GSM is investigated and then simplified. A good understanding of the EM field behavior 
within and between the resonators is key. Only critical information of EM results of the 
junctions is preserved. The reduced EM data are used to train neural networks (NNs), which 
serve as building blocks for a complete filter model. NN models are connected using 
transmission line model for each mode in the junctions. By reducing the complexity of the 
problem, the training data generation and the neural model development become feasible 
and, at the same time, the desired model accuracy can be achieved. The simplification of 
the problem and building knowledge of the EM field into the models are critical to the 
successful application of neural networks to such a complex design problem. In general, 
there are four steps to implement this approach: 
Step 1: Simplify GSM of each junction; 
Step 2: Collect NN training data; 
Step 3: Generate NN models; 
Step 4: Cascade all NN junctions. 
In Step 1, when the critical junctions of a filter have been decided, each junction should 
be EM simulated. The accuracy of the final performance depends on the number of modes 
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defined for each junction. Defining more modes will lead to more accurate results, but will 
increase NN models training effort. A trade-off between performance and effort should be 
considered. After EM simulation, not all modes’ information is necessary to be reserved. 
For example, if the high order mode is weakly coupled to the propagating mode, the 
information is not critical for further simulations. The examples of the conventional dual 
mode circular waveguide filter and the DR-filters show the difference in defining critical 
junctions for different filter types.  
In Step 2, a data base needs to be created for NN models training. All training data are 
EM based. Dimension steps and ranges will depend on a number of factors, such as the 
initial physical values, tolerances, and frequency/bandwidth range of interest. Some 
dimensions are not considered variables during the NN training, because those dimensions 
are usually fixed values during manufacture, such as iris width and turning screw diameter.  
Step 3 is to generate NN models. The inputs of a NN model are [Frequency, Dim1, 
Dim2…]. The outputs of a NN model are real and imaginary of S-parameters at each 
frequency, or magnitude and phase of S-parameters at each frequency. The outputs of a 
NN model can contain multiple S-parameters. However, in general, the more outputs are 
considered in one NN model, the more difficult it is to obtain good accuracy of the results. 
The training and testing errors should be maintained within 0.02% to 2% to ensure accurate 
results. 
The final step is to cascade all junctions through transmission lines. All transmission 
lines are calculated based on their waveguide characteristics.  
There are three examples in this chapter to demonstrate and verity the approach. The 
first example is using a conventional dual mode circular waveguide filter to explain the 
concept of developing a complete and accurate filter model by using reduced GSM. After 
cascading all EM models of the critical junctions of the dual mode circular waveguide 
filter, the reflection coefficient and transmission coefficient shows a good agreement to the 
EM results. The complete modeling approach is demonstrated by the second and third 
examples which are using 5-pole and 4-pole DR filters. The results of the NN models from 
both examples show a good agreement to the EM results and/or the measurement results.  
 
4.2 Ku-band Dual Mode Circular Waveguide Filter 
Simplification of GSM of each critical junction without losing model integrity is 
important to the next two steps. Dual mode circular waveguide filter is used as an example 
to illustrate the first step of this method. The example in the following section is a 4-pole 
dual mode circular waveguide filter with a pair of transmission zeros. The filter is centered 
at 11.04GHz with 27MHz bandwidth. The input rectangular waveguide is WR75. The 




4.2.1 Modeling of Circular Waveguide Filter 
 
In a typical dual mode circular waveguide filter, there are three essential junctions – 
input/output (I/O) iris, cross iris and tuning screws. The accurate prediction of in-band and 
out-of-band performance depends on these three junctions. For simulation, several modes 
at each junction are selected, but not all modes will be kept during cascading. 
The first junction in a dual waveguide filter is I/O iris junction, shown in Figure 
4.2-1(a). In this junction, only a few modes are effectively excited. Figure 4.2-1 (b) shows 
the transmission coefficient, 𝑆𝑖𝑗, from TE10 mode from the input rectangular waveguide to 
all modes in cavity 1. The strongest coupling is to the TM11 mode. However, TM11 mode 
does not start to propagate until after 13 GHz. Therefore, in the following case study, only 
the TE11 vertical mode (TE11V) is considered for near band simulation, i.e. case 1. TM11 
modes are included in case 2 for better simulation accuracy over a wider frequency range. 
All other modes are ignored. 
 
(a)             (b) 
Figure 4.2-1  (a) 3D view of I/O iris; (b) Transmission coefficient, 𝑆𝑖𝑗 , from the 𝑇𝐸10 
mode from the input rectangular waveguide to all modes in the first cavity (Cav1). 
The cross iris junction demonstrates a similar behavior in Figure 4.2-2, showing the 
transmission coefficient, Sij, from the TE11h mode in cavity 1 to all modes in cavity 2. (The 
transmission coefficient from the TE11v mode is similar to Figure 4.2-2 (b) and therefore 
not shown.) Except for TM11 and TE11 modes, all other modes are effectively blocked by 
the junction. Therefore, only the TE11 modes (TE11V and TE11h) are considered in case 1, 





(a)        (b)    
Figure 4.2-2  (a) 3D view of cross iris; (b) The transmission coefficient, 𝑆𝑖𝑗, from the 




     (a)       (b) 
Figure 4.2-3  (a) 3D view of screw junction; (b) For the set of 3 screws, the reflection 











Figure 4.2-4  For near band simulation, (a) the I/O iris preserves only 𝑇𝐸11𝑣 mode in the 
GSM, (b) the cross iris preserves the 𝑇𝐸11 modes in the GSM, and (c) the screw section, 
all high order modes are terminated with short circuit. 
 
 
Figure 4.2-5  All junctions are cascaded in ADS. 
The screw junction, however, shows relatively full GSM. Figure 4.2-3 shows the 
reflection coefficient, Sii, of each mode to the left side of the screws. Ignoring high order 
modes will result in erroneous results. However, the cross iris and I/O iris provide almost 
perfect short circuit boundary conditions for high order modes. It is therefore not necessary 
to preserve the entire GSM of the screw junction. All high order modes that are not 



























As discussed above, the simplified I/O iris, cross iris and screw models are shown in 
Figure 4.2-4 for near band simulation, i.e. case 1. Cascading these models, the filter 
response can be obtained. For simulations over a wider frequency range, TM modes are 
added to all circular waveguide ports (not shown in Figure 4.2-4), i.e. case 2. The cascaded 
models are built using ADS as per Figure 4.2-5. 
 
4.2.2 Simulation Results 
 
Figure 4.2-6 compares the results of full EM and the simplified model for near band 
simulation. A very good agreement between full EM simulation and the simplified model 
is observed. Note that no extra information of higher order modes needs to be saved before 
cascading the individual junction model (case 1). A wider band simulation in Figure 4.2-7 
shows that the model is less accurate when the frequency is getting close to TM110 mode 
resonance. Due to the strong coupling in I/O iris as shown in Figure 4.2-1, the mode has 
been shifted down. In this case, to achieve a good accuracy, the mode selection in case 2 is 
applied, i.e. TM11 modes are also considered. Figure 4.2-8 shows a good correlation 
between full EM and the reduced model. The measurement results up to 12.8 GHz are also 
shown in Figure 4.2-8. Except for the stronger peak in the measured results around 12.25 
GHz (TM013 mode) caused by manufacture tolerance, a good agreement is observed among 
all three sets of data over 2 GHz frequency range.  
 
Figure 4.2-6 Comparison between the results of full EM and the simplified model for 
near band simulation. No extra information of higher order modes needs to be saved in 
the simplified model (case 1). 
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In this section, the characteristics of each filter junction of a typical waveguide dual-
mode filter is closely examined. It is demonstrated that the complexity of the EM data can 
be significantly reduced by preserving only necessary information, while maintaining 
required simulation accuracy. 
 
Figure 4.2-7 Comparison between the results of full EM simulation and the simplified 
model (case 1). The model becomes less accurate when the frequency is close to TM110 
mode resonance. 
 
Figure 4.2-8 Comparison of full EM simulation, the proposed model, and measurement 
results. Two additional higher order modes are included in the proposed model (case 2). 
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4.3 Ku-band Dielectric Resonator Filter 
Simulation and/or measurement results of 5-pole high power DR filters are used to 
demonstrate the efficiency of the method. Model responses agree well with both full EM 
simulations and measurement results. The final filter model contains only NN models and 
transmission line models, and is therefore very fast. In addition to identification of spurious 
modes and compensation of interference between channel filters, this highly efficient 
model is applicable to surrogate-based optimization technique, computer aided tuning, and 
sensitivity analysis to manufacturing tolerances and temperature fluctuations.  
 
Figure 4.3-1 5 pole high power DR filter with Cavity designations. 
 
4.3.1 Modeling of DR Filter 
 
Figure 4.3-1 shows the 5-pole high power DR filter with two transmission zeros. As 
shown in the Figure 4.3-1 and Figure 4.3-2, the resonator for the DR filter is comprised of 
a cylindrical aluminum housing and a cylindrical dielectric rod [1]. The thin dielectric disc 
at the center of the resonator with a larger diameter than the dielectric rod allows 
mechanical mounting at the electric field minima. Each cavity can be designed to hold one 
resonating mode (for example, cavity 1 in Figure 4.3-1) or two degenerate orthogonal 
modes (cavity 2 and cavity 3 in Figure 4.3-1). In the 5-pole filter, there are two transmission 
zeros generated by the cross-coupling between cavity 2 and cavity 3. Therefore the 1st 
cavity is designed with one mode while the other two cavities are designed to hold two 
degenerate orthogonal modes. The 5-pole DR filter is used to demonstrate the approach, 
since it has all critical junctions. Models for filters with other order can be built with the 
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same junctions or simpler variation of these junctions. Without losing generality, the filter 
used as the example below has a center frequency of 11520 MHz and a bandwidth of 37 
MHz. All EM simulations are performed using HFSS. 
In this 5-pole DR filter, there are five essential junctions, namely the middle disc, input 
junction, output junction, bottom of the middle cavity, and the top of all three cavities. Each 
junction structure and their port designations are shown in Figure 4.3-2. The variables in 
each junction are listed in Table 4.3-1. As shown in Figure 4.3-2, the middle disc contains 
the dielectric disc and two sections of dielectric waveguide on each side of the disc; the 
input junction contains the input rectangular waveguide, the input iris and a section of 
dielectric waveguide of the 1st cavity; the output junction contains the output rectangular 
waveguide, the output iris, M45 tuning screws, and a section of dielectric waveguide of the 
3rd cavity; the bottom junction contains M23 tuning screws and a section of dielectric 
waveguide of the 2nd cavity; the top junction contains a section of dielectric waveguide of 
all three cavities, M12 iris, M34 iris, M25 iris, and all self-coupling turning screws. Note 
that the input and output junctions are defined separately because cavity 1 holds one 
resonating mode, while cavity 3 holds dual modes. The segmentation planes of all junctions 
are selected between discontinuities. For example, the input junction is segmented across 
the cavity above the top edge of the input iris. For EM simulation of each junction, the 
length of the waveguides at each port of the junction is extended so that the ports are 
defined away from discontinuities. The additional lengths can be easily removed by de-
embedding the ports to the real segmentation position, as shown in Figure 4.3-2.   
 
 












As mentioned earlier, the thin middle disc is for support only, and the dimensions 
are kept constant during design. Its impact on other junctions are minor. Only one-time 
simulation over the disc junction is needed for further use. In the following, each step will 
be explained in detail. 
Table 4.3-1  Variables in a 5-pole DR Filter. 
 
A. Step 1: Simplify GSM of each junction 
In all the junctions, one mode is defined at each rectangular port, and eight modes are 
defined at any cylindrical ports to ensure good accuracy for both in-band and out-of-band 
responses. High order modes in cylindrical ports show very strong impact in the out-of-
band performance, which cannot be reflected from circuit model. All ports are de-
embedded to the iris opening or the tuning screw positions. Overall, there are 9 modes for 
each input/output junction, 8 modes for the bottom junction, 16 modes for the disc junction 
and 24 modes for the top junction.  
The GSM sizes for each junction are extremely large, as shown in Table 4.3-2. The 
largest one is the top junction with the size of the GSM being 24×24 for each frequency 
point. Modeling such a large S-parameter matrix using NNs is difficult and unnecessary, 
as shown next. To reduce the training data size, three methods are used to simplify the 
matrix without losing accuracy.  
First of all, if a high order mode is weakly coupled (|Sij| less than a pre-set threshold) 
to all propagating modes in its own junction, the mode can be ignored in further simulation. 
As an example, Figure 4.3-3 shows the transmission coefficient between high order modes 
and propagation modes in the input junction over a wide frequency range. Here the 
threshold is set to be -50dB. Curves with |Sij| lower than -50dB are shown in red. The ones 
with larger |Sij| values are plotted in green. The modes 2, 3, 5, and 8 at port 2 of the input 
junction are weakly coupled to the propagating mode (mode1) at port 1 and port 2, as 
shown in Figure 4.3-3. Therefore, modes 2, 3, 5, and 8 at port 2 can be ignored. 
Variables 













Figure 4.3-3 Coupling between high order modes and propagating modes in the input 
junction.  
 
Table 4.3-2  GSM of Each Junction of a 5-pole DR Filter. 
Junction No. of Ports Modes .SNP Size* 
Input 2 9 .s9p 45 
Output 2 9 .s9p 45 
Bottom 1 8 .s8p 36 
Top 3 24 .s24p 300 
*Only 𝑆𝑖𝑗 with 𝑖 ≤ 𝑗 are counted, where 𝑖, 𝑗 = 1,2. . , 𝑁, since 𝑆𝑖𝑗 = 𝑆𝑗𝑖. 
Secondly, some high order modes are not sensitive to changes of the variables in Table 
4.3-1. They can be relatively strong and should not be ignored. However only nominal 
values of relevant S-parameters will need to be kept for further simulation. The reason can 
be explained by a close examination of the field distribution of each mode. Figure 4.3-4 
shows the same-scaled E-field distribution of the propagating modes and some high order 
modes. The locations of irises and tuning screws are usually at the strongest E-field of the 
propagating modes, namely modes 1 and 2 in this case. The iris and tuning screw locations 
are not at the strong E-field of modes 4 and 5. The changing of the irises and tuning screws 
show very minor impact on modes 4 and 5. Mode 3 and mode 6 show very weak E-field 














Therefore, these modes are not strongly impacted by changing iris size and tuning screw 
depth. 
Thirdly, if any transmission coefficient between a propagating mode and a higher mode 
(|Sij|), or between any two higher modes, is less than a threshold, it will be ignored. This 
will allow further reduction to GSM size of each junction. The output junction is used as 
an example. Figure 4.3-5 shows only |Sij| between propagating modes and high order 
modes. The threshold is also set to be -50dB. The weak couplings are shown in red and can 
be ignored. For example, the transmission coefficient between the first mode in port 1 (1:1) 
and the 8th mode in port 2 (2:8) is very weak, and can be replaced with zero. 
After all the reductions, the final sizes of each junction are shown in Table 4.3-3, which 
are much less than the original ones in Table 4.3-2. 
  
Figure 4.3-4 E-field distribution of propagating modes and high order modes in the cavity 





Figure 4.3-5 E-field distribution of propagating modes and high order modes in the cavity 
and dielectric rod. 
 
Table 4.3-3  GSM for Each Junction of a 5-pole DR Filter after Simplification. 
Junction No. of Ports Modes .SNP Size 
Input 2 9 .s9p <10 
Output 2 9 .s9p <20 
Bottom 1 8 .s8p <10 
Top 3 24 .s24p <55 
 
B. Step 2: Collect NN Training Data 
Training data can be obtained by simulating each junction with different variable values 
over a wide frequency band. The variables, besides frequency, for each junction are 
summarized in Table 4.3-4. 
Table 4.3-4  Variables for Each Junction in a 5-pole DR Filter. 
Junction Variables 
Disc N/A 
INPUT Input Iris 
OUTPUT Output Iris, M45 Screw 
BOTTOM M23 Screw 














The range of each variable is decided considering application of the model. The 
frequency range of interest is from 11.2 to 12.6 GHz. For physical dimensions, 20% to 40% 
changes over the nominal dimension (approximately 2.5 mm) give enough design 
capabilities for different center frequency and bandwidth of interest. Sample step size of 
each parameter also needs to be carefully selected, considering the linearity of the problem 
and the number of variables. Too few training data will lead to inaccurate NN models, 
while small sample step size causes longer simulation time for data collection and may be 
unnecessary. Experiments with different step sizes show that 20 MHz frequency step and 
10 to 15 points over each dimension are sufficient for the development of NN models. The 
amount of training data needs to be adjusted if the training error shows a large deviation 
from the testing error during the training of NN models. 
In addition, the penetration of the tuning screws is usually controlled between 0.5 mm 
and 2.5 mm in practical applications. The iris width and the diameter of tuning screws are 
fixed values and will not be modified during tuning process. Therefore, for all the irises, 
the training data will cover a range of 2.5 mm with step size of 0.25 mm. For all the tuning 
screws, the training data will cover from 0.25 mm to 2.5 mm with step size of 0.25 mm. 
Each set of dimensions will be simulated over 1.4 GHz with 20 MHz frequency step. 
 
C. Step 3: Generate NN Models 
NeuroModeler [2] is used to train and test NN models. The popular multilayer 
perceptron (MLP) structure is used. A three-layer MLP model, consisting of an input layer, 
a hidden layer, and an output layer, is capable of accurately modeling any nonlinear 
continuous and multidimensional function [5]. The Quasi-Newton algorithm, commonly 
used for RF/microwave applications, is applied in the training of NN models. 
The inputs of the NN models are the variables listed in Table 4.3-4 and frequency. For 
example, the inputs of the Input junction are the input iris and frequencies. The outputs of 
the NN models are the S-parameters of the reduced GSM for each junction. The S-
parameters can be expressed in either magnitude/phase format or real/imaginary format. 
The outputs of each NN model can be limited to a few S-parameters, instead of attempting 
to model all S-parameters at once. In this work, the outputs for each NN model are limited 
to no more than 5 S-parameters, which helps to reduce model development effort and 
ensure low training and testing errors. 
The NN models are usually started with 8 to 16 hidden neurons, depending on the 
linearity of the S-parameters and the number of inputs. The training error and testing error 
are closely monitored during the training process. If over-learning is observed, with low 
training error but much higher testing error, the number of hidden neurons is reduced or 
more data samples are added. On the other hand, if the NN model exhibits under-learning, 
showing high training error, the number of hidden neurons is increased. The developed NN 
models have 20 to 40 hidden neurons. The average training error and testing error are 
maintained to be lower than 2%. 
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D. Step 4: Cascade all NN junctions 
In this step, all junctions modeled using NNs are cascaded with proper transmission 
line lengths in between, as shown in Figure 4.3-6. Each connecting line represents a mode 
in the waveguide, which consists of a cylindrical dielectric rod and a cylindrical conductor 
housing. Cascading all junctions can be completed using commercial software, for 
example, Keysight ADS (Advance Design System). Alternatively, the method for analysis 
of multiport networks detailed in [4] can be followed. For each junction, individual mode 
is connected to a transmission line, which is then connected to the corresponding mode of 
the next junction. For example, each mode at the cylindrical port of the Input junction is 
connected to a section of waveguide, with properly defined propagation constant and 
length. All of the modes are then connected to the modes at the 1st port of the Disk junction. 
After cascading all junctions together, the resulting network is a two-port network, as 
shown in Figure 4.3-6. 
The calculation of the propagation constant for each mode in the transmission line 
for DR filter is detailed in section 3.4.1. 
 
Figure 4.3-6 Cascaded layout of all NN junction of a 5-pole DR filter. 
 
4.3.2 Simulation Results 
 
The simulation results of the developed model for the 5-pole high power DR filter are 
compared to the EM model, a circuit model using coupling matrix, and measurements. The 

























diameter of external cavity of the filter is 18.79 mm (0.74 inch), and the height of the 
cavities is approximately 22.1 mm (0.87 inch). The diameter of the dielectric rod is 8.64 
mm (0.34 inch). The gap between external cavity end wall and dielectric rod is 0.635 mm 
(0.025 inch). Detailed dimensions of the filter are given in [1]. The normalized coupling 
matrix is shown in (4.1). Figure 4.3-7 shows the comparison for the near-band 
performance. The results of the proposed model are close to both EM simulation and 
measured results. The wideband results are shown in Figure 4.3-8. Both reflection 
coefficient and transmission coefficient show very good agreement among results from the 
proposed model, EM simulation, and measurements. However, the circuit model shows a 
major deviation for frequencies above 12 GHz in Fig. 8. The proposed model shows strong 
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   (4.1) 
𝑅1 = 1.0496, 𝑅2 = 1.0496       
The phases of the reflection coefficient are compared in Figure 4.3-9. The phase from 
circuit model shows an error of more than 40 degrees at 12 GHz. The inaccurate wideband 
prediction from the channel filter circuit model can dramatically impact the accuracy in a 
wideband multiplexer design [5]. On the other hand, the wideband phases of the developed 
model and EM model show very good match. 
The reflection coefficient of the proposed model in Figure 4.3-7 show slight mismatch 
to the EM model and circuit model. The mismatch can be easily tuned with minor 
modifications of irises and tuning screws. The fine-tuned performance of the proposed 
model shown in Figure 4.3-10 has achieved better than -20dB for the reflection coefficient 
and good match with EM results. To achieve such performance, the maximum change from 
dimensions used in Figure 4.3-7 is less than 0.08 mm (0.003 inch), which is considered 





Figure 4.3-7 Comparison of near-band reflection and transmission coefficients using 
circuit model, EM model, and the proposed model, and measurement. 
 
Figure 4.3-8 Comparison of wideband transmission coefficient using circuit model, EM 











































Figure 4.3-9 Comparison of reflection coefficient phase in circuit model, EM model and 
the developed model. 
 
 
Figure 4.3-10 Comparison of near-band reflection and transmission coefficient using 








































Figure 4.3-11 Comparison of near-band reflection coefficient and transmission 
coefficient using circuit model, EM model, and the proposed model (Example 2). 
 
Figure 4.3-12 Comparison of wideband transmission coefficient using circuit model, EM 








































Figure 4.3-13 Comparison of reflection coefficient phase in circuit model, EM model and 
the developed model (Example 2). 
Using the developed model, another filter centered at 11720 MHz with 45 MHz 
bandwidth is simulated. The near-band and wideband reflection and transmission 
coefficients are shown in Figure 4.3-11 and Figure 4.3-12, respectively. Similar to previous 
filter example, the results using the proposed model show very good agreement with those 
from the EM model, while the circuit model shows significant deviation in the wideband 
simulation. The phases of the reflection coefficient are compared in Figure 4.3-13. The 
phase from circuit model shows large error in the out of band frequency range. The 
proposed model has much improved accuracy. 
With the same computer capacity, i.e. 8-GB RAM, Intel Core i7-5500U 2.4 GHz, it 
takes less than 10 seconds to complete a wideband simulation over 1.4 GHz with the 
proposed model. In comparison, EM simulation of the DR filter takes more than 3 hours to 
cover such a wide frequency range. Therefore, the simulation efficiency of the proposed 
method is significantly improved over the EM-based simulation. 
 
4.4 Multiplexer of DR Filter 
In this section, a 3-channel multiplexer with 4-pole high power DR channel filters is 
used to further demonstrate the efficiency of the method in multiplexer modeling. Model 
























4.4.1 Modeling of DR Multiplexer 
 
Figure 4.4-1(a) shows the 4-pole DR filter with two transmission zeros which will be 
used in a multiplexer. Similar to the 5-pole DR filter introduced in section 4.3, the resonator 
for the DR filter is comprised of a cylindrical aluminum housing and a cylindrical dielectric 
rod [1]. Each cavity in the 4-pole DR channel filter is designed to hold two degenerate 
orthogonal model. Two transmission zeros generated by the cross-coupling between two 
cavities. Different from the 5-pole filter structure, the sequential coupling of M23 is 
structured by the irises on the top and bottom of the cavities. Without losing generality, the 
multiplexer used as the example is a contiguous 3-channel multiplexer shows in Figure 
4.4-1(b). The center frequencies and bandwidths of each channel filter in the multiplexer 





Figure 4.4-1 3-channel multiplexer with 4-pole DR filters. (a) 4-pole high power DR 
filter; (b) 3-channel multiplexer block diagram. 
 









Table 4.4-1  Frequency Plan of the 3-Channel Multiplexer. 
 
In the 4-pole DR channel filter, there are four essential junctions, namely the middle 
disc, input junction, output junction and the top of two cavities. Each junction structure and 
their port designations are shown in Figure 4.4-2. The I/O junctions and the top of the 
cavities are different from the 5 pole filter. The variables in each junction are list in Table 
4.4-2. As shown in Figure 4.4-2, the middle disc contains the dielectric dis and two sections 
of dielectric waveguide on each side of the disc; the input junction contains the input 
rectangular waveguide, the input iris, M23 iris, M12 tuning screws and a section of 
dielectric waveguide of the cavity; the output junction contains the output rectangular 
waveguide, the output iris, M23 iris, M34 tuning screws, and a section of dielectric 
waveguide of the cavity; the top junction contains a section of dielectric waveguide of two 
cavities, M23 iris, M14 iris, and all self-coupling tuning screws. The segmentation panes 
of all junctions are selected between discontinuities.  
 


























A. Step 1: Simplify GSM of each junction 
Similar to the 5-pole DR filter, for the 4-pole DR filter, one mode is defined at each 
rectangular port, and eight modes are defined at any cylindrical ports to ensure good 
accuracy for both in-band and out-of-band responses. However, for the input and output 
junction, there are 5 modes defined at the port of iris M23. Therefore, in total, there are 
14 modes for input junction and output junction, 16 modes for the top junction and 16 
modes for the disc junction. 
The GSM sizes for each junction are large, as shown in Table 4.4-3. To reduce the 
GSM sizes, similar methods shown in section 4.3.1 are applied in the 4-pole DR filter 
GSM. After all the reductions, the final sizes of each junction are shown in Table 4.4-4, 
which are much less than the original ones in Table 4.4-3. 
Table 4.4-3  GSM of Each Junction of a 4-pole DR Filter. 
Junction No. of Ports Modes .SNP Size* 
Input 3 14 .s14p 105 
Output 3 14 .s14p 105 
Top 2 16 .s16p 136 
*Only 𝑆𝑖𝑗 with 𝑖 ≤ 𝑗 are counted, where 𝑖, 𝑗 = 1,2. . , 𝑁, since 𝑆𝑖𝑗 = 𝑆𝑗𝑖. 
Table 4.4-4  GSM for Each Junction of a 4-pole DR Filter after Simplification. 
Junction No. of Ports Modes .SNP Size 
Input 3 14 .s14p 26 
Output 3 14 .s14p 26 
Top 2 16 .s16p 26 
 
B. Step 2: Collect NN Training Data 
Training data can be obtained by simulating each junction with different variable 
values over a wide frequency band. The variables, besides frequency, for each junction 
are summarized in Table 4.3-4. Through there are two M23 irises, the one on the top of 
Variables 









the cavities is used as a variable, when the other one on the bottom of the cavities is used 
with its fixed nominal value. By doing that, the variables in the input and output junctions 
are reduced and therefore reduced the time in data collection.  
The range of each variable in the 4-pole DR filter and sample steps are similar to 
those for the 5-pole DR filter. 
Table 4.4-5  Variables for Each Junction in a 4-pole DR Filter. 
Junction Variables 
Disc N/A 
Input Input Iris, M12 Screw 
Output Output Iris, M34 Screw 
Top M23 Iris, M14 Iris 
 
C. Step 3: Generate NN Models 
The same as the NN models generation of the 5-pole DR filter, NeuroModeler [2] is 
used to train and test NN models. The inputs of the NN models are the variables listed in 
Table 4.4-5 and frequency. The outputs of the NN models are the S-parameters of the 
reduced GSM for each junction. Similar to the 5-pole filter, the developed NN models 
have 20 to 40 hidden neurons. The average training error and testing error are lower than 
2%. 
D. Step 4: Cascade all NN junctions 
In this step, all junctions modeled using NNs are cascaded with proper transmission 
line lengths in between, as shown in Figure 4.4-3. Each connecting line represents a mode 
in the waveguide. After cascading all junctions together, the resulting network is a two-
port network, as shown in Figure 4.4-3. The equations for the propagation constant for each 




Figure 4.4-3 Cascaded layout of all NN junction of a 4-pole DR filter. 
 
4.4.2 Simulation Results 
 
With the developed model of the 4-pole DR filter, the channel filters of the 3-channel 
multiplexer can be easily tuned without using EM simulators. After fine tuning, each 
channel filter is cascaded through transmission lines into a 3-channel multiplexer as shown 
in Figure 4.4-1. 
The near-band reflection coefficient and transmission coefficient of the EM mode and 
NN model are compared in Figure 4.4-4 and Figure 4.4-5. Both of their reflection 
coefficients are better than -18dB. The NN model shows a good match to the EM model. 
The wide band transmission coefficient over 11.2GHz to 12.6GHz of the EM model and 
the NN model are compared in Figure 4.4-6. Both of the models show strong spurious 
modes starting from 12.2GHz, especially from channel 3. The NN model show similar 
spurious modes as the EM model. 
The difference between channel dimensions in the EM models and in the NN models 
are less than 0.005 inch, which is considered within manufacture tolerance and can be 
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Figure 4.4-6 Comparison of out-of-band transmission coefficients using EM model, and 






















































Iris M01 0.3760 0.3792 0.0032 
Iris M23 0.2975 0.2981 0.0006 
Iris M14 0.1431 0.1431 0.0000 
Iris M40 0.3860 0.3887 0.0027 
TS M12 0.0377 0.0403 0.0026 
TS M34 0.0431 0.0445 0.0014 
CH2 
Iris M01 0.3789 0.3821 0.0032 
Iris M23 0.2962 0.2968 0.0006 
Iris M14 0.1431 0.1431 0.0000 
Iris M40 0.3875 0.3895 0.0020 
TS M12 0.0365 0.0373 0.0008 
TS M34 0.0430 0.0438 0.0008 
CH3 
Iris M01 0.3791 0.3821 0.0030 
Iris M23 0.3046 0.3039 -0.0007 
Iris M14 0.1431 0.1431 0.0000 
Iris M40 0.3882 0.3905 0.0023 
TS M12 0.0393 0.0401 0.0008 




This chapter introduces a modeling method aimed to accurately and efficiently model 
both reflection and transmission performance of a filter over a large frequency range. In 
this modeling method, instead of performing EM simulation on the whole structure, critical 
segments and junctions of the filter are modeled using a full-wave simulator. After 
investigation and simplification of the obtained GSM, only critical information of EM 
results of the junctions is preserved and used to train NNs. In the final model, NN models 
are connected using transmission line model for each mode in the waveguide. By doing so, 
the effort needed for NN data collection and NN model training is dramatically reduced. 
The data collection and NN model training time can be reduced from months [6] to weeks 
or even days. 
A dual mode waveguide filter is first used to demonstrate the segmentation method 
and the concept. Next, the simulation and/or measurement results of high-power DR filters 
are used to demonstrate the efficiency of the method. In addition, a three channel DR 
multiplexer is designed using the proposed method. All the responses from the simulations 
agree well with both full EM simulations and/or measurement results. The final model 
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contains only NN models and transmission line models, and is therefore very fast. As 
shown in Table 4.5-1, with the same computer capacity, i.e. 8-GB RAM, Intel Core i7-
5500 2.4GGz, it takes less than 1 hour to complete a fine tuning and a wideband simulation 
over 1.4GHz with the proposed model of the DR filter, while it takes more than 1 week to 
fine tuning the filter coved the same frequency range by using EM model. For the multiplier 
design, it takes only a day to finalize the design of the 3-channel 4-pole DR filter 
multiplexer, while weeks are spent to get a good performance using the conventional EM 
based method for the same multiplexer. The efficiency of the proposed model is 
significantly improved over the EM-based simulation. 
 
Table 4.5-1 Comparison of CPU Time for DR Filter/Multiplexer Simulations 
Models Frequency Range CPU time for Fine 
Tuning 
5-pole DR Filter Full EM Model 11.2GHz to 
12.6GHz 
> 1 week 
5-pole DR Filter Proposed Model 11.2GHz to 
12.6GHz 
< 1 hour 
3-channel Multiplexer with 4-pole 
DR Filter with Full EM Model 
11.2GHz to 
12.6GHz 
> 3 weeks 
3-channel Multiplexer with 4-pole 
DR Filter with Proposed Model 
11.2GHz to 
12.6GHz 
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Chapter 5. Conclusion and Future Work 
Microwave filters and multiplexers find wide applications in all types of electronic 
systems. This research focuses on advanced filters and multiplexers for applications in 
communication satellites. Conventional modeling and design techniques are either based 
on circuit models, which are fast but inaccurate, or based on full-wave EM simulation. 
However, EM simulation can be very time-consuming.  
To overcome the inaccurate wide-band performance of circuit models, and the long 
design process of using EM models, the thesis presents two methods to model various filter 
structures efficiently and accurately. Instead of EM simulating the entire filter structure, 
the proposed methods only preserve the necessary information of the junction/junctions of 
a filter structure. Simulating partial filter is simple and fast, and more mesh has been 
assigned to the junction to enhance the accuracy.   
As described in chapter 3, by only preserving the first iris information, the spurious 
mode caused by the first cavity of a channel filter in a multiplexer can be well captured. A 
hybrid model is developed in this chapter. The hybrid model combines an EM based output 
junction and a circuit model of the rest of a filter. By doing so, the in-band performance 
and the wide-band spurious mode behavior can be reflected through the hybrid model. A 
trifurcated iris dual mode filter and a dielectric resonator filter are used as examples to 
demonstrate the model. Both examples show a good match in near-band performance and 
also the wide-band phase. The CPU-time on simulating a EM model of a side-coupled dual 
mode waveguide filter is reduced from more than half an hour to less than 15 minutes by 
only simulating the output iris with an EM model. The CPU time can be reduced even 
further, to less than 1 second, by replacing the output iris with a NN model. This has 
dramatically improved the simulation efficiency when the number of channel filters in a 
multiplexer increased.  
Furthermore, in chapter 4, an advanced method is proposed to model a bandpass filter 
over a wide frequency range. In this modeling method, instead of performing EM 
simulation on the whole structure, critical segments and junctions of the filter are modeled 
using NNs based on EM data.  The reflection coefficient and transmission coefficient are 
accurate using this method. The physical dimensions of a filter can also be obtained 
because the models are built using EM based structures. The method further facilitates the 
application of neural network (NN) models to enhance the simulation efficiency. Since the 
data collection can be unreasonable long if there are a lot of dimension variables on a 
physical structure, the filter segmentation introduced in chapter 4 limits the variables on 
each critical junction to 1-3 dimension variables. By doing so, the NN data collection and 
NN model training become feasible.  
A Ku-band dual mode cylindrical waveguide filter and Ku-band dielectric resonator 
filters are used as examples for this method. The large GSM sizes of the filter junctions 
may cause long process when training a NN model. Different methods are presented in this 
chapter to reduce the GSM sizes. For example, S-parameters that are weak or not sensitive 
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to the changes of irises and tuning screws are ignored or kept constant. NN models are 
generated for the reduced GSM of each junction. RF performance is obtained by cascading 
all junction NN models through transmission lines. The proposed models of the filters are 
consistent with their EM simulated results. For the dielectric filter, its reflection coefficient 
and transmission coefficient show a good match to its measurement results in both near-
band and wide-band ranges. Slight mismatch of the reflection coefficient has been easily 
adjusted by changing some physical dimensions.  All these changes are less than 0.003 
inch, which is smaller than machine tolerance, and can be optimized or tuned during 
fabrication.  
Overall, two different efficient models are proposed in the thesis. Both of them show 
better results and improvements to existing simulation methods. By preserving necessary 
information of a critical junction or critical junctions, the effort in developing NN models 
has been dramatically reduced. The performance of channel filters or multiplexers is 
proven to be efficiently and accurately modeled over a large frequency range with the 
developed models. 
For future research, the modeling methods in chapter 3 and chapter 4 can be applied 
to other filter structures. The segmentation method and GSM simplification will need to be 
investigated and examined for different filter technologies. To apply these methods to other 
filter structures, some general guidance can be helpful. First of all, segmentation planes are 
selected between discontinuities along a uniform section of a transmission line. For a 
compact or a miniaturized structure, it may not be suitable to apply the proposed methods 
as it can be difficult to find an appropriate segmentation plane. Parameters in each junction 
should be kept minimal to reduce data collection effort. Secondly, sufficient modes are to 
be defined at the interface of each junction. An optimal number of modes for each junction 
should be carefully selected to avoid large GSM data or loss of accuracy. Thirdly, to 
facilitate the data collection and training of a NN model, the number of samples for each 
variable should be carefully considered. Finally, to achieve a well-training NN model, both 
of the training error and testing error should be kept low. 
 
 
 
 
 
 
 
 
 
