The structural flexibility of the exponential propagation iterative methods of Runge-Kutta type (EPIRK) enables construction of particularly efficient exponential time integrators. While the EPIRK methods have been shown to perform well on stiff problems, all of the schemes proposed up to now have been derived using classical order conditions. In this paper we extend the stiff order conditions and the convergence theory developed for the exponential Rosenbrock methods to the EPIRK integrators. We derive stiff order conditions for the EPIRK methods and develop algorithms to solve them to obtain specific schemes. Moreover, we propose a new approach to constructing particularly efficient EPIRK integrators that are optimized to work with an adaptive Krylov algorithm. We use a set of numerical examples to illustrate the computational advantages that the newly constructed EPIRK methods offer compared to previously proposed exponential integrators.
Introduction
Stiff systems of differential equations of the form u (t) = f (u(t)), u(t 0 ) = u 0 , u(t) ∈ R N (1.1)
are routinely encountered in a wide variety of scientific and engineering applications. Obtaining the numerical solution to this problem over a long time interval compared to the fastest scales in the system is a challenging task that has been traditionally addressed with the use of implicit time integrators. The implicit methods have better stability properties compared to explicit techniques and thus allow for numerical integration of (1.1) with larger time steps. However, while an implicit method can outperform an explicit scheme, it too is affected by the stiffness of the problem which manifests itself in the solution of the implicit equations at each time step. A general stiff system of type (1.1) is typically solved with an implicit method that has a Newton iteration embedded within each time step. Each Newton iteration in turn requires approximation of a product of a rational function of the Jacobian with a vector (I − c f (u)) −1 v where c is a constant, I is an N ×N matrix and u and v are N-dimensional vectors. For a general stiff matrix f (u) a method of choice to approximate (I − c f (u)) −1 v is usually a Krylov-projection based algorithm such as GMRES. Stiffness of the matrix f (u) results in the slow convergence of any Krylov-projection-type algorithm. Developing an efficient preconditioner is often essential to making an implicit Newton-Krylov time integrator sufficiently fast. However, construction of such preconditioner can often be a difficult and even impossible task. Consequently development of more efficient time integrators becomes an important problem in numerical analysis.
Exponential integrators received attention over the past decade as an alternative to implicit methods for stiff systems of type (1.1). Just like implicit methods, exponential integrators possess good stability properties but they require evaluation of exponential-like, rather than rational, matrix function-vector products. Using a Krylov-projection based method to evaluate an exponential-like function can save significant amount of computational time compared to the rational function evaluation needed for an implicit integrator. Exponential propagation iterative methods of Runge-Kutta-type (EPIRK) framework has been introduced to enable construction of particularly efficient exponential methods. The general formulation of the EPIRK methods is U ni = u n + α i1 ψ i1 (g i1 h n A i1 )h n f (u n ) + h n i−1 j=2 α i j ψ i j (g i j h n A i j )∆ ( j−1) r(u n ), i = 2, . . . , s, u n+1 = u n + β 1 ψ s+11 (g s+11 h n A i1 )h n f (u n ) + h n s j=2 β j ψ s+1 j (g s+1 j h n A i j )∆ ( j−1) r(u n ) (1.2) where h n = t n+1 −t n is the time step and ∆ (k) denotes the kth forward difference vector. As described in [25] each matrix A i j can be either a full Jacobian J n = f (u n ) or a part of the full Jacobian if the operator f (u) can be partitioned in some meaningful way. For example, we can set A i j = L when the right-hand-side operator in (1.1) can be partitioned as f (u) = Lu + N(u) with stiffness contained in the linear portion L. Function r(u) can either be r(u) = f (u) − f (u n ) − f (u n )(u − u n ) or r(u) = N(u) for the partitioned operator f (u). To obtain a fully exponential EPIRK integrator, functions ψ i j (z) are chosen to be linear combinations of exponential-like functions
It is also possible to choose some of the these functions to be rational ψ i j (z) = 1/(1 − z) to derive implicit-exponential integrator [20, 25] which can be used in cases when an efficient preconditioner is available for the full Jacobian J n or its stiff part L. The main advantages of the EPIRK framework (1.2) are the flexibility of the choices for A i j and ψ i j (z) and the degrees of freedom in constructing particular integrators represented by coefficients α i j , β i j and g i j .
In particular, as shown in [26, 20] optimizing coefficients g i j shrinks the spectrum of the corresponding matrix A i j and therefore results in significant computational savings by speeding up convergence of the Krylov projection algorithm to approximate ψ i j (h n g i j A i j )v. A number of numerical studies showed that the EPIRK methods performed well on stiff problems [23, 24, 20] . However, the derivation of the EPIRK schemes and the general convergence theory were based on classical rather than stiff order conditions in previous publications. Methods constructed using stiff order conditions are a subset of classically accurate schemes that do not suffer from order reduction for certain classes of problems.
In this paper we demonstrate that the stiff order conditions and convergence theory developed in [4, 11, 13] can be extended to the EPIRK methods. We derive stiff order conditions for the EPIRK methods of nonsplit (or unpartitioned) type, i.e. the most general version of the EPIRK integrators with A i j = J n and r(u) = f (u) − f (u n ) − f (u n )(u − u n ). We present a systematic way to solve the resulting stiff order conditions and show how the flexibility of the EPIRK framework can be utilized to construct particularly efficient schemes. The paper is organized as follows. Section 2 describes how the stiff order conditions and the convergence theory from [12] can be extended to include the EPIRK methods. This section also includes an explanation of the differences between the EPIRK framework and the exponential Rosenbrock methods for which the theory was originally developed. In Section 3 we propose a new optimization approach and procedure to solve the stiff order conditions for EPIRK methods to derive a range of efficient fourth-and fifth-order schemes. In particular, we construct EPIRK methods that can be particularly efficient when used together with an adaptive Krylov-projection algorithm, currently the most general and efficient way to estimate the exponential matrix function vector products. Finally, Section 4 contains numerical tests that validate the performance of the newly derived methods and demonstrate the relative efficiency of these techniques compared to previously proposed schemes.
Stiffly accurate EPIRK methods

EPIRK and exponential Rosenbrock methods
In this paper we focus on the nonsplit, or unpartitioned, [24, 20] EPIRK schemes for the general problem (1.1). The unpartitioned EPIRK methods are constructed from (1.3) by setting A i j = J n to obtain: U ni = u 0 + α i1 ψ i1 (g i1 h n J n )h n f (u n ) + h n i−1 j=2 α i j ψ i j (g i j h n J n )∆ ( j−1) r(u n ), i = 2, . . . , s, u n+1 = u n + β 1 ψ s+1 1 (g s+11 h n J n )h n f (u n ) + h n s j=2
where
Classical order conditions were derived for EPIRK schemes in [24] and these methods were shown to be efficient for stiff problems [8, 27] . The extension of the theory to stiff order conditions presented below will enable us to construct stiffly accurate EPIRK schemes that can be proved to be convergent even for unbounded operators J n . The stiff order conditions and the corresponding convergence theory has been developed in [5, 12, 11] for the exponential Rosenbrock methods. While the original formulation of the exponential Rosenbrock methods was first proposed in [18] , the full development of this class of integrators, including derivation of the classical and stiff order conditions along with the convergence theory, have not been done until the resurgence of interest in exponential methods over the past several decades [4, 5, 12] . Due to efficiency of implementation and theoretical considerations, in [5] the original formulation of the exponential Rosenbrock methods have been recast in the following form
where N n (u) = f (u) − J n u, D n j = N n (U n j ) − N n (u n ) and coefficients a i j (z) and b i j (z) are functions comprised of linear combinations ϕ k (z). The structural difference between (2.1) and (2.2) is in the use of g i j coefficients in (2.1) and in allowing the second term of the right-hand-side in each of the stages to have a more general function ψ i1 (z) rather than restricting it to ψ i1 (z) = ϕ 1 (z) as in (2.2) . Note that D n j = r(U n j ). Any exponential Rosenbrock method can be written in EPIRK form. Any EPIRK method can be written in an extended exponential Rosenbrock form if the differences mentioned above are taken into account. To make it more straightforward to apply the stiff order conditions theory developed for exponential Rosenbrock methods to EPIRK integrators we re-write (2.1) in the extended exponential Rosenbrock form using the expansion
and collecting the terms corresponding to each r(U ni ) in every stage. Then (2.1) can be expressed as
We additionally define ψ i1 (z) = s k=1 p i1k ϕ k (z). We now incorporated the g i j coefficients into the definitions of a i j (z) and b i j (z) and extended the second term of the right-hand-sides in stages to general ψ i j (z) functions. Later we will show how these generalizations of the exponential Rosenbrock methods to EPIRK framework offer added flexibility that allows for derivation of more efficient methods. To illustrate this reformulation we consider a simple example of a three-stage EPIRK method
.
(2.6)
This EPIRK method can be re-written in an extended exponential Rosenbrock way as
. (2.7) Due to the close relationship between EPIRK and exponential Rosenbrock methods outlined above, most of the theory from [12] applies to EPIRK directly. But this generalization has to be handled with care since additional results are needed to account for the more general form of EPIRK schemes. Below we outline the theory for the reader's convenience and present more detail in places where the differences between EPIRK and exponential Rosenbrock methods result in distinct expressions and, ultimately, modified stiff order conditions.
Analytical framework.
As in [12] the analysis is based on the theory of strongly continuous semigroups in a Banach space X with norm · . For the reader's convenience we state the assumptions from [12] that form the base for the stiff order conditions and the convergence theory; we also outline the main ideas of the theory. For our analysis we consider (1.1) written in a linearized form
with Jacobian
The following two assumptions are then made about operators L and N(u): Assumption 1 ( [12] ). The linear operator L is the generator of a strongly continuous semigroup e tL in X . Assumption 2 ([12] ). We assume that (1.1) possesses a sufficiently smooth solution u : [0, T ] → X with derivatives in X and that the nonlinearity N : X → X is sufficiently often Fréchet differentiable in a strip along the exact solution.
Given these assumptions it can be shown that the Jacobian J in (2.9) is the generator of a strongly continuous semigroup ( [17] ,Chap. 3.1). This implies that there exist constants C and ω such that
holds uniformly in a neighborhood of the exact solution. Furthermore, it can be concluded from this result that ϕ k (h n J) and subsequently their linear combinations a i j (h n J) & b i (h n J), are bounded operators. Assumption 2 also implies that the Jacobian (2.9) satisfies the Lipschitz condition
in a neighborhood of the exact solution.
Note that problems with homogeneous or no-flow boundary conditions satisfy Assumptions 1 and 2. In general, non-homogeneous boundary conditions (including time-dependent) do not necessarily satisfy Assumption 1. As a simple example, consider a semigroup T (t) = e tA defined over the Banach space X = L 2 (R) of square-integrable functions. Assumption 1 requires the semigroup to be strongly continuous. By the Hille-Yoshida theorem the necessary condition for the semigroup to be strongly continuous is that the domain D(A) of the infinitesimal generator of the semigroup A is dense in X . Thus, it is necessary to restrict the domain D(A) in order to ensure that the semigroup e tA is strongly continuous. If we assume that the solutions w(t) of w (t) = Aw belong to a subspace C ∞ 0 (R) ∈ X it is possible to prove that the semigroup e tA is strongly continuous [17] . This is not necessarily the case for the subspace of functions w(t) with non-homogeneous boundary conditions. The analysis quantifying how much order reduction one can expect for the problems with non-homogeneous boundary conditions has been done for standard Runge-Kutta and Rosenbrock methods in [15, 16] . Developing similar fractional order convergence theory for exponential methods or developing exponential schemes which do not exhibit order reduction for problems with non-homogeneous boundary conditions are non-trivial tasks which we plan to address in our future research. In this paper we address this issue by using numerical examples to illustrate how much order reduction one can expect if the boundary conditions are non-homogeneous.
The derivation of the stiff order conditions and the convergence theory for problems which satisfy Assumptions 1 and 2 then proceeds as follows.
Local error and stiff order conditions for EPIRK methods.
Derivation of the stiff order conditions and proof of convergence require analysis of the local error and construction of expressions for the approximate and exact solutions. To accommodate the difference between EPIRK and exponential Rosenbrock methods derivation of expressions for the numerical solution in [12] has to be adjusted. Thus, we choose to present this derivation in more detail and simply restate other results from [12] that are used without alternations. The key idea in the convergence theory is to express the error in terms of operators that are bounded. While the Jacobian operator J n can potentially be unbounded, expressions involving only derivatives of the solution u (k) n and/or the nonlinearity ∂ k N/∂ k u are bounded given Assumptions 1 and 2. The following formulas that connect these two groups of operators help make these transitions. Consider linearization of (1.1) along the exact solutioñ u n = u(t n ) to get u (t) =J n u(t) +Ñ n (u(t)) (2.12)
From (2.13), we obtainÑ
Using these identities along with the repeated differentiation of (2.12) we get:
n denotes the kth derivative of the exact solution of (2.12). More generally, we havẽ
which shows thatJ n u (k) is bounded (due to Assumption 2). This result and identities (2.14) are key to deriving the stiff order conditions.
First following the procedure in [12] we carry out one integration step with (2.4) with exact solutionũ n used for the initial value to express the numerical solution as
with
We now begin computing the Taylor expansion of (2.17) by first calculating r ni as a Taylor series aroundũ n . Using (2.14) we obtain
and the remainder
which is bounded and of order R ki = O(h k+1 n ) by Assumptions 1 and 2. Note the expression (2.20) corresponds to the formula (3.7) in [12] with functional coefficients ψ i1 , a i j generalized. By substituting (2.19) into (2.17) we obtain
The following lemmas represent analogues of lemmas 3.1 and 3.2 in [12] . These results allow us to obtain the expansion of (2.21) avoiding terms containing powers of the possibly unbounded operatorJ n .
Lemma 1. Under Assumptions 1 and 2, we have for all t ≥ 0
and furthermore,
Proof. By using f (ũ n ) =ũ n , the recurrence relation
and formulas (2.15) we have
where the last equality holds due to the boundedness ofJ nũ
n . Equation (2.23) follows directly from using these expansions for
Lemma 2. Under Assumptions 1 and 2, we have
Proof. Inserting (2.20) into (2.19) for k = 2 and using Lemma 1 with t = g 1 j h n gives
Substituting this into (2.20) we obtain
which yields the desired result if Lemma 1 is used:
We now use these expansions of V i to obtain
and insert these expressions into (2.21) with k = 4 to get
and ultimatelyû
The expression for the Taylor expansion of the exact solution we borrow directly from [12] :
Now subtracting (2.30) from (2.29) we obtain the expression for the local errorẽ n+1 =û n+1 −ũ n+1 in the form:
with Ψ i (z) given by (2.27). From (2.31) we can easily read off the stiff order conditions by ensuring the terms for a given order (three,four, or five) vanish. These conditions are given in Table 1 . To eliminate the first order term in our error we must have β 1 ψ s+1 1 (g s+11 z) = ϕ 1 (z). If this condition is satisfied, the resulting method will be of stiff order two. Throughout the rest of the paper we will set β 1 = g s+1 = 1 and ψ s+1 1 = ϕ 1 . In Section 3 we will show how more flexibility in the stiff order conditions for EPIRK compared to the exponential Rosenbrock methods leads to construction of more efficient techniques. 
Convergence.
The majority of the convergence proof presented in [12] for the exponential Rosenbrock (EXPRB) methods can be applied directly to the EPIRK schemes. The only exception is Lemma 4.5 in [12] . In order to obtain the same result as in this lemma we need to use additional assumption on the coefficients. Assumption 3 given below allows for less restrictive choice of the coefficients compared to EXPRB methods but enables us to proceed with the convergence proof in the same way as in [12] : Assumption 3. Suppose the coefficients of an EPIRK scheme satisfy one of the following for each i and all k
Given this assumption we then need to modify Lemma 4.5 and its proof as described in the Appendix. With this modification the convergence is proved exactly as in [12] and results in the following Theorem 3 (see Theorem 4.1 in [12] ).
Theorem 3. Let the initial value problem (1.1) satisfy Assumptions 1 and 2. Consider for its numerical solution an explicit exponential propagation iterative method of Runge-Kutta type (2.4) that fullfills Assumption 3 and the order conditions of Table 1 up to order p for some 3 ≤ p ≤ 5. Then, under the stability assumption (4.16 [12] ), the method converges with order p. In particular, the numerical solution satisfies the error bound
uniformly on t 0 ≤ t n ≤ T . The constant C is independent of the chosen step size sequence.
Using Theorem 3 we now construct specific stiffly accurate methods of order four and five.
Construction of new schemes
In this section we demonstrate how the flexibility of coefficients in the EPIRK framework can be used to construct efficient stiffly accurate schemes. The improvement of the computational cost comes from constructing a method particularly optimized given an algorithm for evaluating the exponential matrix function-vector products. Evaluation of exponential-like matrix functions and vector products ψ(A)v constitutes the largest computational cost of an exponential integrator. The EPIRK methods have been originally introduced to minimize the number of such estimates required per time step as well as reduce the cost of each of these evaluations by carefully selecting the exponential functions in the products [24, 8, 10, 20] . In [26] the authors derived particularly efficient EPIRK methods that use the adaptive Krylov algorithm to approximate products ψ(A)v. While there have been several techniques introduced to evaluate ψ(A)v, the adaptive Krylov algorithm remains one of the most general cost efficient way to estimate these terms if no a priori information is available about the spectrum of A. Thus we adopt using this algorithm in constructing the new stiffly accurate EPIRK methods here.
We begin with a description of our method of choice, the adaptive Krylov algorithm, and discuss the structural requirements application of this method imposes on a time integrator. A systematic approach to solving the order conditions is then offered to derive appropriate three-stage methods of order four and five. Specific EPIRK schemes are constructed following this technique.
Adaptive Krylov algorithm and its implementations
The computational cost of the standard Krylov-projection based algorithm to approximate terms of type
where m is the size of the Krylov basis required to achieve a prescribed accuracy. The value m, in turn, depends on the spectrum of the matrix and it is expected that the computational cost of the Krylov projection will increase with the time step size h n . Thus, for a given error tolerance it might actually be more efficient to integrate with a smaller time step rather than encounter large Krylov bases. An alternative and more efficient approach was proposed in [22, 14] . The adaptive Krylov algorithm seeks to evaluate linear combinations of type
where A ∈ R N×N and b i ∈ R N for i = 0, · · · , p. The idea is to replace computing one large Krylov subspace of size m with a finite number of smaller Krylov subspaces of sizes m 1 , m 2 , ..., m K . In [14] it was observed that expressions like (3.1) can be computed in a way that replaces the evaluation of terms like ϕ p (A)b P with something that requires fewer Krylov vectors, like ϕ p (τ k A)b p with 0 < τ k < 1. For example, consider the following discretization of the interval . Obviously if K gets too large, the total cost of computing K smaller Krylov subspaces may exceed the cost of computing only one large Krylov basis. Therefore the efficiency of the algorithm is dependent on the choice of step sizes τ k . As the optimal choice varies, an algorithm was developed in [14] to choose these step sizes adaptively. Further details and information can be found in [14, 22, 26, 10] .
Vertical exponential-Krylov methods.
In [26] , specific EPIRK methods were designed to efficiently employ the adaptive Krylov algorithm. By enforcing the requirement ψ i j (z) = ϕ k (z) for fixed j and i = 2, . . . , s − 1, we can construct an s-stage adaptive Krylov based EPIRK scheme that requires only s Krylov projections per time step [26, 10] . This requirement is necessary since if a linear combination (3.1) consists of a single term ϕ k (tJ)b k , it can be computed as ϕ k (tJ)b k = u(t)/t k for any real value t. Hence we can compute ϕ k (g i j hJ)b k = u(g i j )/g k i j for fixed j with just one Krylov evaluation (as long as g i j are included in the set of times {t k } K k=0 ). We refer to this implementation as "vertical exponential-adaptive-Krylov" or "vertical exponential-Krylov" due to computing the "columns" or the terms of each stage with shared vectors b k with one Krylov subspace. Note that the last term of the last stage is not restricted to a single ϕ-function but rather can be any linear combination of ϕ-functions since it does not share a vector with any terms of the previous stages.
The flexibility and choice of g i j coefficients in EPIRK methods allows for further improvement in overall computational cost. In particular, by taking these coefficients to be smaller than 1 we would effectively reduce the size of the Krylov basis since t end < 1. When implementing vertical adaptive Krylov we have for each fixed j = 1, . . . , s, t end = max i∈[2, j+1] g i j . Therefore an efficient vertical Krylov EPIRK scheme has max i g i j < 1 for each j = 2, . . . , s. The classical order conditions offer enough freedom to choose small g-coefficients. However, the same approach is difficult to use to construct the stiffly accurate methods since the stiff order conditions require that max i g i j = g (s+1) j = 1 as shown in Lemma 4. Proof. It must be the case that there is at least one b j (Z) such that b j 0 for some j = 2, . . . , s, otherwise the method can only be of order two. We can then solve conditions (C1)-(C3) for the non-zero b j (Z) functions. The resulting b j (Z) are simply linear combinations of ϕ 3 (Z), ϕ 4 (Z) functions. By substituting these solution(s) for b j 's into (2.5) we find that
Since this must holds for all Z ∈ R n×n , we can conclude that g (s+1)k = 1.
Even though the stiff order conditions are restrictive with respect to the g-coefficients in the last stage, we still have flexibility with the g's in the internal stages and will use them to reduce the computational cost. Our approach is to modify the implementation of the adaptive Krylov algorithm from computing "vertically" to computing "horizontally" or in a "mixed" way as described below.
Horizontal exponential-adaptive-Krylov.
The "horizontal" exponential-adaptive-Krylov, or exponential-Krylov, algorithm is intended to compute all terms in each stage with one Krylov evaluation. In contrast to the vertical Krylov, here we compute along the "rows" (i.e. compute ψ i 0 j (z)b j for fixed i 0 and j = 1, . . . , i 0 − 1). Since each term will have a different vector b j , the only way for a s-stage method to require only s Krylov evaluations per time-step is to enforce the condition that any non-zero exponential terms in a given stage must share the same g i j -value. As an example let us consider the following internal stage of a five-stage EPIRK method U n5 = u n +α 51 ψ 51 (g 51 h n J n )h n f (u n )+α 52 ψ 52 (g 52 h n J n )h n ∆r(u n )+0·ψ 53 (g 53 h n J n )∆ 2 r(u n )+α 54 ψ 54 (g 54 h n J n )∆ 3 r(u n ) (3.2)
where ψ 51 (z) = ϕ 1 (z), ψ 52 (z) = ϕ 2 (z) + ϕ 3 (z), and ψ 54 (z) = ϕ 3 (z). Using the recurrence relation (2.25) we can express (3.2) as
Since the vectors b 1 , b 2 , b 4 are not the same we must have g 51 = g 52 = g 54 so (3.3) can be written in the form
Then the adaptive Krylov algorithm can be used to compute (3.4) with the possibility of taking g 51 < 1. Note that due to Lemma 4 all projections in the vertical method require adaptive Krylov algorithm to integrate over the interval [0, 1] . Thus the savings associated with smaller g coefficients which are equivalent to reducing the integration interval in adaptive Krylov algorithm to [0, g] are not possible for the vertical methods. Thus the horizontal version of the method with coefficients g i1 < 1 carries computational savings comparable to the vertical method.
Mixed exponential-adaptive-Krylov.
We can also use a combination of both vertical and horizontal Krylov adaptation to develop an EPIRK scheme. The idea is to compute the last stage horizontally and the internal stages vertically or with a combination of vertical and horizontal approaches depending on what yields the most optimized scheme. This alleviates the drawbacks of strictly implementing vertical Krylov or horizontal Krylov for stiffly accurate EPIRK schemes and opens more possibilities for customization of methods as well as improving the efficiency of a particular scheme. After solving the order conditions below, we will construct a specific mixed exponential-adaptive-Krylov, or exponential-Krylov, method that will serve as an illustrative example of this idea.
Note that any EPIRK method can be implemented in a vertical, horizontal or mixed way, however, the schemes can be constructed to be particularly optimized for a given implementation. Thus, for example, we will call an EPIRK scheme optimized for a mixed implementation a mixed exponential-Krylov method but in the numerical tests section we test such method with either vertical, horizontal or mixed implementation and demonstrate that the integrator optimized for the mixed implementation and applied in this way is the most efficient.
Solving the order conditions
Our primary objective is to construct new and more efficient stiffly accurate EPIRK schemes. We focus on constructing three-stage methods. Below we solve the order conditions given in Table 1 to obtain new general classes of three-stage fourth and fifth-order EPIRK methods. For each of these classes, the remaining free-parameters are then chosen to obtain specific schemes each targeted for a specific version (vertical, horizontal or mixed) of the adaptive Krylov algorithm. We begin by considering a three-stage EPIRK method in EXPRB form (2.7)
where ψ i1 (z) = p i11 ϕ 1 (z) + p i12 ϕ 2 (z) + p i13 ϕ 3 (z) for i = 2, 3.
Fourth-order methods
From the conditions given in Table 3 , (C1) and (C2) yield solutions for b 2 (z) and b 3 (z): With (3.6) and (3.7) satisfied, methods of the form (3.5) define a new class of stiffly accurate fourth-order three-stage methods. The flexibility with the remaining parameters makes these methods appealing. For example, the choice a 32 (Z) ≡ 0 and ψ 21 (Z) = ψ 31 (Z) = ϕ 1 (Z) yields the structure necessary in order to construct a vertical, horizontal, or a mixed exponential-Krylov method. These methods will require three Krylov projections per time-step when implementing the vertical or horizontal whereas it is possible to construct a mixed exponential-Krylov scheme that only requires two projections. The removal of a whole projection each time-step can significantly reduce the overall cost. Another computation saving feature of the fourth-order schemes is the ability to choose both g 21 and g 31 . The choice g 21 = 1 2 and g 31 = 2 3 leads to the following three-stage fourth-order method EPIRK4s3A:
Another fourth-order method can be obtained similarly by taking ψ 21 (Z) = ψ 31 (Z) = ϕ 2 (Z). Different g-coefficients were specified but were chosen so that they are comparable to those above to obtain the EPIRK4s3B method
(3.9)
Note that method EPIRK4s3B lies outside of the set of exponential Rosebrock methods because it is using ϕ 2 (z) function in the internal stages. In the numerical experiments section we will show the performance of EPIRK4s3B is very similar with EPIRK4s3A. This illustrates that the EPIRK form allows for more flexibility in constructing the methods. In Section 4 it will be shown that (3.8) performs particularly well when implemented in a horizontal or a mixed exponential-Krylov way. The flexibility in constructing this fourth order method allows building a scheme that can even be computationally favorable compared to three-stage fifth order methods as shown below.
Fifth-order methods
Our construction of methods of order five are built upon the solutions obtained above which satisfy conditions (C1)-(C3). A fifth-order method must additionally satisfy (C4)-(C8); upon inserting (3.6) it is found that there is no solution which is able to satisfy these conditions for all Z ∈ R n×n . However, as noted in [12] for EXPRB methods, with additional regularity assumptions the convergence results hold under weaker assumptions on the coefficients of the method. Similar results can be obtained for the general EPIRK form by considering a simplified set of conditions (C4*)-(C8*) given in Table 2 that replace conditions (C4)-(C8). The regularity assumption on operators in (2.9) needed to prove convergence in this case is the same as for EXPRB methods but stated in a less compact form as follows. 
are uniformly bounded on X for all 2 ≤ i ≤ s. Given Assumption 4, we can now prove convergence of methods that satisfy conditions (C4*)-(C8*), if the stability requirement 4.16 in [12] holds. The major aspects of the proof are exactly the same as in [12] but several modifications are needed as we describe below.
Theorem 5 (Theorem 4.2 [12] ). Let the initial value problem (1.1) satisfy Assumptions 1,2, and 4. Consider for its numerical solution an EPIRK method (2.4) which satisfies Assumption 3, the order conditions (C1)-(C3) of Table 1 and (C4*)-(C8*) of Table 2 . Then, under the stability assumption (4.16 [12] ), the method is convergent of order 5. In particular, the numerical solution u n satisfies the error bound
Proof. We begin by defining terms of O(h 5 n ) in (2.31) by
each of which can be written in the following form
where C 1, j , C 2, j ∈ R and j = 1, . . . , 4. Using the recurrence relation (2.25) we have for each j = 1, . . . , 5
where ξ 5, j is a bounded operator. Since the simplified conditions (C4*)-(C8*) are satisfied, we have ξ 5, j (h nJn ) = 0 + h nJn ξ 5, j (h nJn ). Substituting this back into (2.31) and using Assumption 4 yields each term to be of order O(h 6 n ).
Ref. label
Order Condition Order (C4*) Table 2 : Simplified stiff order conditions. Note that Z and K are arbitrary square matrices, Ψ i is given by (2.27),and ψ 3,i (Z) =
Therefore our errorẽ n+1 = O(h 6 n ).
As a result of Theorem 5, a stiffly accurate three-stage fifth-order EPIRK scheme can be constructed. Let us consider the solutions obtained for the fourth-order schemes and (C4*)-(C8*). We first note that the simplified conditions (C6*) and (C7*) become equivalent and are used to solve for g 21 : 
Expressions in (3.17) give rise to the use of general ψ i1 functions and the ability to construct horizontal exponentialKrylov methods. The coefficients given by (3.18) simplify (3.5) by setting ψ i1 (z) = ϕ 1 (z). This simplification condition provides these methods with the structure necessary for construction of a mixed exponential-Krylov scheme. For this reason we consider each case separately and construct methods specifically designed for the two different approaches -horizontal and mixed. Beginning with (3.17), the remaining condition (C8*) is 
Since a 32 (Z) is a function of both g 31 and g 21 , a horizontal exponential-Krylov method is not possible unless one of the terms vanish (since g 21 g 31 ). We thus introduce a new condition by setting one of these terms to zero. The first term in the second internal stage already uses g 31 in the evaluation of ϕ 1 (Z) and therefore we seek removing the term associated with ϕ 3 (g 21 Z) in (3.21) . With the use of Mathematica, only one solution was found which did not violate any of the conditions or specifications, From the plot of this relationship in Figure 1 it can be seen that minimizing either g 21 or g 31 results in the other coefficient approaching eight tenths. Furthermore, Figure 1 shows that minimizing one of these coefficients is the best choice computationally. Thus let us specify g 31 = 4/9, p 212 = 1 and p 311 = 1 to obtain our first horizontal 
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Mixed exponential-Krylov methods.
For a mixed exponential-Krylov method, we propose using vertical exponential-Krylov approach to compute the internal stages and horizontal exponential-Krylov method for the last stage (see Table 4 ). For a three-stage method, this type of a mixed exponential-Krylov method requires Ψ 21 (z) = Ψ 31 (z) = ϕ k (z) for some fixed k ∈ N. The simplification from coefficients (3.18) satisfies this requirement with k = 1. Therefore we obtain a three-stage fifth-order mixed exponential-Krylov method by additionally satisfying A further result from this simplification is that a stiffly accurate fifth-order three-stage EPIRK method is also a fifthorder three-stage EXPRB method. Thus any three-stage EXPRB scheme is of a mixed exponential-Krylov type. As an example and for our numerical experiments we will consider a fifth-order three-stage method from [12] , EXPRB53s3 (Table 4) . h n J n ) h n r(U n2 ) 
Variable time-stepping
Variable time-stepping has been used with both the vertical implementation of EPIRK and EXPRB methods in [23] and [6] respectively. For both of these classes of methods the approach to implementing an efficient variable step-size mechanism was to embed a lower-order error estimator into a higher-order method in such a way that both rely on the same internal stages and do not require additional Krylov projections per time step. While this is possible for vertical Krylov implementation, the horizontal and mixed implementations are limited by computing the final stage horizontally where one Krylov projection is used for its approximation and accounts for the specific coefficients of that stage. Thus, the implementation of variable time-stepping in this manner will require an extra Krylov projection each time-step in order to calculate the error estimator. To further reduce computational cost of the horizontal and mixed implementations with variable time-stepping the adaptive Krylov algorithm has to be modified. This is the goal of our current research but in this paper we restrict our attention to the existing adaptive Krylov algorithm as in [14] .
Since the horizontal and vertical implementations require the same number of projections per time-step, the cost of an additional projection can offset any computational gains from optimized g-coefficients in the horizontal implementation. However, the mixed implementation of methods like (3.8) requires fewer projections each time-step than the vertical implementation of a method with the same number of stages. Therefore the extra Krylov evaluation for the mixed implementation would still be competitive with the vertical implementation due to now having the same number of projections each time-step. As an example we can embed the following third-order method into EPIRK4s3
and use it as our error estimator for both vertical and mixed implementations. To efficiently approximate (3.23), the vertical method needs to use the same Krylov bases that are computed each time-step for (3.8). In [27] methods were restricted to using single ϕ-functions for terms who shared the same vector. By modifying the implementation we can account for multiple ϕ-functions and approximate the terms (32ϕ 3 (h n J n ) − 144ϕ 4 (h n J n )) h n r(U n2 ) and 8ϕ 3 (h n J n )h n r(U n2 ) in (3.8) and (3.23) using the same Krylov basis. After computation of the Krylov basis for ϕ 4 (h n J n )h n r(U n2 ), an approximation of ϕ 3 (h n J n )h n r(U n2 ) can then be obtained by using the recurrence relation ϕ k (z) = zϕ k+1 (z) + 1/k!.
Numerical Experiments
The numerical experiments presented below are designed to address several objectives. First, we want to demonstrate the performance of the new stiffly accurate EPIRK schemes. Second, we will confirm our claim that implementing the horizontal and/or mixed exponential-adaptive-Krylov algorithm for stiffly accurate methods can offer significant computational savings. Third, we examine the accuracy of the integrators on problems which do not satisfy Assumptions 1 and 2. Finally, we conclude the section with tests that illustrate the performance of the variable time stepping version of the methods.
The integrators employed in our numerical experiments are: EPIRK4s3A (3.8), EPIRK4s3B (3.9), EPIRK5s3 (3.22), EXPRB53s3 (Table 4) and one classically (non-stiff) derived method EPIRK5P1 from [27] . Each of the stiffly accurate methods will be implemented in its vertical, horizontal and mixed exponential-Krylov versions as follows:
• EPIRK4s3A -vertical, horizontal, and mixed; these three implementations of the same fourth-order method demonstrate the advantages of mixed or horizontal forms;
• EPIRK4s3B -mixed; this is an EPIRK method that cannot be written in the exponential Rosenbrock form;
• EPIRK5s3 -horizontal; this fifth-order method has been derived specifically to take advantage of the horizontal form;
• EXPRB5s3 -vertical and mixed; this fifth-order method has been designed to take advantage of a mixed form.
The classically derived EPIRK5P1 method has been included to illustrate the difference in performance compared to the stiffly accurate and particular implementation adapted schemes. We begin by describing the test problems that we will be using and verifying the theoretically predicted order of all the integrators used in our experiments. The simulations and results are then detailed.
Test problems
Our numerical experiments are conducted on a select subset of the test problems used in [8] . For each of these test problems, numerical comparisons between previously derived exponential schemes not included here can be found in [24, 8, 4, 12] . In all of the problems presented below the ∇ 2 term is discretized using the standard second order finite differences.
Allen-Cahn 2D. Two-dimensional Allen-Cahn equation [19] :
with α = 0.1, using no-flow boundary conditions and initial conditions given by u = 0.1 + 0.1 cos(2πx) cos(2πy).
ADR 2D. Two-dimensional advection-diffusion-reaction equation [1] :
where = 1/100, α = −10, and γ = 100. Homogeneous Neumann boundary conditions were used and the initial conditions were given by u = 256(xy(1 − x)(1 − y)) 2 + 0.3.
Brusselator 2D. Two-dimensional Brusselator [3, 7] 
with homogeneous Neumann boundary conditions, t ∈ [0, 1], and initial values u = 2 + 0.25y
Gray-Scott 2D. Two-dimensional Gray-Scott [2] with periodic boundary conditions:
1D Semilinear parabolic. One-dimensional semilinear parabolic problem [4] :
with homogeneous Dirichlet boundary conditions and for x ∈ [0, 1] and t ∈ [0, 1]. The source function Φ is chosen such that U(x, t) = x(1 − x)e t is the exact solution.
Verification of accuracy
The implementation of the exponential integrators was done in MATLAB. For all the integrators, the adaptive Krylov algorithm as described in [26] was used to compute products of matrix ϕ-functions and vectors. To verify the order of the schemes, we set the tolerance to 10 −14 so that the Krylov approximation error has a minimal effect on the time stepping error. A reference solution was computed using MATLAB's ode15s integrator with absolute and relative tolerances set to 10 −14 and the error was defined as the discrete infinity (maximum) norm of the difference between the computed solution and this approximation. Figure 2 shows the achieved order of all the methods we are considering. For convenience we included lines (without markers) of slope three (dashed), four (dash-dotted), and five (dotted). It can be seen from Figure 2 that the predicted order of each stiffly accurate method is attained whereas the classically derived EPIRK5P1 achieves fifth-order for all but one exception, semilinear parabolic problem (Figure 2(c) ) where a significant order reduction is observed. Note that there is not guarantee of order reduction if a method is derived classically and does not satisfy the stiff order conditions. Whether order reduction is observed depends on the specifics of the differential operator of a given problem. As Figure 2 illustrates it is possible that a classical method does not exhibit order reduction even if a problem is stiff. Figure 2 also confirms that the same numerical solution is obtained for each version of the exponential-Krylov implementation. 
Comparative performance
The results of our numerical experiments are presented and analyzed to address the comparative performance of the different exponential-Krylov implementations and the new stiffly accurate EPIRK schemes themselves. Our comparisons are based on the analysis of precision diagrams for the following simulations: where N and h correspond to the spatial discretization and time-step sizes respectively. The precision diagrams are given in Figure 3 . Previously published performance comparisons such as [9] addressed computational issue characteristic of the EPIRK methods in general such as, for example, the C-shape of the precision graphs which is induced by the computational complexity scaling of the Krylov algorithm with respect to the size of the time step. Here we concentrate on the numerical experiments demonstrating the properties of the stiffly accurate and optimized with respect of a particular implementation EPIRK methods. Overall, the figures verify that the performance of each method highly depends on the number of Krylov evaluations and the size of the interval [0, g] (which depends on the chosen g-coefficients) that the adaptive Krylov method has to traverse. For example, consider the horizontal (dashed) and vertical (dotted) implementation of the fourthorder EPIRK4s3A (diamond). The same number of adaptive-Krylov evaluations per time-step were taken (three) but Figure 3 shows a considerable difference in the overall computational cost. By comparing the CPU times for each time-step we can easily see how much computational savings are obtained by using the horizontal adaptive-Krylov algorithm. Table 5 (a) displays the maximum, minimum, and average of the cost of EPIRK4s3A-Vert compared to cost of EPIRK4s3A-Horz over all time-steps. Considering all the test problems, the vertical implementation of EPIRK4s3A costs on average 129% of the cost of the horizontal implementation. Similar results are also found when comparing the fifth-order EXPRB53s3-Vert with the specifically constructed EPIRK5s3-Horz (Table 6 (b)). As we predicted, these savings come from the horizontal implementations ability to make use of g i j < 1 coefficients by reducing the Krylov basis size. While this advantage should be observed for the vertical implementation of any closely related method of the same order and same number of stages, the amount of savings will depend on the coefficients of the method. The vertical and horizontal implementation of EPIRK4s3A require three Krylov evaluations each time-step. The mixed implementation of EPIRK4s3A only requires two Krylov projections and therefore it is expected this method will further increase the savings compared to the vertically implemented EPIRK4s3A. Our numerical experiments confirm EPIRK4s3A-Mix has a clear advantage over both its horziontal and vertical implementations and can offer up to 50% savings (compared to its vertical implementation). The maximum/minimum/average of the per time-step comparisons are given in Table 6 and plots of CPU execution time versus error in Figure 3 . In the case where the number of Krylov evaluations are the same (i.e. fifth-order three-stage methods), the mixed implementation can still offer computational savings over the vertical implementation but is really dependent on the g-coefficients. For example, the difference in performance between the mixed and vertical implementations of EXPRB53s3 is much smaller due to g 31 = 9/10. For this value the resulting intervals [0, g] are nearly the same and no significant savings are obtained. We will pursue further optimization of coefficients strategies for horizontal and mixed implementations in our future research. We now turn to comparing the performance of the schemes themselves. While there is no clear dominate fifthorder method in regards to computational cost we do see that EXPRB53s3 is slightly more accurate for all problems. The more interesting comparison is that of the fourth-order method with the fifth-order schemes. For a prescribed accuracy, the fourth-order mixed (and horizontal) EPIRK4s3A can offer significant (up to 64%) savings in comparison to the fifth order methods (of any implementation). In Table 7 we list the CPU execution times for each method and each test problem for various tolerances. For any set tolerance we see that the mixed implementation of EPIRK4s3A can achieve this level of accuracy at a fraction of the cost of any of the fifth-order methods. A simple justification is that conditions for a stiffly accurate fifth-order method are far more restrictive than for a fourth-order scheme. Thus the additional flexibility of stiffly accurate fourth-order schemes allows for more customization and design of methods which optimize the efficiency.
Non-homogeneous boundary conditions
As mentioned in Section 2.2 problems with non-homogeneous boundary conditions do not necessarily satisfy the assumptions of our framework and therefore the stiff order is not guaranteed. The purpose of this section is to show that order reduction occurs and identify how much of a reduction to expect for these problems. We perform simulations with the following test problems:
• Allen-Cahn 2d: Neumann boundary conditions with initial and boundary values given by u = 0.4 + 0.1(x + y) + 0.1 sin 3 2 πx sin 5 2 πy .
• Brusselator 2d: Dirichlet boundary conditions with initial and boundary values given by
• 1D Degenerate nonlinear diffusion [21] : with Dirichlet boundary conditions u(−23, t) = 1 and u(50, t) = 0, and initial conditions
The same spatial discretization and time-step sizes were used for the Brusselator problem as in the previous section. The Allen-Cahn and degenerate nonlinear diffusion problem were conducted with time-step sizes h = 0.05, 0.0250, 0.0125, 0.00625, 0.003 and respective discretization sizes of N = 500 2 and N = 1000. Figure 4 displays the log-log plots of time-step size versus error and Table 8 has the approximate order exhibited by each of the method for every test problem. While some of the methods achieve full order for some problems, generally the results illustrate that a reduction of order is possible even if the method is stiffly accurate. The extent of the order reduction ranges from 0.03 to 1.34. Such reduction is expected since a similar phenomenon occurs for implicit methods. A theory presented in [15, 16] allows to quantify the extent of order reduction for Rosenbrock methods. We plan to pursue development of a similar theory for exponential integrators applied to nonhomogeneous problems in our future research. (c) 2D Allen-Cahn (N = 500 2 ) Figure 4 : Log-log plots of error vs. time step size for problems with non-homogeneous boundary conditions. For convenience the lines with slopes equal to three (dashed), four (dash-dotted), and five (dotted) are shown.
Variable time-step comparisons
We present here the results of our variable time-step experiments on tests problems described in Section 4.1. In addition to the stiffly accurate schemes from Section 3.3 we will also consider the fifth-order classical (non-stiff) EPIRK5-P1 method with a fourth-order error estimator [9] . We used the same configuration for our experiments as in [9] . For each problem, five runs were made with the following absolute and relative tolerances Atol = Rtol = 10 −2 , 10 −3 , 10 −4 , 10 −5 , 10 −6 . The resulting diagrams of CPU execution time versus error are displayed in Figure 5 . The classically derived EPIRK5-P1 shows to be the most efficient method across all the problems but has the potential drawback of suffering from a reduction of order as seen with the semilinear parabolic problem. This further confirms the need for more efficient stiffly accurate methods as well as illustrates the need for a more refined theory that predicts how much order reduction can be expected for a given problem and a chosen integrator.
Conclusions and future work
We have extended the stiff order conditions and convergence theory in [12] for EXPRB methods to EPIRK-type methods. We offered a different approach to solving the stiff order conditions that allows construction of efficient schemes of several types particularly when these methods are used in conjunction with the adaptive Krylov algorithm. Using the generality of the EPRIK framework we constructed new stiffly accurate fourth and fifth-order schemes and numerically confirmed they achieved their full predicted order of accuracy on a set of test problems. Our numerical experiments further showed that the new technique of deriving horizontal or mixed EPIRK schemes does offer improved computational savings compared to previously derived (EPIRK & EXPRB) methods. For a given exponential method, however, the most efficient implementation will depend on its coefficients and the structure of the problem under consideration. We are currently working on a modified adaptive Krylov algorithm that provides more computational savings for horizontal and mixed optimized EPIRK schemes. Development of better guidelines in constructing/choosing the most efficient integrator for a given problem is a goal of our future investigations. We also plan to extend/develop the stiff order conditions theory for partitioned (or split) EPIRK, implicit-exponential type-methods. Finally, more research is needed to investigate whether stiffly accurate exponential integrators that do not suffer from order reduction can be developed for problems with non-homogeneous boundary conditions. Lemmas 4.1 through 4.5 in [12] provide bounds to the different terms in this expression. All of these lemmas are directly applicable to the EPIRK methods except for Lemma 4.5. Here we present a modified proof of Lemma 4.5 that accounts for the fact that EPIRK methods employ the general ψ-function rather than the ϕ 1 -function as in the exponential Rosenbrock methods. To motivate the lemma we begin by applying Lemma 4.4 in [12] to (A.2) and obtain the preliminary estimate P n ≤ Ch n e n + C e n 2 + s i=2 C e n + C e n 2 + C h n + e n + E ni E ni , (A.5)
where E ni = U ni − U ni is the difference between the numerical solutions obtained from (2.4) and (2.17). Our desired estimate for P n is obtained by bounding E ni in terms of e n . The bound found in [12] for EXPRB methods only holds for methods whose internal stages strictly use ϕ 1 -function in the first term. With the additional assumption that the method satisfies Assumption 3, we prove the same bound holds for any linear combination of ϕ-functions.
Lemma 6. Under Assumptions 1-3, for all i, we have E ni ≤ C e n + Ch n e n 2 + Ch 5 n (A.6) P n ≤ C e n + C e n 2 + Ch 6 n (A.7)
as long as the global errors e n remain in a sufficiently small neighborhood of 0 and h n ≤ C H .
Proof. Without loss of generality and for sake of presentation, we will assume the method satisfies p i1k = g i1 of Assumption 3 for each i and all k. We begin by proving the estimate E ni ≤ C e n + Ch n e n 2 + h n i−1 j=2 C(h n + e n + E n j ) E n j .
(A.8)
By adding and subtracting α i1 h n p i1k ϕ k (g i1 h n J n ) f (ũ n ) for each k = 1, . . . , s to E ni we can then write E ni as E ni = e n + α i1 h n s k=1 p i1k ϕ k (g i1 h n J n ) ( f (u n ) − f (ũ n )) + α i1 h n s k=1 p i1k ϕ k (g i1 h n J n ) − ϕ k (g i1 h nJn ) f (ũ n )+ + h n i−1 j=2 a i j (h n J n )(r n j −r n j ) + h n i−1
j=2
(a i j (h n J n ) − a i j (h nJn ))r n j .
(A.9)
Using the identity f (u) − f (ũ n ) = J n e n + N n (u n ) − g n (ũ n ), (2.32) and recurrence relation (2.25), (A.9) can be expressed as E ni = e n + α i1 s k=1 h n g i1 ϕ k (g i1 h n J n )J n e n + h n g i1 ϕ k (g i1 h n J n )(N n (u n ) − N n (ũ n )) + + α i1 g i1 h n s k=1 (ϕ k (g i1 h n J n ) − ϕ k (g i1 h nJn )) f (ũ n ) + h n i−1 j=2 a i j (h n J n )(r n j −r n j ) + h n i−1
(a i j (h n J n ) − a i j (h nJn ))r n j = e n + α i1 s k=1 (ϕ k−1 (g i1 h n J n ) − 1/k!) e n + α i1 g i1 h n ϕ k (g i1 h n J n )(N n (u n ) − N n (ũ n )) + + α i1 g i1 h n s k=1 (ϕ k (g i1 h n J n ) − ϕ k (g i1 h nJn )) f (ũ n ) + h n i−1 j=2 a i j (h n J n )(r n j −r n j ) + h n i−1 j=2 a i j (h n J n ) − a i j (h nJn ))r n j .
(A.10) The estimate (A.8) then follows from the positive-scalability and sub-additivity of the norm, the estimates of Lemmas 4.1 & 4.3 in [12] , boundedness of f (ũ n ) =ũ n and ϕ k (h n J) (and a i j (h n J n )). Now we can prove (A.6). Since e n is 
