This work considers the achievable performance for coded systems adapted to a multipath block-fading channel model. This is a particularly useful model for analysing mobile-radio systems which employ techniques such as slow frequency-hopping under stringent time-delay or bandwidth constraints for slowly time-varying channels.
Introduction and Paper Outline
Consider the generic transmission scheme with diversity shown in figure 1. Information bits are coded/modulated where st is some unit energy signaling pulse shape, and E s is the energy per coded symbol. The key feature of such a system is that the F blocks are transmitted over different time-varying channels, in order to partially average the performance over the different channel realizations. The complex baseband received signals before processing are given by r f t = u f t h f t; + z f t; t 2 0; N T ; f= 0 ; 1; ; F, 1 (2) where denotes convolution, h f t; is the channel response at time t to an impulse at time on the f th channel, and zt is complex white Gaussian noise with power spectral density N 0 .
Coding across different channel realizations provides a certain amount diversity, which counters the effects of multipath fading. In what follows we will assume that the F channel realizations are correlated, although it may well be the case in some systems that they can be taken to be uncorrelated. In some cases with reasonable mobile speeds, the channel is virtually time-invariant during the block. We will assume this to be the case, and adopt the nomenclature of [MS84] who referred to this type of channel as a block interference or block fading channel.
In GSM [GSM90] , which uses slow frequency-hopping, blocks modulate F = 4 (half-rate) or F = 8 (full-rate) carriers whose spacing is larger than the coherence bandwidth, resulting in virtually uncorrelated blocks. The practical advantages of such a system are firstly that reliable coherent communication is possible since the channel responses do not vary during the transmission of a block. Secondly and more importantly, the amount of diversity is independent of the rate of channel variation, since it is a result of exploiting frequency-selectivity. For wireless telephony, this is crucial since the majority of
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calls are made at low speed. Another example is the IS54 standard [IS592] where coding is performed across F = 2 TDMA blocks separated in time so that the blocks start to become less correlated for high mobile speeds. The underlying system issues which force F to be small are usually imposed by either time-delay or bandwidth constraints, or even both. This model can also represent a multitone system, where F is the number of carrier frequencies. This more general problem is considered by Wesel and Cioffi [WC95] in the context of digital broadcasting using multitone signals.
Lapidoth [Lap94] considers a similar problem for convolutional codes with finite-depth interleaving over the Gilbert-Elliot erasure channel, which serves as a first-approximation for a fading channel. He compares different finite-interleaving strategies for rate 1=n binary convolutional codes. The reported results are applicable to slow frequency-hopped systems such as GSM. The main conclusion of this work is the that the code and interleaving strategy should be jointly optimized to maximize performance, and that coding complexity plays a rather unimportant role. Here we will draw similar conclusions regarding the relationship between the code and the number of blocks. Furthermore, we argue that the size of the underlying symbol alphabet also plays an important role with respect to the achievable performance.
Furthermore, increasing code complexity is necessary to reduce error probabilities, up to a certain point.
Paper Outline
In section 2 we examine the achievable performance by determining the pairwise error-probability (PEP) between two arbitrary coded sequences. This analysis shows that the performance is characterized by two diversity effects which operate independently under certain conditions. The first is due to the degree of resolvability of different multipath components and depends on the relationship between the pulse shape and the delay spread of the channel. The second is due to the effect of coding across different (and hopefully independent) channel realizations.
In section 3 we restrict our attention to the effect of coding by considering a set of F discrete-time singlepath channels, which completely describe a narrowband system without ISI. Because of the separation effect previously mentioned we lose nothing by considering this simplified scenario. We extend the results of Ozarow et al [OSSW94] and Kaplan and Shamai [KSS95] who characterized these types of systems by an information outage probability since, for finite F, a channel capacity does not exist. This was also termed Outage Capacity by Foschini and Gans [FG97] . Specifically we show the relationship between the information outage probability and the frame (FER) and bit error rates (BER). An important 1997/12/23conclusion is that for practical (i.e. small) signaling alphabets, the attainable diversity order due to coding (which in Rayleigh fading corresponds to the slope of the information outage probability curve versus the signal-to-noise ratio (SNR) on a log-log scale) is generally smaller than F. This warrants the use of larger constellations for achieving high diversity. We find that for practical spectral efficiencies ( 1.5 bits/dim), a small increase in the size of the constellation can yield significant performance improvement.
Practical block and trellis codes are considered in section 4. We begin by showing that the achievable diversity for any coding scheme is given by a disguised version of the Singleton bound [Sin64] . This was also noted by Wesel and Cioffi [WC95] and stems from the fact that this type of coding can be interpreted as a non-binary coding problem with block-length constrained to F symbols. The Singleton bound predicts the same diversity order as the information outage probability analysis. Moreover, it shows that practical high diversity codes are difficult to construct when high spectral efficiency is required since very large constellations are required. We give many examples of coding schemes using standard modulation formats (AM and PSK) and spectral efficiencies in the range .25-1.5 bits/dim which meet the Singleton bound.
Finally, in section 5 we present computer simulations of some selected codes and show that their FER, with practical block sizes, is often very close to the information outage probability. This is perhaps the most important result of this work. The BER indicated by the information outage analysis is less indicative of practical performance.
Pairwise Error-Probability Analysis
Under the block-fading assumption, we assume that the time-variation of the channel is slow (i.e. that the coherence time is greater than the duration of a block) so that the channel attenuations and phases can be taken to be constant over blocks. We therefore express the complex baseband channel response
where f;l and d f;l are the complex attenuation and delay of the l th path in the f th block. These quantities are assumed to be random from block to block but known without error to the receiver. We consider a Gaussian fading model in this work so that the f;l are assumed to be circular symmetric complex
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Gaussian random variables with mean l and variance j l , l j 2 which are independent of f. We assume further a wide-sense stationary uncorrelated scattering (WSSUS) channel model so that 
Decoding in this fashion is too complex to be carried out in practice, and it is usually done in two steps, depending on the relationship between the coherence bandwidth of the channel and the bandwidth of st. In medium-band systems like GSM where the multipath induces intersymbol interference (ISI), a sub-optimal approach is taken by first equalizing the F channels with a soft-output algorithm (e.g.
soft-output Viterbi equalization [HH89])
. These outputs are then deinterleaved and passed to a Viterbi decoder to retrieve the information bits. In narrow-band systems such as IS-54, the channel is almost ISI-free, and either a very simple equalizer or none at all is needed prior to deinterleaving/decoding. In spread-spectrum systems without ISI, equalization is also not required and some of the multipath can be exploited with a RAKE receiver prior to decoding [Pro95] .
We now perform a standard Gaussian-fading performance analysis for the block-fading channel by determining the pairwise error-probability (PEP) between arbitrary code sequences. Denoting the code- 
and Qx = 1 p 2 R x ,1 e ,u 2 =2 du. This is a quadratic form in the path strengths which after some straightforward manipulation can be written as 3 7 7 7 7 7 7 7 7 7 7 7 5 2 6 6 6 6 6 6 6 4 For the even simpler case where the blocks are uncorrelated (i.e. f;f 0 = f;f 0) (9) can be written as
where i;l is the l th eigenvalue of the non-zero matrix i = i a; b.
The PEP can be found analytically using the inverse Laplace transform of (9) to average (6). This amounts to performing a partial fraction expansion of (9) 
where 2 =
. This geometric mean also surfaces in the study of antenna diversity systems [SBS66, Chap 10] and coded multitone systems [WC95] . Very similar performance measures also characterize systems with multiple transmit/receive antennas, and can be used to design coding schemes [TSC97a, TSC97b] We can obtain closer approximations by neglecting insignificant eigenvalues and reducing the power in the exponent of (14).
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There are two limiting cases for the diversity offered by multipath. Either it cannot be resolved at all (i.e. frequency-flat fading) or when it can be completely resolved by using very wideband signals. and we see that it is the product of the code and multipath diversities.
The theoretical performance of a system will fall somewhere between the performance of these two limits which are straightforward to compute. Due to this separation, the goal of any coding system is therefore to maximize d F H , since it will affect the performance equally for any channel.
Outage Probability Analysis
For simplicity, let us now consider narrow-band signals so that ISI can be neglected. In addition, we assume the coded symbols belong to a real-valued symbol alphabet S R(i.e. each symbol uses 1 signaling dimension) since we wish to express our results on a per dimension basis. Extending this analysis to complex symbols is straightforward and brings no significant additional insight into the problem. We 
where I 0 is the zero-order modified Bessel function of the first kind.
We define the NF-dimensional vectors, r and c, representing the received and transmitted symbols over the F blocks, to which refer as a frame from this point onward. We take for granted that the transmitter
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and receiver have agreed beforehand to use a codebook having M codewords so that the information rate is R = log 2 M=NFbits/dimension. We denote the F-dimensional vector of signal amplitudes by , and assume that there is no feedback path so that the transmitter has no a priori knowledge of . As a result, the transmitter and receiver agree beforehand on acceptable choices for R and the input source density f C and do not modify them during the course of communication.
Frame Error Rates
We first recall an upper-bound on the ensemble average probability of codeword error (i.e. taken over all possible codes chosen at random) conditioned on the channel state A = . In our case this corresponds to the frame error rate (FER). We denote this probability by P ensjA= . From [Gal68] we have that P ensjA= 2 ,NFE 0 ;f C ;A= , R 
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and, under the assumption that the received signal in each frame is independent of the information transmitted in previous frames,
We note that this is not a conditional mutual information functional and to avoid confusion we have used a slightly different notation. The conditional average mutual information between R and C is IR; CjA = E A I A , which when maximized over the input distribution, is the capacity of an ergodic fading channel [Eri70] .
We may bound the code-ensemble average probability of error as P ens = E A P ejA= P out R; f C + Z :I A R 2 ,NFE rR;fC;A= dF A
where
Unlike the time-invariant channel case, the irreducible term in (22) (P out R; f C ) is independent of N which means that arbitrarily small error probabilities need not be achievable.
To get an idea of the achievable performance we now express the average codeword error probability for a particular code (i.e. not an ensemble average) as P e = P ejI A R 1 , P out R; f C + P ejI A R P out R; f C
P ejI A R P out R; f C Practically speaking, this lower-bound on P e is only meaningful if we consider the strong converse to the coding theorem which guarantees that P ejI A R tends to 1 with increasing N for all codes. This result can be extended to show [Gal68] that it must tend to 1 exponentially in N. In our context, this ensures that P ejI A R 1 if N is large so that P e ' P out R; f C . In the limit of large N, the coding theorem gives us equality, since P ejI A R is bounded by 1.
The reader may wonder whether why the previous result is meaningful, since the use of the strong converse says nothing about the error probability of the individual source bits or the bit error rate(BER).
We note, however, that for many practical systems it is precisely the FER that is important. This is true for the transmission of some forms of digitized speech and in packet data communications. Typically, data is arranged into frames and then coded for transmission using both error correction and error detection techniques. At the receiver the frame is decoded and then checked for data integrity using the error detection scheme. If it is deemed intact, the data is passed on to the next level of the system. On the other hand, if the data is corrupted then the frame is often discarded or a retransmission is requested.
Provided the number of symbols in the frame (N F) is large and a sophisticated coding scheme is used, P out R; f C will be a good indicator of the achievable error rate performance.
The Weak Converse and Bit-Error Rates
The weak converse (Fano's inequality) yields a less useful lower bound on the FER since it only shows that P ejI A R is bounded away from zero when in an outage state. It is, however, more useful for obtaining a lower-bound to the BER, P b . We have [Bla87] that the BER conditioned on I H R satisfies
where H is the binary entropy function Hx = ,x log 2 x , 1 , x log 2 1 , x. The expression in (25) is only valid when the information source has maximum entropy. This yields the lower bound
where H ,1 is taken to mean the smaller of the two roots of (25). We will see that the FER for many systems is quite close or even below P out R, but that the lower bound on the BER is rather optimistic for practical codes.
Discussion
In some cases the information outage probability may be zero, or equivalently a non-zero channel capacity exists. Any channel with min A I A 0 will exhibit this behaviour. It is also possible when the transmitter has a priori knowledge of the channel state and can adjust either R or f C accordingly 1997/12/23 [Gol94] . Another somewhat unrealistic case is when F ! 1 and the c f;k are independent of each other and the channel state [OSSW94] [Eri70], where by the law of large numbers I A ! 1 N IR f;k ; C f;k jA f bits/dim.
Kaplan and Shamai [KSS95] consider another outage probability based on the instantaneous cutoff rate in the place of the average mutual information. The behaviour of this measure is similar to (23) except that the outages are noticeably higher. It has less theoretical justification than (23) since it cannot be used to obtain a bound on the FER. Traditionally [Mas74] , [Vit79] R 0 was taken to be the highest rate at which practical coding schemes can be implemented on ergodic channels. Humblet [Hum85] showed that on a direct detection optical channel there exist reasonably simple codes whose rates exceed those predicted by R 0 with acceptably low error probability. In recent years, the invention of turbo codes [BGT93] provides more evidence that R 0 is not a practical limit even on a Gaussian channel. We will soon see that some practical codes, which are not even as complex as turbo codes, can come very close to (23) when F is small, which shows that mutual information outage is sometimes more appropriate in our case as well. The main reason for this is that when the number of blocks (or, more generally, degrees of freedom of the fading process) is small, P out R is quite high and even fairly simple codes have FER on the order of P out R when I A R (i.e. when the system is not operating in an outage situation.)
When this is the case, the average FER is dominated by the outage event.
AWGN Channels and Finite Symbol Alphabets
We now compute P out R for different symbol alphabets. Under an average power constraint P n;f c 2 n;f NFE s , it well known [Gal68] that I A is maximized when the c n;f are i.i.d. zero-mean continuous Gaussian random variables, yielding
The corresponding information outage probability in this case is easily computed numerically, and a
Chernov upper-bound in terms of Whittaker functions is discussed in [KSS95] . A tight lower-bound is found using the fact that log 2 1 + 2E s A Gaussian input distribution is useful for assessing the potential performance of large signaling constellations. We show the outage probability for unit-energy Rayleigh fading and Ricean fading at a signal-to-noise ratio (SNR) of E s =N 0 =7 dB for F = 1 ; 2; 4; 8, which are reasonable choices for next generation mobile systems. The Ricean fading channel has a specular to diffuse ratio of K =6 dB which was measured for some typical indoor communication channels [Bul87] . The main conclusion to be drawn from these curves is that we cannot expect to transmit at spectral efficiencies much higher than 1 bit/dim if we require frame error rates on the order of 10 ,2 , even with as many as F = 8 independent blocks and a fairly strong specular signal component. In a recent study, Caire et al [CKH97] have applied these ideas to interference-limited FDM-TDMA cellular systems and have shown that comparable spectral efficiencies can be expected under certain assumptions regarding the system architecture (i.e. power control, frequency/time-hopping, frequency reuse and basestation assignment.) This motivates our search for practical codes operating in the range .25-1.5 bits/dim in the following sections.
We now examine the effect of using small constellations with equiprobable and independent symbols. In this case P out R can similarly be computed numerically using [Wil96] I A = log 2 jSj , 1 FjSj spectral efficiencies of .5 and .75 bits/dim. The most important observation is that for a slight increase in the constellation size with respect to the minimum needed to achieve the target spectral efficiency, we approach the performance achievable with a continuous Gaussian input signal. We notice, however, that the diversity order (i.e. the slope of the error-rate curve) is low when the smallest constellation is used for transmitting at the target spectral efficiency (i.e. 2-AM for .5 bits/dim and .75 bits/dim). A slight constellation expansion (usually by a factor 2) can significantly increase the diversity order. In the following section we examine this observation more closely.
Maximum Code Diversity and the Singleton Bound
This section addresses practical block and convolutional codes which attain maximum code diversity It turns out that this is also the minimum diversity path for this code and, as we shall soon see, that there is no other code which achieves a larger diversity with binary modulation and R = 1 =2 bits/dim, even with arbitrarily many states.
The important conclusion to be drawn from this simple example is that traditional codes cannot necessarily be used effectively on non-ergodic fading channels. For the case when F ! 1 , however, Caire et al. have recently shown [CTB97] that off-the-shelf binary codes can be used with arbitrary signaling alphabets for achieving high diversity. This stems from the fact that Hamming distance is the dominant performance indicator, and a coded-modulation approach is not necessarily warranted for these types of channels. We will see that this is not really the case in the problem at hand, although Hamming distance, in a non-binary sense, is still the primary performance indicator.
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Maximum Diversity Bound
In 
Proof:
Let k (0 k F , 1) denote the integer value satisfying jSj Nk,1 M j S j Nk , where M = 2 NFR . Consider any set I k,1 of k , 1 coordinates, for instance I k,1 = 0 ; 1; ; k , 2. Since M jSj Nk,1 there are necessarily at least two codewords, x;y 2 C such that x i = y i ; 8i 2 I k,1 . It follows that d F H F , k + 1 and therefore that M j S j NF,d F H +1 :
Using the fact that d F H must be an integer yields (32). This bound for binary codes was also given in the context of convolutional codes with finite interleaving by Wesel and Cioffi [WC95] .
The first interesting result of this analysis is that the shape of the constellation is not important with regard to the code diversity since it is a completely algebraic measure of the performance. The class
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of maximum distance separable codes (MDS) therefore plays a large role in this context. There is a downside, however, which is that the block length of the code is constrained to be F which means that many existing codes, such as the Reed-Solomon (RS) codes cannot necessarily be used effectively.
Shortly, however, we give some examples of codes which can be used with practical choices for F and guarantee maximum diversity.
Secondly, and more importantly, we see what was remarked earlier in the outage probability analysis concerning constellation expansion. Take for example transmission at R = :5 bits/dimension over F = 8 blocks as in full-rate GSM. With binary modulation (jSj = 2 ), the maximum pairwise diversity is 5, which is what is achieved by the coding scheme used in GSM. With quaternary modulation we see that it can be increased to 7. Examining the slopes of the information outage curves in Fig. 3 we see that both results agree. On the downside, for high code rates ( 2 bits/dimension) very large symbol alphabets are required to achieve high asymptotic diversity. For example, with F = 8 and R = 3 bits/dimension, a 16-point constellation can only achieve a diversity of d 8 H = 3 . To achieve d 8 H = 7 a constellation with 4096 points is needed. Since d F H is only an asymptotic indicator, it may be somewhat pessimistic at low SNR ratios.
Block Codes
Let us first consider some examples of linear block codes of codeword length F with k information symbols, so that the rates of the codes are R = k F log 2 jSj bits/dimension. For this case the Singleton bound assures that d F H F , k + 1 .
Simple codes
As we already pointed out, the simplest possible coding scheme for achieving diversity F is repetition coding. The number of codewords is M = jSj and the spectral efficiency is log 2 jSj=F bits/dim. The parameter 2 for these codes is the minimum Euclidean distance of S. The receiver for this coding scheme simply performs a maximal ratio combining of the F received symbols.
There are equally simple codes which outperform repetition codes. An example for F = 2 and R = 1 :5 bits/2 dim is the free Z 8 -module generated by the matrix 1; 3 mapped to 8-PSK. The minimum 2 is easily shown to be 1.41 and whereas for the trivial repetition code 2 would be .59. This is an important advantage since we gain a power savings greater than 3dB. The code for F = 4 for 4-AM at R = :5
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bits/dim, f0202; 2020; 1133; 1331g has 2 = 1 :39 whereas the trivial repetition code has 2 = :8. For R = :75 and R = 1 :0 bits/2 dim the free Z 8 and Z 16 modules generated by 1; 3; 5; 7 yield 2 of 1.41 and 1.18 for 8 and 16-PSK respectively. Repetition codes would have 2 =.59 and . 15 . In what follows, we will use these codes with simple trellis structures to show how 2 can be increased.
Multidimensional Constellations
The multidimensional lattice codes considered by Giraud and Belfiore [GB96] and Boutros et al. [BVRB96] are perfectly suited for the block-fading channel, since they consider constellations over a finite and small number of dimensions. Each dimension has an independent signal attenuation, and therefore in the context of the block-fading model, this is equivalent to letting F be the number of dimensions with N = 1 . In [GB96] the constructed codes have dimensionality 2 F 8 and M = 2 2F points (codewords) which have diversity F so that the code rate is 2 bits/dim. In general, when the multidimensional constellations are projected onto the coordinate axes, they produce non-uniformly spaced AM constellations, with the minimum number of points necessary to satisfy the Singleton bound with d F H = F.
The parameter 2 for these constellations is small because of the fact that N = 1 , as is the case for the simple codes mentioned previously. In order to achieve higher coding gain but keep diversity F, therefore, it may be worthwhile to perform a coset decomposition (based on 2 ) of the constellations to be used in conjunction with trellis codes. We have not attempted this.
Other MDS Codes
We now consider MDS code families for systems having F = 4 ; 6; 8. They are formed by either shortening or lengthening RS codes. Shortening RS codes by removing information symbols results in a code with the same d F H as the base code. Similarly, it is shown in [Wol69] that up to 2 information symbols can be added to an RS code without changing d F H . For the case F = 6 we also consider a particular less complex extended Hamming code which is also MDS. The combination of the constraints imposed by the structure of the codes and the number of blocks in the system does not assure minimal complexity, nor the flexibility of choosing arbitrary symbol alphabets. Another negative aspect is that the purely algebraic structure of the codes pays no attention to the other less critical performance indicator, 2 .
Example A : F = 4
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Consider a family of codes with rate R = k=4 bits/dimension for use with binary modulation. Assuming we form symbols over GF(4) by forming pairs of bits from the same block, we start with the 3; k , 1 RS code over GF(4) with d 4 H = 5 , k and lengthen it to 4; k . 
These codes achieve maximum diversity for k=4 bits/dimension with binary modulation. Clearly, we could also use the same code with a quaternary symbol alphabet to achieve R = k=2 bits/dimension and keep the same diversity. Here we see the first example of the effect of constellation expansion; if we take k = 2 and binary modulation we have R = :5 bits/dimension and d 4 H = 3 . With k = 1 and quaternary modulation the information rate is still :5 bits/dimension but d 4 H = 4 .
Example B : F = 6
We now examine another family of codes with binary modulation and R = k=6 bits/dimension for the case when F = 6 . Consider the 7; k + 1 family of RS codes over GF(8), having d 6 H = 7 , k. The parity check matrix for a shortened code family 6; k is given by 
This shortened family achieves maximum diversity for binary modulation and R = k=6 bits/dimension. We can also use this family with 8-ary modulation to yield R = k=2 bits/dimension and the same diversity level.
It is interesting to point out that although the codes are optimal in an MDS (maximum diversity) sense, there may be other less complex codes which are also MDS. 
is also MDS with d 6 H = 4 for k = 3 . It is much less complex than the (6,3) shortened RS code outlined above (64 codewords instead of 512). Moreover, it can be used with a quaternary signal set.
Example C : F = 8
As a final example we consider the case of a code family with R = k=8 bits/dimension when F = 8 and N = 3 . Similarly to when F = 4 , we look at the 7; k , 1 family of Reed-Solomon codes over GF(8 
This family achieves maximum diversity for binary modulation and R = k=8 bits/dimension. As before, we can also use this family with 8-ary modulation yield R = 3 k=8 bits/dimension and the same diversity level.
Trellis Codes
In the GSM system today, as previously mentioned, rate 1/2 binary convolutional codes are used. This is mainly due to the computational simplicity of implementing the Viterbi algorithm with soft decisions.
The Singleton bound is also applicable to arbitrary trellis codes, since they can always be interpreted as very long block codes. In fact, in systems like GSM the convolutional codes are used in a block fashion by appending trailing zeros to the information sequence, and a one-shot decoding of the entire block is performed.
We will consider two approaches for designing trellis codes for these types of channels. We first give three examples of simple 4-dimensional trellis codes based on AM and PSK constellations for F = 4 .
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This is the approach taken by Divsalar and Simon in [DS88] who considered TCM schemes for perfectly interleaved fading channels. It relies on using partitioning rules applied to F-dimensional Cartesian products of M-PSK constellations. The rules are chosen such each set has a specified amount of diversity and maximum product distance. Each set corresponds to the parallel transitions in the trellis, and by properly choosing the trellis structure, the diversity of the code can be made equal to the minimum Hamming distance of the sets. Wei considers similar codes for M-DPSK systems [Wei93] . In both cases the diversity order of the codes is quite small ( 4) considering the perfect interleaving assumption.
A similar approach for multiple-antenna systems are the space-time codes introduced by Tarokh et al. [TSC97a, TSC97b] .
None of these codes are automatically applicable in our case since we no longer have a system with perfect interleaving. As previously mentioned, Leung ping from the output bits to modulation symbols. Similar coding schemes for channels with correlated fading were described by Wesel and Cioffi [WC95] . We also consider convolutional codes over Z 8 for 8-PSK and 8-AM modulation which achieve maximum diversity. Coded modulation schemes for the AWGN channel using ring convolutional codes were introduced by Massey et al. in [MM89] .
4-dimensional Trellis Codes for F = 4
We now illustrate several codes for F = 4 , having spectral efficiencies of . These heuristic guidelines do not guarantee an optimal code, but assure maximum diversity and a large 2 .
4-AM and QPSK codes (.5 bits/ (2) dim)
For codes with .5 bit/dim, the number of input bits per 4-dimensional output is 2 so that there are 4 branches leaving and entering each state. We assume parallel transitions with two 4-dimensional symbols on each. Examining first the case of a 4-AM constellation. We choose the 4 sets as S 0 = f0202; 2020g; S 1 = f1133; 3311g; S 2 = f3113; 1331g; S 3 = f0220; 2002g. With this assignment, the 2 for the parallel transitions is maximum (3.2) under the constraint of satisfying the first design rule above. For the two-state code, the overall 2 is 2.77, whereas the 4-state code achieves 2 = 3 :20. With QPSK the 2-state code achieves 2 = 4 :00 which is maximum for any code with parallel transitions.
8-AM and 8-PSK codes (.75 bits/ (2) dim)
Now consider the case R = :75 bits/dim with 8-AM and 8-PSK modulation. We now have 3 bits per 4-dimensional output so that there are 8 branches leaving each state. For 8-AM we choose the 4 sets which obey the guidelines above S 0 = f0246; 6024; 4602; 2460g S 1 = f7531; 1753; 3175; 5317g S 2 = f0426; 6024; 4062; 2640g S 3 = f7351; 1573; 3715; 5137g:
With two states, the code has 2 = :9867 and with four states 2 = 1 :28. With 8-PSK, we choose the sets as the free submodules S i = 2 j + i1; 3; 5; 7; i= 0 ; 1; j= 0 ; 1; 2; 3 and S i = S i,2 + 0; 2; 6; 0; i= 2 ; 3. Recall that this code was mentioned previously, and is optimal with respect to 2 .
With two states, the minimum 2 = 2 :00 is achieved by the parallel transitions so that there is no need to consider the 4-state code.
16-PSK codes (1 bit/2 dim)
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Finally, we consider a 16-PSK code based on the simple block code mentioned earlier for R = 1 bit/2dim with S i = 2 j + i1; 3; 5; 7; i = 0 ; 1; j= 0 ; 1; ; 7 and S i = S i,2 + 0 ; 4; 12; 0. Again for a 2-state code we achieve the minimum 2 = 1 :41 with the parallel transitions.
These techniques could be used to design codes for F 4 and higher spectral efficiencies. It becomes a problem of finding MDS block codes with large 2 which can be set partitioned and assigned to the transitions in the trellis. These block codes quickly become very large, and as a result, the decoding complexity increases quickly. For example, a 2-state code for F = 8 and 1 bit/dim would require branches with 128 parallel transitions. We have used a Gray mapping for adjacent bits out of the encoder for both the 4AM/16QAM and QPSK codes. This is shown in figure 6 and greatly simplifies the code search (which is already more computationally intensive than for computing d free ). If we write the modulation symbols as s i 2 f 00; 01; 10; 11g and denote the Euclidean distance between symbols as d 2 s i ; s j then under the Gray mapping shown in the figure we have with QPSK d 2 s i ; s j = d 2 00; s i s j and with 4-AM/16-QAM d 2 s i ; s j d 2 00; s i s j . For 4-AM/16QAM we guarantee that the 2 between any two paths in the trellis is at least as large as the 2 between the all-zero path and their component-wise difference modulo 2.
Convolutional Codes
As a general rule, we need very few states to yield a maximum diversity code, and 2 can be made substantially larger than those of the codes we constructed using the multidimensional approach in Section 4.3.1. We have also found that a candidate code must often be scanned to a great depth in order to find
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the minimum diversity path.
As a first example, consider the case of R = :5 bits/dim with F = 8 . We can achieve maximum diversity with an eight-state code, and moreover, it turns out that it does not exhibit maximum free Hamming distance (d free = 5 , not 6). It is the only such code, so that it is a perfect example of the danger of using selection rules appropriate only for ergodic channels. It is interesting to note that the GSM standard uses a 16-state maximum free Hamming distance code, which offers a slightly larger 2 than its 8-state counterpart. The 16-state code listed in the table has a slightly larger 2 than the GSM code, but we have found that the performance improvement is negligible. For the case of F = 4 , maximum diversity can be obtained with a 4-state code, whereas in the GSM standard a 64-state code is used.
There are other important issues requiring the use of more complex codes. For instance, the 16-state code used in full-rate GSM achieves maximum diversity with F = 2 ; 4; 6 and 8, whereas the 8-state code achieves maximum diversity only with F = 2 ; 4; 8. This is important since in a frequency-hopping system, the number of hopping frequencies is left up to the operator. Although we have not considered this issue, it would be interesting to determine universally good codes which achieve acceptable performance for many different values of F. The more important reason for increasing complexity, as we will see in section 5, is that larger values of 2 can yield significant coding gain in the FER performance.
Convolutional Codes over Z 8 for 8-PSK and 8-AM
For 8-ary modulation we have considered convolutional codes over the ring Z 8 shown in figure 8. These linear codes were introduced by Massey et al in [MM89] and are naturally suited for phase modulated signals since the codewords form a multiplicative group in the signal space yielding a geometrically-
. Moreover, it was found that they perform at least as well as any M-PSK code designed by set partitioning and are fairly easily made rotationally invariant. These codes have some peculiar algebraic properties due to presence of zero-divisors when using rings which are important to rule out catastrophic behaviour. We note that there are other configurations for achieving the same number of states but we have found that they yield less powerful codes in our case.
With the mapping shown in figure 6 for 8-AM we do not have geometric-uniformity but still assure, as was the case with 4AM/16QAM with binary codes and a Gray mapping, that d 2 s i ; s j d 2 0; s i + s j where addition is now modulo 8. Again we need only consider each path with respect to the all-zero path to determine the minimum 2 for any code. This would not be the case for a code over a finite field.
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Performance Comparison of Various Codes
In order to assess the performance of some of the codes reported in this work, we resort to computer simulations of a subset of codes. We have found that a union-bound approach for assessing the performance analytically yields quite unfruitful results for trellis codes. This was also remarked by Leung and
Wilson [LWK93] and Malkamäki and Leib [ML97] . The main reason is that as we progress through the trellis the contributions of the long paths cannot be discarded since their diversity order is limited to F.
For codes with a high diversity order, all paths have roughly parallel PEPs vs. SNR curves and therefore contribute to the total error probability. The number of paths to be considered in the union bound is very large and the bound is quite loose (depending on the point where we stop including paths.)
In our simulations shown in figures 9-16 we assumed a block length of 100 uncoded bits and a singlepath Rayleigh fading channel with an independent realization in each block and soft-decision decoding with perfect channel state information. As a general rule, we find that with practical codes, we can often achieve FER close or, in a few cases, lower than P out R, when the diversity order is low (e.g. F = 2 ; 4). This is the case since, for low diversity codes, P out R is quite high and even fairly simple codes operate on the order of or less than P out R when I A R , so that their performance is dominated by the outage event. Furthermore, for finite N, the FER is only approximately lower bounded by P out R, so that it is possible for some codes to have an FER below this indicator. The FER is, of course, highly dependent on N, and for larger values of N than were investigated here, we would expect to require more complex codes in order to approach P out R. due to constellation expansion can be very significant, most notably for the examples at .75 bit/dim and 1.5 bit/2 dim. Note that we have not considered rate 3/8 codes for quaternary alphabets which would achieve diversity 3 for F = 4 and R =.75 bit/(2) dim. These would require rather inconvenient encoder structures, but would provide gains in between the binary and octal examples shown here.
We also remark that increased complexity has a much more significant effect on the FER than on the BER, especially for low diversity codes. We also notice the peculiar result that simple codes can have lower BER than more complex codes, when 2 is the selection criterion (e.g. figure 16 , F = 2 ), even if their FER is significantly higher. In addition, the strict lower bound on the BER in (26) gives much less indication of practical performance than does P out R for the FER.
Conclusion
This work considered coding for block-fading channels with small number of blocks. This channel model has significant practical importance for block-oriented communications where the fading process is characterized by a small number of degrees of freedom during the decoding interval. The slow frequency-hopping scheme used in the current GSM mobile radio system is a prime example. It is reasonable to assume that next generation wireless systems will also use similar, and perhaps more complex techniques.
We described the separation between the diversity effects due to multipath resolvability and coding. We then turned our attention to the attainable diversity due to coding. We showed that there is a upperlimit to the diversity which depends on the number of blocks, the code rate and the size of the signaling constellation. This was shown in two ways; the first was based on the computation of the information outage probability for various constellations. We then showed that the maximum diversity for a code of a given rate is given by the Singleton bound, so that appropriately chosen MDS codes play a very important role for these types of channels. Both methods indicate that diversity is limited and that it can be increased by constellation expansion. A rather unfortunate result is that for high spectral-efficiency systems, in order to achieve a high asymptotic diversity order, very large constellations are required.
We gave examples of block and trellis codes, with more of an emphasis on the latter, which achieve maximum diversity. An important result is that maximum diversity can be achieved with rather simple codes and that, in terms of BER performance, increased complexity does not always yield significant gains. This is not true, however, for the FER performance, which is often important in both speech and data applications. We showed that the information outage probability is a good indicator for practical FER values, when the diversity order is rather low ( 8 Pout1:5 
