Some of the assumptions underlying estimates of DNA and protein sequence divergence are examined.
Introduction
Estimates of sequence divergence derived from DNA and amino acid analysis have allowed the differences between species to be quantified. A method to estimate sequence divergence was first derived by Jukes and Cantor (1969) and by Kimura and Ohta (1972) . With these methods, estimates of the rates of substitution can be obtained. One can also look for clues to the functional implications of the relative rates of divergence in different regions.
These estimates depend on several assumptions. One of these assumptions is that the relative mutation rates between bases are constant. There is, however, evidence that this is not true and that, generally, transitions occur more frequently than transversions (Topal and Fresco 1976; Vogel and Kopun 1977; Fitch 1980; Gojobori et al. 19826) . Several authors (e.g., Kimura 1980 Kimura , 1981 Takahata 1980; Gojobori et al. 1982a; Kaplan and Risko 1982; Kaplan 1983) have examined the effects of variable mutation rates between bases. They have shown that, in general, the estimates of the number of substitutions increase (relative to those obtained by Jukes and Cantor's [1969] method) when transitions occur more frequently. This is because multiple substitutions occur at certain sites, and a larger number of total substitutions are required to explain a given observed number of differences. This effect is larger for more divergent species and may be ignored if the species are closely related (Kaplan 1983) .
It has been pointed out by several authors (e.g., Gillespie and Langley 1979; Templeton et al. 1981 ) that the effects of the initial conditions on estimates of divergence are usually ignored. These initial conditions include whether the original population is polymorphic and to what extent. Templeton et al. (1981) show that for several species sufficient polymorphism exists to strongly affect estimates of genetic divergence. For DNA and protein divergence it is also necessary to know whether there is a nonrandom association between different sites in these sequences. The population sizes of the species considered may also affect the variance of divergence. The initial conditions will be more important when the species are closely related.
Furthermore, it is well known that mutational "hot spots" exist in many genes. These create a large amount of variability in the mutation rate among sites. The possibility that such variation may affect estimates of divergence has been recognized since the initial study of restriction patterns by Upholt (1977; see also Nei and Li 1979) . These authors state that if such variability occurs, their methods will underestimate the actual time of divergence. The size of this effect was not examined by these authors.
In this paper, I examine the effects of initial conditions and of site variability in the mutation rates on estimates of divergence. A solution to the variance of divergence is obtained that allows for arbitrary initial conditions and different mutation rates and population sizes in each species, and assumes sites to be completely linked. It is shown that the initial conditions have only small effects for DNA and protein sequences and that the usual estimate of the variance of divergence is "conservative," that is, the assumed variance is too large. The size of the effects of site variability in the mutation rates is examined. It is shown that site variability can have as large an effect on estimates of divergence as do biases in the transition/transversion rates. The effect of mutation rate biases among the bases can be mimicked by the effects of variability in the mutation rates among sites. Evidence is presented to show that such variability in the mutation rate among sites exists and is important in nature.
Theory
The method of identity coefficients (Jacquard 1974, p. 104 ) is used to derive the expected divergence and its variance. This method involves the construction of recursion relationships for the probabilities that specific samples of gametes are, or are not, identical. Here, identity in state rather than identity by descent is considered.
Two populations that have been isolated for t generations will be considered. These two populations consist of N, and Nz randomly mating, diploid individuals. It is assumed that N, and N, % 1 and are constant over time. The generations are distinct and nonoverlapping. These assumptions can be relaxed if the effective population sizes are used (Crow and Kimura 1970, sec. 7.6) . No selection is considered, and the sites are assumed to be completely linked. For the moment each site in the DNA or protein sequence is assumed to have a constant mutation rate of lo, in population 1 and l.~~ in population 2. At each site there are k alleles possible (for DNA sequences k = 4). Let x, be the frequency of identical alleles at site i between populations 1 and 2. The expected divergence (the expected proportion of differences between the two sequences), D, among a sample of n sites is and since all sites have the same mutation rate,
The variance of divergence is
Since all sites have the same mutation rate, the expected values for each site are equivalent, and thus
Thus only two sites need to be considered jointly. Similarly, Takahata (1982) and Golding and Strobeck (1982) have shown that only two sites need to be considered for similar measures within populations. A solution for these quantities, in a manner that retains the initial conditions and the effects of population variability, can be obtained. To do this, define @, as the probability that two gametes drawn at random, one from population 1 and one from population 2, are identical at site 1. Thus @ = E(x,). Define A, as the probability that members of a pair of gametes (one from population 1 and one from population 2) are identical at site 1 and that members of another pair of gametes (drawn at random without replacement) are identical at site 1. Thus A, = E(x:). Define A2 as the probability that two gametes from populations 1 and 2 are identical at site 1 and two other gametes from populations 1 and 2 are identical at site 2. Thus A, = E(x,x,).
To derive a system of recursion equations for these variables, another seven coefficients have to be defined. These are again probabilities that two (denoted by <a), three (denoted by I'), or four (denoted by A) gametes, drawn at random without replacement, are identical. With one exception (@,), these probabilities will not enter into the following discussion but are necessary to derive the quantities of interest here. Define @ and @, as the probability that two gametes from population 1 and population 2, respectively, are identical. These are the expected homozygosity (or gene diversity) of the two populations. Define Q4 as the probability that two gametes (one from each population) are identical at both site 1 and site 2. Define r, (r,) as the probability that three gametes, two chosen from population 1 (from population 2) and one chosen from population 2 (from population l), are identical at site 1. Define r3 (r,) as the probability that a gamete from population 1 (from population 2) has site 1 identical to that on another gamete chosen from population 2 (from population 1) and has site 2 identical to that on a third gamete chosen from population 2 (from population 1). As given in Appendix 1, each of these probabilities can be expressed in terms of gene frequencies (the relation between coefficients of identity and gene frequencies was noted by Weir and Cockerham [ 19741 and has been independently discovered by several authors, e.g., Serant [ 19741) .
Recursion relationships can be found for these coefficients by considering all possible ways that the desired probability could have arisen. For example, for a,, two sites will be identical if they were different in the previous generation but mutated to the same allele or if they were identical and did not mutate. Therefore, and The recursion relationships for the other coefficients are given in Appendix 2. Some of these equations (those for a,, QD,, (D,, r,, TZ, and A,) were found by Li and Nei (1975) using a continuous model and with k, = kI.
The formula for @: with k = 4, p, = pI = p, with <a: = 1, when substituted into equation (l) , is recognized as that given by Jukes and Cantor (1969) :
is Nei's (1972) identity measure, I, with genetic distance defined as D = --In(l). Although these parameters are given in terms of generations, the mutation rates and effective population sizes can be altered to measure time in arbitrary units.
In any case, 2p.t is the expected number of nucleotide substitutions per base since the divergence of the two sequences. The variance of divergence from equation (2) The approximate variance formula given by Kimura and Ohta (1972) , with this terminology, is var (D) = $I);( 1 -Q;) (a binomial variance), If these two formulas are to agree, then A; = @; and A; = (a,:)'. It will now be shown that these two equalities are not strictly correct and hold only approximately. The assumptions necessary for these approximations are demonstrated and the size of the effects examined.
The recursion relationships, given in Appendix 2, can be used to determine A: and A;. Although these relationships can be solved easily, the answers are complicated. Therefore, only the solutions with l.~, = p2 = l_~, N, = N, = N, k = 4, and 8 = 4Npk/(k -1) are presented here. First, to show that A; = @;, a sufficient condition is that t s 2N, so that exp( -t/2N) = 0. This assumption is required to reduce many effects of the initial conditions and indicates the length of time necessary. Also, if 8 6 1 (one-third the population size times the mutation rate per nucleotide), then
Second, the formula for A: with t %-2N gives
and if Q = (a:)', then
This illustrates that three assumptions are implicitly necessary for a binomial variance; (i) t % 2N, the time of divergence should be much larger than the population size; (ii) 0 4 1, the mutation rate per nucleotide should be much smaller than the population size; and (iii) @y = (@y)2. It should be noted that the last assumption is, again, not strictly correct. In words, it states that the probability of joint identity at both site 1 and site 2 must be equal to the squared probability of identity at one site. That is, there can be no association of alleles between two completely linked sites (i.e., no linkage disequilibrium). For an initial population in equilibrium and with small 8, a: -(@:)Z = 02(k -1)'. Therefore, there is a nonzero, positive correlation between sites which creates a positive covariance in equation (2). This covariance tends to make the variance larger than a binomial variance. The error is of order 02. The error in the approximation of equation (3) is of order 0 and tends to make the variance smaller than a binomial variance.
To compare the difference between the true variance and a binomial variance, consider the following numerical example. Two populations with lo, = k, = l.~, N, = N2 = N, separated from a single, random-mating, initial population are examined. Let the initial population be at equilibrium with 90% homozygosity for a gene of 300 nucleotides. To have this homozygosity at equilibrium implies that 4Nb must be approximately 0.00037 (Golding and Strobeck 1982; Takahata 1982 ; see also Appendix 2). Table 1 gives the initial values for the probabilities using this 4Nt.~ and the equilibrium equations given in Appendix 2. Table 1 also gives values for the remaining parameters necessary for the equations of Appendix 2. In particular, it is assumed that the two populations were derived from the initial population a million generations ago and 2k.t = 0.02. Substituting these values into the equations of Appendix 2 gives the probabilities necessary to determine the mean and variance of divergence. If n = 100 nucleotides are examined, these are E(D) = 0.02010 and n var (D) = 0.018609. However, Jukes and Cantor's (1969) method gives E(D) = 0.01974 and the binomial variance is n var (D) = 0.019346.
These initial conditions are the expected values for a random choice of one sequence for each of the two populations from the original population. Since the speciation process may involve substantial sampling error (Templeton 1980) , the initial values of <a(: and so forth may be larger or smaller than these values. If the actual initial conditions are known, they can be included using these results.
This numerical example shows that the true variance is actually smaller than a binomial variance. This was found to be generally true after examining many numerical cases. The size of the difference between the two variances increases as 8 increases and as n decreases. Many different cases were examined with the population sizes and mutation rates different in each population, and, again, the binomial variance was usually larger than the variance given in equation (2). Thus the assumption of a binomial variance yields a safe, conservative estimate.
In conclusion, initial conditions do not strongly affect the estimate of divergence. The variance of divergence is affected by both the mutation rate and size of each population and by the initial conditions. In general, these cause the variance to be smaller than a binomial variance. This is a useful result, since most studies do not determine the values of 0 and 2N, and ignoring them leads to a conservative estimate of the variance. 
Variable Mutation Rates among Sites
Since the work of Benzer (1961) , the concept of "hot spots" of mutation has been accepted readily. If such hot spots exist within the sequence being used to study the divergence of two species, the estimates of divergence may be affected strongly. It is my purpose here to determine how strong these effects might be. It is assumed that each site has a characteristic mutation rate which remains constant over time and that the mutation rates for many sites have some density distribution. This distribution should (i) be continuous and (ii) have a nonnegative argument. There are two well-characterized probability distributions with these properties that will be examined: the gamma and the lognormal distribution. The results of the previous section suggest that initial conditions will have only small effects, and hence they are ignored here.
Let each site have a mutation rate k,. From equation (1) 
I 1
The right-hand term is given by the gamma moment generating function (Handbook of tables for probability and statistics 1966, p. 18) and yields
where A = 2&t (the mean) and c = dvar (2pjr)lA2 (the coefficient of variation). In this case A is not the expected number of substitutions per base but, rather, the expected number averaged over all sites. The coefficient of variation, c, is a measure of the differences in pj from site to site. Assuming that
and that, at time t = 0, E(Xi) = 1, then From the results of the previous section, this is probably a conservative estimate.
If an estimate of var (D) is obtained, these equations can be solved to find A and c. Table 2 gives the expected divergence for several values of A and C. The importance of this distribution has been amply shown by Fitch (1980) and Holmquist and Pearl (1980) for another reason (see Discussion).
A similar analysis can be done when the mutation rates are distributed lognormally. Since the moment generating function is not known, the mean was evaluated numerically. Table 2 gives the expected divergence for several values of c with a lognormal distribution for the mutation rates. For comparison, the expected divergence in shown in table 2 with mutation rates constant among sites but with the rate of transitions one to 10 times the rate of transversions. This has been taken from the formulas given in Kimura (1981) . Table 2 shows that both a transition/transversion bias and variability in the mutation rates among sites (whether gamma or lognormally distributed) cause the expected divergence to decrease. Variability in the mutation rates among sites can have an effect as large as or larger than a transition/transversion bias. In each case the size of the effect is smaller for closely related species. Variability in the mutation rates among sites begins to affect the expected divergence before a bias in mutation rates among bases. A comparison of the gamma and lognormal distributions shows that the former has a larger effect for the same c.
Observed Distributions of Mutations Spontaneous Mutants in Genes
In 1961, Benzer collected a large number of spontaneous mutants in the r-11 region of T4. He found two major hot spots containing 809 of the 1,612 mutants collected. It has been estimated (Drake 1970, p. 53 ) that the t-11 region contains approximately 2,000 sites in total. The number of sites which have had k mutations are presented in table 3, column a. The class with zero mutations uses the estimate of 2,000 sites minus the 250 sites observed to have one or more mutants. The average number of mutants per site is 0.806 (0.402 excluding the two hot spots) with a standard deviation of 13.42 (2.06). If mutation rates are distributed according to a gamma distribution, the number of observed mutations will follow a negative binomial distribution. Fitting a negative binomial distribution to these data (Kendall and Stuart 1977, sec. 5.13) gives a coefficient of variation (of the mutation rate among sites) of 16.61 (or 4.89 excluding the two hot spots). A Poisson fit to these data shows that a significant excess occurs in the zero class and in sites with five or more mutations. If a Poisson distribution is used to fit the data and a number for the zero class is found which makes the best fit, there is still an excess of sites with many substitutions. Approximately 10% of the observed mutants are not base substitutions (the two hot spots are known to be due to frameshifts). Therefore, it is not clear whether such mutants contribute significantly to evolutionary change since they are strongly deleterious.
The spontaneous amber mutants that have been collected in the 1acI gene of Escherichia coli by Coulondre et al. (1978) and Glickman (1982) are single base 
Changes Inferred from Amino Acid Sequences
The number of times that a codon has sustained a replacement can also be calculated from the amino acid sequences of a protein for several species. Uzzell and Corbin (1971) suggested a negative binomial distribution for the number of changes that have occurred in cytochrome c in 32 taxa (table 3, col. d). These authors showed that a negative binomial distribution provided a better fit to the data than did a Poisson distribution. In their study, they adjusted the number of sites with no replacements in order to maximize the fit of the negative binomial distribution. This was to allow for invariable residues in the protein. It has been shown by Fitch and Markowitz (1970) and by Coates and Stone (198 1) that different sites may be invariable at different times during evolution. The negative binomial distribution has sufficient generality to allow for some sites to have very low replacement rates. Therefore, all of the amino acid positions that showed no replacements are included here in the zero class. This makes the fit of a negative binomial distribution worse; however, it also makes it impossible to fit a Poisson distribution. In this case the mean is 3.35 (SD = 3.93) with c = 1.04.
A similar analysis can also be done for the myoglobin amino acid sequence from 26 species given in Dayhoff (1978, pp. 235-239) . The myoglobin gene does not have a large number of deletions/insertions and hence the analysis does not involve aligning the sequences. Using the phylogeny given in Dayhoff (1978) , the minimum number of replacements that must have occurred are counted (Fitch and Margoliash 1967) . This number may be much less than the actual number that occurred (Holmquist 1978; Holmquist and Pearl 1980) ) and, therefore, the coefficients of variation given here should be considered minimum estimates. Values of the inferred number of replacements at each site are given in table 3, column e, and show an average number of 1.58 (SD = 2.20) with c = 1.14. Again, all of the sites that have no replacements are included.
Inferred Changes in DNA Sequences Aquadro and Greenberg (1983) have determined mtDNA sequences from seven humans. They observed 854 sites with no substitutions, 39 sites with one, and six sites with at least two substitutions (table 3, col. f). They conclude that there are too many sites with multiple substitutions to fit a Poisson distribution. The average number of mutants per site is 0.0567 (SD = 0.2587), and the coefficient of variation is 1.78. A negative binomial distribution can fit these data very well.
The (Schon et al. 1981) , and chicken l3 genes (Richards et al. 1979) were used. The phylogeny is taken from Fitch and Langley (1976) , with pm"' and prnln diverging after the split of rabbit and mouse lineages. The results for the first, second, and third codon positions of @globin are shown in table 3, columns g, h, and i, respectively. They have means 0.617 (SD = 0.892), 0.440 (SD = 0.738), and 1.04 (SD = 0.996) with c = 0.684, 0.735, and 0.0, respectively.
The data of Brown et al. (1982) compare the sequences of two proteins and three tRNA genes in the mitochondria of five primates. The coefficients of variation for the first, second, and third codon positions of their protein 4 are 0.689, 0.861, and 0.0, respectively (table 3, ~01s. j, k, 1). All codon positions of protein 5 had a c of 0.0, and the three tRNA genes had a c of 0.983 (table 3, col. m).
Evidence of Variability in Substitutions from Two Sequences
If an estimate of var (D) can be obtained, rough estimates of A and c can be found from a comparison of just two sequences. Var (D) cannot be estimated in the usual way, since the comparison of two sequences leads to data that are encoded as 0 or 1. The sample variance for such data is a constant function of the mean, and thus an estimate of var (D) must be made from external data. Unfortunately, estimates depending on second-order moments are very sensitive to noise. In lieu of estimates of h and c, it is possible to determine if any variability exists in different regions of two sequences. To do this, every possible subgroup of x adjacent nucleotides is examined and the number of differences between two sequences in this group of x nucleotides is counted. A x2-like statistic can be computed for each subgroup with an expected mean given by the overall number of differences between the two sequences and with a binomial variance. The sum for all possible subgroups is used as a test statistic. If all subgroups were independent, this would be the x2 test for heterogeneity (Sokal and Rohlf 1969, p. 581) with degrees of freedom equal to the number of subgroups minus one. This statistic, as used here, is not distributed as a x2 because different subgroups can contain some of the same nucleotides. Therefore, the distribution of this statistic was derived empirically from a computer simulation. The simulation takes the observed total number of differences and distributes them at random among all nucleotide positions; all possible subgroups with x adjacent nucleotides are examined, and the statistic is calculated. This is repeated 2,000 times. To illustrate the method, a comparison of the human E-globin gene (Baralle et al. 1980 ) and the P-globin gene is presented. When I examined every five adjacent first-, second-, and third-position nucleotides, the statistics were 194.8, 100.4, and 134.3, respectively. Only 2.65% of the 2,000 random samples with a mean the same as that of the first position had a statistic as large as 194.8. This shows that there are groups of five adjacent first-position nucleotides that have too many and too few substitutions to assume that substitutions are distributed randomly along the sequence. The second and third positions did not show statistically significant "hot" or "cold" spots for substitution. The same analysis was done for groups of 10 adjacent nucleotides, and again the first position nucleotides had a statistic of 225.6, and only 1.35% of the 2,000 random samples deviated as much. Thus the hot and cold spots in the first position are detectable over at least 10 codons. In particular, a hot spot in the middle of the second exon is indicated. A group of 10 first-position nucleotides here had seven differences. The simulation showed that the maximum number of differences for any group of 10 is greater than or I36 Golding equal to seven only 2.85% of the time. The data for the second and third positions did not show any variability in the distribution of substitutions along the sequence. None of the three positions showed any variability in the rate of substitution between the three exons. Again, these data suggest that substitution rates are variable among sites.
Discussion
Initial conditions do not strongly affect mean estimates of sequence divergence; they can, however, have a large effect on the variance of this estimate. The variance depends on the initial conditions, the population sizes and mutation rates within each species, and the time since divergence. In general, a binomial variance is assumed for the estimate of divergence, and it is shown that this variance is generally larger than the true value. This assumption, therefore, is justified since the binomial variance has a simple form and is a conservative estimate.
The assumption of equal mutation rates at each site is more important. If the mutation rate varies, there can be a large effect on the estimates of divergence. Both a gamma and a lognormal distribution of mutation rates cause the expected divergence to decrease. Due to Jensen's inequality (Feller 1971, p. 153) , the expected divergence will decrease independent of the distribution of mutation rates. This effect can be larger than that caused by unequal mutation rates between bases. It also affects more closely related sequences. Since a transition/transversion bias can in effect create hot spots for mutation, it can have similar effects as variability in the mutation rate among sites. Hence, it is possible that site variability can mimic the effects of elevated mutation rates between sets of bases.
The estimated values of the coefficient of variation given in table 3, when compared with the coefficients of variation in table 2, indicate that there is sufficient variability in the mutation rate between sites to strongly affect estimates of divergence. It is expected that this variability will change from gene to gene since the factors promoting (inhibiting) mutation will depend on the structure of each gene and its surrounding environment. In some cases the fit of the negative binomial distribution is not very good. This does not mean that a Poisson distribution will fit the data, since this distribution is a limiting case of the negative binomial. Thus, even when c = 0, this does not necessarily imply that a Poisson distribution will fit the data.
Collections of spontaneous mutations clearly demonstrate that their distribution is not Poisson. There exist some sites where mutations are very likely to occur and other sites where mutations are unlikely to occur. They do not occur with equal probability at all sites. For example, Coulondre et al. (1978) suggest that the probability of mutation depends on neighboring bases. Both Coulondre et al. (1978) and Glickman (1982) group their results according to the type of base change (the majority are transitions) creating the mutation. Hot spots were observed for both transitions and transversions. Therefore, there is variability in mutation rates among sites, superimposed on a variability among bases.
Other authors have suggested a gamma distribution for the mutation rates (Uzzell and Corbin 197 1; Holmquist and Pearl 1980; Holmquist et al. 1982) , mainly to allow for invariable residues in the DNA. The results above suggest that the actual mutation rates are themselves better described by a gamma distribution. The effects of invariable residues are then compounded by the effects of nonrandom mutation rates among sites. Uzzell and Corbin (1971) determined that the number of times a site underwent replacement can be fit to a negative binomial distribution, which is to be expected for Poisson events with gamma distributed means. When nonvariable residues are included in their analysis, the case against a Poisson distribution becomes even stronger. Fitch and Markowitz (1970) determined the number of nucleotide substitutions per codon for 29 species of cytochrome c. The variability in these data led them to use two Poisson distributions plus an invariable group to fit the data. Recently, Foster et al. (1982) have again used a mixture of two Poisson distributions to fit UV-induced mutations. With more extensive data for cytochrome c, Fitch (1976) showed that two Poisson distributions, or even three, along with an invariable group were not sufficient to fit the observed number of substitutions. Although this is probably a reasonable and biologically realistic approach, it does have disadvantages. There is no way to tell (before more study is done) how many and which of the sites belong to each class. Also, there is no reason to stop at a mixture of two distributions. Enough distributions with different means can be added until the fit is statistically significant. As an alternative, mixtures of Poisson distributions will "conform" to a negative binomial distribution if the two sequences are not too strongly divergent (Bliss and Fisher 1953) . This is because the negative binomial distribution is skewed and allows for some sites to have very low mutation rates. If the means of two Poisson distributions are relatively close, a negative binomial distribution will give an approximate fit.
The data from DNA sequences again show variability between sites for the substitution rates. The trend toward a smaller variability in the third position of the codon may be an indication of fewer selective constraints on this position. If this were true, the first position should show less variability than the second position, as is the case. This could also be a reflection of the number of substitutions that have occurred. The small number of taxa examined here artificially minimizes the number of substitutions that can be detected. More data are required to determine if the substitutions in the third positions follow a Poisson distribution.
It is not suggested that mutation rates follow a gamma distribution; rather, it is suggested that mutation rates follow a complex distribution owing to a large number of causes. A gamma distribution has some features that enable it to mimic the effects of several of these causes. To include all possible assumptions about mutation rates would be very difficult, and the assumption of variable mutation rates among sites offers a simple alternative. A gamma or lognormal distribution is a first step toward a better description, and when more is known about the spectrum of mutations, better distributions could be used. The results above show that variability in mutation rates can have a large effect on the estimate of divergence, and it is important to include them.
