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Abstract
The regions of existence are established for a class of two point nonlinear diffusion type boundary
value problems (NDBVP)
−s′′(x)− ns′(x)− m
x
s
′(x) = f(x, s), m > 0, n ∈ R, x ∈ (0, 1),
s
′(0) = 0, a1s(1) + a2s
′(1) = C,
where a1 > 0, a2 ≥ 0, C ∈ R. These problems arise very frequently in many branches of engineering,
applied mathematics, astronomy, biological system and modern science (see [1, 3, 4, 8, 14, 15]). By
using the concept of upper and lower solutions with monotone constructive technique, we derive
some sufficient conditions for existence in the regions where ∂f
∂s
≥ 0 and ∂f
∂s
≤ 0. Theoretical methods
are applied for a set of problems which arise in real life.
Keywords: Nonlinear diffusion boundary value problem, Monotone Constructive Technique, Upper and Lower
solution, Green’s Function, Real life application
1 Introduction
We study the class of two point nonlinear diffusion type boundary value problems (NDBVP),
−s′′(x)− ns′(x)− m
x
s
′(x) = f(x, s), m > 0, n ∈ R, x ∈ (0, 1), (1)
s
′(0) = 0, a1s(1) + a2s
′(1) = C, (2)
where a1 > 0, a2 ≥ 0, C ∈ R and the nonlinear function f(x, s) is continuous and Lipschitz inD := {(x, s) ∈ [0, 1]× R}.
It is also assumed that f(x, s) is nonsingular and singular with respect to x ∈ [0, 1] and s respectively.
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The BVPs (1)-(2) may be generalised in to the following class of two point nonlinear singular boundary value
problems (BVP),
− 1
p(x)
(
p(x)g(x, s)s′
)
′
= F (x, s), (3)
s
′(0) = 0, s(1) = B(s(0), s(1), s′(0)). (4)
Garner and Shivaji [12,13] studied the diffusion problems defined by (3)-(4).
If we assume
g(x, s) = e(nx), p(x) = xm, F (x, s) = e(nx)f(x, s),
and
B(s(0), s(1), s′(0)) = −a2
a1
s
′(1) +
C
a1
,
then (3)-(4) is transformed into the NDBVP (1)-(2). Several researchers [1,2,9,10,14–16,22,28,29] studied similar
and other kind of generalized forms of differential equation (1) subject to suitable boundary conditions.
For some special cases, with m = 0, 1, 2 and n = 0, the considered problem gives the well known Lane-
Emden equation, which has been widely used in astrophysics and modern science such as symmetric solution
of shallow membrane caps, heat conduction and source models in the human-head, thermal explosion etc. (see
[3,6,8,11,17–19,24]). For the numerical solutions of Lane-Emden type problems the reader may refer [21,26,27].
We have discussed the region of existence for some real life applications (listed below), which are instances of
the given NDBVP (1)-(2).
(a) The two point Poisson-Boltzmann equation which occurs in the thermal explosion (see [3])
− s′′(x)− m
x
s
′(x) = δes, x ∈ (0, 1), δ > 0,
s
′(0) = 0, s(1) = 0

 (5)
where m = 1 or 2 and n = 0.
(b) Problem appears for finding the radial stress subject to normal pressure, in a plane circular elastic surface
(m = 3, n = 0) (see [5,23])
− s′′(x)− 3
x
s
′(x) =
2
s2
, x ∈ (0, 1),
s
′(0) = 0, s(1) = γ0, γ0 > 0,

 (6)
(c) The Lane-Emden equation with parameter γ (a physical constant), which was derived by Chandrashekhar [4]
(m = 2, n = 0 and f(x, s) = sγ). Here we assume γ = 5.
− s′′(x)− 2
x
s
′(x) = s5, x ∈ (0, 1),
s
′(0) = 0, s(1) =
√
3
4
.

 (7)
(d) The following equation governing the thermal distribution of heat source in the human head (see [8])
− s′′(x)− 2
x
s
′(x) = e−s, x ∈ (0, 1),
s
′(0) = 0, 2s(1) + s′(1) = 0.

 (8)
Zhang [30] observes and justifies that upper and lower solution technique is most promising technique to treat
singular boundary value problems. In this work, making use of constructive technique coupled with upper and
lower solutions, existence theorems have been established for a form of two point NDBVP in the region
D := {(x, s) ∈ [0, 1]× R : α0 ≤ s ≤ β0} .
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The functions β0 and α0 are called upper and lower solutions and are defined as
−β′′0 (x)− nβ′0(x)− m
x
β
′
0(x) ≥ f(x, β0), m > 0, n ∈ R, x ∈ (0, 1), (9)
β
′
0(0) = 0, a1β0(1) + a2β
′
0(1) ≥ C, (10)
and
−α′′0 (x)− nα′0(x)− m
x
α
′
0(x) ≤ f(x, α0), m > 0, n ∈ R, x ∈ (0, 1), (11)
α
′
0(0) = 0, a1α0(1) + a2α
′
0(1) ≤ C, (12)
respectively. The proof of existence results is accomplished by use of following constructive scheme
−s′′i+1(x)− ns′i+1(x)− m
x
s
′
i+1(x)− λsi+1 = f(x, si)− λsi, m > 0, n ∈ R, x ∈ (0, 1) i = 0, 1, 2, · · · , (13)
s
′
i+1(0) = 0, a1si+1(1) + a2s
′
i+1(1) = C, (14)
where λ resembles ∂f
∂s
and it takes both negative and positive values. Under some particular conditions on f(x, s)
and λ, an uniformly convergent (non-increasing monotone) sequence {βi}, converging to a solution β˜(x) of (1)-(2)
in D, is generated with the help of initial iterate β0. Similarly, making use of the initial iterate α0, we also
construct the analogous non-decreasing monotone sequence {αi} which converges uniformly to a solution α˜(x) of
equation (1)-(2) in the region D. We conclude that any solution S(x) satisfies α˜(x) ≤ S(x) ≤ β˜(x).
This paper is categorized into following sections. In Section 2, we construct Green’s functions, with the help of
Generalized Laguerre polynomial and the hypergeometric function and established Maximum Principle for non-
homogeneous linear BVP (15)-(16). In Section 3, with the support of coupled technique (monotone constructive
technique with upper and lower solutions), the regions of existence are established for NDBVP. Finally, the
established theory is verified for some real life applications and summarized with concluding remark.
2 Green’s function and its sign
This section deals with a linear model (non-homogeneous) of the two point NDBVP (1)-(2) and the construction
of Green’s function for the corresponding homogeneous model.
The iterative technique in this paper gives rise to the following class of linear singular boundary value problem
−s′′(x)− ns′(x)− m
x
s
′(x)− λs(x) = h(x), m > 0, n ∈ R, x ∈ (0, 1), (15)
s
′(0) = 0, a1s(1) + a2s
′(1) = C, (16)
where h(x) ∈ C(I), I = [0, 1] and a1 > 0, a2 ≥ 0, C ≥ 0.
Based on λ, we classify it into the following two subsections:
2.1 Case-I
For λ = −k2 < 0, where k ∈ R (15)-(16) reduced to
−s′′(x)− ns′(x)− m
x
s
′(x) + k2s(x) = 0, m > 0, n ∈ R, x ∈ (0, 1), (17)
s
′(0) = 0, a1s(1) + a2s
′(1) = 0. (18)
Solution of differential equation (17) is (see [7])
s(x) = C1e
−
1
2
(
n+
√
4k2+n2
)
x
L
m−1
α
(√
4k2 + n2x
)
+C2e
−
1
2
(
n+
√
4k2+n2
)
x
U
(
β,m,
√
4k2 + n2x
)
,
where α =
−m
(
n+
√
4k2+n2
)
2
√
4k2+n2
, β =
m
(
n+
√
4k2+n2
)
2
√
4k2+n2
and Lm−1α and U(a, b, z) are the generalized Laguerre polynomial
(related to hydrogen atom wave function) and the hypergeometric function (second linearly independent function)
respectively.
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Now we define two solutions u(x) and v(x) by
u(x) = um(x), (19)
v(x) = vm(x)− Aum(x), (20)
where
um(x) = e
−
1
2
(
n+
√
4k2+n2
)
x
L
m−1
α
(√
4k2 + n2x
)
(21)
vm(x) = e
−
1
2
(n+
√
4k2+n2)x
U(β,m,
√
4k2 + n2)x), (22)
A =
a1vm(1) + a2v
′
m(1)
a1um(1) + a2u′m(1)
, (23)
of the differential equation (17) so that u′(0) = 0 and a1v(1) + a2v
′(1) = 0.
Lemma 2.1 If s ∈ C2([0, 1]) is a solution of nonhomogeneous linear two-point BVP (15)-(16); then
s(x) =
Cu(x)
a1u(1) + a2u′(1)
−
1∫
0
G(x, t)h(t)dt,
where the Green’s function G(x, t) is defined as
G(x, t) =
1
W (t)
{
u(x)v(t), x ≤ t;
v(x)u(t), x ≥ t,
and W (t) is the Wronskian.
Proof: The Green’s function for the two point BVPs (17)-(18) is defined as
G(x, t) =
{
C1u(x), x ≤ t;
C2v(x), x ≥ t.
Making use of the properties and definition of the Green’s function, for t ∈ [0, 1], we have
C1u(t) = C2v(t)
C1u
′(t)− C2v′(t) = −1.
This gives
C1 =
v(t)
u(t)v′(t)− v(t)u′(t) =
v(t)
W (t)
C2 =
u(t)
u(t)v′(t)− v(t)u′(t) =
u(t)
W (t)
.
As u(x) and v(x) satisfy the boundary conditions, which gives
W (t) =W (1)en−ntt−m,
where W (1) depends on n, m and k. Finally, we get the Green’s function G(x, t) for linear two point BVP
(17)-(18).
The linear BVP (17)-(18) is equivalent to the integral equation
s(x) = s¯−
1∫
0
G(x, t)h(t)dt,
where s¯ is the solution of nonhomogeneous linear BVP (15)-(16)
s¯ = C1u(x) + C2v(x).
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Now from the boundary conditions u′(0) = 0 and a1v(1) + a2v
′(1) = C, we get
s¯ =
Cu(x)
a1u(1) + a2u′(1)
.
Hence, the linear BVP (15)-(16) is equivalent to
s(x) =
Cu(x)
a1u(1) + a2u′(1)
−
1∫
0
G(x, t)h(t)dt.
Lemma 2.2 The sign of the Green’s function
G(x, t) =
1
W (t)
{
u(x)v(t), x ≤ t;
v(x)u(t), x ≥ t,
for linear singular boundary value problem (17)-(18) is non-positive.
Proof. The solutions u(x) and v(x), for a1 > 0, a2 ≥ 0, m > 0 and n ∈ R (defined by (19)-(20)) of differential
equation (17) satisfy the following properties.
• The solution v(x) is a positive (i.e., v(x) > 0), non-increasing function for x ∈ [0, 1] and unbounded at the
origin.
• If W (1) is a positive for given m, n and k, then u(x) is a negative (i.e., u(x) < 0), non-increasing function
of x ∈ [0, 1].
• Similarly, if W (1) is negative for given m, n and k, then u(x) is a positive (i.e., u(x) > 0), non-decreasing
function of x ∈ [0, 1].
Using of the above facts, we can easily conclude that G(x, t) ≤ 0.
2.2 Case II
Similar to Case I, for λ = k2 we consider the following homogeneous linear BVP
−s′′(x)− ns′(x)− m
x
s
′(x)− k2s(x) = 0, m > 0, n ∈ R, x ∈ (0, 1), (24)
s
′(0) = 0, a1s(1) + a2s
′(1) = 0. (25)
The two solutions (u¯(x)) and (v¯(x)) of differential equation (24) are
u¯(x) = u¯m(x), (26)
v¯(x) = v¯m(x)− Au¯m(x), (27)
where
u¯m(x) = e
−
1
2
(
n+
√
n2−4k2
)
x
L
m−1
α¯
(√
n2 − 4k2x
)
, (28)
v¯m(x) = e
−
1
2
(
n+
√
n2−4k2
)
x
U
(
β,m,
√
n2 − 4k2x
)
, (29)
S =
a1v¯m(1) + a2v¯
′
m(1)
a1u¯m(1) + a2u¯′m(1)
, (30)
α¯ =
−m(n+√n2 − 4k2)
2
√
n2 − 4k2 , (31)
β¯ =
m(n+
√
n2 − 4k2)
2
√
n2 − 4k2 , (32)
and so u¯′(0) = 0 and a1v¯(1) + a2v¯
′(1) = 0.
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Lemma 2.3 If s ∈ C2([0, 1]) is a solution of nonhomogeneous linear two point boundary value problem (15)-(16),
then
s(x) =
Cu¯(x)
a1u¯(1) + a2u¯′(1)
−
1∫
0
G(x, t)h(t)dt,
where the Green’s function G(x, t) is defined as
G(x, t) =
1
W (t)
{
u¯(x)v¯(t), x ≤ t,
v¯(x)u¯(t), x ≥ t,
and W (t) is the Wronskian.
Proof: Proof is similar as Lemma 2.1.
Lemma 2.4 Let λ = k2 < λ0, where λ0 is the first positive eigenvalue of (17)-(18). The sign of the Green’s
function G(x, t) defined in Lemma 2.3 for linear singular boundary value problems (17)-(18) is non-positive.
Proof: Proof is similar as Lemma 2.2.
2.3 Maximum Principle
Proposition 2.1 Let s(x) be the solution of linear BVP (15)-(16) and let λ < λ0. If b is non-negative and h(x)
is continuous in [0, 1] such that h(x) ≥ 0, then s(x) ≥ 0.
Proof: Proof is similar as Proposition 3.1 of [25].
3 Nonlinear Diffusion BVP : The Region of Existence
In this section, making use of Maximum Principle we generate monotone sequences with the help of coupled
technique, which, finally establishes the existence results (under certain conditions) for the two point NDBVP.
−s′′(x)− ns′(x)− m
x
s
′(x) = f(x, s), m > 0, n ∈ R, x ∈ (0, 1),
s
′(0) = 0, a1s(1) + a2s
′(1) = C,
where a1 > 0, a2 ≥ 0 and C ∈ R.
Now we define one sided Lipschitz condition which was introduced by L. F. Shampine et al. [20].
Definition 3.1 A function f(x, y) is said to satisfy one sided Lipschitz condition if y ≤ w implies f(x, y) −
f(x,w) ≤ L(w − y). Here L may be referred as one sided Lipschitz constant.
The following theorem is one of two important results of this paper.
Theorem 3.1 The two point NDBVP (1)-(2) has at the minimum one real solution in the region
D = {(x, s) ∈ [0, 1]× R : α0 ≤ s ≤ β0}
under the following assumptions
(a) there exist upper (β0) and lower (α0) solutions in C
2[0, 1], defined by (9)-(10) and (11)-(12) respectively,
such that β0 ≥ α0;
(b) the source function f : D→ R is continuous on D;
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(c) ∃ one-sided Lipschitz constant L ≥ 0 such that ∀ (x,w1), (x,w2) ∈ D
w2 ≤ w1 =⇒ f(x,w1)− f(x,w2) ≥ −L(w1 −w2).
Further if there is a λ (constant) such that λ ≤ 0, and L+λ ≤ 0 then the monotonically (non-increasing) sequences
{βi} with initial approximate β0, generated by
−β′′i+1(x)− nβ′i+1(x)− m
x
β
′
i+1(x)− λβi+1 = F (x, βi), m > 0, n ∈ R, x ∈ (0, 1), (33)
β
′
i+1(0) = 0, a1βi+1(1) + a2β
′
i+1(1) = C, (34)
where F (x, βi) = f(x, βi)− λβi, converges uniformly to a solution β˜(x) of (1)-(2). Similarly using initial approx-
imate α0, leads to a monotonically (non-decreasing) sequences {αi} converges uniformly towards a solution α˜(x).
Any solution of the considered problem (1)-(2), (say S(x) ∈ D) must satisfy
α˜(x) ≤ S(x) ≤ β˜(x).
Proof. Making use of (9)-(10) and (33)-(34) (for i = 0), we get
−(β0 − β1)′′(x)− (n+ m
x
)(β0 − β1)′(x)− λ(β0 − β1)(x) ≥ 0,
(β0 − β1)′(0) = 0, a1(β0 − β1)(1) + a2(β0 − β1)′(1) ≥ 0.
As h(x) ≥ 0 and b ≥ 0, by using the Maximum principle, Proposition 2.1, we have β0 ≥ β1.
By using the concept of one sided Lipschitz condition and the assumption L+ λ ≤ 0, from equation (33)-(34)
we get
−β′′i+1(x)− (n+ m
x
)β′i+1(x)− λβi+1 ≥ (L+ λ)(βi+1 − βi) + f(x, βi+1).
And if (βi ≥ βi+1), then
−β′′i+1(x)− (n+ m
x
)β′i+1(x)− λβi+1(x) ≥ f(t, βi+1). (35)
Since β0 ≥ β1, then from equation (35) (for n = 0) and (33)-(34) (for i = 1) we get
−(β1 − β2)′′(x)− (n+ m
x
)(β1 − β2)′(x)− λ(β1 − β2)(x) ≥ 0,
(β1 − β2)′(0) = 0, a1(β1 − β2)(1) + a2(β1 − β2)′(1) ≥ 0.
From the Maximum principle, Proposition 2.1, we have β1 ≥ β2.
Now with the help of lower solution (11)-(12) and (33)-(34) (for i = 0)
−(β1 − α0)′′(x)− (n+ m
x
)(β1 − α0)′(x)− λ(β1 − α0)(x) ≥ 0,
(β1 − α0)′(0) = 0 a1(β1 − α0)(1) + a2(β1 − α0)′(1) ≥ 0.
Thus, β1 ≥ α0 follows from the Maximum Principle.
To generate monotonic sequences, we assume βi ≥ βi+1, βi+1 ≥ α0 and show that βi+1 ≥ βi+2, βi+2 ≥ α0 for all
i.
From equations (33)-(34) (for (i+ 1)th) and (35), we get
−(βi+1 − βi+2)′′(x)− (n+ m
x
)(βi+1 − βi+2)′(x)− λ(βi+1 − βi+2)(x) ≥ 0,
(βi+1 − βi+2)′(0) = 0, a1(βi+1 − βi+2)(1) + a2(βi+1 − βi+2)′(1) ≥ 0,
and hence from the Maximum Principle, we have βi+1 ≥ βi+2.
From equations (33)-(34) (for (i+ 1)th) and (35) we get,
−(βi+2 − α0)′′(x)− (n+ m
x
)(βi+2 − α0)′(x)− λ(βi+2 − α0)(x) ≥ 0,
(βi+2 − α0)′(0) = 0, a1(βi+2 − α0)(1) + a2(βi+2 − α0)′(1) ≥ 0.
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Then, from the Maximum Principle, βi+2 ≥ α0 and hence we have
α0 ≤ . . . ≤ βi+1 ≤ βi ≤ . . . ≤ β2 ≤ β1 ≤ β0.
Starting with α0 it is easy to get
α0 ≤ α1 ≤ α2 ≤ . . . ≤ αi ≤ αi+1 ≤ . . . ≤ β0.
Finally we show that βi ≥ αi for all i. For this, by assuming βi ≥ αi, we show that βi+1 ≥ αi+1. From equation
(33)-(34), we get
−(βi+1 − αi+1)′′(x)− (n+ m
x
)(βi+1 − αi+1)′(x)− λ(βi+1 − αi+1)(x) ≥ 0,
(βi+1 − αi+1)′(0) = 0, a1(βi+1 − αi+1)(1) + a2(βi+1 − αi+1)′(1) ≥ 0.
Hence from the Maximum Principle, βi+1 ≤ αi+1. Thus, we have
α0 ≤ α1 ≤ α2 ≤ . . . ≤ αi ≤ αi+1 ≤ . . . ≤ βi+1 ≤ βi ≤ . . . ≤ β2 ≤ β1 ≤ β0.
This gives bounded non-decreasing {(αi)} and non-increasing {(βi)} sequences. Now by applying Dini’s theorem,
we conclude that the governing sequences converge uniformly. Let β˜(x) = lim
i→∞
βi(x) and α˜(x) = lim
i→∞
αi(x).
By Lemma 2.1, the solution βi+1 of equation (33)-(34) is given by
βi+1 =
Cu(x)
a1u(1) + a2u′(1)
−
1∫
0
G(x, t)(f(t, βi)− λβi)dt.
Then, making use of the Lebesgue’s dominated convergence theorem, as i −→∞, we get
β˜(x) =
Cu(x)
a1u(1) + a2u′(1)
−
∫
0
1
G(x, t)(f(t, β˜)− λβ˜)dt.
This is the solution of NDBVP (1)-(2). Similar equation can be arise for lower solution also. Any result S(x) ∈ D
of (33)-(34) can take the part of β0(x), hence S(x) ≥ α˜(x) and in the similar way, we conclude that S(x) ≤ β˜(x).
Now we give another important results in the form of following theorem.
Theorem 3.2 The two point NDBVP (1)-(2) has at the minimum one real solution in the region
D˜ := {(x, s) ∈ [0, 1]× R : α0 ≤ s ≤ β0}
under the following assumptions
(a) there exist upper (β0) and lower (α0) solutions in C
2[0, 1], defined by (9)-(10) and (11)-(12) respectively,
such that β0 ≥ α0;
(b) the source function f : D˜→ R is continuous on D˜;
(c) ∃ one-sided Lipschitz constant L ≥ 0 such that ∀ (x,w1), (x,w2) ∈ D˜
w2 ≤ w1 =⇒ f(x,w1)− f(x,w2) ≥ L(w1 −w2).
Further if there is a λ (constant) such that 0 < λ < λ0 where λ0 is the first eigenvalue of (17)-(18) and λ−L ≤ 0
then the monotonically (non-increasing) sequences {βi}, with initial approximate β0 generated by
−β′′i+1(x)− nβ′i+1(x)− m
x
β
′
i+1(x)− λβi+1 = F (x, βi), m > 0, n ∈ R, x ∈ (0, 1),
β
′
i+1(0) = 0, a1βi+1(1) + a2β
′
i+1(1) = C,
where F (x, βi) = f(x, βi)−λβi, converges uniformly to a solution β˜(x) of (1)-(2). Similarly, using initial approx-
imate α0, leads to a monotonically (non-decreasing) sequences {αi} converges uniformly towards a solution α˜(x).
Any solution of the considered problem (1)-(2), (say S(x) ∈ D) must satisfy
α˜(x) ≤ S(x) ≤ β˜(x).
Proof. Proof follows similar analysis to the proof of Theorem 3.1.
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4 Real Life Applications
This section deals with some two point NDBVP that arise in various real life problems occurring in sciences and
engineering. We verify our results and show that under some sufficient conditions, it is possible that we can
generate monotone sequences that converges to solution of NDBVP.
Example 4.1 Consider the two point nonlinear diffusion BVP
−s′′(x)− s′(x)− 1
x
s
′(x) = 1− 2es (36)
s
′(0) = 0, s(1) + s′(1) = 1. (37)
Here f(x, s) = 1− 2es. a1 = 1, a2 = 1 and C = 1. This problem has lower solution α0 = −1 and upper solution
β0 = 1. The nonlinear source function f(x, s) = 1− 2es is Lipschitz and continuous for all s in domain D. The
one sided Lipschitz constant is L ≥ 2e. Now by using Theorem 3.1, we can conclude that for some λ = −k2 < 0,
such that λ ≤ −2e, we can generate two monotonically (non-increasing and non-decreasing) sequences, which
converge to the solutions of given nonlinear singular BVP. The region of existence is given by
{(x, s) : 0 ≤ x ≤ 1,−1 ≤ s ≤ 1}.
Example 4.2 Consider the following nonlinear diffusion BVP
−s′′(x)− 10s′(x)− 5
x
s
′(x) =
3
4
s (38)
s
′(0) = 0, 6s(1) + s′(1) = 1. (39)
Here f(x, y) = 3
4
s(x). a1 = 6, a2 = 1 and C = 1. This problem has α0 = 0 and β0 =
2−x2
3
as lower and
upper solutions respectively. The nonlinear source function f(x, s) = 3
4
s(x) is Lipschitz and continuous for all
s in domain D. The one sided Lipschitz constant is L ≤ 3
4
. Now by using Theorem 3.2, we can conclude that
for some λ = k2 > 0, such that λ ≤ L, we can generate two monotonically (non-increasing and non-decreasing)
sequences, which converge to the solutions of given nonlinear singular BVP. The region of existence is given by{
(x, s) : 0 ≤ x ≤ 1, 0 ≤ s ≤ 2− x
2
3
}
.
Example 4.3 Thermal explosion in cylindrical vessel (from equation (5) with m = 1 and δ = 1
4
)
−s′′(x)− 1
x
s
′(x) =
1
4
e
s (40)
s
′(0) = 0, s(1) = 0. (41)
Here f(x, s) = 1
4
es, a1 = 1, a2 = 0 and C = 1. This problem has α0 = 0 and β0 =
3−x2
4
as lower and upper
solutions respectively. The nonlinear source function f(x, s) = 1
4
es is Lipschitz and continuous for all s in domain
D. The one sided Lipschitz constant is L ≤ 1
4
. Now by using Theorem 3.2, we can conclude that for some
λ = k2 > 0, such that λ ≤ L, we can generate two monotonically (non-increasing and non-decreasing) sequences,
which converge to the solutions of given nonlinear singular BVP. The region of existence is given by{
(x, s) : 0 ≤ x ≤ 1, 0 ≤ s ≤ 3− x
2
4
}
.
Example 4.4 The radial stress in a plane circular elastic surface subject to normal pressure (see equation (6))
Here f(x, s) = 2
s2
, a1 = 1, a2 = 0, C = 1 and γ0 = 2. This problem has α0 = 2 and β0 = 2 +
1−x2
9
as lower and
upper solutions respectively. The nonlinear source function f(x, s) is Lipschitz in s and also continuous for all s
in domain D := {(x, s) ∈ [0, 1] × R : α0 ≤ s ≤ β0}. The one sided Lipschitz constant is L ≥ 1936 . Now by using
9
Theorem 3.1, we can conclude that for some λ = −k2 < 0, such that λ ≤ −L, we can generate two monotonically
(non-increasing and non-decreasing) sequences, which converge to the solutions of given nonlinear singular BVP.
The region of existence is given by {
(x, s) : 0 ≤ x ≤ 1, 2 ≤ s ≤ 2 + 1− x
2
9
}
.
Example 4.5 Lane-Emden equation (see equation (7))
Here f(x, s) = s5, a1 = 1, a2 = 0 and C =
√
3
4
. This problem has α0 =
3
4
and β0 =
1√
0.7+ x
2
2
as lower and
upper solutions respectively. The nonlinear source function f(x, s) = s5 is Lipschitz and continuous for all y in
domain D. The one sided Lipschitz constant is L ≤ 1.58203125. Now by using Theorem 3.2, we can conclude that
for some λ = k2 > 0, such that λ ≤ L, we can generate two monotonically (non-increasing and non-decreasing)
sequences, which converge to the solutions of given nonlinear singular BVP. The region of existence is given by
(x, s) : 0 ≤ x ≤ 1, 34 ≤ s ≤ 1√
0.7 + x
2
2

 .
Example 4.6 Thermal distribution in the human heads (see equation (8)).
Here f(x, s) = e−s, a1 = 2, a2 = 1 and C = 0. This problem has α0 = 0 and β0 = 2− x2 as lower and
upper solutions respectively. The nonlinear source function f(x, y) = e−s is Lipschitz and continuous for all s in
domain D. The one sided Lipschitz constant is L ≥ e2. Now by using Theorem 3.1, we can conclude that for
some λ = −k2 < 0, such that λ ≤ −L, we can generate two monotonically (non-increasing and non-decreasing)
sequences, which converge to the solutions of given nonlinear singular BVP. The region of existence is given by
{(x, s) : 0 ≤ x ≤ 1, 0 ≤ s ≤ 2− x2}.
5 Conclusion
In this work, a coupled technique (monotone constructive technique with upper and lower solutions) has been
used to established the existence results for a class of nonlinear diffusion type boundary value problems. Green’s
functions are constructed with the help of Generalized Laguerre polynomial and the hypergeometric function. The
established techniques are also tested on some real life problems which are modeled by the given nonlinear diffusion
BVP such as thermal explosion in cylindrical vessel, thermal distribution in the human heads and astrophysics.
Regions for existence of solutions are computed. Since choice of Initial guesses are not unique, the region of
existence computed here is not unique and it can be improved provided choice of initial guesses are better.
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