Johansson, Jordan,Öberg and Pollicott ( Israel J. Math. (2010)) has studied the multifractal analysis of a class of one-dimensional nonuniformly hyperbolic systems, by introducing some new techniques, we extend the results to the case of high dimension.
Introduction
In this note we extend recent work on multifractal analysis of non-uniformly hyperbolic system, conducted by Johansson, Jordan,Öberg and Pollicott [5] to higher dimension. Although the results are quite similar, our methods are different from theirs in several aspects. We will explain it more precisely after we present the main results.
We start with an introduction about the basic settings. Let T : 1] be a piecewise C 1 map satisfies the following condition:
We remark that since the map T is C 1 , we have T ′ (x j ) ≥ 1 for j = 1, · · · , m. If for some j, T ′ (x j ) = 1, we call x j a parabolic fixed point.
Define the attractor of T as Λ = {x ∈ m j=1 I j |T n (x) ∈ [0, 1], ∀n ≥ 0}.
It is well known that Λ is invariant under T and we get a dynamic system T : Λ → Λ.
The above system has a symbolic coding which can be defined as follows. Let where M(Λ, T ) is the set of all invariant probability measures on (Λ, T ). The central problem in multifractal analysis is to determine the size of Λ α , especially the Hausdorff dimension of it.
Similarly given f ∈ C(Σ, R d ) and α ∈ R d one can define the level set as
If we denote by M(Σ, σ) the set of all invariant probability measures on (Σ, σ) and define L f = f dµ : µ ∈ M(Σ, σ) . Let h(µ, σ), λ(µ, σ) be the metrical entropy and Lyapunov exponent of µ.
We have the following theorem:
Now we will use the above theorem to the non-uniformly hyperbolic system. Consider the system T : Λ → Λ. Let I ⊂ {x 1 , · · · , x m } be the set of parabolic fixed points. Given F : Λ → R d continuous and define A = Co{F (x) : x ∈ I}, which is the convex hull of {F (x) : x ∈ I}. Theorem 2. Assume that (Λ, T ) is a system defined as above. Given F continuous and define A as above. If for any ǫ > 0, there exists ν ∈ M(Λ, T ) with λ(ν, T ) > 0 and
and for all α ∈ A we have dim
To present the next result, we need several notations from convex analysis. Given C ⊂ R d , the affine hull of C is the smallest affine subspace of R d containing C and is denoted by aff(C). For a convex set C, we define ri(C), the relative interior of C as ri(C) := {x ∈ aff(C) : ∃ǫ > 0, (x + ǫB) ∩ aff(C) ⊂ C},
Write D(α) = dim H Λ α . We have Corollary 1. Under the assumption of Theorem 2, we have
Remark 1. Our result is a generalization of that in [5] . Indeed in [5] , they deal with the scalar potential F : Λ → R, while here we deal with vector potential F : Λ → R d .
In the following we will explain that in the higher dimension case some extra difficulties occur and the argument given in [5] will no longer work. We will also give the idea that how we overcome these difficulties.
Remark 2. The first difficulty comes from the proof of the lower bound in Theorem 1. In [5] , for each α in the interior of L f = [α min , α max ] and each µ ∈ M(Σ, σ) such that f dµ = α and λ(µ, σ) > 0, they can construct a sequence n-level Bernoulli measures µ n , which is σ n -ergodic, with
A n f dµ n = α and λ(µ n , σ n ) > 0 such that
(see [5] Lemma 3). The ergodicity of µ n implies that µ n (X α ∩Σ) = 1 and dim H µ n = h(µn,σ n ) λ(µn,σ n ) . Now it is known that (see [5] Lemma 2) the average of µ n will give a σ-invariant and ergodic measure ν n and satisfies f dν n = α and
Then the result follows by combining all the facts. For α be the endpoints, due to the extremity property the proof is easy.
, it is possible to follow the line in [5] to give a lower bound. If α ∈ L f is an extreme point, the argument in [5] also works. But now for α which is not in the relative interior and nor an extreme point, it seems quite hard to construct such an ergodic sequence µ n which satisfies A n f dµ n = α. The extremity argument is also not available in this case.
We will adapt a measure concatenation technique appeared in [1] to construct a Moran subset M ⊂ X α , on which we support a suitable measure, whose dimension can be estimated. By this way we obtain a unified way to treat the lower bound. The construction of the Moran set also uses ideas from [3] . See Section 3 for the technical details.
Remark 3. The second difficulty comes from the proof of the lower bound in Theorem 2 when α ∈ A. For the one dimensional case considered in [5] , A is still a compact interval A = [a 1 , a 2 ]. They deal with the lower bound by considering the boundary points and interior points separately. When α is an interior point, by a suitable reduction, they can still use the argument presented in the former case. To deal with the boundary point case they adapt an approach appeared in [6] , which in essence is very closed to the one used in [1] .
Go back to higher dimensional case, we face with essentially the same difficulty, that is, for α ∈ A which is neither in the relative interior or not an extreme point of A, we can not apply the argument in [5] directly.
By carefully examining the proof in [5] , we find that indeed it can be modified a bit to give a unified proof of the lower bound for all α ∈ A.
The rest of this note is organized as follows. In Section 2 we give some preliminary results and lemmas which are needed for the proof. In Section 3 we prove the lower bound of Theorem 1. In Section 4 we prove the upper bound of Theorem 1. In Section 5 we prove Theorem 2. In Section 6 we prove Corollary 1.
Preliminaries
In this section, we will give the notations and the lemmas needed in the proof.
Assume T : X → X is a topological dynamical system. Denote by M(X, T ) the set of all invariant probability measures and E(X, T ) the set of all ergodic probability measures. Given µ ∈ M(X, T ), let h(µ, T ) be the metric entropy of µ. Given f : X → R d continuous, we write
For f : Λ → R d continuous we define f similarly. We have the following standard result:
Consider the projection Π : Σ → Λ. LetΛ := {x ∈ Λ : #{Π −1 (x)} = 2}. In other wordsΛ is the set of such x with two codings. By our assumption on I j , we know that bothΛ and Π −1Λ are at most countable. Moreover
Then it is seen that
is a bijection. We will need this fact in the proof of the lower bound of Theorem 1.
D n (ω) can be estimated via A n g(ω) by the following lemma:
Lemma 2 ( [7, 5] ). Under the assumption on T , D n (ω) converges to 0 uniformly. Moreover
By this lemma we can understand thatΣ is the set of such points ω such that the length of I n (ω) tends to 0 exponentially. To simplify the notation we writeλ
The following lemma, which is a combination of Lemma 2 and Lemma 3 in [5] , is very useful in our proof.
Lemma 3. For any µ ∈ M(Σ, σ), there exists a sequence of ergodic measures {µ n : n ≥ 1} such that µ n → µ in the weak star topology and
We remark that from their proof each ergodic measure µ n is continuous, i.e. µ n has no atom.
Lower bound for Theorem 1
This section is devoted to the proof of the lower bound for Theorem 1. At first we show that the equality in Theorem 1 makes sense.
Lemma 4. Assume that X α ∩Σ = ∅, then there exists a µ ∈ M(Σ, σ) such that f dµ = α, and λ(µ, σ) > 0.
Proof. In fact, for any ω ∈ X α ∩Σ, we can take a subsequence {n k } ∞ k=1 such that
Without loss of generality, we can assume that
Recall thatΛ is the set of x ∈ Λ which has two codings. The lower bound is a direct consequence of the following lemma:
Lemma 5. Given µ ∈ M(Σ, σ), such that f dµ = α and λ(µ, σ) > 0. We can construct a Moran set M ⊂ (X α ∩Σ) \ Π −1Λ together with a probability measure ν supported on it such that
Proof of Theorem 1: lower bound. It follows from Lemma 5 that for any µ ∈ M(Σ, σ) such that f dµ = α and λ(µ, σ) > 0 we can construct a measure ν such that ν(M ) = 1 and satisfies
Take a supremum we get the desired lower bound.
It remains to prove Lemma 5. As mentioned in the introduction, we will apply Lemma 3 to get some building blocks. Then we will concatenate them in such a way that we can construct a Moran set M sitting inside the level set and supporting our limit measure. On the other hand during the concatenating process we can also control the size of the measure in cylinders, that finally we can also get the desired local dimension estimation.
Proof of Lemma 5. By Lemma 1 and Lemma 2, we can choose a decreasing sequence ǫ i ↓ 0 such that for all n ≥ i,
By Lemma 3 we can pick a sequence of ν i ∈ E(Σ, σ), such that
Since ν i is ergodic, for ν i a.e. ω, Then there exists l i ≥ ℓ i ≥ i such that for all n ≥ l i and ω ∈ Ω ′ (i), we have
Let Ω(i) = w∈Σ(i) [w] . Then
It is seen that we can take l i such that l i ↑ ∞ and still satisfies all the above property. Let
By the definition of Σ(i) and (1), it is ready to see that M ∩ Π −1Λ = ∅. In the following we will construct a measure supporting on it and show that M ⊂ X α ∩Σ.
Relabel the following sequence
.
Since l i is increasing to ∞, we also have
At first we define a probability ν supported on M . For each w ∈ Σ * (i) define
It is seen that
Let ν be the Kolmogorov extension of ν to all the Borel sets. By the construction it is seen that ν is supported on M.
Next we show that M ⊂ X α ∩Σ. Write n 0 = 0 and n i = i j=1 l * i for i ≥ 1. Fix any ω ∈ M . By the construction we have σ n i−1 ω ∈ [w] for some w ∈ Σ * (i), consequently there exists ω i ∈ Ω ′ * (i) ∩ [w] such that (5) holds. So we have
where for the last inequality we use (2), (3) and (5). Then
By (7) and the fact that ǫ * i ↓ 0 we conclude that A n f (ω) → α, which implies x ∈ X α . Thus M ⊂ X α . Now we check that lim inf n→∞ A n g(ω) > 0 for all ω ∈ M . Let ω i defined as above, then
where for the second inequality we again use (2), (3) and (5). Now by (7) we get lim inf n→∞ A n g(ω) ≥ λ(µ, σ) > 0. Thus ω ∈Σ and we conclude that M ⊂Σ. Finally we compute the local dimension of Π * ν. we will show that for all x ∈ Π(M )
Fix ω ∈ M . At first we find a lower bound for D n (ω). Define n i and ω i as before. Recall that D n (ω) = e −nλn(ω) . By (2) we have
Then D n (ω) ≥ e −ρ(n) . It is seen that ρ(n) is increasing. Now fix x ∈ Π(M ) and some r > 0 small. Then there exists a unique n = n r such that e −ρ(n+1) ≤ r < e −ρ(n) .
Consider the set of n-cylinders
By the bound D n (ω) ≥ e −ρ(n) , the above set consists of at most three cylinders, i.e. #C ≤ 3.
Choose ω ∈ M such that I n (ω) ∈ C. Write ω| n = w 1 · · · w J(n) v, then w i ∈ Σ * (i) and v is a prefix of someṽ ∈ Σ * (J(n) + 1). Then
Then we conclude that Π * ν(B(x, r))
where for the second inequality we use (3) and (5) . Notice that r → 0 if and only if n → ∞. By (6) we have J(n + 1) ≤ J(n) + 1. Together with (8) and (7) we get lim inf r↓0 log Π * ν(B(x, r)) log r
Then the result follows.
Upper bound for Theorem 1
The proof of the upper bound is essentially the same with that given in [5] . We include it for completeness.
We need the following lemma:
). For ǫ > 0 sufficiently small, k, n ∈ N sufficiently big and N ∈ N, we can find a measure µ ∈ M(Σ, σ), such that f dµ ∈ B(α, 2/k), λ(µ, σ) > 1/n and
At first we have
Fix n ∈ N. For all k ∈ N we also have
Consequently for all
By Lemma 6, we can choose
Let µ * be any weak star limit of µ k , it is clear that f dµ * = α and λ(µ * , σ) ≥ 1/n. Without loss of generality we assume µ k → µ * weakly. We note that in the symbolic case the metric entropy is upper semi-continuous, then we have
Since we have
and ǫ > 0 is arbitrary, the desired upper bound holds.
Proof for Theorem 2
We want to apply Theorem 1 to this situation. At first we define f = F • Π, then f is a continuous function on Σ, moreover in this case Λ α = Π(X α ). Assume I = {x i 1 , · · · , x i k } be the set of parabolic fixed points. Then
To apply Theorem 1 we need to know what is the relation between X α andΣ. The following lemma proved in [5] make this relation clear:
. Let {n j } be a subsequence of N. If lim j→∞ A n j g(ω) = 0 for some ω ∈ Σ, then we have that lim n→∞ A n j f (ω) ∈ A, if the limit exists. In particular, this shows that lim inf n→∞ A n g(ω) = 0 means that lim n→∞ A n f (ω) ∈ A, if the limit exists.
We remark that although in present case f is a vector valued function, the proof is essentially the same, so we omit it.
We also need the following property which establishes the relation between M(Σ, σ) and M(Λ, T ).
Lemma 8 ([4]
). Let X i , i = 1, 2 be compact metric spaces and let T i : X i → X i be continuous. Suppose Π : X 1 → X 2 is a continuous surjection such that the following diagram commutes:
We also remark that, applying to our case, it is easy to check that for any µ ∈ M(Σ, σ) we have λ(Π * µ, T ) = λ(µ, σ)
Proof of Theorem 2 when α ∈ A. If α ∈ A and ω ∈ X α , then A n f (ω) → α. By Lemma 7, we have lim inf n→∞ A n g(ω) > 0. Thus X α ⊂Σ. Consequently
Given µ ∈ Σ(Λ, T ) such that F dµ = α. We claim that λ(µ, T ) = log T ′ dµ > 0. In fact if otherwise, we have log T ′ dµ = 0. However by our assumption log T ′ (x) ≥ 0 and log T ′ (x) = 0 if and only if x ∈ I. Thus µ is supported on I. But this obviously implies that
which is a contradiction. Now by Lemma 8, it is ready to see that if α ∈ A, then Theorem 2 is a direct consequence of Theroem 1.
So it remains to prove Theorem 2 when α ∈ A. The only nontrivial part is the lower bound. As we will see soon, our solution is quite similar with that has given in the proof of Theorem 1, we still need to concatenate measures and construct Moran sets, except in this case we will concatenate some narrow cylinders for certain stage.
Proof of Theorem 2 when α ∈ A. The upper bound is trivial in this case. So we only prove the lower bound. By the assumption of Theorem 2, for any ǫ > 0, there existsν ∈ M(Λ, T ) with λ(ν, T ) > 0 such that
By Lemma 8 and the remark after it, there exists ν ∈ M(Σ, σ) such that Π * (ν) =ν with λ(ν, σ) > 0 and
By Lemma 3, there exists a measure µ ∈ E(Σ, σ) such that λ(µ, σ) > 0 and
We will construct a Moran set M ⊂ X α and a probability measure η such that η(M ) = 1 and dim H Π * η ≥ h(µ,σ) λ(µ,σ) . This will end the proof since then Π(M ) ⊂ Π(X α ) = Λ α and consequently
Since ǫ can be arbitrarily small, we get the lower bound. Now we begin to construct M and η. Note that A is a convex polyhedron. Since α ∈ A, we can find extreme points of A such that α is a strict convex combination of them. After relabeling the extreme points, without loss of generality we assume that there exist real numbers {r i } s i=1 such that
By Lemma 1 and Lemma 2, we can choose a decreasing sequence ǫ ′ i ↓ 0 such that for all n ≥ i,
Assume f dµ = β. Since µ is ergodic, for µ a.e. ω,
Fix δ > 0. By Egorov's theorem, we can choose another decreasing sequenceǫ i ↓ 0 such that there exists Ω ′ (i) ⊂ Σ with µ(Ω ′ (i)) > 1 − δ and for all n ≥ i and ω ∈ Ω ′ (i), we have
For each i ≥ 1 define 
Now we define the probability η supported on M . For each w ∈ Σ(i) define
It is seen that
Let η be the Kolmogorov extension ofη to all the Borel sets. By the construction it is seen that η is supported on M. In the following we only need to show that
Let n 0 = 0 and n q =
Fix ω ∈ M . Note that since f is bounded and lim q nq−n q−1 nq = 0, to show ω ∈ X α , we only need to consider the limit along the subsequence of n q . By the construction we have σ n i−1 ω ∈ [w] for some w ∈ Σ(i), consequently there exists ω i ∈ Ω ′ (i) ∩ [w] such that (11) holds. Write t il := [r l ik i ] for l = 1, · · · , s − 1 and t is = ik i − (t i1 + · · · + t i(s−1) ). We have
[i(2ǫ i + |β − α| + k i ǫ i ) + 2(s − 1)||f ||]
where for the second inequality we use (10) and (11), for the last inequality we use (9). Now by (12) we have 1 n q |S nq f (ω)−n q α| ≤ Thus ω ∈ X α . Consequently M ⊂ X α . Now we will estimate the local dimension of Π * η. At first fix any ω ∈ M , we estimate the length and η-measure of I nq (ω). We have n qλnq (ω) ≤S nq g(ω) + n q ǫ q t il (A t il g(σ n i,l−1 ω) − A t il g(l)) + n q ǫ q (g(l)) = A t il g(l)) = 0)
ik i ǫ i =: ρ(q).
Then D nq (ω) ≥ e −ρ(q) . Write ω| nq = w 1 v 1 · · · w q v q , we also have
Now fix any x ∈ Π(M ) and any small r > 0. Then there exists a unique q such that e −ρ(q+1) ≤ r < e −ρ(q) .
It is seen that B(x, r) can intersect at most 3 such n q -level cylinders. Thus by (11) log Π * η(B(x, r)) ≤ log 3 − q log(1 − δ) + 
