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ejemplo: A \A(¡), Por tanto: 
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ALGORITMO DE DAVi'DON 
t . El (jroblema ¡tie la mlnímteoción, considerado como 
i/na aproximación de segundo grado, 
1.1. Generalidades. 
Sea: 
- , • . 1 
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«ioí.'lfc: 
{ « ' > es wfi vector Invariable (n x 1). 
¡ b > es un vector constante (n X I) . 
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Propiedad 1. 
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En la medida en que nos encontremos en un punto 
suficientemente próximo al mínimo, ia propiedad (4) nos 
permite localizar este último de un solo golpe. Sin em-
bargo, la mayoría de las veces no estamos eri un caso 
tan favorable y resulta antieconómico evaluar la ma-
triz A—1 (inversa de la de derivadas segundas) en pun-
tos alejados del mínimo. Y lo que es peor, este pro-
ceder sería contraproducente puesto que, no tratándose 
realmente de una hipercuádrica, la aplicación de (4) 
puede alejarnos y no acercarnos. 
En resumen, un método algorítmico de minirnización 
será eficaz cuando esté concebido de manera que con-
verja en todo momento y que, al llegar a la vecindad 
del mínimo, se adapte a la geografía de segundo grado 
para converger ya con rapidez cuadrática. El método 
de Davidon pertenece a esta clase. 
2. Algoritmo de Davidon. 
El algoritmo ha sido elaborado por W. C. Davidon 
en 1959 y descrito en un informe (1), prácticamente im-
posible de conseguir. Fletcher y Powell, en 1963, lo hao 
presentado bajo una forma ligeramente distinta en un 
artículo (2) mucho más difundido. 
2.1. Principio del método. 
El método elabora iterativamente una sucesión de 
matrices (S0, Sj, S2 Sk ...) simétricas y definidas es-
trictamente positivas, con S(1 cualquiera, para empezar. 
Si A es constante, se demuestra que, después de N ^n 
iteraciones (siendo n la dimensión del espacio), el mé-
todo sitúa el punto mínimo y jSj A—1. Si / l dependa 
de | x > se demuestra que el método converge siem-
pre hacia el punto mínimo y, por último, se llega, a un 
punto donde A representa con aproximación suficiente 
a los términos de grado superior a uno en el desarrollo 
de Taylor de fix), a partir de cuyo momento se alcanza 
el mínimo en N n iteraciones. 
2.2. Organigrama (ver figura). 
S0 debe ser preferentemente una estimación de A - 1 , 
si ello es posible, o cualquiera otra (/ por ejemplo). 
En (2) se prueba que: 
a) El algoritmo es estable (tix¡
 + j) ¿ / ( x ¡ ) ) , por 
• tanto el método es válido para cualquier fun-
ción definida y diferenciable. Es lo mismo que 
demostrar que S(. es siempre estrictamente po-
sitiva. 
b) En el caso de una hipercuádrica: 
' ( | * o > + | ° o > + K > + ••• + 
+ | s K > + ... + | ( / N . » 
es el valor mínimo de la función ( N ^ n ) . 
2.3. Observaciones. 
2,3.1. El método, en su secuencia teórica, supone 
satisfecha por parte de | <r¿ > la condición de tangen-
cias a una superficie de nivel o, lo que es igual, la con-
dición de ortogonalidad con el gradiente: 
< s i | + 1 > = 0, 
condición asociada al bloque tres del organigrama o 
programa de minirnización a lo largo de una dirección 
en un hiperespacio. 
Sáez (3) ha puesto de manifiesto cómo el método, 
con ser extraordinariamente rápido y preciso, es sen-
sible a la eficacia del programa unidimensional y puede 
fallar con el fallo de éste, con una probabilidad que 
depende de la función de trabajo. 
2.3.2. El método presenta un interés adicional, pues-
to que produce una matriz S que contiene toda la infor-
mación descriptiva de la geografía de segundo grado 
del sistema alrededor del óptimo, cuestión importante 
en relación con la sensibilidad de éste a los parámetros. 
3. Minirnización sobre una dirección. 
Hemos considerado dos métodos, el primero pro-
puesto por Davidon en el mismo informe de referen-
cia (1) y otro basado en la obra de Fibonacci y refun-
dido por Kiefer (7). Aquí presentamos' brevemente las 
ideas más importantes que resumen su contenido. 
3.1. Davidon. 
Supone que el perfil de los valores de la función 
sobre la dirección de búsqueda es de la forma indicada 
en la figura. 
Si el valor óptimo está situado en el interior del in-
tervalo escogido: 
Conociendo f{a), f (b) y las,, petidientes.de la función; 
en esta dirección en los puntos, a y b (gradiente, pro-, 
yectado sobre la dirección) se interpola con la curva 
menos abrupta que satisfaga e^tas.qondicíones de fron-
tera. Es la curva que minimiza: 
/ d-f \ 2 
• ' o \ / 
De hecho, Davidon hace las hipótesis siguientes: 
1.° Un intervalo inicial. 
2.° La función, unimodal a todo lo largo da cada 
dirección. 
El método es adaptativo, en el sentido que aprove-
cha la información obtenida en cada medida para re-
ducir o aumentar el intervalo, aproximándose siempre 
al punto óptimo. 
3.1.1. Método: 
a) Peso Inicial = h. 
b) Desplazamiento y ampliación del intervalo. Se 
examina 1' (derivada de t) en los puntos cc = 0, h, 2 h, 
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4/ i , . . . a, fe, donde <x se duplica cada vez, y b es el 
primer punto para el cual /' es no negativa, o / no de-
crece: 
c) Interpolación cúbica. 
Se define: 
/(a) —/(fe) 
z = 3- + V (a) + V (fe), 
a.. 
fe — a 
w - (z8 — Y ( a ) . / ' ( f e ) ) i / 2 , 
(/'(fe) + w — z 
/ ' ( fe)— /'(a) + 2w 
(fc-
es una estimación de a¡I1(n. 
Si í ( a e ) es menor que 1(a) y /(fe) se acepta 
a m í n = a e . En caso contrario se pasa a d. 
d) Reducción del intervalo. 
Si f'(0Le) 0, se vuelve a c) para el intervalo (a, a.J. 
Si i ' (ae) < 0, se vuelve a c) para el intervalo (ae, fe). 
3.2. Fibonacci. 
Supons: 
1.° Un intervalo inicial. 
2.° La función unimodal (no necesariamente con-
tinua) todo a lo largo de dicho intervalo. 
S.° El óptimo está situado en el Interior del inter-
valo considerado. 
y establece un plan minimax de búsqueda, que consiste 
en situar secuencialmente las medidas de manera que 
ai final de la ejecución el punto mínimo queda al inte-
rior de un intervalo de incertidumbre (de precisión), que 
se fija a priori tan pequeño como se quiera. 
El método puede jugar con tres parámetros: 
— intervalo inicial, 
• número de medidas, 
— precisión deseada. 
Fijando dos de estos parámetros se fija automáti-
camente el tercero. Por ejemplo, con 24 medidas de 
la función se reduce el intervalo de incertidumbre en 
una proporción del orden de 10- •">. 
3.3. Observaciones. 
No es obvio que uno de estos métodos sea mejor 
que el otro y la comparación entre ellos da unos re-
sultados claramente dependiente del criterio escogido. 
Sáez (3) ha hecho un estudio detallado de la cuestión, 
analizando las debilidades de cada uno de estos mé-
todos desde el punto de vista práctico en relación con: 
— falta de unimodalidad, 
— elección de longitud de los intervalos, 
— coste en tiempo de cálculo. 
y propuesto diferentes estrategias y modificaciones en 
los dos métodos citados, que mejoran su eficacia y evitan 
un cierto porcentaje de fallos. No es la finalidad de esta 
conferencia el precisar este estudio. Por lo que a ella 
INICIALIZACION | X 0 > ; S 0 
SIMETRICA POSITIVA 
ITERACION i 
2 DIRECCION I d; > = - S¡ g¡> 
MINIMIZAR RESPECTO DE >. 
f ( |x ¡>+X| d ¡ » — 
! o¡> = ¿ib- > 
i « - ¡ + 1 
¿CONVERGENCIA? 
| X¡+1 > = X¡> +| tr¡> 
| Y ¡ > = | ai «-i > -|a¡> 
s¡ + 1 = S¡+P¡+G¡ 
DONDE P¡ =• 
| < r ¡ > « r ¡ | 
<<r¡ Y¡> 
DONDE Q ¡ -
S¡|Y¡> < Y¡|s¡ 
<y¡|s¡ |y¡> 
FIN 
Algoritmo de Davidon. 
Int. incertidumbre 
Int. inicial —-— 
se refiere, nos interesa resaltar que las conclusiones 
no son absolutamente favorables a uno de los dos, lo 
que ha dejado a Caballero (4) las manos libres para 
decidirse por cualquiera, en este caso el de Fibonacci. 
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Segunda parte. 
OPTIMIZACION PARAMETRIA DE SISTEMAS LINEA-
LES MULTIVARIABLES EN TIEMPO MINIMO CON CRI-
TERIO TERMINAL 
1. Planteamiento del problema. 
Consideremos un sistema lineal multivariate esta-
cionario, definido por su ecuación de estado (*): 
| x > = A | x > + B | u > . 
En general, pueden existir ecuaciones de condición 
sobre las variables de gobierno, | u > , o sobre el vector 
de estado | x > : es decir estas variables deben perte-
necer a un dominio fijado a priori. En nuestro estudio 
haremos las siguientes hipótesis: 
— No existe condición alguna sobre el vector de 
estado del sistema; en consecuencia, partiendo 
de un estado inicial se podrá llegar a un estado 
final, de forma tal que todos los estados inter-
medios no deberán satisfacer otra condición que 
la ecuación de estado. 
— La condición sobre las variables de gobierno será 
de la forma: 
\u¡ \ 1 < Í ^ / j j . 
Las variables de gobierno o mandos que satisfagan 
esta condición se llaman "admisibles". 
Por fin, tanto en el instante inicial, f(.. como en el 
instante final, f^, el vector de estado deberá satisfacer 
las siguientes condiciones en los limites: 
I * « , ) > = ! * * > • 
| x ( f y ) > = \ xf>. 
Siendo | x ; > el vector de estado inicial y \ x f > el 
vector de estado final. 
Ei problema que nos proponemos resolver lo po-
demos plantear en la forma siguiente: 
"Dado el sistema que acabamos de definir, en-
uuntrar entre todas las variables de gobierno ] u (f) > 
admisibles y que transfieren el sistema del estado 
inicial al estado final; es decir, que satisfacen las 
condiciones en los límites, aquella que efectúa esta 
transferencia en tiempo mínimo." 
Supondremos que el sistema es gobernable, es de-
cir que, dado un instante cualquiera í0 y dos estados 
cualesquiera | x0 > y | xa > , es posible encontrar un 
instante tl (t1 x <(l) y un mando admisible | u (f) > en 
el intervalo de tiempo [f0, fa] que transfiere el sistema 
del estado | x0 > en el instante /0 a! estado j x1 > en 
el instante t v 
Al mando | u (f) > que realiza la transferencia en 
tiempo mínimo le llamaremos "mando optimal" y a la 
curva integral | x (/) > correspondiente a este mando, 
"trayectoria optimal", definida dentro del espacio de 
n dimensiones llamado "de estado". 
(*) Esta matriz A no tiene nada que ver con la matriz A de 
la primera parte. 
2. Optimación paramétrica. 
Utilizando el "principio del máximo" de Pontrjagin, 
se puede llegar a la estructura del mando optimal 
(ver (4) y (5)). Esta es del tipo "bang-bang", es decir: 
| ü (t) > = M | signo « tj; | B > .) > , 
donde ¡p es el vector adjunto del vector de estado, de-
finido por: 
¡ tj, > = — A T ¡ 4, > . 
Por tanto, el mando óptimo está constituido por una 
serie de conmutaciones sobre cada uno de sus com-
ponentes, entre sus valores máximo y mínimo, es decir, 
entre + M y — M ; esta forma de gobierno es cono-
cida como "bang-bang". 
*k1 tkj T t 
L .... 
En la figura hemos representado la componente K 
del mando, en donde t k j representa el instante en que 
se efectúa la conmutación /-ésima en dicho componente 
K, y T representa el instante en que todos los compo-
nentes del mando se anularán, es decir, el instante final. 
Supongamos que el sistema parte en el instante 
inicial, que haremos igual a cero sin restricción de ge-
neralidad, de un punto en el espacio de estado | x . > ; 
definido el mando por un conjunto arbitrario de instantes 
de conmutación t k j y un instante final T, el sistema, 
al cabo de este tiempo T habrá alcanzado un determi-
nado punto | x (T) > en el espacio de estado, que será, 
en general, diferente del punto ] x f > que define la 
condición en los límites correspondientes al instante final.. 
Nuestro propósito es encontrar un conjunto de ins-
tantes de conmutación y un instante final T, tales que: 
\x(T) > = | x / > , . 
se satisfaga y T sea mínimo. Para ello definiremos la 
función criterio, C, siguiente: 
K 
C = T + — < e (T) | e (7) > 
2 
constituido por dos términos, el primero, el instante fi-
nal T, el segundo, una función de penalización sobre 
la desviación: 
\t(T)> = | x ( 7 ) > — | x r > , 
en ei instante final. Como se ve en la expresión de C, 
la función de penalización sobre la desviación final es 
el producto de un factor de penalización, K/2, por el 
cuadrado del módulo de la desviación. 
Definida la función criterio en la forma anterior, pro-
ponemos para resolver el problema planteado el siguiente 
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método de optimización paramétrica: encontrar el mí-
nimo del criterio, dependiente de los parámetros tk, 
y T , para valores del factor de penalización lo más 
altos posible. La solución que obtengamos se aproxi-
mará tanto más a la solución optimal, cuanto el factor 
de penalización tenga un valor más elevado. En "el lí-
mite (Kf2 infinito) ambas soluciones coincidirán. 
La búsqueda de los parámetros t k j y T se hará de 
la siguiente forma: partiendo de unos valores estimados 
y con un factor de penalización pequeño se determinará 
el mínimo del criterio con el algoritmo iterativo de Da-
vidon; encontrado el mínimo, se aumentará el valor del 
factor de penalización y partiendo de los valores de 
los parámetros obtenidos, se iterará de nuevo hasta en-
contrar un nuevo mínimo. Así se continuará hasta que 
el módulo de la desviación 11 > sea menor que la pre-
cisión requerida. 
3. Número de conmutaciones. 
Existe un problema previo en la Iniciación del pro-
cedimiento propuesto: la determinación del número de 
conmutaciones en cada uno de los componentes del 
mando. Este número no se puede conocer, en general, 
a priori. En realidad, basta con sonocer el número má-
ximo de conmutaciones, porque, partiendo de este nú-
mero, se puede llegar al número correspondiente al 
mando optimal, ya que cuando dos instantes de conmu-
tación intermedios en una componente del mando llegan 
a ser iguales, de hecho, el número de conmutaciones 
sobre dicha componente disminuye en dos, y cuando 
el primer instante de conmutación llega a ser igual al 
instante inicial o el último instante de conmutación llega 
a ser igual al instante final, el número de conmutacio-
nes sobre la componente considerada disminuye en uno. 
En el caso en que los valores propios de la matriz A 
de la ecuación de estado son reales, se sabe que el 
número máximo de conmutaciones sobre cada compo-
nente del mando es igual al orden del sistema menos 
uno. 
Si los valores propios de A no son reales, sería ne-
cesario comenzar con un número de conmutaciones ele-
vado o hacer un estudio previo del sistema por otro 
procedimiento. 
4. Trayectoria. 
En la minimización de la función criterio C mediante 
el algoritmo de Davidon es necesario conocer el valor 
de la función para cada conjunto de parámetros t k . 
y T. Para ello es necesario integrar la ecuación de es-
tado para cada conjunto tk¡ y T, con el fin de cono-
cer el estado del sistema en el instante T, de lo que 
depende directamente el criterio. Por otra parte, una 
vez obtenido el mando optimal, es de gran Importancia 
el conocimiento de la trayectoria del sistema en el es-
pacio de las fases, para dicho mando. 
En lo que sigue, veremos la forma de cálculo de la 
trayectoria y del estado final. Consideremos de nuevo 
la ecuación de estado: 
" | x > = -4 | x > + S \u >. 
Puesto que el gobierno optimal es del tipo "bang-
bang", la ecuación anterior puede integrarse sucesiva-
mente en cada uno de los intervalos en que los com-
ponentes del mando permanecen constantes, partiendo 
del Instante Inicial, y tomando como estado inicial de 
cada intervalo, el final del inmediato anterior. 
La solución general de la ecuación de estado se 
puede escribir: 
| x ( t + ) > = e A ( f + - f ) | x ( 0 > + 
+ / "
 e A ( t + - - ) B | u (T) > d i . 
•'i 
La matriz exponencial e A ( ' + - ' ) q u e d a definida por la 
serle: 
A" (í+ — f)H 
e A ( f + - ( ) = 1 + A •((+• — f) + ... + * + ... 
n I 
Se puede demostrar que esta serie converge para 
todo (/+ — f ) . Nótese que si A es una matriz diagonal, 
e M ' + - ' ) es la matriz diagonal [ e * ¡ 
La matriz eAC^ —Oes la "matriz de transición"; es 
decir, la solución de la ecuación homogénea: 
| x > = A |'x > , 
como se puede comprobar fácilmente. 
El cálculo de esta matriz no es, en general, Inmediato, 
salvo en el caso én que la matriz A es diagonal. La uti-
lización para su cálculo de su definición por una serle 
no es práctica, sobre todo si se desea una solución li-
teral. El teorema de Sylvester, que da un método de 
cálculo de. una función matriz, cuando esta función se 
puede desarrollar en serle y se conocen los valores 
propios de la matriz, es el que hemos utilizado. La fór-
mula de Sylvester, aplicada a e A ( ' +— ' ) se puede es-
cribir: 
" ( , 4- T A - ),; ¡ 1 ) 
eA (<+—/) = S e V " + - « M -
i — 1 ( ' Í7íl I Kt — Kj J ) 
para una función dé un matriz A con n valores propios 
distintos. En el caso en que A tiene valores propios múl-
tiples, se puede obtener la función de matriz con una 
expresión semejante a la anterior, aunque de mayor 
complejidad. 
Haciendo: 
r A-
w 
* = I I 
• v 
' k k —~K í 
La integral de 1a ecuación de estado entre dos ins-
tantes, entre los cuales | u > ha sido constante, se pue-
de escribir: 
Nota. — Cuando la matriz A posee valores propios 
complejos se han modificado las expresiones entre lla-
ves de la expresión anterior, con el fin de no trabajar 
con expresiones complejas. 
Se puede demostrar (ver (4)) las matrices VJ
 k co-
rrespondientes a una pareja de valores propios com-
plejos conjugados Xk = a + bj y l j . + 1 = a — £>;. son 
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de la forma: 
wk = wkr + ¡wki, 
wk +1 = wkr ' wkf 
Los sumandos correspondientes a estas raíces se 
pueden escribir: 
v
 t>x* ( ' + - / > = . . wc eos b A f -f 
- f w ^ + 1 e Q 4 í sen b A t 
2 * _ 
ft=.i a* + b' 
[ - a + e a A f (a cos b A f + b sen b A t) ] - f 
C 
+ w * + l [b - 4 f (b cos b A f - a sen b A f)] . . . 
a ' + fc" ' 
eh donde: : 
2wtr = wck,2wki =-Wck + 1y At = t + - t , 
5. Sensibilidad de la desviación. 
Llamamos sensibilidad | c > dé la desviación final: 
|e> = \x(T) >. 
con relación al tiempo f, a: 
a 
| c r > | E > -
31 
. Distinguiremos en el cálculo de las sensibilidades 
dos casos, según sé trate de sensibilidades con relación 
a los instantes intermedios o con relación al instante 
final T: 
a) Sensibilidad con relación a tkj. 
Por definición: 
B d 
• I <fkJ > = — | e > = — | x (T) >. 
díkj dtk} 
-f-M • T , 
1 5kj 1 
1 
lk j 1 1 | 
- M • • _ J 
Teniendo en cuenta que | x (T) > es: 
| x (?) > = eA(T-í„) ¡ x y > + fTe<.T~x). b . | u (T) > d 
'o 
una variación 8tkj en el parámetro t k j provoca la si-
guiente variación sobre |x(T) > : 
S | x (T) > = f T e - U T - z ) . b . | j
 u | d T i 
J t0 
donde S u k J es una impulsión de área: 
2M5tkj signo u k j (ver figura). 
Por tanto: 
6 | x (T) > = -eA (T-i.kJ). | Bk > . 2 M signo itk j '§ t k j , 
donde | Bk > es el vector columna K de la matriz B. 
La sensibilidad será: 
9 
\sk¡ > = * 
= 2 M eA (T~tk¡). | Bk > sjgno ykj, 
La matriz e^O '—t k j ) Se cglcylará en l§ forma ¡que 
se ha descrito en el párrafo apfer¡§r. 
b) Sensibilidad con relación a J. 
Se tiene que: 
9 8 
| 9t > = | E > = | X (T) > = 
3 r d T 
= A | x (7) > + B | u (T) > 
6. Minirnización mediante el algoritmo de Davidon. 
Acordemos, según hemos visto en la primera parjp, 
que la expresión iterativa del algoritmo de Davidon §§: 
| f + > = | í > —/7 G—i | C¿ > 
donde 11 > es el vector de los instantes tk¡ y f y \ § t 
es el vector gradiente en el punto | f >•. 
El vector | C f > , de acuerdo con lo e,xpue§Jo eji §1 
párrafo anterior, se puede calcular: 
' 9 ° • ' 
—— = k < £ | ffj > para todo f - t } •••/••'/' 
dtj 
y 
d C 
= 1 + k < e | cry > para t •= T 
d'T 
El cálculo del mínimo del criterio a lo largo d§ jjna 
iínea se ha realizado utilizando el algoritmo d,e Fifeo? 
ñacci. El cálculo de la función criterig en ca.da puntó 
| f > se realiza según se ha visto en el p .á i ra fp 4 
la segunda parte. 
7. Comentarios finales. 
El sistema de optimización de sistemas lineales ex-
puesto en todo lo anterior ha sido codificado en FOR-
TRAN IV, dando lugar a un programa de unas 600 ins-
trucciones FORTRAN. 
El subprograma de cálculo de la trayectoria del sis-
tema en el espacio de estado está limitado al case en 
que los valores propios de la matriz de evolución libre 
del sistema son diferentes. 
Por lo demás, el programa es absolutamente geperal. 
Por razones de limitación de memoria, los programs se 
han limitado a sistemas de ecuación de éstado de guarto 
orden y dos componentes de mando. 
La utilización del algoritmo de Davidon en la mini-
rnización del criterio da al procedimiento una gfan po-
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Gslruslura del programa. 
^ SEQUt'lÑTj 
f TRAJEC 
f CRITER 
SEWS! 1 
GRADT 
/ FONCT 
ft-— 
tencla en cuanto al tiempo de ejecución' para la deter-
minación del mando optimal (del orden de cinco mi-
nutos en un ordenador del tipo IBM 360/44). El uso 
del algoritmo de Davidon presenta la ventajé ^otíre otros 
procedimientos de mlnimización (tal como él 'de Gauss-
Newton) de que no existe restricción alguna en el nú-
mero de conmutaciones que se pueden introducir a priori 
sobre cada componente del gobierno. 
8. Organización 'del programa. 
La estructura general del programa está esquema-
tizada e r i j a figura. 
Las funciones principales de cada uno de los sub-
prograrnas se Indican a continuación. 
a). Programa principal. 
Lee los datos de entrada. 
Llama a 0PTIMA. 
b) Subrutiria 0PTIMA. 
Realiza el algoritmo de Davidon. 
Llama a F0NCT y VERSUS. 
c) Subrutina F0NCT, 
Sirve de charnela entre ¡a subrutina 0PTIMA y las 
SEQUEN, TRAJEO' y CRITER 
d) Subrutina SEQUEN. 
Suministra la secuencia de los Instantes de conmu-
tación y la matriz de gobierno correspondiente. 
e) Subrutina TRAJEC. 
Calcula la trayectoria y el instante final. 
f) .: Subrutina CRiTED. 
Suministra el criterio y la desviación en el instante 
final. 
g) ' Subrutina VERSUS. 
Sirve de charnela entre la subrutina 0PTIMA y ¡as 
SENSi 1 y GRADT, 
h) Subrutina SENSi 1. 
Calcula las ••sensibilidades, primeras. 
i) Subrutina GRADT. 
Calcula el vector gradiente. 
|) Subrutina FIBO, • 
Calcula mediante algoritmo de Fibonacci el mínimo 
de una función monovarlable uri¡modal. 
DEFERENCIAS 
VV. C. Davidon: "Variable metric method, for mini-
mization". A.E.C. Research and Development Re-
port, ANL-5990 (Rev.), 1959. 
R. Fletcher y Powell: "A rapidly convergent descent 
method for minimization". Computer Journal, 6, 
1963, 
F. Sáez Vacas: "Etude d'une méthode de recher-
cha d'un minimum dans un espace a N dimen-
sions sans contraiiites + quelques considerations 
sur deux rriéíiiodes de minimisation le long d'une 
direction dans I'espace". Rapport en el Centre 
d'Etudes et de Recherches en Automatismo, 1968. 
P. A. Caballero: "Optimisation parametrique des 
systémes llnsaires multivariates en temps mini-
mum". Thése pour l'obtention du dipióme de 
Mattre és-Sciences Aéronautiques. ENSA. París, 
1908. 
Jay, G\; Hsu and. A. U. Meyer: "Modern control prin-
ciples and applications". McGraw-Hill. New York, 
1088. 
R. Boudarel, J. Delmas et P. Guichet: "Concepts fon» 
damentuax de I'AuSomatique". Dunod, Paris, 1967. 
D. J. Wilde: "Méthodes de recherche d'un optimum". 
Dunod, 1966. Traducción francesa de "Optimum 
seeking methods"; Prentice Mali, 1964. 
250 I N V I S T A DE AUTOMATICA 
