Abstract. This paper is concerned with the long time behaviour of a weakly dissipative Degasperis-Procesi equation. Our analysis discloses the co-existence of global in time solutions and finite time break down of strong solutions. Our blow-up criterion for the initial profile generalizes considerably results obtained earlier in [32] .
Introduction. The Degasperis-Procesi equation
u t − u txx + 4uu x = 3u x u xx + uu xxx , t > 0, x ∈ R (1.1)
arises in the shallow-water medium-amplitude regime [1, 13, 22] , introduced to capture stronger nonlinear effects that will allow for breaking waves, since the latter are not modeled by the shallow-water small-amplitude regime characteristic for the KdV equation. In this regime only the Camass-Holm equation [4] and the Degasperis-Procesi equation (1.1) [16] arise as integrable model equations, with the same accuracy of approximation to the governing equations for water waves. It is also worth pointing out that these model equations not only simplify the analysis but in the long-wave limit the stability properties are enhanced [14] . An inverse scattering approach for computing n-peakon solutions to Eq.(1.1) was presented in [27] . The traveling wave solutions to Eq.(1.1) have been investigated in [31, 25] . The multisoliton solutions to Eq.(1.1) and their peakon limits were studied in [29] . The peakons replicate a feature that is characteristic for the waves of great height -waves of largest amplitude that are exact solutions of the governing equations for water waves [6, 9] . The peakon solutions to the Camass-Holm equation and the Degasperis-Procesi equation (1.1) are orbitally stable [15, 26] , so that these wave patterns are physically detectable. Analogous to the Camassa-Holm equation [2, 5, 7, 8] , the Cauchy problem for the Degasperis-Procesi equation is locally well-posed [34] for initial data u 0 ∈ H s (R)
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with s > 3 2 . The global dissipative solutions constructed in [2, 3] for the CamassHolm equation do not have an analogue for the Degasperis-Procesi equation. It is known that the Degasperis-Procesi equation has not only global strong solutions [17, 18, 28, 35] , but also solutions which blow-up in finite time [17, 18, 28, 34] . Global weak solutions and the precise blow-up structure for this equation were investigated in [17] . Initial boundary value problems for this equation have also been discussed in [19] . The infinite propagation speed for this equation was established in [21] . It is also of interest that in the paper [24] , it is suggested that the Camass-Holm equation as well as the Degasperis-Procesi equation might be relevant to the modeling of tsunami waves, see also the discussion in [10] .
In general, it is difficult to avoid energy dissipation mechanisms in experiments for real waves. For this reason Ott and Sudan [30] investigated how KdV equation has to be modified to include the effect of dissipation and the influence of dissipation to the solitary solution of KdV equation. Ghidaglia [20] investigated the long time behavior of solutions to the weakly dissipative KdV equation as a finite dimensional dynamical system.
In this paper we would like to consider the dissipative Degasperis-Procesi equation:
In general, L can be a linear differential operator or a quasi-differential operator depending on different physical situations. Here we are interested in the following modified Degasperis-Procesi equation:
where L(u) = λ(I − ∂ 2 x )u is the dissipative term with a positive constant λ > 0. In [32, 33] we studied the blow-up and the decay of the solution to Eq.(1.2) on line and on the circle, respectively. We found that concerning local well-posedness and blow-up phenomena the behaviour of Eq.(1.2) is comparable to that of the Degasperis-Procesi equation. However there are considerable differences between theses equations with respect to their long time behavior. Global solutions of Eq.(1.2) decay to zero as time goes to infinite provided the potential y 0 = (1−∂ 2 x )u 0 does not chance sign. This long time behavior is an important feature of Eq. (1.2) which cannot be observed for the Degasperis-Procesi equation. The fact that there are no traveling wave solutions to Eq.(1.2) (see [32] ) is another considerable difference of the long time behavior of solutions to Eq.(1.1) and Eq.(1.2), respectively.between it and the Degasperis-Procesi equation in their long time behaviors. In addition, we our analysis shows that the blow-up rate of the Degasperis-Procesi equation is not affected by the weakly dissipative term, but the occurrence of blowup of Eq.(1.2) is affected by the dissipative parameter.
Another difference between Eq.(1.2) and Eq.(1.1) is the fact that the dissipation annihilates the conservation laws: Recently, several new global existence and blow-up results for strong solutions to Eq.(1.1) were presented in [28] . It is shown that if initial value u 0 ∈ H s (R), s > 3 2 is such that the associated potential y 0 = (I − ∂ [28] . In this paper we will prove that Eq.(1.2) possesses also the above-mentioned properties to Eq.(1.1), but the occurrence of blow-up of the solutions is affected by the dissipative parameter. Finally we identify a large class of initial data and dissipation parameters for which the blow-up set consists in precisely one point.
The remainder of the paper is organized as follows. In Section 2, we recall the local well-posedness of the Cauchy problem to Eq.(1.2) with initial data u 0 ∈ H s (R), s > 2 , the precise blow-up scenario of strong solutions, and several useful results from [32] which are crucial for our purpose. In Section 3, we first establish a uniform pointwise lower bound for the derivative of a strong solution, which leads -in view of the knowledge of the precise blow-up mechanism -immediately to the existence of global in time solutions. The last section is devoted to establish a new blow-up result and to show the existence of a unique breaking point where the slope of the solution becomes infinity at breaking time.
Notation. Throughout this paper, we denote by * the convolution. Given 1 ≤ p ≤ ∞, the norm in the Lebesgue space L p (R) will be denoted by · L p , while · H s , for s > 0, will stand for the norm in the classical Sobolev spaces H s (R).
Preliminaries.
In the section, we recall the local well-posedness result, the precise blow-up scenario of the weakly dissipative Degasperis-Procesi equation (1.2) and several useful lemmas from [32] which will be needed in the sequel. Consider the Cauchy problem of the weakly dissipative Degasperis-Procesi equation (1.2):
(R) and p * y = u. Using this identity, (2.1) can be rewritten in the following way:
The local well-posedness of the Cauchy problem (2.2) with initial data
can be obtained by applying Kato's theorem. For a detailed proof we refer to [32] . As a result, we have the following well-posedness result.
, there exist a maximal T = T (λ, u 0 s ) > 0 and a unique solution u to (2.1)(or (2.2)), such that
Moreover, the solution depends continuously on the initial data, i.e. the mapping
) is continuous and the maximal time of existence T > 0 can be chosen to be independent of s.
By using the local well-posedness in Theorem 2.1 and the energy method, one can get the following precise blow-up scenario of solutions to Eq.(2.1).
, the solution u = u(·, u 0 ) of (2.1) blows up in a finite time T > 0 if and only if
Next we introduce Lagrangian co-ordinates for Eq. (2.1) in the following way. Assume that u is a strong solution to Eq. (2.1). Given x ∈ R, we associate to u (or to Eq.(2.1)) the following initial value problem
Classical results for ordinary differential equations imply that q(t, ·) is for any moment t an increasing diffeomorphim on R. These diffeomorphisms have a geometric interpretation for the Camass-Holm equation, in the context of proving that the equation arises from an Action Principle and that the Least Action Principle holds [11, 12] . However, in the context of the Degasperis-Procesi equation there is no geometric interpretation available, see the discussion in [23] . More precisely, we have: 
Let q be the solution to (2.3) . A direct calculation then shows that the function
, s ≥ 3, and let T > 0 be the maximal existence time of the corresponding solution u to (2.1). Then we have
where y 0 = u 0 − ∂ 2 x u 0 . We finally recall the following L ∞ -bound on general solutions to Eq. (2.1), which will be useful in the sequel. 
3. Global existence and blow-up. In the section, we establish a criterion, guaranteeing global existence theorem and a new blow-up result for strong solutions to Eq.(2.1) with certain profiles. Further, we will determine the blow-up rate and the blow-up set for solutions which do not exist globally in time.
Theorem 3.1. Assume that u 0 ∈ H s (R), s > Proof. By a density argument based on Theorem 2.1 we may assume without restriction that s = 3.
Let u 0 ∈ H 3 (R) satisfy the assumption of Theorem 3.1 and let T > 0 be the maximal time of existence time of the solution to (2.1).
As y(t, x) = u(t, x) − u xx (t, x), we see that u(t, x) is given by the convolution u(t, x) = p * y with the kernal p(x) = 1 2 e −|x| , x ∈ R. Therefore we get
from where we infer that
Let now (t, q) denote the Lagranian co-ordinates associated to u. Since q(t, ·) for any t ∈ [0, T ) an increasing diffeomorphism on R, we deduce from Lemma 2.2 that, given t ∈ [0, T ), we have
We infer from (3.3) and the formulas (3.1) and (3.2) that
for x ≥ q(t, x 0 ), while
for x ≤ q(t, x 0 ). The relations (3.3)-(3.5) show that
But by Lemma 2.3 we know that
The above inequality and Theorem 2.2 imply that T = ∞. This proves that the solution u(t, x) exists globally in time.
Remark 3.1. Theorem 3.1 improves considerably the previous global existence result obtained in Theorem 3.1 of [32] , where the assumption y 0 ≥ 0 on R or y 0 (x) ≤ 0 on R was used essentially. 
Then the corresponding solution u(t, x) to the initial-value problem (2.1) blows up in finite time. Proof. Again we may assume without restriction that s = 3. Let T > 0 be the maximal time of existence of the solution to (2.1) with the initial profile u 0 ∈ H 3 (R). We introduce
and
Since y(t, q(t, x 0 )) = 0 for t ∈ [0, T ), we have
Using the equation (2.1) and integrating by parts, we obtain the following identity
.
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Substituting the above obtained expression into (3.7) and using (2.3), we obtain that
Since the representation formulas (3.1) and (3.2) yield
(3.10)
Using the inequalities
see p.347, (5.8) in [5] , and e −q(t,x0) (3.12) see p.815, (4.17) in [28] , we deduce from (3.9)-(3.12) that
In an analogous way we have
(3.14)
Using the inequalities (see p.347, (5.9) in [5] ) 15) and (see p.816, (4.21) in [28] ) e q(t,x0) q(t,x0)
we deduce from (3.14)-(3.16) that
Recall that q(t, ·) is for any t ∈ [0, T ) an increasing diffeomorphism on R. Hence our assumptions imply that
for t ∈ [0, T ). By (3.18) and representation formulas (3.1)-(3.2), we observe that
and therefore V (t)W (t) < 0, t ∈ [0, T ). The hypotheses ensure that V (0) > 0 and W (0) < 0, we thus infer from (3.13) and (3.17), respectively, that on [0, T )
Assume now that T = ∞, i.e. that the solution exists globally in time. We shall see that this leads to a contradiction.
Solving (3.13) and (3.17) again, we obtain
By Lemma 2.3, we have
Comparing (3.19) with (3.20), we get
So we have
where
Differentiating the equation (2.2) with respect to x, in view of ∂ 2
Using estimates on the kernel p, one can show that
cf. p.347, line 13 in [5] . It now follows from the above relation that
Note that
By (3.24), (3.23) and (3.9), we deduce that
By definition of p(x), in view of (3.12) and (3.16), we have
Combining (3.25) with (3.26), we obtain 27) Setting the function g(t) := u x (t, q(t, x 0 )) for t ≥ 0 and using (3.21), we get further
where c 0 is given by (3.22) . Since u 2 x (t, q(t, x 0 )) > u 2 (t, q(t, x 0 )), we get from (3.27) that
By (3.2) and (3.18), g(0) < 0 and thus g(t) < 0 for t ≥ 0. It then follows from (3.28) that d dt
Solving (3.29) we obtain
From the assumption (3.6) of the theorem, we know that 1
This implies that
in contradiction to (3.31) . This proves that T < ∞. Proof. Note that if the solution to (2.1) is odd initially, then it will be odd as long as it exists, i.e., u(t, 0) = u(t, q(t, 0)) = 0 for any t ∈ [0, T ).
Assume that T = ∞. Following the same argument of the proof in Theorem 3.2, we can also get the inequality (3.27) with x 0 = 0. Since u(t, 0) = u(t, q(t, 0)) = 0, it follows that
Taking g(t) := u x (t, 0) for t ≥ 0 and using (3.31), we get further
By g(0) < 0, we obtain g(t) < 0 for t ≥ 0. It then follows from (3.32) that
From the assumption of the theorem, we know that 1
This yields that 1
which contradicts the inequality (3.33) . This proves that T < ∞ and completes the proof of the theorem.
We state here that Eq.(2.1) has the same blow-up rate as the Degasperis-Procesi equation does when the blow-up occurs. The proof of the theorem is similar to that of Theorem 3.1 in [32] , so we omit it here.
We now provide some information about the blow-up set of a breaking solution for the weakly dissipative Degasperis-Procesi equation (2.1) and show that there is at least one point where the slope of the solution becomes infinite exactly at breaking time. Proof. The proof is similar to that of Theorem 4.3 in [28] .
Finally, we indicate that the blow-up set consists of only one single point for a large class of initial data. Proof. Note that the solution u(t, x) to (2.1) with initial data u 0 is also odd, we can prove the theorem similar to the proof of Theorem 5.8 in [5] .
Remark 3.3. Theorems 3.2-3.3 show that the occurrence of blow-up of strong solutions to Eq.(2.1) is affected by the dissipative parameter, whereas Theorems 3.4-3.6 show that the blow-up rate and the blow-up set of strong solutions to the Degasperis-Procesi equation is not affected by the weakly dissipative term when the blow-up occurs.
