Recently, Elmes, Pollett and Walker 2] proposed a de nition of a quasistationary distribution to accommodate absorbing Markov chains for which absorption occurs with probability less than 1. We will show that the probabilistic interpretation pertaining to cases where absorption is certain (van Doorn 13]) does not hold in the present context. We prove that the state probabilities at time t conditional on absorption taking place after t generally depend on t. Conditions are derived under which there is no initial distribution such that the conditional state probabilities are stationary.
Quasistationary distributions
Let (X(t); t 0) be a continuous-time Markov chain with state space S = f0g C, where C = f1; 2; : : : g is an irreducible class and 0 is an absorbing state. Let P( ) = (p ij ( ); i; j 2 S), where p ij (t) = Pr(X(t) = jjX(0) = i), t > 0, be the transition function of the chain, standard in the sense that p ij (0+) = ij , and suppose that for some i 2 C, p i0 (t) > 0 for some (and then all) t > 0. For simplicity we shall suppose that P is honest. The de nition of a quasistationary distribution which was introduced by van Doorn 13] is as follows:
De nition 1 Let m = (m j ; j 2 C) be a probability distribution over C and let p j (t) = X i2C m i p ij (t); j 2 S; t > 0:
Then, m is a quasistationary distribution if, for all t > 0 and j 2 C,
The probabilistic interpretation is obvious: m is a quasistationary distribution if the conditional state probabilities, Pr(X(t) = jjX(t) 2 C), j 2 C, are the same for all t.
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To see that this de nition is only apt in cases where absorption occurs with probability 1, let a i = lim t!1 p i0 (t) be the probability of absorption starting in i. Since Since by Lemma 3(a) of 2], m is a -invariant measure for P if and only if is ainvariant measure for P, it follows that is a quasistationary distribution if and only if, for some > 0, m is a -invariant measure for P, thus extending the characterization result, Proposition 3.1 of 6]. It is therefore natural to ask whether this is de nition is consistent with the expected probabilistic interpretation, namely, Pr(X(t) = jjX(t) 2 C; X(t + s) = 0 for some s > 0) = j ; j 2 C; t > 0;
for under a variety of conditions the limiting-conditional distribution is known to exist and equal : lim
Pr(X(t) = jjX(t) 2 C; X(t + s) = 0 for some s > 0) = j ; j 2 C:
See, for example, Theorem 1 of Flaspohler 3] .
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A probabilistic interpretation
We address a more fundamental question (in the context of Markov chains with absorption probabilities less than 1): can one nd an initial distribution = ( j ; j 2 S) such that the conditional probability r j (t) := Pr(X(t) = jjX(t) 2 C; X(t + s) = 0 for some s > 0); j 2 C; (2) does not depend on t? We show that in cases where the limiting-conditional distribution exists this is not possible. Recall that C is said to be -positive recurrent if We can now prove our main result.
Proposition 1 Let = ( j ; j 2 S) be the initial distribution of the chain and suppose that a j , the probability of absorption starting state j, is strictly less than 1 for some (and then all) j 2 C. Suppose also that C is -positive recurrent, and let m and x be the essentially unique -invariant measure and vector. Then, if (a) (i) P j2C m j a j < 1 and (ii) sup j2C f j =m j g < 1, or (b) (i) P j2C j x j < 1 and (ii) sup j2C fa j =x j g < 1,
the conditional probability r j (t), given by (2), depends on t. under either (a)(ii) or (b)(ii). Thus if we choose m so that P k2C m k a k = 1, we have that r j (t) ! j , where j = m j a j , j 2 C. So, for r j (t) not to depend on t it is necessary that r j (t) = j , and hence that lim t#0 r j (t) = j : (4) Again refer to (3). Taking the limit (as t # 0) under summation in both the denominator and the numerator can be justi ed by way of the dominated convergence theorem: since a = (a j ; j 2 S) is an invariant vector for P, we have p ij (t)a j X k2S p ik (t)a k = a i ; i; j 2 S; t > 0; and so, in particular, P k2C p ik (t)a k a i for i 2 C and p ij (t)a j a i for i; j 2 C, implying that each of the denominator and the numerator is dominated by the sum P i2C i a i , which itself is dominated by and hence from (4) that i = m i , i 2 C, for some constant > 0. But this is a contradiction, since, because is a proper distribution over S, P i2C m i < 1, which implies (as noted above with reference to (1) ) that a i = 1 for all i 2 C.
Conditions (a) and (b) are satis ed in a wide variety of examples. This is to be expected, for Condition (a)(i) is certainly necessary for the existence of a limiting-conditional distribution, and Conditions (a)(i) and (b)(i) are necessary, under -positivity, for the limit (as t ! 1) to be taken under summation in the denominator and the numerator of Finally, it is clear from the proof of Proposition 1 that an analogous result holds for discrete-time Markov chains. However, it is stated in Note II of the addendum of Schrijner 11] that r j (n), the discrete-time analogue of (2), always depends on n, but no details are given.
