We show that the singularities of a matrix-valued noncommutative rational function which is regular at zero coincide with the singularities of the resolvent in its minimal state space realization. The proof uses a new notion of noncommutative backward shifts. As an application, we establish the commutative counterpart of the singularities theorem: the singularities of a matrix-valued commutative rational function which is regular at zero coincide with the singularities of the resolvent in any of its Fornasini-Marchesini realizations with the minimal possible state space dimension. The singularities results imply the absence of zero-pole cancellations in a minimal factorization, both in the noncommutative and in the commutative setting.
Introduction
It is well known that singularities and factorizations of functions of one variable can be studied using their state space realizations. In particular, it is a fundamental fact that the singularities of a matrix-valued rational function of one variable coincide with the singularities of the resolvent in its minimal realization. Among other things, this provides a convenient proof of the absence of zero-pole cancellations in a minimal factorization of such a function. See, e.g. [9, 10, 35, 33] .
More precisely, any p × q matrix R of rational functions of a variable z over a field K (in other words, a matrix-valued rational function R) which is regular at 0 admits a representation R = D + C(I m − Az) − The state space dimension of the minimal realization of a matrix-valued rational function R which is regular at zero is called its McMillan degree, deg R; for the scalar case (p = q = 1) the McMillan degree coincides with the usual degree of a rational function (the maximum of degrees of its coprime numerator and denominator). Given a factorization R = R 1 R 2 where R 1 and R 2 are matrix-valued rational functions of appropriate sizes, necessarily deg R deg R 1 + deg R 2 . A factorization is called minimal if this inequality is actually an equality. In a minimal factorization the singularities of each factor remain the singularities in the product:
(1.5)
This equality is a weak form of the absence of zero-pole cancellations (it takes no account of the multiplicities of the poles or the poles at infinity).
In this paper, we generalize the above results on singularities and minimal factorizations to the setting of noncommutative rational functions. Moreover, as an application of the noncommutative results, we obtain their commutative counterparts in the setting of matrix-valued rational functions of several commuting indeterminates. In particular, it follows that both in the noncommutative and in the commutative case the variety of singularities of a matrix-valued rational function admits a linear determinantal representation, compare [31, Section 14] and the references there.
Noncommutative rational functions are a skew field of fractions (more precisely, the universal skew field of fractions) of the ring of noncommutative polynomials. Essentially, they are obtained by starting with noncommutative polynomials and applying successive arithmetic operations (see Section 2 for precise definitions; certain technical details are necessary since in contrast to the commutative case there is no canonical coprime fraction representation for a noncommutative rational function). They originated from several sources: the general theory of free rings and of skew fields (see [16, 32, 17, 19, 40, 42, 41, 18, 21, 20] for comprehensive expositions, and [46, 43] for good surveys); the theory of rings with rational identities (see [4] , also [13, 47, Chapter 8] ); and rational former power series in the theory of formal languages and finite automata (see [39, 48, 49, 22, 23, 24, 14] for a good survey).
As established in the latter series of papers, noncommutative rational functions admit a good state space realization theory. More recently state space realizations of noncommutative rational functions have figured prominently in work on robust control of linear systems subjected to structured possibly timevarying uncertainty (see [11, 12, 44] ). A comprehensive study of noncommutative realization theory appears in [5, 7, 6] ; these papers give a unified framework of structured noncommutative linear systems for different kinds of realization formulae.
Another important application of noncommutative rational functions appears in the area of Linear Matrix Inequalities (LMIs, see, e.g. [45] ). Most optimization problems of system theory and control are dimensionless in the sense that the natural variables are matrices of an arbitrary size, and their domain is described by size-independent polynomial or rational inequalities (see [15, 29, 30] ). State space realizations are exactly what is needed to convert (numerically unmanageable) rational matrix inequalities into (highly manageable) linear matrix inequalities (see [31] ).
In Section 2, we give a precise definition of (matrix-valued) noncommutative rational functions and in particular of their domains of regularity. We introduce noncommutative backward shifts which are the main tool in the proof of our results. While our exposition here for the rational case is selfcontained, backward shifts are a particular instance of a general difference-differential calculus for noncommutative functions; those are functions on tuples of matrices of all sizes which respect direct sums and simultaneous similarities [34] .
In Section 3, we state and prove that the singularities of a matrix-valued noncommutative rational function which is regular at zero coincide with the singularities of the resolvent in its minimal state space realization for a large class of realization formulae. This is in particular of crucial importance in the applications of the noncommutative realization theory to LMIs. 1 We also use this result, via a noncommutative lifting, to establish the following commutative theorem: for a matrix-valued commutative rational function which is regular at zero, any of its Fornasini-Marchesini realizations (see [25, 26] ) with the minimal possible state space dimension has the singularities of the resolvent coinciding with the singularities of the function.
In Section 4, we recall existence and uniqueness of minimal Fornasini-Marchesini realizations of a matrix-valued noncommutative rational function (see [5] ), and define the notions of the McMillan degree and of a minimal factorization. We prove the absence of zero-pole cancellations in a minimal factorization, both in the noncommutative and in the commutative setting.
Let us remark that different realization formulae lead to different notions of the McMillan degree and of a minimal factorization which are appropriate for different purposes. For example, Alpay and Kalyuzhnyȋ-Verbovetzkiȋ [2] use noncommutative Givone-Roesser realizations (see [5, 27, 28] for the original commutative version) in the setting of matrix-J-unitary noncommutative rational factorizations. It would be interesting to compare these different notions.
In the classical setting, one can also define the McMillan degree of a rational matrix-valued function without using realizations as the number of zeros (or, equivalently, the number of poles), properly counted. Moreover, over an algebraically closed field, the minimality of a factorization is equivalent to the absence of zero-pole cancellations in the strong sense, i.e., taking into account the multiplicities and the behaviour at infinity (see [9, Theorem 4.6] ). It would be interesting to find analogues of all these both in the noncommutative and in the commutative setting.
Noncommutative rational functions and backward shifts

Noncommutative rational functions
We now define precisely matrix-valued noncommutative rational functions, their evaluations on tuples of matrices, and their domains of regularity.
There are several approaches to defining the skew field of noncommutative rational functions (also called the free skew field):
• The original construction of Amitsur [4] (see also [13] and especially [47, Chapter 8] for a good exposition) uses rational expressions and evaluations on a "big" auxilliary skew field.
• The construction of Cohn [17, 19] (see [18, 21] for a detailed exposition) inverts full matrices over the ring of noncommutative polynomials by localizing this ring at the prime matrix ideal of nonfull matrices.
• The construction of Lewin [40] (based on [32] , see also [46, 41] ) uses Malcev-Neumann series on the free group G d (which can be thought of as analogous to Laurent expansions of rational functions in one variable).
• The construction of Linnell [42] (see also [43] ) uses the embedding of the ring of noncommutative polynomials into the ring of closed densely defined unbounded operators on
with the action of G d .
• The construction of Lichtman [41] uses the fact that the ring of noncommutative polynomials is the universal enveloping algebra of the free Lie algebra, and the embedding of the universal enveloping algebra of a Lie algebra into a skew field of fractions [16] (see also [20] ).
Our approach follows [31, Appendix A] and uses rational expressions and evaluations on matrices of all sizes. This is in fact equivalent to evaluations on a big auxiliary skew field (see Remark 2.15 below), but it is somewhat more concrete and it fits more with our applications. We also pay particular attention to domains of regularity, and we build matrix-valued rational expressions and functions into our definitions. 
Let
We evaluate matrix-valued noncommutative polynomials on tuples of matrices using tensor substitutions. Let T = (T 1 , . . . , T d ) be a d-tuple of n × n generic matrices, i.e., the entries
the sum has only finitely many nonzero terms), we define
(i.e., P n is a pn × qn matrix-valued polynomial in the commuting indeterminates ((T i ) jk )). We also define, for 
for n ∈ N R where N R is a nonempty subsemigroup of N. We also define the evaluation 
, and the evaluations are given by
(3) If R 1 is a p × q matrix-valued noncommutative rational expression and R 2 is a q × r matrix-valued noncommutative rational expression, then R 1 R 2 is a p × r matrix-valued noncommutative rational
, and the evaluations are given by 
For item 4, the fact that N R −1 is a subsemigroup of N (it is clearly nonempty) follows from (2.5) below. Remark 2.3. In general N R is not a ray (take, e.g., the inverse of [47, Example 8.3 .1]). However, it is always true (see Remarks 2.15 and 2.16 below) that there exists n R ∈ N such that n ∈ N R for all n n R .
Remark 2.4.
We could have added a semantic rule for forming a matrix-valued rational expression cR, where c ∈ K and R is a given p × q matrix-valued rational expression, with the same domain of regularity as R and with obvious evaluation rules. Instead, we chose to view cR as a product (item 3) of a constant matrix-valued polynomial cI p and of R.
Remark 2.5. Strictly speaking, a matrix-valued polynomial can be viewed as a matrix-valued rational expression in different ways, since one can either use item 2.1 directly, or combine it in various ways with items 2, 3, 5. This is however of no consequence since it is clear that the resulting rational expressions have all the same domain It is clear that dom n R = ∅ for n / ∈ N R , and that if the field K is infinite (so that the intersection
of nonempty Zariski open sets is nonempty) then dom n R / = ∅ for n ∈ N R . It is also clear that the domain of regularity 2 of the rational matrix-valued function R n of the commuting indeterminates
Remark 2.6. If K is a finite field, then of course it can happen that dom n R = ∅ for some n ∈ N R . However, it is always the case that dom R / 
Remark 2.7. It follows immediately from Definition 2.1 that noncommutative rational expressions respect direct sums and simultaneous similarities. Namely, if R is a p × q matrix-valued rational expres-
where
n×n is nonsingular then
and
It is also true that extended domains of regularity of noncommutative rational expressions are closed under direct sums and simultaneous similarities, and that the analogues of (2.3) and (2.4) hold for extended noncommutative rational expressions. Indeed, let Z ∈ edom n (R) and Z ∈ edom n (R).
Since n , n ∈ N R , it follows, possibly after taking a field extension in case the field K is finite, that dom n (R) and dom n (R) are nonempty, hence dom n +n (R) contains (possibly over a field extension) direct sums of d-tuples of square matrices of sizes n and n . Therefore, R n +n (T ⊕ T ), where T and T are d-tuples of generic matrices of corresponding sizes, is well defined. It follows now immediately from Definition 2.1 that
thus Z ⊕ Z ∈ edom n +n R and the analogue of (2.3) holds. A proof of the statement on simultaneous similarities follows from the identity
for T a d-tuple of generic matrices.
We proceed to define a matrix-valued noncommutative rational function by introducing an evaluation-based equivalence relation on matrix-valued noncommutative rational expressions. Definition 2.8. Two p × q matrix-valued noncommutative rational expressions R 1 and R 2 are called
A p × q matrix-valued noncommutative rational function R is an equivalence class of p × q matrix-valued noncommutative rational expressions.
It is clear that if R 1 and R 2 are equivalent then
K is infinite then the converse is clear as well, and by Remark 2.6 the converse holds also for a finite field K. By Remark 2.7 it is enough to demand the equality in Definition 2.8 for all n large enough. In fact, it is enough to demand it for arbitrarily large n -see Remarks 2.15 and 2.16 below. 
Using a standard Schur complement calculation we can observe that the 1 × 1 rational expressions
are equivalent, and we have
We shall usually denote matrix-valued noncommutative rational expressions by Roman letters and matrix-valued noncommutative rational functions by German (Fraktur) letters.
For a p × q matrix-valued noncommutative rational function R, we define N R = R∈R N R , and the extended domain of regularity of R, edom R = ∞ n=1 edom n R, where edom n R = ∅ for n / ∈ N R and edom n R = edom n R for n ∈ N R and for any R ∈ R such that n ∈ N R ; notice that by Definition 2.8, edom n R is independent of the choice of R. We also define the evaluation of R on generic matrices
We define the domain of regularity of R,
we also define R(Z) = R(Z) ∈ K pn×qn for Z ∈ dom n R and any R ∈ R with Z ∈ dom n R.
Remark 2.10. It is clear that dom n R = ∅ for n / ∈ N R , and that if the field K is infinite then dom n R / = ∅ for n ∈ N R . It is also clear that dom R ⊆ edom R. It follows from Theorem 3.1 below (and any of the standard realization theorems, see Section 4 below and the references there) that if R is regular at 0, meaning that 0 ∈ dom 1 R, then dom R = edom R; by translation the same holds if dom 1 R / = ∅, i.e., when the field K is infinite, if 1 ∈ N R . In particular, when the field K is infinite, R is regular at 0 if and only if it is extended regular at 0 (meaning that 0 ∈ edom 1 R). See also Remark 2.12 below. A p × q matrix-valued noncommutative rational function can be always represented by a p × q matrix of scalar noncommutative rational expressions; i.e., a p × q matrix-valued noncommutative rational function is the same as a p × q matrix of noncommutative rational functions. This is shown explicitly in [31, Appendix A, Proposition 16.9] for the case 1 ∈ N R (so that the function is regular at a scalar point, possibly over a field extension in case the field K is finite); it follows in general since noncommutative rational functions form a skew field (see Remark 2.16 below). Furthermore (see Theorem 16.10 and Proposition 16.11, loc. cit.), at least in case K = R, given any finite number of points Z 1 , . . . , Z k ∈ dom R, there exists a matrix R of scalar noncommutative rational expressions, R ∈ R, with
Remark 2.12. It follows from Theorem 3.1 below (and any of the standard realization theorems, see Section 4 below and the references there) that for a matrix-valued noncommutative rational function R regular at 0 (or, by translation, at any scalar point), there exists a matrix-valued noncommutative rational expression R representing R with dom R = dom R = edom R. (Notice with regard to Remark 2.11 that this is in general false if one requires R to be a matrix of scalar noncommutative rational expressions, even if R is simply a noncommutative 1 × 1 rational function.) Remark 2.13. Regarding the analogues of the statements of Remark 2.7 for noncommutative rational functions, simultaneous similarities pose no problem, however, it is not clear in general whether dom R and edom R are closed under direct sums. It could happen that for some Z and Z in dom R or in edom R there is no common noncommutative rational expression which is regular or extended regular at both Z and Z . In view of Remarks 2.10 and 2.12, there is no problem in case of a noncommutative rational function which is regular at a scalar point. In view of Remark 2.3 there is also no problem with the extended domain provided we take n large enough (n n R for some R ∈ R). Remark 2.14. A p × q matrix-valued noncommutative rational expression that is regular at 0 can be expanded into formal power series in the noncommuting indeterminates z 1 , . . . , z d with coefficients in K p×q (see [39, 48, 49, 23, 24, 14] ). Furthermore, two matrix-valued noncommutative rational expressions that are regular at 0 are equivalent if and only their formal power series expansions coincide.
Proof. Notice that for any n, (R 1 ) n and (R 2 ) n can be expanded into formal power series in the commuting indeterminates ((T i ) jk ) with coefficients in K pn×qn ; furthermore, these commutative formal power series are the evaluations of the corresponding noncommutative formal power series on the generic matrices T 1 , . . . , T d (using tensor substitutions as in (2.1)). If the noncommutative formal power series expansions of R 1 and of R 2 coincide, then it follows that so do the commutative formal power series expansions of (R 1 ) n and of (R 2 ) n for all n, hence (R 1 ) n = (R 2 ) n for all n and R 1 and R 2 are equivalent. Conversely, if R 1 and R 2 are equivalent then the commutative formal power series expansions of (R 1 ) n and of (R 2 ) n coincide for all n, so that the noncommutative formal power series expansions of R 1 and of R 2 have the same evaluations on d-tuples of generic matrices of all sizes and therefore coincide.
It follows that the noncommutative formal power series expansion of a matrix-valued noncommutative rational function R which is regular at 0 is well defined, and we will write in this case
Remark 2.15. Let r be a scalar noncommutative rational expression and assume that r n / = 0 for some n ∈ N r . Since the ring of central quotients of the ring of generic matrices is a skew field [47, Theorem 3.2.6] necessarily det r n / = 0. It follows that if a scalar noncommutative rational expression r is not equivalent to 0 then r −1 is a scalar noncommutative rational expression, i.e., every nonzero noncommutative rational function is invertible. Therefore, noncommutative rational functions form a skew field of fractions of the ring of noncommutative polynomials.
Unlike in the commutative case, skew fields of fractions are not unique. However, noncommutative rational functions are the universal skew field of fractions of the ring of noncommutative polynomials.
This means that for every ring homomorphism φ: This argument proves a bit more since it is easily seen from the ultraproduct construction in [47, Corollary 8.2.16 ] that the statement of the corollary holds if we replace the collection of all skew fields of finite degree by a sequence with degrees tending to infinity. Hence a scalar noncommutative rational expression r such that r n = 0 for arbitrarily large n is equivalent to 0, and for any scalar noncommutative rational expression r, n ∈ N r for n large enough.
Remark 2.16.
A square, say p × p matrix over a skew field is either invertible or nonfull (meaning that it can be written as a product of a p × q matrix and a q × p matrix with q < p). Let R be a square matrix of scalar noncommutative rational expressions representing a matrix R of noncommutative rational functions. If R is not full then necessarily det R n (T ) = 0 for all n ∈ N R ; hence if the matrix-valued noncommutative rational expression R −1 is defined then R is invertible. It follows that a matrix-valued noncommutative rational function can be always represented by a matrix of scalar noncommutative rational expressions.
If R is now a square matrix-valued noncommutative rational expression representing a matrix-valued noncommutative rational function R and Q is a matrix of scalar noncommutative rational expressions representing R −1 , then det R n (T) det Q n (T) = 1 for n ∈ N R ∩ N Q , in particular det R n (T ) / = 0. Combining this with the second part of the last statement of the previous remark, it follows that for any matrix-valued noncommutative rational expression R, n ∈ N R for n large enough.
Applying the first part of the last statement of the previous remark to the entries of a matrix of noncommutative rational functions we see that a matrix-valued noncommutative rational expression R such that R n = 0 for arbitrarily large n is equivalent to 0.
Noncommutative backward shifts
We now define recursively left backward shifts L j (R), j = 1, . . . , d, of a matrix-valued noncommutative rational expression R which is regular at 0.
Definition 2.17. (1) For a matrix-valued noncommutative polynomial
(2) If R 1 and R 2 are p × q matrix-valued noncommutative rational expressions which are both regular at 0, then
(2.8) (3) If R 1 is a p × q matrix-valued noncommutative rational expression and R 2 is a q × r matrix-valued noncommutative rational expression, and both R 1 and R 2 are regular at 0, then
(2.9) (4) If R is a p × p matrix-valued noncommutative rational expression regular at 0 and det
(2.10) It is clear that L j (R) is a matrix-valued noncommutative rational expression with dom L j (R) = dom R. We will see that edom L j (R) ⊇ edom R, as a corollary of the following key fact about left backward shifts. 
Theorem 2.19. Let R be a p × q matrix-valued noncommutative rational expression regular at 0. Let Z ∈ dom n R, and let W
Here we have used the obvious identity
and (2.9). Thus (2.12) is true for the p × r matrix-valued noncommutative rational expression R 1 R 2 . Finally, assume that (2.12) is true for a p × p matrix-valued noncommutative rational expression R with det R(0) / = 0. Then
and (2.10). Thus (2.12) is true for the matrix-valued noncommutative rational expression R −1 . The proof is complete.
Corollary 2.20. For any matrix-valued noncommutative rational expression R which is regular at
Proof. Similarly to Remark 2.7, R n+1
, where T is a d-tuple of n × n generic matrices and
∈ edom n+1 R. Analogously to (2.12)
Assume now that Z ∈ edom n R. Then Z belongs to the domain of regularity of the matrix-valued rational function of commuting indeterminates on the left-hand side, hence also on the right-hand side, of (2.13), for any
Let us fix some j ∈ {1, . . . , d}, and let W i = 0 for all i / = j. Then the right-hand side of (2.13) shows that Z belong to the domain of regularity of
Letting W j run over the standard basis of K 1×n , we deduce that Z belongs to the domain of regularity
Example 2.21. In general, edom L j (R) / = edom R; e.g., take a scalar rational expression r = z 1 (1 − Proof. The statement follows from (2.13) using an argument similar to the last paragraph in the proof of Corollary 2.20 above.
Corollary 2.22 allows us to define left backward shifts L j R of a matrix-valued noncommutative rational function R which is regular at 0: L j R is the equivalence class of L j (R) for any R ∈ R which is regular at 0. We have 
(2.14)
(2.15) (3) If R 1 is a p × q matrix-valued noncommutative rational expression and R 2 is a q × r matrix-valued noncommutative rational expression, and both R 1 and R 2 are regular at 0, then 
Analogues of Corollaries 2.20 and 2.22 follow and allow us to define right backward shifts R j R of a matrix-valued noncommutative rational function R which is regular at 0, with For a proof of (2.20), we will use a recognizable series realization [39, 48, 49, 23, 24] (see also [14, 5] ):
R can be represented by a rational expression R of the form
On the other hand (up to a trivial equivalence)
(see Definition 2.17, especially item 4). Thus
as required. A proof of (2.21) is analogous.
Remark 2.26. Let R be a matrix-valued noncommutative rational function which is regular at 0. Then
(2.24)
These formulae, which provide unique 3 solutions of noncommutative left and right analogues of Gleason's problem (for a multivariable commutative version see, e.g. [3] ), follow immediately from (2.20) and (2.21). Alternatively, they can be proved on the level of rational expression using the recursive definition of shifts.
Singularities and minimal state space realizations
The noncommutative setting
Let us state now our main singularities result.
Theorem 3.1. Let R be a p × q matrix-valued noncommutative rational function represented by the expres-
for some m, where 
Remark 3.2. A representation (3.1) is a very general form of a state space realization formula. The degree of the noncommutative polynomial D(z) does not usually exceed l B + l C ; this is however of no importance for Theorem 3.1. Let us list the most important special cases where Theorem 3.1 is applicable: [39, 48, 49, 23, 24, 14] ; [5] (see [25, 26] for the original commutative version); [8] (see [37] for the original commutative version); • l B = l C = 1, D(z) a noncommutative polynomial of degree two -pure butterfly realization [31] .
A representation (3.1) is called controllable (resp., observable) if (3.2) (resp. (3.3) ) holds, and minimal if it is both controllable and observable. Notice that in all the special cases mentioned above, these definitions coincide with the original ones. On the other hand, while structured noncommutative realizations of [5, 7, 6] are also of the form (3.1), the definitions of controllability and observability for these realizations are different, and the analogue of Theorem 3.1 may be false.
Proof of Theorem 3.1. Without loss of generality, we may assume that D(z) = 0. It is clear that
Conversely, assume that Z ∈ edom n R. We will show that
where P is a matrix-valued noncommutative polynomial (here we make use of the homogeneity of the
i.e., the pn × qn matrix-valued rational function
is regular at Z. Now (3.2) implies that the pn × mn matrix-valued rational function
In other words, Z ∈ edom n S where
is a p × m matrix-valued noncommutative rational expression. Next, for |w| l C , w = v v with |v| = l C , we get (up to a trivial equivalence)
(here we make use of the homogeneity of the noncommutative polynomial C(z)). Since Z ∈ edom n S, Z ∈ edom n L w (S). Therefore, the pn × mn matrix-valued rational function
is regular at Z. Alternatively, the mn × pn matrix-valued rational function
which implies that the mn × mn matrix-valued rational function
is regular at Z. Alternatively
Since Q n is regular at Z, so is det Q n , and we can specialize the last displayed equation to Z:
as required.
The commutative setting
As a simple application of our noncommutative singularities result, we obtain its commutative counterpart. 
with the minimal possible m (such realizations always exist), where
p×q , the domain of regularity of R, dom R, coincides with
Proof. First of all, let us note that Fornasini-Marchesini realizations of a p × q matrix-valued rational function R in d commuting indeterminates z 1 , . . . , z d (over the field K) which is regular at 0, always exist (see [26] or [1] ). Consider any such a realization (3.5) with the minimal possible state-space dimension m. Let R be a p × q matrix-valued noncommutative rational function, which is a lifting of R, i.e., R 1 = R, obtained as follows: we lift The latter realization R is minimal. Indeed, if it is not, one can compress it to a minimal one, R X , whose data are [5] for details). Replacing now the noncommuting indeterminates z k by the commuting indeterminates z k , k = 1, . . . , d, in the expression R X , we obtain another commutative Fornasini-Marchesini realization of R:
with dim X < m, which contradicts to our choice of m.
The statement of the theorem now follows from Theorem 3.1, where we specialize the conclusions to edom 1 R, which coincides with dom R. 
can be nonsimilar (i.e., there is no nonsingular matrix S ∈ K m×m such that
. This happens, e.g., when those realizations arise from two different noncommutative liftings of R. For example, let R = z 1 z 2 , R 1 = z 1 z 2 , R 2 = z 2 z 1 . Then
where m = 2, A 1
are two minimal noncommutative Fornasini-Marchesini realizations of R 1 and R 2 , respectively. Clearly, replacing noncommuting indeterminates z 1 , z 2 by the commuting indeterminates z 1 , z 2 in these realizations, we obtain two nonsimilar commutative Fornasini-Marchesini realizations of R = z 1 z 2 . Nevertheless, it is easy to see that the singularity set of the resolvent in each of these commutative Fornasini-Marchesini realizations is empty, as it is for R = z 1 z 2 .
Remark 3.5. Theorem 3.3 shows that the requirement of the minimal possible state space dimension in a Fornasini-Marchesini realization of a matrix-valued commutative rational function is exactly what is needed for the singularity statement. It can be easily demonstrated by examples that certain controllability and observability conditions or a weaker requirement of minimality of a realization with respect to system dilations will not work (for the notions of minimality, controllability and observability in the setting of commutative Kaliuzhnyi-Verbovetskyi systems, see [38, 36] , and for a more general treatment of system dilations, for various types of multidimensional systems in the commutative and in the noncommutative setting, see [8] ).
Minimal factorizations
The noncommutative setting
We first recall the state space realization theory for matrix-valued noncommutative rational functions, in the setting of noncommutative Fornasini-Marchesini (FM) realizations. The results appear in [5] (in a more general setting of structured noncommutative system realizations) though an equivalent theory has appeared earlier in [39, 48, 49, 23, 24] (see [14] for a survey) in the setting of recognizable series realizations.
Any p × q matrix-valued noncommutative rational function R which is regular at 0 can be represented by a matrix-valued noncommutative rational expression of the form
for some m and matrices As already noticed in Remark 3.2, a noncommutative FM realization is a special case of the representation (3.1), and (4.2) and (4.3) are the specializations of (3.2) and (3.3), respectively, to this case.
The following result is probably well known, at least for commutative FM realizations; it can be easily proved, similarly to the 1D case, using either the cascade connection of the corresponding noncommutative FM systems or direct algebraic calculations. 
be noncommutative FM realizations of p × q and q × r matrix-valued noncommutative rational functions R 1 and R 2 , respectively. Then
is a noncommutative FM realization of the p × r matrix-valued noncommutative rational function R = R 1 R 2 .
We call the realization (4.6) and (4.7) the cascade connection of the realizations (4.4) and (4.5) .
Given a factorization R = R 1 R 2 , we can take minimal noncommutative FM realizations of R 1 and of R 2 in (4.4) and in (4.5); the state space dimension of the cascade connection is then deg
inequality is actually an equality; equivalently, the cascade connection of minimal noncommutative FM realizations of R 1 and of R 2 is a minimal noncommutative FM realization of R.
We proceed now to show that, as in the 1D case, in a minimal factorization there are no zero-pole cancellations: the singularities of each factor remain singularities in the product. 
We recall that for a matrix-valued noncommutative rational function which is regular at 0 the extended domain of regularity coincides with the domain of regularity (see Theorem 3.1). Thus (4.8) can be rewritten as dom R = dom R 1 ∩ dom R 2 . Proof of Theorem 4.2 Let (4.4) and (4.5) be minimal noncommutative FM realizations of R 1 and of R 2 , respectively. Since R = R 1 R 2 is a minimal factorization, the cascade connection (4.6) and (4.7) is a minimal noncommutative FM realization of R. By Theorem 3.1
It follows from (4.7) that
Therefore, Z ∈ edom R if and only if Z ∈ edom R 1 ∩ edom R 2 .
Remark 4.3. Let R be a p × p matrix-valued noncommutative rational function which is regular and invertible at 0. Let (4.1) be a noncommutative FM realization of R. Similarly to the 1D case, it can be shown that
where , respectively. Of course, a given matrix-valued noncommutative rational function can have no minimal factorizations; this can happen already in the 1D case.
The commutative setting
As we already mentioned in Section 3 (see the proof of Theorem 3.3), any p × q matrix-valued commutative rational function R which is regular at 0 admits a Fornasini-Marchesini realization (3.5) . If the state space dimension m in such a realization is minimal possible, it will be said to be the McMillan degree of R, deg R, and the realization will be said to be minimal. As we noticed in Remark 3.4, a minimal FM realization of R is essentially non-unique (though, of course, its state space dimension m = deg R is determined uniquely).
Remark 4.4.
It is interesting to check whether in the case p = q = 1, i.e., for R a scalar commutative rational function, it is true that the McMillan degree of R coincides with the maximum of the degrees of the numerator and the denominator in the coprime fraction representation. We call the realization (4.13) and (4.7) the cascade connection of realizations (4.11) and (4.12). Given a factorization R = R 1 R 2 , we can take minimal commutative FM realizations of R 1 and of R 2 in (4.11) and in (4.12); the state space dimension of the cascade connection is then deg R 1 + deg R 2 , so that necessarily deg R ≤ deg R 1 + deg R 2 . A factorization R = R 1 R 2 is called minimal if this inequality is actually an equality; equivalently, there exists at least one choice of minimal commutative FM realizations of R 1 and of R 2 such that their cascade connection is a minimal commutative FM realization of R. 
(4.14)
