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Ljubljana, 2020
To diplomsko delo je ponujeno pod licenco Creative Commons Priznanje
avtorstva - Deljenje pod enakimi pogoji 2.5 Slovenija ali (po želji) noveǰso
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3.5 Učenje modela BERT . . . . . . . . . . . . . . . . . . . . . . . 19
4 Podatkovna množica 21
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Naslov: Globoke nevronske mreže za postavljanje vejic v slovenskem jeziku
Avtor: Martin Božič
Med najpogosteǰse napake pri pisanju besedil v slovenščini sodi postavljanje
vejic. V diplomski nalogi se bomo osredotočili na postavljanje vejic s pomočjo
globokih nevronskih mrež. Predstavili bomo dve arhitekturi, eno na podlagi
nevronskih mrež s celicami GRU in drugo z vnaprej naučenim jezikovnim
modelom tipa BERT.
Pri uporabi jezikovnega modela tipa BERT opazimo bolǰso klasifikacij-
sko točnost. Vzrok za to je bolǰsa in kompleksneǰsa arhitektura modela
ter proces učenja, ki izpopolnjuje model z obširnim jezikovnim znanjem. Z
uporabo večjezičnega modela BERT, naučenega na 104 jezikih in le manǰso
množico slovenskih besedil, pridobimo rešitev, ki je primerljiva z rešitvijo, ki
smo jo pridobili z uporabo trojezičnega, slovensko-hrvaško-angleškega modela
BERT.




Title: Deep neural networks for comma placement in Slovene
Author: Martin Božič
Comma placement is the most frequent orthological mistake in Slovene. The
thesis focuses on comma placement using deep neural networks. We present
two architectures, one based on neural networks with GRU cells and another
using a pre-learned BERT language model.
Using a pre-learned BERT language model, we get better classification
accuracy. The reason for this is better and more complex architecture and
the learning process, which fine-tuned a pretrained model with substantial
language knowladge. With the multilingual BERT, trained on 104 languages
with only a small amount of Slovene texts, we achieve comparable results
to Slovene-Croatian-English BERT model, trained with much more Slovene
texts.





Procesiranje naravnega jezika je pomembna naloga s številnimi praktičnimi
vsebinami. V diplomski nalogi se bomo posvetili procesiranju slovenskega
jezika s pomočjo globokih nevronskih mrež. Osredotočili se bomo na posta-
vljanje vejic.
Slovenščina je morfološko bogat jezik. Jezikovne strukture pogosto zahte-
vajo natančno poznavanje pravil in nemalokrat povzročajo težave tudi stro-
kovnjakom. V slovenski slovnici obstajajo številna pravila in izjeme. Posta-
vljanje vejic je eno izmed področij, ki uporabnikom povzroča velike težave
in glede katerega si tudi strokovnjaki niso vedno enotni. Avtomatski sistem,
s pomočjo katerega bi v besedila pravilno vnesli vejice, bi olaǰsal pisno ko-
munikacijo. To velja tudi zame, zato je bila motivacija za raziskovanje v tej
smeri velika.
S postavljanjem ločil s pomočjo globokih nevronskih mrež so se ukvar-
jali Yoon Kim, Yacine Jernite, David Sontag in Alexander M. Rush. [11].
Uporabili so jezikovni model na podlagi znakov. S tem so dobili manǰsi mo-
del, s primerljivimi rezultati, kot modeli nad besedami. Besede so razbili na
posamezne znake, jo poslali skozi znakovno konvolucijsko mrežo in izhod te
mreže podali v rekurentni nevronski jezikovni model.
S podobnim principom postavljanja ločil na znakovni ravni so se ukvarjali
K. Xu, L. Xie in K. Yao [28]. Primerjali so uspešnosti različnih vrst nevron-
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skih mrež LSTM. Bolǰse rezultate so dobili z dvosmerno mrežo in z mrežo,
ki je imela dve plasti namesto ene. Ugotovili so, da dodajanje plasti pogojno
naključnih polj v mrežo ne prinese bolǰsih rezultatov.
V Sloveniji se je s problemom postavljanja ločil ukvarjal Rizvič [22].
Strukturo modela je prevzel po članku Tilk & Alumäe [24], ga nadgradil
in prilagodil za uporabo s slovenskimi ločili. V osnovi je bil model sestavljen
iz dvosmernega sloja GRU celic. Raziskoval je uspešnost modela pri uporabi
različnih vektorskih vložitev. Uporabil je vektorske vložitve GloVe, BERT in
ELMo. Pri testiranju rešitev je ugotovil, da se je program najbolje odnesel
pri postavljanju vejic in pik. Za ostala ločila je predvideval, da se v učni
množici niso pojavila dovolj pogosto. Najbolǰse rezultate je dosegel z vek-
torskimi vložitvami ELMo, saj te pri kodiranju besed upoštevajo kontekst, v
katerem se beseda nahaja. Presenetljivo so se pri testiranju najslabše izkazale
vektorske vložitve z modelom BERT. Avtor ocenjuje, da bi bolǰse rezultate
dosegel s povprečenjem vektorskih vložitev, saj je v primeru, ko je proces
kodiranja besed besedo razdelil na več delov, ki jih model BERT obravnava
ločeno, izbral le prvo besedo.
S postavljanjem vejic v slovenščini se je ukvarjal Poter Holozan [9]. Pro-
blema se je lotil z uporabo klasifikacijskih algoritmov in najbolǰse rezultate
dosegel z uporabo odločitvenih dreves in alternirajočih odločitvenih dreves.
Uporabil je klasifikatorje iz programa WEKA. Pred učenjem je besedilo obli-
koslovno označil in skladensko razčlenil, kar je pripomoglo k uspešneǰsi klasi-
fikaciji. Poleg postavljanja vejic je preizkusil tudi uspešnost iskanja odvečnih
vejic v besedilu, pri čemer je bila natančnost slabša. Ugotovil je, da večanje
drevesa izbolǰsuje rezultat, vendar se pri tem pojavi problem prepočasnega
preračunavanja.
Z uporabo klasifikacijskih algoritmov se je problema postavljanja vejic
lotila tudi Anja Kranjc [14]. Za podatkovno množico je izbrala korpus Šolar,
ki je oblikoskladenjsko označen in skladensko razčlenjen. Za razpoznavo je
uporabila pet besed pred in pet besed po obravnavani besedi. Podatkovna
množica je vsebovala 67 atributov za vsako besedo, tem je dodala 45 novih
Diplomska naloga 3
z implementacijo pravil. Kakovost atributov je ocenila z algoritmom Re-
liefF. Neinformativne atribute je na podlagi izračunane ocene zavrgla. Za
najbolj uspešne metode strojnega učenja so se izkazali algoritmi naključna
drevesa, alternirajoče odločitveno drevo in odločitvena tabela. Za zapis obli-
koskladenjske oznake besede je namesto uporabe le besedne vrste, poskusila
obdržati celotno oblikoskladenjsko ozanko besede, s tem da jo je razdelila na
9 novih atributov, vendar pri tem ni dosegla enake klasifikacijske točnosti.
Problema postavljanja vejic smo se lotili z več pristopi: z izgradnjo la-
stnega jezikovnega modela, uporabo dvostranskih globobokih rekurenčnih
nevronskih mrež ter uporabo vnaprej naučenega modela BERT. Večjezikovni
BERT je kompleksen jezikovni model [6] prilagojen za različne jezike, med
katere spada tudi slovenščina. Ker je učenje takšnega modela časovno zelo
zahtevno, sem uporabil že naučene modele, ki sem jih prilagodil problemu
postavljanja vejic.
Diplomska naloga obsega sedem poglavij. V 2. poglavju bomo opisali jezi-
kovne tehnologije, ki smo jih uporabili v diplomski nalogi. Najprej bomo opi-
sali zgradbo globokih nevronskih mrež, predvsem dvosmernih, rekurenčnih
in mrež GRU, nato bomo v 3. poglavju opisali arhitekturo transformerjev
in model BERT. V 4. poglavju bomo opisali podatkovno množico, ki smo jo
uporabili za učenje jezikovnih modelov. Na kratko bomo opisali, kako smo
besedila pripravili, da so bila primerna za učenje. V 5. poglavju bomo opisali
arhitekturo rešitve. V prvem delu bomo predstavili rešitev, ki smo jo dobili
s pomočjo vložitev fastText in nevronskih mrež GRU. V drugem delu bomo
opisali arhitekturo rešitve za izpopolnjevane in prilagajanje modela BERT.
V 6. poglavju se bomo osredotočili na evalvacijo rešitve, predvsem testira-
nju različnih scenarijev in rezultatov. V zaključku bomo povzeli narejeno in




Nevronske mreže so sestavljene iz računskih enot, ki jim pravimo nevroni.
Nevroni so sestavljeni v več plasti in so med seboj povezani. Vsaka pove-
zava do nevrona ima svojo utež, katere vrednost prilagajamo med procesom
učenja. Rezultat nevronske mreže izračunamo kot izhode nevronov na zadnji
plasti. Izhod iz posameznega nevrona zapǐsemo z enačbo
yt = σ(Wxt + b) (2.1)
Pri tem je
yt izhod iz nevrona,
xt vhod v nevron,
σ aktivacijska funkcija,
W matrika naučenih uteži in
b vrednost pristranskosti nevrona.
Proces učenja nevronske mreže imenujemo vzvratno razširjanje napake.
Pri njem se pomikamo s konca mreže proti začetku in popravljamo uteži
nevronov. Napaka nevrona je sorazmerna s tem, kako spreminjanje uteži
povezav do nevrona in pristranskost nevrona vpliva na končen rezultat.
Temeljna razlika med osnovnimi in globokimi nevronskimi mrežami je
v številu plasti nevronov v mreži. Ko je nevronska mreža sestavljena iz
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dveh ali več skritih notranjih plasti, govorimo o globokih nevronskih mrežah.
Proces napovedovanja in učenja globoke mreže je podoben kot pri enoplastni
nevronski mreži.
Slika 2.1: Primer globoke nevronske mreže s tremi skritimi plastmi.
2.1 Rekurenčne nevronske mreže
Pri problemih izgradnje jezikovnih modelov in procesiranja besedil, osnovne
nevronske mreže ne zadoščajo. Npr. za postavljanje ločil ali napovedova-
nje besed v besedilu potrebujemo informacijo o predhodnih besedah, zato
potrebujemo pomnjenje, kar omogočajo rekurenčne nevronske mreže. Te so
podobne navadnim, le nevroni so med seboj povezani tudi z vzvratnimi po-
vezavami. Rekurenčne nevronske mreže opǐsemo z enačbo
yt = σ(Wxt + Uht−1 + b) (2.2)
Pri tem je
ht−1 vrednost preteklih informacij in
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U matrika uteži za vektor preteklih informacij.
Pri rekurenčnih nevronskih mrežah prihaja do težave, ki jo imenujemo
problem izginjanja gradientov. Rekurenčne nevronske mreže učimo z al-
goritmom vzvratnega razširjanja napake, ki s propagiranjem napake nazaj
posodablja uteži vsem nevronom, ki so sodelovali pri izračunu trenutnega
izhoda. Izračunana napaka se manǰsa, bolj kot se pomikamo nazaj skozi pla-
sti nevronske mreže. Težava nastane, ker imamo pri rekurenčni nevronski
mreži poleg navadnih povezav tudi vzvratne povezave, zaradi katerih se pot
vzvratnega razširjanja podalǰsa. S pomikanjem nazaj po mreži, se manǰsa
izračunana napaka, s katero posodabljamo uteži. Po nekaj korakih se uteži
več ne posodabljajo, ali pa se posodabljajo z zanemarljivimi vrednostmi. Za
reševanje te težave so razvili več izbolǰsanih različic nevronskih mrež, med te
spadata modela LSTM in GRU.
2.2 Aktivacijske funkcije
Aktivacijske funkcije nelinearno preslikujejo izhode iz nevronske mreže. Za-
loga vrednosti na izhodu mreže so navadno vrednosti od minus neskončno do
neskončno. Aktivacijska funkcija poskrbi, da so te vrednosti pretvorjene v
željeno obliko. Primer: če se ukvarjamo z binarnim klasifikacijskim proble-
mom, nam aktivacijska funkcija preslika izhode mreže v 0 ali 1. Najprepro-
steǰsa aktivacijska funkcija je funkcija identitete, ki rezultat mreže enostavno
preslika na izhod. Opǐsemo jo z enačbo
f(x) = x. (2.3)
Aktivacijska funkcija, uporabljena na izhodu nevronov GRU, je sigmoidna
funkcija. Zaloga vrednosti sigmoidne aktivacijske funkcije so vrednosti med






Slika 2.2: Graf sigmoidne aktivacijske funkcije
Sigmoidni aktivacijski funkciji je podobna funkcija tanh. Razlikuje se
v tem, da slika izhode na interval med -1 in 1, kar je za učenje dostikrat
primerneǰse.
Aktivacijska funkcija ReLU negativne vrednosti slika v število 0, pozitivne
pa same vase. Prikažemo jo na sliki 2.3 in jo opǐsemo z enačbo
R(x) = max(0, x). (2.5)
Slika 2.3: Graf ReLU aktivacijske funkcije
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2.3 Nevronske mreže GRU
Arhitektura GRU rešuje problem izginjanja gradientov z vrati pozabe in
posodobitve (angl. reset in update). Vrata imajo na povezavah znotraj
celic svoje nabore uteži. Teh uteži se učimo tako kot ostalih in kontrolirajo
pretok informacij skozi celice. Zaradi dodatnih uteži ima mreža GRU več
parametrov in je proces učenja bolj zahteven.
Z vrati pozabe kontroliramo, koliko pretekle informacije želimo pozabiti.
Če je vrednost blizu 1, bo mreža naslednji znak napovedala predvsem na




t−1 + br), (2.6)
kjer je
r izhod vrat pozabe.
Z vrati posodobitve povemo, koliko pretekle informacije želimo upoštevati pri
napovedi. Če je vrednost teh vrat blizu 1, bo mreža pri napovedi upoštevala
predvsem preǰsnjo informacijo in ne toliko trenutnega vhoda. Posodobitvena
vrata lahko opǐsemo z enačbo
zt = σ(Wzx
t + Uzh
t−1 + bz), (2.7)
kjer je
z izhod vrat posodobitve.
Izhode vseh vrat spustimo skozi sigmoidno aktivacijsko funkcijo, natančneje
opisano v razdleku 2.2. S pomočjo izhoda, ki ga dobimo iz vrat pozabe,
izračunamo vektor, ki hrani potrebno količino pretekle informacije, kot opǐsemo
z enačbo (2.8). Iz vmesnega pomnilnega vektorja in izhoda iz vrat pozabe
dobimo vektor, ki ga pomnožimo z ustreznimi utežmi, mu prǐstejemo vre-
dnost pristranskosti in pošljemo skozi aktivacijsko funkcijo, da izračunamo
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končni izhod. Slednje opisujeta enačbi (2.9) in (2.10). Primer GRU celice z
vrati posodobitve in pozabe prikažemo na sliki 2.4.
mt = tanh (Wmx
t + Um(r
t  ht−1) + bm) (2.8)
ht = zt  ht−1 + (1− zt)mt (2.9)
yt = σ(Wht + b) (2.10)
Pri tem je
tanh aktivacijska funkcija tanh in
 skalarni produkt, ki dvema vektorjema priredi vrednost.
Slika 2.4: Arhitektura GRU celice
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2.4 Nevronske mreže LSTM
Nevronske mreže LSTM delujejo podobno, kot mreže GRU, z razliko, da
imajo poleg vrat posodobitve in pozabe še izhodna vrata. S tem v nekaterih
primerih dosežejo bolǰse rezultate, vendar na račun dalǰsega procesa učenja
in večje porabe pomnilnika.
2.5 Dvosmerne rekurenčne nevronske mreže
Dvosmerne rekurenčne nevronske mreže so zgrajene iz dveh rekurenčnih
mrež. Prva nevronska mreža bere vhode od začetka proti koncu, medtem
ko druga mreža bere vhode od konca proti začetku. Izhod celice dvosmerne
nevronske mreže je stik izhodov celic iz obeh mrež. S tem lahko pri predvide-
vanju ločila v povedi upoštevamo informacijo o besedilu za in pred ločilom.
Izhod celice pri dvosmerni nevronski mreži predstavimo z naslednjo enačbo.
yt = σ(W [at> + a
t
<] + b) (2.11)
Pri tem je
at> izhod celice v času t mreže, ki bere vhode od začetka proti koncu in
at< izhod celice v času t mreže, ki bere vhode od konca proti začetku.
Kot celice dvosmerne rekurenčne nevronske mreže lahko uporabimo ce-
lice GRU in tako dobimo dvosmerno nevronsko mrežo GRU. Takšno mrežo
prikazuje slika 2.5.
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Slika 2.5: Primer dvosmerne rekurenčne nevronske mreže z GRU celicami
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Model BERT
Za nekatere naloge so modele globokih nevronskih mrež začeli zamenjevati
modeli, ki temeljijo na konceptu pozornosti. Med slednje uvrščamo model
BERT. V poglavju bomo postopoma opisali vse gradnike, ki so potrebni za
implementacijo modela BERT. Najprej bomo na kratko predstavili presli-
kovalne modele in opisali pojem pozornosti. V nadaljevanju bomo opisali
arhitekturo transformerjev in poglavje zaključil z arhitekturo in postopkom
učenja modela BERT.
3.1 Preslikovalni modeli
Preslikovalni modeli (angl. seq2seq models) preslikujejo zaporedje vhodov v
zaporedje izhodov. Sestavljeni so iz kodirnika in dekodirnika, ki sta sesta-
vljena iz posameznih rekurenčnih celic GRU ali LSTM. Primer preprostega
preslikovalnega modela s celicami GRU prikazuje slika 3.1.
Vsaka celica kodirnika prebere vhod in izhod shrani v vektor. Naslednjič
celica sestavi nov vektor na podlagi shranjenega vektorja in novega vhoda.
Ko kodirnik zaključi z branjem vhodov, končni vektor, dobljen ob branju
zadnjega vhoda, poda dekodirniku. Končnemu vektorju kodirnika pravimo
tudi stanje kodirnika. Prvič dekodirnik iz prejetega vektorja ustvari prvi
izhod in nov vektor. Vektor poda naprej naslednji iteraciji dekodirnika, ki
13
14 Martin Božič
stori enako. Dekodirnik nadaljuje z delom, dokler ne generira posebnega
ustavitvenega izhoda.
Slika 3.1: Primer preprostega preslikovalnega modela s celicami GRU v ko-
dirniku in dekodirniku. Prikažemo razvito rekurenčno mrežo.
3.2 Pozornost
Mehanizem pozornosti omogoča dekodirniku, da svojo pozornost usmeri na
pomembneǰse dele vektorja prejetega od kodirnika. S tem se močno poveča
kakovost izhodov dekodirnika in posledično kakovost modela.
Pri uvedbi mehanizma pozornosti v preslikovalne modele kodirnik več ne
pošlje dekodirniku le zadnjega skritega stanja, temveč vsa skrita stanja. Pri
vsakem izračunu izhoda dekodirnik prejetim stanjem poda oceno in jih uteži
sorazmerno s podano oceno. Pri tem da večjo težo vektorjem, za katere v
preǰsnjem koraku oceni, da najbolj vplivajo na trenutne izhode. Iz uteženih
stanj in lastnega kontekstnega vektorja sestavi nov kontekstni vektor za tre-
nutni izhod.
3.3 Transformerji
Nevronske mreže tipa transformer temeljijo na mehanizmu pozornosti [26].
Transformerji z uporabo pozornosti ustvarijo jezikovni model in so lahko
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učinkoviteǰsi od rekurenčnih nevronskih mrež. Zgrajeni so iz več plasti ko-
dirnikov in dekodirnikov.
Vsak kodirnik prejme na vhod besedilo sestavljeno iz več besed. Kodirnik
zaporedje vhodov skozi mehanizem pozornosti (angl. self-attention) obrav-
nava v kontekstu. Za vsako besedo na vhodu se najprej izračuna vložitev
(angl. embedding) besede. Temu se doda koda pozicije, ki sporoča, kako
si besede sledijo po vrsti. Dodajanje kode pozicije vektorski vložitvi je po-
membno, saj transformer brez nje nima informacije o vrstnem redu besed.
Dobljen vhod transformer pošlje skozi komponento lastne pozornosti, ki po-
gleda že obravnavane vhode in pridobi informacijo, na katere dele vhoda naj
se osredotoči.
Izračun pozornosti poteka tako, da iz vhodnega vektorja kodirnik izračuna
tri vektorje enake dolžine, imenovane poizvedbeni vektor, ključ in vrednost
(angl. query, key in value), označimo jih s črkami q, k in v. Te vektorje
kodirnik izračuna tako, da jih pomnoži z matrikami uteži Wq, Wk in Wv,
ki se jih nauči skozi proces učenja. V naslednjem koraku kodirnik poda
oceno trenutnega vhoda glede na druge vhode. Ocena je vǐsja, če se trenutna
beseda navezuje na ostale besede. Oceno izračunamo tako, da poizvedbeni
(q) vektor trenutne besede pomnožimo s ključem (k) vsake besede na vhodu.
Ocene na koncu delimo s kvadratnim korenom dolžine ključa in pošljemo
skozi aktivacijsko funkcijo softmax, ki vrednosti normalizira. V naslednjem
koraku ocene pomnožimo s priležno vrednostjo (v) in na koncu seštejemo vse







Q matrika poizvedb (q),
K matrika ključev (k),
V matrika vrednosti (v) in
dk dolžina posameznega ključa (k).
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Pri večini implementacij transormerjev je vsak kodirnik sestavljen iz večih
vzporedno povezanih komponent za izračun lastne pozornosti. Tako trans-
former na izhodu vrne n (n je število komponent) različnih izhodnih matrik
(Z). Te s stikanjem združi v en vektor, ki ga pomnoži z vektorjem uteži (W 0)
naučenim v procesu učenja.
Rezultat komponent za izračun lastne pozornosti kodirnik združi z vho-
dnim vektorjem. Novi dobljeni vektor normalizira in ga pošlje naprej skozi
usmerjeno nevronsko plast (angl. feed forward layer). Izhod zadnjega ko-
dirnika je preslikan v dve matriki, ki gresta na vhod. Primer preprostega
kodirnika prikazuje slika 3.2.
Slika 3.2: Primer kodirnika pri arhitekturi transformer.
Dekodirnik je sestavljen na podoben način kot kodirnik. Razlikuje se le po
zgradbi in številu plasti pozornosti. Pri plasti za izračun pozornosti dekoder
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upošteva le dosedaj izračunane izhodne vektorje. Plasti za pozornost sledi še
dodatna plast za izračun pozornosti, pri kateri uporabi vektorja, ki ju dobi
iz vrhnjega kodirnika. Tej plasti rečemo pozornost kodirnika in dekodirnika.
Primer dekodrnika prikazuje slika 3.3.
Slika 3.3: Primer dekodirnika pri arhitekturi transformer.
Vektor, ki ga na izhodu poda vrhnji dekodirnik, je na koncu skozi line-
arno plast pretvorjen v logistični vektor, ki ima dolžino enako dolžini možnih
izhodov. Na koncu aktivacijska funkcija logistični vektor pretvori v verje-
tnosti. Beseda na izhodu je enaka najbolj verjetni besedi, ki jo dobimo iz
logistične plasti. Primer celotne arhitekture transformer vidimo na sliki 3.4.
Pri tem oznake Nx, levo in desno, označujejo, da imamo pri implementaciji
transformerja lahko več (N) kodirnikov in dekodirnikov naloženih enega na
drugega. Sliko povzamemo po [26].
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Slika 3.4: Slika prikazuje arhitekturo transformerja. Povzeto po [26].
3.4 Model BERT
Model BERT je zasnovan na arhitekturi transformerjev. Od osnovnega mo-
dela transformerjev se razlikuje po tem, da je sestavljen le iz kodirnikov.
Vhod v BERT je sestavljen iz večih zaporedij žetonov (angl. tokens),
ki se zakodirajo in seštejejo v vektorje. Primer vhoda prikazuje slika 3.5.
Prvo zaporedje žetonov sestavljajo vložitve delčkov besed ali kraǰsih celih
besed. Temu zaporedju se na začetku doda žeton CLS, ki označuje začetek
vhoda in eden ali več SEP žetonov, ki označujejo konec vsake povedi na
vhodu. Prvemu zaporedju žetonov sledi zaporedje oznak povedi za vsak
žeton. Zadnje zaporedje označuje vrstni red posameznih žetonov v povedi.
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Vhod je seštevek vseh treh zaporedij žetonov.
Slika 3.5: Primer vhoda v model BERT. Vhod je sestavljen iz vektorjev delov
besed, ki so rezultat seštevka posameznih oznak.
Vsak vhod se na izhodu preslika v vektor, ki je pri osnovnem modelu
BERT velikosti 768 enot. Če se ukvarjamo s klasifikacijskim problemom,
se na izhodu osredotočimo le na prvi vektor izhoda. To pomeni, da bo
BERT med učenjem in napovedovanjem vso informacijo skušal prenesti v
prvi vektor. V kolikor nas zanima celoten izhod in imamo dolžino vhoda
enako 15, dobimo na izhodu vektor velikosti (15 * 768 = 11520) enot.
Originalno so objavili dva modela BERT. Osnovni BERT (angl. BERT-
Base) je sestavljen iz 12 plasti kodirnikov, od katerih ima vsak 12 komponent
za izračun pozornosti. Vektorji na izhodu so velikosti 768. Drugi model je
BERT-Large, ki je bil naučen na večji podatkovni množici. Sestavljen je 24
plasti kodirnikov, od katerih ima vsak 16 komponent pozornosti. Na izhodu
ima vektorje velikosti 1024.
3.5 Učenje modela BERT
Učenje modela BERT poteka na dva načina. Pri prvem načinu na vhodu pri-
bližno 15 odstotkov vhodov zamenjamo z maskiranimi žetoni (angl. MASK
tokens). Model poskuša manjkajoče besede na vhodu nadomestiti s pravimi
besedami. Pri tem se ozira na kontekst ostalih podanih besed na vhodu. Pri
branju konteksta mu pomaga izračun pozornosti.
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Pri drugem načinu se model uči napovedovanja zaporednosti stavkov.
Vhod je sestavljen iz dveh stavkov, ki jih ločuje žeton SEP. Model skuša na-
povedati, ali se naslednja poved na vhodu navezuje na preǰsnjo ali ne. Model
BERT je naučen z uporabo obeh načinov. S tem se potencialno zmanǰsa
skupna napaka posameznega načina.
Učenje modela je dolgotrajno in lahko traja več mesecev. Na srečo lahko
vzamemo že naučen model in ga le doučimo in prilagodimo našemu problemu.
Procesu rečemo izpopolnjevanje modela (angl. fine-tunning).
Pri izpopolnjevanju modela BERT za določeno nalogo že naučenemu mo-
delu spremenimo vhode in predvidene izhode ter model učimo s spreminja-
njem uteži na vseh plasteh. Pri tem je priporočljivo, da izpopolnjevanje iz-
vedemo v največ štirih korakih, saj lahko v nasprotnem primeru, ob uporabi
majhne učne množice, naletimo na problem pretiranega prilagajanja (angl.
overfitting) učni množici. Izhode zadnjega sloja modela speljemo skozi doda-
tno izhodno plast, ki je odvisna od vrste izpopolnjevanja modela. V našem
primeru smo uporabili preslikovalno plast, ki je vektor izhoda zadnje plasti
modela preslikala v ustrezno besedo iz slovarja (angl. vocabulary) modela.
Na izhode smo pri izpopolnjevanju podali le presledke in vejice. Tako se je
model med procesom izpopolnjevanja izučil, da je na izhodu podal le vektor,
ki je označeval presledek ali vejico.
Poglavje 4
Podatkovna množica
Podatkovno množico za učenje postavljanja vejic sestavljajo povedi iz kor-
pusa Gigafida. Korpus vsebuje 1.187.002.502 besed in je razdeljen na 99
sklopov, v katerih je 39.427 dokumentov. Na začetku vsakega dokumenta so
navedene informacije o vrsti besedila, viru, naslovu, letu nastanka in avtorju.
Korpus sestavljajo besedila iz časopisov, revij, knjižnih publikacij, spletnih
besedil in drugih virov.
Učno množico smo pripravili iz dela celotnega korpusa. Pri pripravi smo
sproti iz posameznih dokumentov korpusa jemali stavke in jih zapisovali v en
dokument. Vsa besedila v korpusu so bila v formatu xml, zato smo jih najprej
pretvorili v format txt. Pomagali smo si s knjižnico glob. Dokumentom smo
odstranili glavo in nogo, saj smo za procesiranje potrebovali le gole stavke.
Stavke, ki se niso končali s končnim ločilom, ali pa so bili sestavljeni le
iz ene ali dveh besed, v učno množico nismo vključili. Končna podatkovna
množica je vsebovala 907.870 stavkov. Najdalǰsi stavki v podatkovni množici
so bili sestavljeni iz 64 besed. Dalǰse stavke od teh smo izločili, saj so bili za
procesiranje predolgi.
Pri analizi strukture podatkovne množice, smo opazili, da vsebuje največ
stavkov z dolžino 15 besed. Vsi stavki so v povprečju dolgi 18 besed. Število
stavkov v odvisnosti od števila besed prikazuje graf na sliki 4.1. Podatkovna
množica je vsebovala 2.892.820 ločil. Od teh je bilo 1.645.120 vejic, 1.245.046
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pik in 2654 vprašajev. Najpogosteǰse ločilo je tako bila vejica. V povprečju
je vsak stavek vseboval skoraj 2 vejici, kar je zadostilo našim potrebam za
učenje.




V prvem delu poglavja bomo predstavili implementirano arhitekturo nevron-
ske mreže GRU za učenje postavljanja vejic. Opisali bomo, kako smo iz učne
množice pripravili vhode v nevronsko mrežo in vektorske vložitve, s katerimi
smo posamezne vhode zakodirali, ter kako je potekalo učenje in testiranje
nevronske mreže GRU. V drugem delu bomo predstavili rešitev z uporabo
modela BERT. Opisali bomo pripravo vhodov in vektorske vložitve pri mo-
delu BERT ter izpopolnjevanje modela. Na koncu poglavja bomo na kratko
predstavili spletno aplikacijo, ki smo jo pripravili v okviru končne rešitve.
5.1 Priprava vhodov za nevronsko mrežo GRU
Pri pripravi na učenje modela smo najprej iz pripravljene datoteke s stavki
v svojih vrsticah pobrali vsak stavek posebej in besede v njem ločili glede
na presledke. Iz dobljenih besed smo ločili ločila in jih preslikali na način,
kot ga prikazuje tabela 5.1. Vsa končna ločila smo preslikali v piko in vsak
stavek zaključili z njo. Tako smo dobili stavke, ki so vsebovali le vejice in
končno ločilo.
Podatkovno množico smo razdelili na učno (90 %), razvojno (5 %) in
testno (5 %) množico.











Tabela 5.1: Tabela prikazuje preslikovanje ločil, pri pripravi podatkov za
učenje z GRU nevronsko mrežo.
pojavitve v besedilu. Iz slovarja smo izločili besede, ki so se pojavile manjkrat
od meje. Mejo smo pri učenju postavili na 2. S tem smo se v večini izognili
napačno napisanim besedam. Na koncu smo slovar tudi uredili. Besede, ki
so ostale v slovarju, smo opremili z vložitvenimi kodami. Za kodiranje besed
smo uporabili vložitve fastText 5.2.
V naslednjem koraku smo se sprehodili skozi vse stavke v učni, razvojni
in testni množici ter za vsak žeton preverili ali gre za besedo ali pa ločilo.
Zgradili smo vektor besed in vektor veznikov konstantne dolžine. Če smo
prebrali besedo, ki ji je sledilo ločilo, smo v vektor besed zapisali besedo in
na isto mesto v vektor ločil ločilo. Če smo prebrali besedo, ki ji je sledila
naslednja beseda, smo v vektor besed zapisali besedo in na isto mesto v
vektor ločil presledek. Ko smo prǐsli do konca stavka, smo vektorja do konca
napolnili z ničlami. Primer vektorja besed in vektorja ločil predstavlja tabela
5.2.
Stavke dalǰse od vnaprej določene dolžine vektorjev, smo izpustili.
5.2 FastText vložitve
Besede smo kodirali z vložitvami fastText [15]. Vsaka beseda v fastText















Tabela 5.2: Primer vektorja besed in soležnega vektorja ločil dolžine 12.
gramskem modelu razdelili tako: ’<av’, ’avt’, ’vto’, ’to>’. Znaka, ’<’ in ’>’,
sta dodana za razlikovanje kraǰsih besed od n-gramov posameznih besed in
za označevanje začetkov ter koncev besed.
Predstavitev posamezne besede je v fastText modelu izračunana kot vsota
vložitev besede in vseh njenih n-gramov. Dobra lastnost pri uporabi tega
načina je, da lahko za besede, ki še nimajo svoje predstavitve, kodo sestavimo
iz naučenih kod n-gramov besede.
Med učenjem fastText modela se iz učne množice odstranijo besede, ki
se pojavijo premalokrat in besede, ki se pojavijo prevečkrat, saj pri učenju
nudijo malo informacije. Verjetnost, da bomo neko besedo izpustili iz učenja
izračnamo z enačbo 5.1.









t vnaprej določena konstanta in
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f(w) odstotek ponovitve besede v besedilu.
5.3 Učenje nevronske mreže GRU
Za učenje smo uporabili učno množico vektorjev besed in njihovih soležnih
vektorjev ločil, ki smo jih opisali v poglavju 5.1. Vhod v mrežo smo pripravili
tako, da smo 128 vektorjev besed dolžine 30 zložili skupaj in tako dobili vhod
v mrežo. Enako smo storili z vektorjem ločil in dobili predviden izhod iz
mreže. Primer vektorja vhoda in izhoda prikazuje slika 5.1.
Slika 5.1: Slika prikazuje primer vektorja vhoda in vektorja izhoda pri učenju
rekurenčne (GRU) mreže.
Za učenje smo uporabili dvosmerno GRU nevronsko mrežo. Pri učenju
smo uporabljali generator, ki je sproti gradil vektorje besed in jih podajal na
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vhod mreže. Uporabili smo arhitekturo dvosmerne nevronske mreže, zgrajene
za postavljanje ločil in zaznavanje koncev povedi pri razpoznavi govora v
angleškem jeziku [24]. Nevronska mreža uporablja aktivacijsko funkcijo tanh,
podrobneje je opisana v razdelku 2.2. Dvema dvosmernima rekurenčnima
plastema sledi še ena rekurenčna plast GRU z mehanizmom pozornosti. Ta
ji omogoča, da se mreža osredotoči na dele, ki najbolj vplivajo na to, kje v
besedilu vejica stoji in kje vejice ni.
Nevronska mreža je zgrajena iz dveh rekurenčnih plasti celic GRU. Pri
tem ena rekurenčna plast bere vhode iz začetka proti koncu, druga pa v
obratni smeri.
Vsako besedo na vhodu je nevronska mreža preslikala v kontekstni vektor.
Če smo v času priprave podatkov v posebno datoteko shranili tudi vektorske
vložitve besed, smo uporabili te naučene vektorje, sicer je mreža besede za-
kodirala z eničnim kodiranjem. Pri tem kodiranju je velikost vektorjev enaka
številu možnih besed. Vektor je sestavljen iz ničel, le na mestu, ki označuje
trenutno besedo na vhodu, je enica.
Po vsaki opravljeni iteraciji učenja smo validirali model in uspešnost shra-
nili v seznam. Za validacijo smo uporabili razvojno množico. Če v zadnjih
dveh iteracijah učenja nismo izbolǰsali uspešnosti modela, smo učenje za-
ključili.
5.4 Testiranje GRU nevronske mreže
Pred testiranjem smo najprej prebrali shranjeni naučeni model. Za tem smo
zgradili dva slovarja, ki sta nam besede na vhodu preslikala v vhode v mrežo
in obratno. Vsako besedo smo na vhodu v mrežo podali z indeksom, model
pa jo je pretvoril v ustrezno vektorsko vložitev. Enako smo storili z ločili.
Besedilo smo testirali na testni množici, iz katere smo odstranili vse vejice.
Besedilo smo ločili na posamezne povedi in povedi preoblikovali v vektorje
besed. Ker smo želeli imeti vse vektorje enake dolžine, smo jih do ustrezne
dolžine zapolnili z ničlami. Vsak vektor smo spustili skozi naučen model.
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Izhod modela je bil vektor verjetnosti ločil za vsako besedo na vhodu. Pri
izbiranju ločil smo vedno izbrali najverjetneǰse ločilo in z ločili opremljen
stavek shranili. Pri evalvaciji modela smo rezultate primerjali s pravilno
postavljenimi vejicami.
5.5 Priprava vhodov za izpopolnjevanje mo-
dela BERT
Podobno kot pri pripravi podatkov za nevronsko mrežo GRU, smo pri pri-
pravi podatkov za učenje z vektorskimi vložitvami BERT iz stavkov najprej
ločili veznike in jih preslikali na način, kot je prikazan v tabeli 5.1.
Proces izpopolnjevanja modela BERT smo izvajali s podatkovno množico
Gigafida opisano v 4. Stavke smo zapisali vsakega v svojo vrstico. Vse znake,









Tabela 5.3: Primer zamenjave znakov pri pripravi stavkov za učenje.
Vsak stavek smo opremili z žetonom za začetek [CLS] in konec [SEP], kot
veleva specifikacija za pripravo podatkov pri učenju modela BERT.
Za izpopolnjevanje modela smo izbrali način učenja s tehniko maskiranja
besed. Med učenjem smo skušali ugotoviti ali za vsako besedo stoji vejica
ali ne. Vsako maskirano besedo smo označili s posebnim žetonom [MASK].
Vsak stavek smo razdelili na besede in za vsako besedo postavili [MASK]
Diplomska naloga 29
žeton. Žeton smo izpustili le za zadnjo besedo in piko. Med postavljanjem
maskiranih žetonov, smo hkrati polnili vektor ločil. Če smo v stavku naleteli
na vejico, smo vejico izpustili in v vektor ločil zapisali 1, sicer pa 0.
Iz enega stavka smo dobili dva vektorja. Prvi vektor je vseboval maskirane
besede, drugi vektor pa seznam ločil.
stavek Ko se je obrnila, je bila pretresena.
maskirani [CLS] Ko [MASK] se [MASK] je [MASK] obrnila
stavek [MASK] je [MASK] bila [MASK] pretresena . [SEP]
vektor ločil 0 0 0 1 0 0
Tabela 5.4: Primer maskiranega stavka z vektorjem ločil.
5.6 Vektorske vložitve, pri modelu BERT
Model BERT za procesiranje besed na vhodu uporablja lastne vektorske
vložitve. Pri končni rešitvi smo uporabljali dva modela BERT. Najbolǰse
rezultate smo dobili s CroSloEngual modelom [25]. Rezultati z omenjenim
modelom so bili bolǰsi, ker je podatkovna množica pri učenju modela vsebo-
vala večje število slovenskih besedil. Teh je bilo v učni množici 23%. Kot
drugi model smo uporabili bert-base-multilingual-cased model [6].
Model BERT vsako besedo na vhodu s posebno funkcijo prebere in pre-
slika v lastno vektorsko vložitev. Najprej pogleda, če ima v slovarju besed že
omenjeno besedo. Če besedo ima, jo prebere in zapǐse vektorsko vložitev. V
primeru, da besede nima, besedo razdeli na manǰse žetone (angl. token). To
počne tako dolgo, dokler za vsak žeton ne najde v slovarju vektorske vložitve.
V najslabšem primeru besedo razdeli na žetone velikosti 1. Tehnika razbi-
janja besed na manǰse dele je podobna kot pri FastText modelu, opisanem
v razdelku 5.2, le da FastText model vse vektorske vložitve na koncu združi
v eno, model BERT pa ohrani posamezne žetone in jih med učenjem ali te-
stiranjem obravnava ločeno. Posebnost pri razbijanju besed na žetone pri
modelu BERT je, da model vsakemu žetonu, ki ne označuje začetka besede
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pripne poseben znak ##. Npr. besedo stripov, model razdeli na žetona strip
in ##ov.
Pri obeh modelih ima vektorska vložitev vsake besede velikost 768 zna-
kov. Slovar pri CroSloEngual modelu vsebuje 49601 žetonov, bert-base-
multilingual-cased model pa jih vsebuje 28996.
[CLS] Ko [MASK] se [MASK] je
maskirani [MASK] obrnila [MASK] je [MASK] bila
stavek [MASK] pretresena . [SEP]
[CLS] Ko [MASK] se [MASK] je
vektor [MASK] obrnil ##a [MASK] je [MASK] bila
žetonov [MASK] pretres ##ena . [SEP]
vektor identifikatorjev 103 1561 105 1009 105 1001 105 11848 1002
žetonov 105 1001 105 1108 105 14178 1579 47105 104
Tabela 5.5: Primer razbijanja na žetone stavka na vhodu pri modelu BERT.
5.7 Priprava vhodov za izpopolnjevanje mo-
dela BERT
Pri končni rešitvi smo model BERT izpopolnjevali s tehniko maskiranja be-
sed, zato smo pri učenju na vhod v model podali tri vektorje. Prvi vektor je
bil vektor identifikatorjev vseh žetonov, drugi vektor je vseboval preslikana
ločila, zadnji vektor pa je bil vektor pozornosti. Vse vektorje smo porezali ali
podalǰsali na dolžino 128. Model BERT ima v slovarju poseben žeton [PAD],
ki označuje dodane znake v vektorju.
Vsak stavek na vhodu smo razbili na žetone, kot opǐsemo v razdelku 5.6
in vsak žeton obravnavali ločeno. Če obravnavani žeton ni bil enak [MASK],
smo v vektor žetonov zapisali zaporedno število žetona v slovarju, v vektor
preslikanih ločil pa vrednost -100, ki modelu pri učenju pove, da za obrav-
navani žeton ni potrebno iskati preslikave, in v vektor pozornosti vrednost
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1. V nasprotnem primeru, če je bil obravnavani žeton enak [MASK], smo
v vektor preslikanih ločil zapisali 0, v primeru, da bi na omenjenem mestu
moral stati presledek, ali 1, če bi morala stati vejica. Vektor žetonov smo na
koncu podalǰsali z žetoni [PAD], vektor preslikanih ločil z vrednostmi -100 in
vektor pozornosti z vrednostmi 0.
[CLS] Ko [MASK] se [MASK] je
vektor [MASK] obrnil ##a [MASK] je [MASK] bila
žetonov [MASK] pretres ##ena . [SEP] [PAD] [PAD]
vektor identifikatorjev 103 1561 105 1009 105 1001 105 11848 1002
žetonov 105 1001 105 1108 105 14178 1579 47105 104 2 2
vektor preslikanih -100 -100 0 -100 0 -100 0 -100 -100
ločil 1 -100 0 -100 0 -100 -100 -100 -100 -100 -100
vektor 1 1 1 1 1 1 1 1 1 1
pozornosti 1 1 1 1 1 1 1 1 0 0
Tabela 5.6: Primer vektorja identifikatorjev žetonov, vektorja preslikanih
ločil in vektorja pozornosti. Vektorje smo zaradi lažjega prikaza zmanǰsali
na dolžino 20.
5.8 Izpopolnjevanje modela BERT
Pri izpopolnjevanju že naučenega modela BERT smo si pomagali s knjižnico
za izpopolnjevanje modela s tehniko maskiranja besed iz zbirke Pytorch.
Knjižnica je pred začetkom učenja modela pripravila že naučene plasti mo-
dela in jih pripravila za izpopolnjevanje.
Pred začetkom izpopolnjevanja modela, smo pripravili generator, ki je
modelu med učenjem podajal vhode. Generator je ob vsaki iteraciji vrnil
paket (angl. batch) 32 trojic vektorjev identifikatorjev žetonov, preslikanih
ločil in pozornosti. Proces izpopolnjevanja smo izvajali, dokler generator ni
prebral vseh povedi iz učne podatkovne množice. Celoten proces smo ponovili
štirikrat.
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Za proces izpopolnjevanja modela smo pripravili optimizator (angl. opti-
mizer) in usklajevalnik stopnje učenja (angl. learning rate scheduler). Opti-
mizator med izpopolnjevanjem sproti osvežuje in izbolǰsuje uteži posameznih
plasti po vsakem obravnavanem vhodu. Uporabili smo optimizator Adam,
ki smo ga vzeli iz knjižnice transformer [27].
Optimizator Adam stopnjo učenja spreminja med učenjem. S tem se
razlikuje od ostalih optimizatorjev, kot je na primer stohastični gradientni
spust. Stopnja učenja je pri optimizatorju Adam definirana za vsako utež
posebej.
Usklajevalec hitrosti učenja med izpopolnjevanjem sproti prilagaja hitrost
stopnje učenja. Na začetku model uči z veliko hitrostjo, kar pomeni, da
uteži na plasteh spreminja hitro in z velikimi spremembami, proti koncu pa
uteži na plasteh spreminja počasi in z malimi razlikami. S tem na začetku
preǐsčemo velik prostor stanj vrednosti uteži in imamo večjo možnost, da
bomo izbrali stanje, ki vodi v bolǰso kombinacijo uteži. Na koncu dobljeno
stanje z majhnimi spremembami še izbolǰsujemo.
Za implementacijo usklajevalca hitrosti učenja smo uporabili funkcijo iz
zbirke Pytorch, ki je učenje prilagodila na podlagi uporabljenega optimi-
zatorja in števila ponovitev učenja. Funkcija je stopnjo učenja postopno
linearno zmanǰsevala od začetne vrednosti proti nič.
Proces izpopolnjevanja modela smo izvedli v štirih iteracijah skozi celo-
tno učno množico. Na začetku vsake iteracije, smo nastavili parameter, ki
je označeval celotno izgubo učenja (angl. total loss). V nadaljevanju smo s
pomočjo generatorja vektorjev učnih podatkov pridobili pakete vektorjev ve-
likosti 32, identifikatorjev žetonov, preslikanih ločil in pozornosti. Vsak paket
smo iz procesorja prestavili na grafični procesor in tam izvajali učenje. Pred
začetkom vsakega koraka smo pobrisali vse gradiente izračunane v preǰsnjem
koraku, nato smo paket vektorjev spustili skozi model in na izhodu dobili
izračunano izgubo (angl. calculated loss); to smo prǐsteli k parametru za
celotno izgubo. Model je izgubo računal pri predikciji vsakega maskiranega
žetona. V naslednjem koraku smo na podlagi izračunane izgube izračunali
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Slika 5.2: Slika prikazuje primer zniževanja stopnje učenja v odvisnosti od
števila korakov učenja.
gradiente vseh spremenljivk, ki so pripomogle k izračunu te izgube. Nato
smo s pomočjo izračunanih gradientov in optimizatorja posodobili uteži in
na koncu posodobili vrednost stopnje učenja modela. Zniževanje vrednosti
stopnje učenja v odvisnosti od števila korakov prikazuje slika 5.2.
Po vsaki zaključeni iteraciji učenja smo model validirali. Za validacijo
smo uporabili razvojno podatkovno množico, ki je predstavljala 5% celotne
podatkovne množice. Proces validacije je potekal podobno kot proces učenja,
le da smo tokrat skozi model spustili le vektorje identifikatorjev žetonov in
vektorje pozornosti. Na izhodu smo dobili rezultat modela, ki je izhod zadnje
plasti modela brez izvedbe aktivacijske funkcije. V našem primeru smo za
vsak vektor žetonov na izhodu dobili vektor velikosti (dolžina vektorja na
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vhodu) x (velikost slovarja modela), 128 x 49601. Končni rezultat modela
smo izračunali z izborom znaka z največjo vrednostjo v vektorju na izhodu.
Po končani validaciji smo celotno iteracijo učenja ponovili.
5.9 Implementacija spletne aplikacije
Vso kodo diplomske naloge smo napisali v programskem jeziku Python. Za-
radi lažje uporabe že napisanih programov smo tudi pri implementaciji REST
vmesnika spletne aplikacije uporabili jezik Python s knjižnico Flask. Upo-
rabnǐski vmesnik smo napisali v jezikih HTML, CSS in javascript. Spletna
aplikacija omogoča, da uporabnik vpǐse stavek, ki ne vsebuje vejic. Pri pri-
tisku gumba ”postavi vejice”, se mu na zaslonu prikaže stavek s pravilno
vstavljenimi vejicami.
Rešitev je implementirana tako, da uporabnǐski vmesnik s post klicem
na relativni naslov /api/postavi-vejice pošlje stavek v obliki parametra na
strežnik. Metoda na strežniku stavek obdela, ga shrani v datoteko in pokliče
program, ki stavek prebere iz datoteke, naloži naučeni model BERT, pripravi
maskirano obliko stavka, opisano v razdelku 5.4, in zgradi vektorja identifika-
torjev žetonov ter pozornosti, kot smo opisali v razdelku 5.6. Vektorja pošlje
skozi naučeni model in iz vektorjev na izhodu modela izračuna položaje vejic.
Nov stavek s popravljenimi vejicami zapǐse v datoteko in sporoči REST vme-
sniku, da je s procesom zaključil. REST vmesnik nov, z vejicami pravilno
opremljen, stavek pošlje nazaj kot odgovor uporabniku. Pravilni stavek se
uporabniku pokaže na zaslonu.
Poglavje 6
Evalvacija rešitve
V poglavju bomo najprej predstavili način vrednotenja rezultatov. Najprej
bomo predstavili rezultate testiranja mreže GRU in nato rezultate testiranja
arhitekture BERT. Na koncu bomo rezultate primerjal s sorodnim delom.
Modele smo testirali s posebno, ločeno testno množico. Celotno podat-
kovno množico smo pred učenjem razdelili na 90% učne, 5% testne in 5%
razvojne množice. Za testiranje rešitev, ki smo jih pridobili z arhitekturo
dvosmernih nevronskih mrež GRU in modelom BERT, smo implemetirali te-
stna programa. Vsak program je na vhod prejel pravilne stavke, z vejicami,
in nepopolne stavke brez vejic. Nepopolne stavke je opremil z vejicami in
rezultate primerjal s pravilnimi stavki.
Pri testiranju smo analizirali število vejic, ki jih je program predvidel pra-
vilno. Te primere označimo z oznako TP (angl. true positives). Število vejic,
ki bi v stavku morale stati, vendar jih program tam ni postavil, označimo z
oznako FN (angl. false negatives), število vejic, ki jih je naš program postavil,
vendar v stavku ne bi smele stati pa z oznako FP (angl. false positives).
Iz teh podatkov smo lahko izračunali točnost, priklic in F-oceno modela.
Točnost (angl. precision) nam pove, kolikšen delež vejic v besedilu je naš







Priklic (angl. recall) nam pove, kolikšen delež vejic je model postavil





F-ocena (angl. F-score) predstavlja razmerje med točnostjo in priklicem
modela. Največjo vrednost doseže, ko sta obe vrednosti blizu ena. Koristna
je, ko imamo pri klasifikaciji opravka z neenakomerno porazdelitvijo razre-
dov, ker se pri izračunu ozira tako na delež FP kot na delež FN primerov.
Neenakomerna porazdelitev je prisotna pri naši rešitvi, saj imamo v učni
množici veliko več presledkov kot vejic. F-oceno izračunamo z enačbo
F − ocena = 2 ∗ točnost ∗ priklic
točnost+ priklic
. (6.3)
6.1 Evalvacija nevronske mreže GRU
Med testiranjem nevronske mreže GRU smo opravili 1.325.103 predvidevanj
presledkov in vejic. Od teh jih je 1.283.245 mreža napovedala pravilno, kar
znaša 96.84%. Ta podatek nam ne pove veliko, saj k rezultatu pripomorejo
pravilno predvidevani presledki. Bolj realno sliko pridobimo, če se pri pred-
videvanjih osredotočimo le na mesta, kjer bi morala stati vejica. Vseh vejic
je bilo v testnem besedilu 111.607, od teh jih je mreža pravilno predvidela
86.810, kar je 77.78%. GRU mreža je pri evalvaciji napačno postavila 41.858
vejic. Od tega je predvidela presledek na mestu vejice v 24.797 primerih in
vejico namesto presledka v 17.061 primerih. Rezultate prikazuje tabela 6.3.
Pri testiranju rezultatov smo opazili, da je mreža pri večih napačno kla-
sificiranih primerih vejico izpustila, kot jo postavila na napačno mesto. Oce-
njujemo, da je do tega prǐslo, ker se je mreža predvsem osredotočila na mesta,
kjer vejica skoraj vedno stoji, npr. na mestih pred večino veznikov. Opazili
smo tudi, da je imela nevronska mreža dosti težav pri postavljanju vejice
med naštevanjem. Ocenjujemo, da mreža po opravljenem učenju ni imela
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dovolj znanja, kdaj gre za ponavljanje samostalnikov ali imen. Težavo bi
lahko postopoma omilili z dalǰsim učenjem in večjo učno množico.
6.2 Evalvacija modela BERT
Pripravili smo dva različna modela BERT. Najprej smo izpopolnili CroSloEn-
gual model [25]. Model je pri testiranju opravil 230.033 predvidevanj vejic in
presledkov. Testna množica je vsebovala 19.766 vejic, od katerih jih je model
pravilno napovedal 18.637, kar je 94.3%. Pri napačno klasificiranih prime-
rih je model predvidel presledek namesto vejice v 1.129 primerih in vejico
namesto presledka v 910 primerih. Rezultate prikazuje tabela 6.3.
Kot je razvidno iz tabele 6.2 so nekatere napake modela bile povezane
tudi z napačno postavljenimi vejicami v podatkovni množici, saj je v teh
primerih model vejico napovedal pravilno, v testni množici pa je ni bilo.
postavljen Če je pričakoval, da bo njegova žena prestrašena v zadregi ali
stavek hvaležna, ker je preprečil njeno smrt, se je motil.
pravilni Če je pričakoval, da bo njegova žena prestrašena, v zadregi ali
stavek hvaležna, ker je preprečil njeno smrt, se je motil.
postavljen Nosnice so se mu razširile in šel je proti njej ves besen,
stavek ker ga je tako ogovorila pred drugimi.
pravilni Nosnice so se mu razširile in šel je proti njej, ves besen,
stavek ker ga je tako ogovorila pred drugimi.
Tabela 6.1: Primer stavkov, ki jih je model napovedal napačno.
Med evalvacijo modela, smo zgradili tudi dva manǰsa modela, pri katerih
smo spremenili le učno množico, in sicer smo pri enem modelu uporabili
učno množico, kjer so bile vse besede zapisane z majhnimi črkami in eno, ki je
vsebovala velike in majhne črke. Razlike med modeloma so bile zanemarljive.
Predvidevamo, da so vzrok za to že naučene vektorske vložitve, zaradi katerih
model besede z veliko in malo začetnico slika v vektorje, ki so si v prostoru
vektorskih vložitev zelo blizu.
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postavljen Največji bedak med vsemi pa je bil neki moški
stavek in prav njega se je najbolj bala.
napačni Največji bedak med vsemi pa je bil neki moški,
stavek in prav njega se je najbolj bala.
postavljen Predolgo ga je mučila nemogoča izbira, naj se odloči za žensko,
stavek ki jo ljubi, ali za zvestobo svojemu klanu.
napačni Predolgo ga je mučila nemogoča izbira naj se odloči za žensko,
stavek ki jo ljubi, ali za zvestobo svojemu klanu.
Tabela 6.2: Primer stavkov, ki jih je model napovedal pravilno, a so bili
napačni v testni množici.
V drugem delu smo izpopolnili bert-base-multilingual-cased model [6].
Model so naučili na podatkovni množici, sestavljeni iz 104 jezikov, med ka-
terimi je bila tudi slovenščina. Model smo testirali in izpopolnjevali z enako
učno in testno množico kot v prvem primeru. Pri testiranju je model opra-
vil 230.033 predvidevanj vejic in presledkov, od katerih jih je prav napovedal
227.397, to znaša 98.9%. Od 19.766 vejic, prisotnih v besedilu, jih je pravilno
napovedal 18.276, kar je 92.5%. Model je napovedal presledek namesto ve-
jice v 1.490 primerih in vejico namesto presledka v 1.146 primerih. Rezultate
prikazuje tabela 6.3.
V tabeli 6.3 opazimo, da se je model mBERT pri evalvaciji odrezal malo
slabše od CroSloEngual modela. Ocenjujemo, da je vzrok za to predvsem
slabša kakovost in manǰsa količina slovenske učne množice pri učenju modela
mBERT. Kljub temu so bili rezultati še vedno presenetljivo dobri glede na
to, da je model pri učenju uporabljal znanje vseh 104 jezikov in smo z njim
uspeli doseči primerljive rezultate.
6.3 Povzetek rezultatov
Po končani evalvaciji modelov ugotovimo, da smo z arhitekturo BERT dosegli
veliko bolǰse rezultate. Predvidevamo, da je temu tako, ker sta oba modela
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BERT že v začetku vsebovala več znanja in temeljita na noveǰsi in uspešneǰsi
arhitekturi. Pri nevronski mreži GRU bi verjetno dosegli bolǰse rezultate, če
bi uporabili drugačne vektorske vložitve in mrežo učili dlje časa. Vzrok za
kraǰse učenje nevronske mreže GRU, je v preusmeritvi pozornosti na model
BERT, ki je že v začetku kazal na bolǰse in obetavneǰse rezultate.
Vse tri modele smo primerjali z rezultati iz [22]. Za primerjavo smo vzeli
model naučen z nevronsko mrežo GRU in z vektorskimi vložitvami ELMo,
ki so prinesele najbolǰse rezultate. Omenjeni model predvideva ločila pri
prepoznavanju govora in poleg vejic napoveduje še ostala ločila ter tako ne
pozna meje stavkov. Rezultate smo primerjali z rezultati pri napovedovanju
vejic.
točnost priklic F-ocena
model iz [22] 90.7 91.3 91.0
naš model GRU 83.6 78.8 80.6
CroSloEngual 95.3 94.3 94.8
bert-base-multilingual-cased 94.1 92.5 93.3
Tabela 6.3: Tabela prikazuje primerjavo točnosti, priklica in F-ocene, z mo-
delom iz [22].
Pri primerjavi rezultatov opazimo, da je mreža GRU iz [22] dosegla bolǰse
rezultate, kot naša nevronska mreža GRU. Predvidevamo, da je vzrok v
bolǰsih vektorskih vložitvah in dalǰsem obdobju učenja mreže.





Implementirali smo več različnih modelov za postavljanje vejic v slovenskem
jeziku. Pri prvem modelu, smo se zgledovali po že implementiranem modelu z
uporabo nevronskih mrež GRU. Dodatno smo uporabili model BERT. Dobra
stran arhitekture BERT je, da jo lahko samo izpopolnimo in tako ohranimo
že vsebovano jezikovno znanje.
Pri rezultatih, pridobljenih z uporabo jezikovnega modela tipa BERT,
opazimo končni bolǰsi rezultat v primerjavi z rezultati, pridobljenimi z GRU
nevronsko mrežo. Vzrok za to je bolǰsa in kompleksneǰsa arhitektura ter
večje predhodno jezikovno znanje modela BERT. Pri testiranju rešitve z
uporabo GRU nevronske mreže opazimo vǐsjo oceno točnosti v primerjavi
z oceno priklica. To nakazuje na večje število izpuščenih vejic v primerjavi
s številom napačno postavljenih vejic. Rezultati, pridobljeni z izpopolnje-
vanjem mBERT modela, so slabši v primerjavi z rezultati, pridobljenimi z
izpopolnjevanjem CroSloEngual modela. Vendar kljub manǰsi množici slo-
venskih besedil, uporabljenih pri učenju modela, razlika ni velika. To pomeni,
da si je model mBERT pri postavljanju vejic v slovenščini pomagal tudi z
znanjem o skladnji ostalih jezikov, na katerih je bil naučen.
V okviru diplomske naloge, smo pripravili tudi preprosto spletno apli-
kacijo, ki uporabniku omogoča vnos besedila, ki ga s pomočjo naučenega
modela BERT opremi z ustreznimi vejicami.
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Menimo, da bi model lahko v prihodnje prilagodili za postavljanje vseh
ločil v stavkih in pri tem ne bi znatno poslabšali rezultatov za napovedovanje
vejice. Morda bi rezultate lahko še izbolǰsali, če bi namesto modela BERT
uporabili model RoBERTa. Model RoBERTa je bil razvit na podlagi modela
BERT z nekaterimi izbolǰsavami. Namesto učenja modela s statičnim maski-
ranjem besed je model RoBERTa naučen z dinamičnim maskiranjem besed,
kar pomeni, da se maskirane besede med iteracijami učenja spreminjajo. Pri
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