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Навчальна дисципліна «Теорія прийняття рішень» належить до базових 
дисциплін циклу загальної підготовки навчального плану бакалавра. 
 
Предмет навчальної дисципліни – процес навчання і підготовки фахівця 
за спеціальністю 122 «Комп’ютерні науки та інформаційні технології» 
(спеціалізація «Інформаційні технології в біології та медицині») першого 
(бакалаврського) рівня вищої освіти ступеня бакалавра, який дозволить 
використовувати бінарні відношення та механізми прийняття рішень, 
метризовані відношення й експертні оцінювання, моделі та методи прийняття 
рішень за умов баготокритерійності, прийняття рішень методом аналітичної 
ієрархії, концепцію корисності та раціональний вибір, моделі та методи 
прийняття рішень в умовах нечіткої інформації, невизначеності та ризику, 
моделі та методи багатоособового прийняття рішень, теорію ігор, стратегічні та 
статичні ігри, психолінгвістичні аспекти прийняття рішень, прийняття рішень 
за умов лінгвістичної невизначеності та нечіткості.  
 
Для дисципліни визначені наступні міждисциплінарні зв’язки: 
В структурно-логічній схемі програми підготовки фахівця: 
 дисципліну забезпечують наступні дисципліни та кредитні модулі:  
Математичний аналіз (1/І), Теорія біомедичних сигналів (3/СВ), 
Інтелектуальний аналіз даних (11/ІІ), Нечіткі моделі в медицині (5/С); 
 дисципліна забезпечує наступні навчальні дисципліни та кредитні модулі: 
Моделювання систем (8/ІІ), Основи штучного інтелекту (6/С).  
 
Навчальна дисципліна є основою для підготовки дипломних робіт за 
спеціальністю та в подальшій практичній роботі за фахом. 
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ТЕОРЕТИЧНІ ВІДОМОСТІ 
Теорія прийняття рішень – це математична дисципліна, яка забезпечує 
науково обґрунтований підхід до вибору найкращого, в деякому розумінні, 
варіанту (варіантів) поведінки в умовах неповної інформації про зовнішнє 
середовище. Важливість наукового підходу до прийняття рішень полягає в тому, 
що рішення, які людина приймає інтуїтивно не завжди є раціональними.  
Саме тому «Теорія прийняття рішень» входить до обов’язкового переліку 
навчальних дисциплін, які викладаються студентам різних напрямків. 
Науково обґрунтований вибір альтернатив з множини можливих варіантів 
базується на різних математичних постановках та відповідних методах, які 
залежать від змісту конкретної прикладної задачі прийняття рішень.  
В одних випадках задача може бути зведена до пошуку найкращої 
альтернативи за сукупністю критеріїв. Критеріями називають деякі оцінки 
альтернатив за їх привабливістю (або непривабливістю) для учасників процесу 
вибору, зокрема, для особи, яка приймає рішення (ОПР). В професійній діяльності 
вибір критеріїв часто визначається багаторічною практикою, досвідом.  
В найпростішому випадку, коли кожну альтернативу можна оцінити одним 
числом (значенням критерію),  порівняння альтернатив зводиться до порівняння 
відповідних їм чисел. Зауважимо, що проста за постановкою задача пошуку 
оптимальної альтернативи за одним критерієм часто виявляється складною, 
оскільки метод її розв’язування визначається як специфікою множини можливих 
альтернатив, так і видом самого критерію. 
Задача суттєво ускладнюється коли вибір альтернатив ґрунтується за 
сукупністю критеріїв (задача багатокритеріальної оптимізації). Складність цієї 
задачі обумовлена різними причинами, зокрема:  
1. Жоден з критеріїв не може бути обраний в якості єдиного. 
2. Рішення, оптимальне за одним критерієм, найчастіше не є оптимальним 
за іншими критеріями.  
3. Одні критерії бажано максимізувати, а інші – мінімізувати. 
4. Рішення може виявитися неоптимальним за жодним з критеріїв, але 
разом з тим, воно має бути найкращим компромісним рішенням з урахуванням 
всіх критеріїв одночасно. 
5. Виникає необхідність вибору принципу оптимальності, а неоднозначність 
використання різних принципів оптимальності може призводити до вибору різних 
альтернатив. 
6. Неоднозначність впорядкованості критеріїв за важливістю: ранжування 
критеріїв залежить від суб’єктивних оцінок ОПР або  експертів. 
7. Виникає необхідність нормування критеріїв, які вимірюються в різних 
одиницях і діапазонах. 
8. Виникає питання переходу від якісних критеріїв до кількісних. 
9. Рішення, яке забезпечує максимум одному з критеріїв, частіше за все не 
забезпечує ні в максимум, ні в мінімум іншими критеріями. 
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В реальних ситуаціях часто буває важко або неможливо дати 
характеристику окремої альтернативи  у вигляді числового критерія або 
сукупності критеріїв. Але якщо розглядати альтернативу не окремо, а в парі з 
іншою, то знаходяться підстави сказати, яка з них краща (переважає за іншу).  
Можливість порівнювати альтернативи дозволяє їх впорядкувати 
(ранжувати) на основі мови бінарних відношень. Існують різні способи визначення 
бінарних відносин, які вивчаються в дисципліні. На лекціях та комп’ютерних 
практикумах студент вивчає основні властивості бінарних відношень та практичні 
навики структурування альтернатив. Розглядається популярний метод ELECTRE.   
Студенти отримають також теоретичні знання та практичні навики 
процедур прийняття рішень на основі методу аналізу ієрархій Сааті (Analityc 
hierarchy process). Цей метод займає особливе місце, завдяки тому, що він отримав 
виключно широке поширення і активно застосовується до цього дня.  
Метод Сааті дозволяє: 
 виділити структурні елементи задачі прийняття рішень і формалізувати 
зв’язки між ними; 
 визначити системи переваг ОПР і критеріїв, за якими оцінюються 
альтернативи; 
 синтезувати правило прийняття рішень, яке ґрунтується на перевагах 
одних альтернатив у порівнянні з іншими. 
Основа методу – структуризація задачі прийняття рішень на основі 
багаторівневої ієрархії. 
Ієрархія є деякою абстракцією структури системи, яка полегшує вивчення 
функціональних взаємодій її компонент і їх впливів на систему в цілому. Ця 
абстракція може приймати різні форми, але в кожній з них проводиться спуск з 
вершини – спільної мети до підцілей, далі до сил, які впливають на ці підцілі, до 
людей, які впливають на ці сили, до цілей окремих людей, до їх стратегій і, 
нарешті, до наслідків, що є результатами цих стратегій.  
Основні переваги методу Сааті такі: 
 наочність моделей; 
 простота інтерпретації результатів; 
 відносна простота розрахунків; 
 відповідність принципам системного аналізу; 
 можливість оцінювання альтернатив не тільки за кількісними, але і за 
якісними критеріями, що суб’єктивно визначаються експертами; 
 стійкість до порушення узгодженості суб’єктивних оцінок. 
Особливості методу Сааті демонструються на прикладі створення 
ієрархічної моделі конкретної задачі – прийняття рішення щодо стратегії розвитку 
фармацевтичної промисловості в Україні. Вважається, що можливі три  
альтернативи: відмова від розвитку вітчизняної промисловості (імпортна закупка 
ліків), створення підприємств з випуску обмеженої групи ліків та створення 
виробництв основної номенклатури ліків. 
Основними учасниками такого процесу є держава, виробники ліків та 
споживачі, які мають різні інтереси. Мета держави – нові робочі місця, 
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оподаткування, низькі ціни ліків для вирішення соціальних проблем. Основний 
інтерес виробників – отримання максимальних прибутків, а споживачів – 
отримання якісних ліків в розумні терміни за прийнятними цінами.  
Цю стратегічну задачу можна звести до трирівневої ієрархічної структури, 
на якій визначається оптимальне рішенні. На лекціях студенту надаються знання 
про математичні основи методу Сааті, а на коп’ютерних практикумах ці знання 
вдосконалюються при розв’язування конкретних прикладів.  
Для поглиблення практичних навичок студенти виконують розрахунково-
графічну роботу (РГР) – вибір найкращої з альтернатив за багатьма критеріями 
(уподобаннями особи, яка приймає рішення) методом аналізу ієрархій. 
Можливими  варіанти завдання РГР можуть бути такі задачі вибору: 
 автомобіля за ціною, об’ємом двигуна, типом коробки передач тощо;  
 місця роботи за заробітною платою, відстанню до офісу тощо; 
 типу замка для вхідних дверей за виробником, кількістю ключів тощо; 
 мобільного телефону за ціною, об’ємом пам’яті, вагою тощо; 
 десерту для щоденного раціону за калорійністю, корисними елементами 
тощо; 
 готелю для літнього відпочинку за вартістю номера, відстанню від моря, 
поверхом тощо; 
 косметичних ін’єкцій від зморшок на обличчі за тривалістю дії, 
протипоказаннями, вартістю процедури тощо; 
 музикального інструменту за ціною, фірмою виробником тощо; 
 телевізора за розмірами екрану, вартістю, наявністю спеціальних ефектів 
тощо;  
 дитячого дошкільного закладу за кількістю розвиваючих гуртків, рівнем 
професійності вихователів, наявністю спортивного залу, інтерактивних засобів 
тощо. 
При викладанні навчальної дисципліні розглядається специфічна задача, яка 
отримала назву «Метод оптимальної зупинки» Припускається, що особа, яка 
приймає рішення (ОПР), заздалегідь не знає особисті якості скінченої множини 
альтернатив, але на основі «експерименту» може попарно порівнювати 
альтернативи та визначити альтернативу, яка має переваги над іншою.  
Мета ОПР полягає в тому, щоб на основі послідовного перегляду 
альтернатив у випадковому порядку вибрати найкращу серед альтернатив зі 
скінченної множини для таких обмежень: 
1. Кожна з альтернатив переглядається лише один раз. 
2. На кожному кроці ОПР може прийняти одне з двох рішень: або 
продовжити пошук кращої альтернативи, або зупинитися, вважаючи, що поточна 
альтернатива не тільки краща за попередні, але і найкраща з усіх можливих 
альтернатив скінченної множини. 
Задача оптимальної зупинки виникає у разі вирішення широкого кола задач, 
зокрема задач пошуку: 
 найбільш привабливого банку для отримання кредиту; 
 квартири для оренди або купівлі в великому місті; 
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 місця паркування автомобіля; 
 окремого товару на ринку. 
Для формального розв’язку задачі оптимальної зупинки використовується 
метод динамічного програмування, який дозволяє отримати оптимальне рішення з 
найбільшою імовірністю. На комп’ютерному практикумі студенти створюють 
програму для експериментального дослідження методу оптимальної зупинки на 
конкретних даних.      
Багато прикладних задач потребують є прийняття рішень в умовах 
конфлікту в припущенні активної протидії супротивників. Конфліктною 
називають ситуацію, коли не збігаються інтереси двох або більше сторін. 
Конфлікт може бути: 
 антагоністичним, коли виграш однієї сторони досягається за рахунок 
програшу протилежної; 
 неантагоністичним, коли інтереси сторін не є ні строго протилежними, ні 
повністю співпадаючими, наприклад, конфлікт студента та викладача на екзамені. 
Розумно вирішувати конфліктні ситуації та не вибирати крайні форми 
поведінки, якщо це можливо. Для цього потрібно вміти формально описувати 
конфлікт (побудувати модель) і провести її аналіз. В таких випадках оптимальна 
стратегія ґрунтується на теорії ігор. 
Математичні основи теорії ігор вивчаються на прикладах матричної гри в 
нормальній (стратегічній) формі. Стратегія гравця – це сукупність правил, які 
визнають однозначний вибір особистого ходу в кожній конкретній ситуації. Щоб 
поняття стратегії мало сенс, гра повинна включати особисті ходи гравців, тобто 
гра тільки з випадковими ходами не має стратегії.  
Під час викладання дисципліни спочатку розглядається матрична гра в 
чистих стратегіях. Оптимальною називають таку стратегію, яка з багаторазовими 
повторами забезпечить даному гравцю максимально можливий середній виграш 
або мінімально можливий середній програш. Вважається, що супротивник теж 
розумний і робить все, щоб завадити нашому виграшу. В даному випадку не 
враховуються елементи ризику та можливі помилки кожного з гравців. Рішення 
гри (виграш або програш) зводиться до одного числа – ціни гри.  
Визначаються основні поняття матричної гри – платіжна матриця, верхня та 
нижня ціни гри. Аналіз матричної гри показує, що матрична гра в чистих 
стратегіях має такі властивості: 
1. Якщо в платіжній матриці є сідлова точка, то оптимальні стратегії гравців 
однакові – стратегії в сідловій точці, а ціна гри відома і дорівнює чистий ціні гри в 
цій точці. 
2. Якщо за наявністю сідлової точки один з гравців буде притримуватись 
оптимальної стратегії, а другий гравець, в надії підвищити свій виграш, буде 
відхилятися від неї, то він може тільки втратити, але не збільшити свій виграш. 
3. Матриця гри може містити кілька сідлових точок. 
4. Виграші у всіх сідлових точках однакові. 
5. Якщо дві сідлові точки лежать в різних рядках і стовпчиках, то знайдуться 
ще дві «симетричні» сідлові точки. 
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6. Не у всіх платіжних матрицях є сідлова точка. 
7. Гра з сідловою точкою рідко зустрічається на практиці: найчастіше нижня 
і верхня ціни гри різняться.  
8. У випадку відсутності сідлової точки для підвищення шансів середнього 
виграшу ходи гравців повинні включати не тільки чисті стратегії, що ґрунтуються 
на мінмаксі та максміні, але й випадкові ходи, тобто доцільно будувати змішані 
стратегії. 
Теорія прийняття рішень вивчає математичні основи гри в змішаних 
стратегіях. Студентам надаються також основи графоаналітичного методу 
розв’язування матричної гри та методу Брауна-Робінсона – ітеративної процедури 
побудови послідовності пар змішаних стратегій гравців, за якими визначається 
наближений розв’язок матричної гри, що збігається до точного з достатньою 
кількістю ітерацій. 
На відміну від постановки, прийнятої в теорії ігор, в задачах теорії 
статистичних рішень невизначеність ситуації не має антагоністичного 
(конфліктного) забарвлення. Передбачається, що зовнішнє середовище, в якій 
приймаються рішення, байдуже до наших рішень і не протидіє нам. 
Невизначеність в теорії статистичних рішень зв’язують лише з незнанням 
того, в якому стані знаходиться зовнішнє середовище –  «природа», яку умовно 
можна вважати другим учасником гри. 
Здавалося б, що відсутність свідомої протидії супротивника спрощує задачу 
вибору рішення, тому що ОПР ніхто не заважає. Але це на так!  
У грі з активним супротивником ми знаємо про його наміри протидіяти, а 
тому можемо розв’язувати задачу в припущенні, що супротивник прийме 
найгірше для нас рішення. Тим самим частково знімається елемент 
невизначеності гри. 
У грі з природою таке обґрунтоване припущення зробити неможливо і тому 
вибір оптимального рішення значною мірою залежить від вибору критерію 
оптимальності, тобто від суб’єктивних уподобань ОПР. 
Теорія статистичних рішень розглядає дві постановки задачі – прийняття 
рішень в умовах ризику та в умовах невизначеності. Розглядаються різні 
критерієм оптимальності в умовах невизначеності, які забезпечують правило 
вибору найкращого рішення, що засновано на певних припущеннях (гіпотезах) 
ОПР відносно поведінки зовнішнього середовища. Описуються методи вибору 
найкращої альтернативи за критеріями Лапласа, Вальда, Гурвіца і Севіджа та 
демонструються відмінності рішень, що засновані на цих методах. 
Особлива увага приділяється байєсовій стратегії прийняттю рішень, яка 
забезпечує мінімум середніх втрат (середнього ризику) на множині можливих 
ситуацій. Розглядаючи математичні основи байєсових стратегій визначаються 
також критерії корисності діагностичних тестів в задачах скринінгу та 
показується, що високі показники чутливості і специфічності не завжди 
гарантують корисність діагностичного тесту з точки зору зменшення апріорного 
ризику. 
Теорія статистичних рішень поклала підґрунтя для теорії раціонального 
вибору, яка ґрунтується на моделях впорядкованого процесу  мислення. За таким 
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підходом поєднуються формальні методи вибору, які ґрунтуються на оцінках 
імовірності випадкових подій, та рішення, які приймає людина (ОПР), діючи 
неформально.  
Для того, щоб такі рішення були обґрунтованими в теорії раціонального 
вибору вводиться ряд аксіом, на основі яких доводиться теорема про існуванні 
спеціальної функції – функції корисності. Рішення вважається раціональним, 
якщо воно забезпечує найбільшу корисність. У цьому випадку аналізується не 
одне, а багато послідовних рішень, які оцінюються за простим критерієм.  
В теорії раціональних рішень активно застосовуються такі поняття як 
дерева рішень та лотереї. Описано основні означення та аксіоми. Формулюється 
основна теорема раціонального вибору. Описується та демонструється на 
конкретних даних метод вибору оптимальної альтернативи, що заснований на 
процедурі згортання дерева рішень. Демонструються переваги методів 
раціонального вибору у порівнянні з інтуїтивним прийняттям рішень. 
Розглядається основна ідея теорії перспектив, що розвиває теорію раціонального 
вибору.  
Відомим прийомом підвищення якості прийняття рішень є об’єднання 
спеціалістів, в тій чи інший області знань, у колектив, який виробляє спільне 
рішення. Типовим прикладом подібного колективу є медичний консиліум, що 
приймає колективне рішення щодо поточного стану пацієнта на основі 
врахування різних думок – особистих рішень експертів. 
Ідею колективного рішення можна застосувати і до «колективу» 
формальних алгоритмів, що дозволяє підвищити ефективність достовірності 
розпізнавання ситуацій, що спостерігаються. 
Один з найбільш популярних методів інтеграції індивідуальних рішень 
експертів – метод голосування. Згідно з цим методом побудова колективного 
рішення ґрунтується на правилі більшості: за колективне рішення приймається 
альтернатива, що отримала найбільше число голосів експертів. Припускається, що 
голосувати відразу за два рішення заборонено.  
В той же час такий, на перший погляд справедливий метод, надає 
однозначне та справедливе рішення лише в тому випадку, коли число можливих 
альтернатив дорівнює двом та експерти групи мають рівні компетентності в 
оцінювані альтернатив. У загальному ж випадку метод голосування може не 
надати справедливе рішення, тобто не відповідати дійсно оптимальному варіанту 
та призводити до так званих «парадоксів» голосування – парадоксів Борда та 
Кондорсе.  
Зрозуміло, що процедура вироблення колективної думки про перевагу 
альтернатив повинна задовольняти ряд розумних вимог (аксіом Ерроу). В той же 
час доведена теорема про неможливість ідеального «колективного вибору», що 
задовольняє цим аксіомам,  яка отримала назву парадокс Ерроу.  
Під час розв’язування ряду прикладних задач, проблема формування 
колективного рішення може бути розглянута у такій постановці. Треба 
побудувати колективне рішення для визначення поточного стану об’єкту з 
множини відомих станів. Така задача має певну галузь застосування, наприклад, 
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визначення з мінімальної імовірності помилок поточного діагнозу пацієнта за 
особистими рішеннями групи незалежних експертів (лікарів).  
Формальна модель, що забезпечує розв’язування задачі в такій постановці, 
основана байєсових стратегіях, яка за означенням є оптимальною в тому сенсі, що 
забезпечує мінімум середньої імовірності помилки (середнього ризику) на 
множині можливих ситуацій (імовірностей стану об’єкту та імовірностей помилок 
експертів). Оскільки оптимальні байєсові моделі потребують апріорних знань про 
імовірнісні характеристики станів об’єкта та помилок експертів, то для побудови 
конструктивних моделей прийняття колективних рішень, розглядається 
субоптимальні моделі, які з заданою довірчою імовірністю забезпечує умови 
оптимальності. 
Таким чином, теорія прийняття рішень це математична дисципліна, яка 
ґрунтується на таких основних положеннях: 
1. Задача прийняття рішень виникає в ситуаціях, коли є не менше як два 
варіанти розвитку подій (альтернатив). 
2. Ідеальних рішень не буває: вибір кожної з можливих альтернатив може 
призводити до певних втрат (ризику) особи, що приймає рішення. 
3. Теорія прийняття рішень забезпечує вибір альтернативи, яка мінімізує 
можливий ризик. 
4. Математичний метод, який реалізує спосіб мінімізації ризику, має 





МЕТА ТА ЗАВДАННЯ НАВЧАЛЬНОЇ ДИСЦИПЛІНИ 
Метою навчальної дисципліни є формування у студентів здібностей в 
розв’язуванні практичних задач прийняття рішень, а саме : 
- вчитися, здобувати нові знання та уміння; 
- аналізувати проблеми, ставити постановку цілей і завдань, виконувати вибір 
способу й методів дослідження, а також оцінку його якості; 
- працювати з інформацією: знаходити, оцінювати й використовувати 
інформацію з різних джерел, необхідну для рішення наукових і професійних 
завдань; 
- вирішувати проблеми в професійній діяльності на основі аналізу й синтезу; 
- до застосування системного підходу у процесі вирішення наукових і 
професійних задач; 
- використовувати математичні методи для прийняття ефективних рішень під 
час розв’язання  професійних задач в процесі розробки інформаційних систем 
(ІС) та інформаційних технологій (ІТ); 
- використовувати методи інтелектуальної обробки даних та процесів і 
моделювання поведінки складних об’єктів; 
- застосовувати сучасні парадигми програмування під час програмної 
реалізації професійних задач; 
- виявляти в даних раніше невідомі знання, які необхідні для прийняття рішень 
в різних сферах професійної діяльності та зберігати їх у сховищах даних; 
- Здатність використовувати існуючі математичні моделі та методи при 
розв’язанні теоретичних і прикладних задач, що виникають при розробці ІТ та 
ІС; 
- брати участь у роботі над інноваційними проектами, використовуючи базові 
методи дослідницької діяльності; 
 
Згідно з вимогами освітньо-професійної програми студенти після засвоєння 
навчальної дисципліни мають продемонструвати такі результати навчання: 
знання: 
- способів та методів навчання; 
- основ наукової та дослідницької діяльності; 
- інформаційних технологій, мов програмування, інструментарію програміста; 
- принципів систематизації інформації; 
- основних понять, ідей та методів фундаментальної математики, дискретної 
математики, закономірностей випадкових явищ та процесів, методів 
оптимізації, чисельних методів, методів інтелектуального аналізу даних, 
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основних підходів; 
- теорії алгоритмів, методів побудови та аналізу ефективних алгоритмів; 
- сучасних технологій та інструментальних засобів розробки програмних 
систем; 
- мов програмування, сучасних теорій організації баз даних та знань, методів і 
технологій їх розробки; 
- парадигм програмування, сучасних мов програмування, основних структур 
даних і алгоритмів; 
- фундаментальних основ вищої математики, аналітичної геометрії та лінійної 
алгебри, методів дискретної та прикладної математики, фізики, методів теорії 
імовірності, імовірнісних процесів і математичної статистики, методів 
досліджень операцій, методів математичного і алгоритмічного моделювання, 
засад системного аналізу та інтелектуального аналізу даних. 
 
вміння: 
- системно мислити; 
- використовувати довідкову літературу, технічну документацію; 
- розвивати та застосовувати у професійній діяльності творчі здібності; 
- відповідально ставитися до професійних обов’язків та виконуваної роботи; 
- застосовувати знання фундаментальних дисциплін для розв’язку 
професійних задач; 
- застосовувати мови програмування, мови опису інформаційних технологій, 
мови специфікацій; 
- застосовувати інструментальні засоби при проектуванні та створенні 
інформаційних систем, продуктів і сервісів інформаційних технологій; 
- використовувати: основні поняття, ідеї та методи фундаментальної 
математики, методи дискретної математики, чисельних методів, імовірнісно-
статистичні методи, методи дослідження операцій та інтелектуального аналізу 
даних; 
- розробляти та застосовувати моделі представлення знань, стратегії 
логічного виведення, технологій інженерії знань, технологій і 
інструментальних засобів побудови інтелектуальних систем;  
- застосовувати ефективні алгоритми для розв’язання професійних завдань; 
- володіти сучасними технологіями автоматизації проектування складних 
об’єктів і систем, продуктів і сервісів інформаційних технологій, сучасними 
парадигмами та мовами програмування; 
- використовувати методи інтелектуальної обробки даних та процесів і 
моделювання поведінки складних об’єктів та їх програмна реалізація; 
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- застосовувати різні мови програмування; 
- застосовувати і розвивати фундаментальні, міждисциплінарні знання, 
строго доводити твердження, сформулювати результат, побачити наслідки 
отриманого результату;  
- застосувати існуючі моделі та методи математичного і алгоритмічного 
моделювання для вирішенні теоретичних і прикладних задач. 
 
досвід в системі  типових завдань діяльності: 
 основи побудови моделей вирішення проблемних ситуацій та методи їх 
оптимізації; 




СТРУКТУРА ТА ЗМІСТ НАВЧАЛЬНОЇ ДИСЦИПЛІНИ 
На вивчення навчальної дисципліни відводиться 135 годин (4,5 кредитів 
ECTS). Навчальна дисципліна не містить семестрових (кредитних) модулів. Для 
денної форми навчання рекомендують наступний розподіл навчального часу: 36 
годин на лекції, 36 годин на комп’ютерні практикуми та 63 години на самостійну 
роботу студента. З навчальної дисципліни проводиться екзамен.   
В основу змісту навчальної дисципліни покладено три розділи з наступними 
темами: 
 
Розділ 1 Теоретичні основи вибору альтернатив (5.ІІ.01) 
Експертні процедури для прийняття рішень. Загальна схема експертизи. 
Підготовка експертизи. Методи обробки експертної інформації. Формування 
вихідної множини альтернатив. 
Тема 1.1. Загальні аспекти прийняття рішень (5.ІІ.01.01) 
Вступ до курсу. Історія розвитку концепції прийняття рішень. Проблеми 
структуризації прийняття рішень. Послідовність та зміст основних етапів 
процесу прийняття рішень. Структура задачі та види моделей прийняття 
рішень. Формальна постановка задачі прийняття рішень. Класифікація 
моделей та задач прийняття рішень. 
Тема 1.2. Бінарні відношення та механізми прийняття рішень (5.ІІ.01.02) 
Поняття бінарного відношення. Способи перетворення та дії над бінарними 
відношеннями. Властивості та основні типи бінарних відношень. 
Агрегування відношень. Поняття фактор-відношення. Представлення 
системи переваг бінарними відношеннями. Впорядковані множини в 
прийнятті рішень. Структури «домінування-байдужість». Функції та 
механізми вибору. Представлення переваг децидента за допомогою функцій 
вибору. Поняття механізму вибору. Основні задачі дослідження та 
використання механізмів вибору. Шкали вимірювання переваг. Основні 
види шкал вимірювання. Інваріантні алгоритми й середні величини. 
Тема 1.3. Метризовані відношення й експертні оцінювання (5.ІІ.01.03) 
Метризовані відношення та міри близькості. Поняття та основні види 
метризование відношень. Міри близькості на бінарних відношеннях. 
Емпіричні системи та вимірювання переваг. Методи експертного 
оцінювання. Проблеми експертного оцінювання та види експертиз. Загальні 
методи експертного оцінювання. Методи експертного оцінювання переваг. 
Методи оцінювання компетентності експерта. 
Розділ 2 Моделі, методи та алгоритми прийняття рішень (5.ІІ.02) 
Задача вибору. Алгоритми рішення загальної задачі вибору. Функція розподілу 
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числа недомінованих альтернатив. Імовірнісні характеристики потужності 
множини Парето. Прийняття рішень методом аналітичної ієрархії. Загальні 
поняття та властивості функції корисності. Задача вибору з функцією 
корисності. Алгоритми оптимізації функції корисності. Оптимізація при 
наявності шумів. 
Тема 2.1 
Моделі та методи прийняття рішень за умови 
багатокрирерійності (5.ІІ.02.01) 
Структуризація генеральної мети. Дерево цілей. Багатокритерійність. Поняття 
множини оптимальних за Парето розв’язків. Умови оптимальності. Принципи 
прийняття раціональних рішень в багатокритерійних задачах. Методи 
розв’язання багатокритерійних задач. Методи глобального критерію. Методи 
переведення критеріїв в обмеження та послідовних поступок. Методи, що 
використовують бінарні відношення. Принципи вибору та бінарні відношення. 
Тема 2.2 Прийняття рішень методом аналітичної ієрархії (5.ІІ.02.02) 
Теоретичні основи методу аналітичної ієрархії. Ієрархії та пріоритети. 
Обґрунтування методу аналітичної ієрархії. Властивості власних значень 
матриць попарних порівнянь в МАІ. Прийняття рішень методом аналітичної 
ієрархії. Алгоритм методу аналітичної ієрархії. Особливі випадки методу 
аналітичної ієрархії. Застосування методу аналітичної ієрархії в плануванні 
та залагодженні конфліктів. 
Тема 2.3 Конценпція корисності та раціональний вибір (5.ІІ.02.03) 
Концепція корисності та її розвиток. Поняття корисності в економіці. 
Розвиток концепції корисності. Види корисності. Прийняття рішень на 
ґрунті функції корисності. Постулати раціонального вибору в економіці. 
Парадокси економічного вибору. Умови існування функції корисності. 
Раціональний вибір та поведінка децидента. Побудова функцій корисності. 
Структурні умови незалежності. Декомпозиція багатовимірної функції 
корисності. Побудова одно- та багатовимірних функцій корисності. 
Багатокритеріальна теорія корисності. 
Тема 2.4 
Моделі та методи прийняття рішень в умовах нечіткої 
інформації, невизначеності та ризику (5.ІІ.02.04) 
Проблема прийняття рішень в умовах невизначеності. Класифікація 
невизначеностей. Ризики у прийнятті рішень. Поняття ризику. 
Ідентифікація, контроль та управління ризиками. Моделі та методи 
прийняття рішень в умовах невизначеності. Задача прийняття рішень в 
умовах невизначеності. Критерії прийняття рішень в умовах невизначеності. 
Метод дерева рішень. 
Тема 2.5 
Моделі та методи багато особового прийняття рішень 
(5.ІІ.02.05) 
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Прийняття рішень шляхом голосування. Задача голосування. Правила 
голосування. Поповнення й участь. Послідовні порівняння за правилом 
більшості. Послідовні та паралельні порівняння. Бінарні дерева на множині 
кандидатів. Парадокси прийняття рішень шляхом голосування. 
Інтерпретація колективних рішень графовими структурами. Внутрішня та 
зовнішня стійкість. Поняття ядра. Позиційні правила прийняття 
багатоособових рішень. Мажоритарні правила прийняття багатоособових 
рішень. Правила, що використовують допоміжну числову шкалу та 
турнірну матрицю. Коаліції в виборних структурах. Індекси впливу в 
коаліціях. 
Розділ 3 Теорія ігор (5.ІІ.03) 
Теорії ігор та їх класифікація, матричні ігри. 
Тема 3.1 Теорія ігор, стратегічні та статистичні ігри (5.ІІ.03.01) 
Предмет та завдання теорії ігор. Стратегічні ігри. Антагоністичні ігри. 
Нестратегічні ігри. Кооперативні ігри. Аффінно-еквивалентні ігри. 
Матричні ігри. Матричні ігри з сідловими точками. Основна теорема 
матричних ігор. Властивості оптимальних стратегій гри. Домінування в 
матричних іграх. Метод наближеного визначення ціни гри. Спрощення 
матричних ігор. Графічний метод розв’язування матричних ігор. Матричні 
ігри та лінійне програмування. Множина всіх розв’язків гри. Біматричні 
ігри. Позиційні ігри. Система опрацювання інформації децидентом. 
Організація опрацювання інформації людиною. Дескриптивні дослідження 
проблем прийняття рішень. 
Тема 3.2 Психолінгвістичні аспекти прийняття рішень (5.ІІ.03.02) 
Психологічні теорії поведінки при ухваленні рішень. Психолінгвістичні 
особливості отримання інформації, необхідної для прийняття рішень. 
Особливості отримання інформації від експертів. Особливості 
лінгвістичного та гносеологічного аспекту спілкування з експертом. 
Класифікація методів отримання інформації. Психологія прийняття рішень. 
Психологічні аспекти сприйняття ризику. Особливості багатоособових 
рішень. Формальні та творчі компоненти у прийнятті рішень.Лінгвістична 
невизначеність та нечіткість. Слабо структуровані проблеми та їх 
невизначеності. Нечіткі множини та операції над ними. Відображення 
нечітких множин. Нечіткі відношення. Означення та операції над нечіткими 
відношеннями. Властивості нечітких відношень. Завдання досягнення 
нечіткої мети. Прийняття рішень при нечіткому відношенні переваги. 
Нечіткі відношення переваги. Прийняття рішень за нечітким відношенням 





З дисципліни рекомендується проведення комп’ютерних практикумів, на 
яких можна планувати проведення модульної контрольної роботи. 
Основна ціль комп’ютерних практикумів: засвоїти теоретичні знання для 
отримання практичних навичок у засобах та методах прийнятті рішень у різних 
умовах.  
Приблизна тематика комп’ютерних практикумів (КП): 
 
КП №1 Методологічні основи прийняття рішень 
КП №2 Вивчення етапів процесу прийняття рішень 
КП №3 Прийняття рішень за умов багатокритеріальності 
КП №4 Прийняття рішень за умов ризику 
КП №5 Прийняття рішень за умов невизначеності середовища 
КП №6 Використання нормативних моделей прийняття рішень в умовах 
невизначеності  
КП №7 Прийняття рішень за умов конфлікту  
КП №8 Операції над нечіткими множинами та величинами 
КП №9 Прийняття рішень за умов нечіткої вихідної інформації 
КП №10 Системи підтримки прийняття рішень на основі нечіткої логіки 
КП №11 Прогнозування в задачах прийняття рішень 
КП №12 Наївні методи прогнозування 
КП №13 Прогнозування методом усереднення 
КП №14 Експертне прогнозування. Метод Дельфі 
КП №15 Теорія ігор та прийняття рішень в умовах невизначеності 
КП №16 Матрична гра двох осіб з ненульовою сумою 




РЕКОМЕНДОВАНЕ ІНДИВІДУАЛЬНЕ ЗАВДАННЯ 
З дисципліни рекомендовано проведення індивідуального семестрового 
завдання у формі розрахункової роботи (РР).  
Основна ціль РГР: вирішення поставленої практичної навчальної задачі, а 
саме комп’ютерне моделювання біологічних систем, прийняття рішень з 
використанням вивченого на лекційних та практичних заняттях, а також 
самостійно вивченого теоретичного матеріалу з обов’язковим застосуванням 
сучасних систем для прийняття рішень. 
Приблизна тематика РР: 
 
№1 Комп’ютерне моделювання графічного рішення матричних ігор. 
№2 Застосування теорії ігор для оптимізації рішень. 
№3 Застосування нейронних мереж для задач прогнозування медико-
біологічних задач. 
№4 Застосування нейронних мереж для задач теорії прийняття рішень в  
медико-біологічній сфері. 
№5 Модуль підтримки прийняття рішень в медичних закладах. 
№6 Аналіз методик експертної оцінки та множинного ранжування. 
 
Обсяг індивідуального завдання: 
Завдання містить: титульний аркуш, зміст, вступ, анотацію, основну 
частину, висновки, список використаних джерел, додатки з допоміжним 
матеріалом (на які посилаються в роботі), у разі потреби – презентація захисту. 
Обсяг завдання становить 15-17 сторінок стандартного (А4) аркушу 
машинописного тексту з використанням комп’ютерної техніки. 
Наприклад: основній частині завдання відводиться 10-12 сторінок, на вступ, 
висновки по 1-2 сторінці, на анотацію 3 сторінки, сторінки на список 
використаних літературних джерел, додатки до завдання не зараховуються, хоча 
вони й мають спільну нумерацію з іншими його частинами.  
Робота повинна бути написана грамотною мовою та охайно оформлена. 
Зброшурована робота подається викладачу, який проводить комп’ютерні 
практикуми. У разі невірно оформленої роботи або виконаного завдання робота 
повертається студенту для доопрацювання. 
Оформлення розділів та послідовність висвітлення матеріалу:  
Зміст звіту вміщує заголовки всіх його структурних частин у тій 
послідовності, в якій вони подаються в тексті з визначенням сторінки, на якій 
вони розпочинаються.  
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У вступі відобразити актуальність індивідуального завдання: 
 Обґрунтувати завдання за даними вітчизняної та зарубіжної науково-технічної 
літератури; 
 Обґрунтувати актуальність обраної проблематики та основних рішень. 
В анотації стисло відобразити загальну характеристику та основний зміст 
індивідуального завдання, яка містить: 
 Відомості про обсяг роботи, кількість ілюстрацій, таблиць, додатків і 
літературних найменувань за переліком використаних джерел; 
 Мету індивідуального завдання, використані методи та отримані 
результати; 
 Перелік ключових слів (не більше 20). 
В основній частині роботи розкриваються методи виконання завдання та 
розділи з яких вона складається (данні до завдання, етапи виконання, остаточний 
результат). 
У висновках стисло, переважно у формі тез або нерозгорнутих і лаконічно 
сформульованих тверджень зазначається, що зроблено під час виконання 
завдання, які висновки отримав студент, подано практичні рекомендації щодо 
вдосконалення певного аспекту дослідження. 
Список використаних джерел містить опрацьовані студентом вітчизняну 
та зарубіжну літературу та науково – методичні джерела, на які він посилається у 
своїй роботі. 
Додатки містять наочні, графічні, розрахункові матеріали тощо. 
Презентація містить не менше 7 слайдів (не враховуючи титульного листа 
та «Дякую за увагу»): 
1 лист – Титульний аркуш де зазначається факультет, кафедра, тема 
індивідуального завдання, група, виконавець, та викладач (керівник 
індивідуального завдання); 
2 лист – перелік поставлених задач до роботи; 
3-5  лист – проведений аналіз та отримані результати з завдання;  
6 лист – висновки з виконаної роботи (за принципом «поставлена задача 
(лист 2)» - «виконана задача»); 
7 лист – «Дякую за увагу». 
 
Технічне оформлення індивідуального завдання: 
1. Робота, що подається викладачеві, має бути акуратно оформлена. Якість 
оформлення роботи – це перше, що помічається при читанні, і це враження 
може позначитися на його загальній оцінці. Змістовна, але неохайно оформлена 
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робота не може претендувати на високу оцінку. Тому необхідно виділити 
досить часу на технічне оформлення роботи. 
2. Текст матеріалів роботи необхідно надрукувати за допомогою комп’ютера та 
принтера на одній сторінці стандартних аркушів білого паперу форматом 210 х 
297 мм (А4). Використовують шрифт Times New Roman текстового редактора 
Word, розміру 14 з полуторним міжрядковим інтервалом. Мінімальна висота 
друкованого шрифту – 1,8 мм. Кожна сторінка друкованої роботи має містити 
приблизно 1800 знаків (28-30 рядків по 62-65 знаків у рядку, враховуючи знаки 
пунктуації та пробіли між словами). Текст друкованої роботи повинен мати 
поля з розмірами: зліва – не менше 25 мм, справа – не менше 1,5 мм, знизу та 
зверху – не менше 20 мм. 
3. Сторінки роботи мають бути пронумеровані. Першою є титульна сторінка, але 
на ній номер сторінки не ставиться, а нумерацію розпочинають з 2-ї сторінки. 
Номер сторінки ставлять у правому верхньому куту сторінки без крапки. 
Кожний розділ роботи розпочинають з нової сторінки, це також стосується 
вступу, висновків, списку літератури та додатків. На верхньому полі сторінки 
обов’язково вказується назва відповідної частини роботи (вступ, висновки 
тощо) або порядковий номер і назва розділу. Робота повина мати правильно 
оформлені заголовки та підзаголовки. Заголовки окремих структурних частин, 
розділів і підрозділів розміщують на окремих рядках, залишаючи між 
заголовками та текстом або заголовком підрозділу три міжрядкових інтервали. 
Заголовки структурних частин роботи та підрозділів друкують з абзацу 
великими буквами, а заголовки підрозділів – малими (крім першої великої 
букви), теж з абзацу. Крапка в кінці заголовка не ставиться. Переносити слова у 
заголовку та підкреслювати їх не дозволяється. 
4. Підписи та роз’яснення розміщують під (поряд з) ними, на цьому ж боці 
аркуша. Після друкування тексту роботи слід вичитати текст і виправити 
знайдені помилки – граматичні, орфографічні й пунктуаційні. Особливо 
ретельно необхідно вивірити фактичний матеріал, посилання, бібліографічні 
дані. Слід упевнитися в тому, що заголовки та підзаголовки у змісті подано в 
тій самій послідовності та тому словесному формулюванні, в якому вони 
наводяться в тексті звіту, і розпочинаються на зазначених у змісті сторінках. 
5. Помилки акуратно виправляють – підчищають або зафарбовують білилами 
«штрихами», після чого вписують новий текст ручкою відповідного кольору та 
коригують комп’ютерний текст роботи. Допускається не більше 2-х подібних 
виправлень на сторінці. Якщо їх більше – сторінку передруковують. 
Упевнившись, що звіт не має поміток, плям, а його сторінки розміщені у 
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ЗАСОБИ ДІАГНОСТИКИ УСПІШНОСТІ НАВЧАННЯ 
З навчальної дисципліни екзамен проводиться письмово та є обов’язковим 
для всіх студентів. 
Для діагностики успішності навчання студентів рекомендується 
застосовувати екзаменаційний білет у разі, якщо студент має стартові бали 
більше ніж 0,5Rстар та виконав необхідні умови допуску до екзамену. 
Екзаменаційний білет складається із 3 теоретичних завдань та однієї 
практичної задачі. 
На екзамені студенту не дозволяється користуватись додатковими 
матеріалами. 
 
Екзаменаційний білет формують наступні завдання: 
1. Обґрунтувати базові визначення теорії рішень (альтернатива, критерії, 
переваги та ін.). 
2. Навести класифікацію задач прийняття рішень. 
3. Охарактеризувати критеріальну мову. Однокритеріальні та 
багатокритеріальні задачі. 
4. Охарактеризувати зведення багатокритеріальної задачі до однокритеріальної. 
5. Обґрунтувати альтернативи з заданими властивостями. 
6. Навести множину Парето. 
7. Охарактеризувати метод умовної оптимізації. 
8. Обґрунтувати оптимізацію за приорітетом критерія. 
9. Порівняти бінарні відношення та їх властивості. 
10. Навести способи задання бінарних відношень. 
11. Обґрунтувати структурування альтернатив методом строкових сумм. 
12. Охарактеризувати структурування альтернатив на основі сукупності 
критеріїв. 
13. Навести єдину порядкову шкалу. 
14. Обґрунтувати метод Електра. 
15. Охарактеризувати метод аналізу ієрархій (метод Сааті). 
16. Охарактеризувати багатокритеріальну оптимізацію та її особливості. 
17. Порівняти підходи до багатокритеріальної оптимізації. 
18. Навести звуження множини альтернатив. 
19. Обґрунтувати метод згортання критеріїв та його недоліки. 
20. Охарактеризувати метод виділення головного критерію. 
21. Обґрунтувати метод послідовних поступок. 
22. Охарактеризувати метод динамічного програмування. Принцип 
оптимальності Белмана. 
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23. Навести загальну схему рішення задач методом динамічного програмування. 
24. Навести загальну схему методу оптимальної зупинки (задача «Розбірлива 
наречена»). 
25. Порівняти прийняття рішень в умовах конфлікту. 
26. Обґрунтувати математичну основу теорії ігр. Гра з нульовою сумою. 
27. Навести чисті стратегії гравців. Вибір оптимальної стратегії. 
28. Порівняти нижню та верхню ціни гри. 
29. Обґрунтувати матричну гру з сідловою точкою. 
30. Навести властивості сідлових точок. 
31. Охарактеризувати змішані стратегії в теорії ігр. 
32. Охарактеризувати оптимальну змішану стратегію (надати визначення та 
вказати її властивості). 
33. Обґрунтувати платіжну матрицю та методи її спрощення. 
34. Охарактеризувати рішення матричної гри 2х2 в змішаних стратегіях. 
35. Охарактеризувати загальне рішення матричної гри. 
36. Охарактеризувати рівновагу за Нешем. Дати визначення. 
37. Охарактеризувати основи теорії статистичних рішень. 
38. Обґрунтувати метод мінімізації середнього ризику. 
39. Охарактеризувати метод Лапласа.  
40. Обґрунтувати метод Вальда. 
41. Охарактеризувати метод Гурвиця. 
42. Обґрунтувати метод Севіджа.  
 
Практична задача має наступний вигляд:  
 
Надано платіжну матрицю АxВ стратегій. Визначити верхню та нижню ціну 
гри. Перевірити наявність сідловок точки.  
 
#___ В1 В2 В3 В4 В5   
А1 -5 -11 5 13 1   
А2 15 -17 9 -12 12   
А3 -13 15 18 -11 0   
А4 12 4 15 7 13   
А5 -5 2 -3 9 -19   
              
 
