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Abstract
The ESR model has been recently proposed in several papers to of-
fer a possible solution of the problems raising from the nonobjectivity
of physical properties in quantum mechanics (QM) (mainly the objectifi-
cation problem of the quantum theory of measurement). This solution is
obtained by embodying the mathematical formalism of QM into a broader
mathematical framework and reinterpreting quantum probabilities as con-
ditional on detection rather than absolute. We provide a new and more
general formulation of the ESR model and discuss time evolution accord-
ing to it, pointing out in particular that both linear and nonlinear evolu-
tion may occur, depending on the physical environment.
Keywords: quantum mechanics; ESR model; quantum measurements;
evolution equations.
1 Introduction
It is well known that the standard interpretation of quantum mechanics (QM),
though empirically successful, is a source of problems and paradoxes. One can
avoid these difficulties by adopting a purely statistical interpretation of QM [1],
but at the expense of accepting that QM has nothing to say about single items of
physical systems (briefly, individual objects). If one maintains instead that QM
refers to individual objects and their properties,1 as we will do in the following,
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1This position is called “realistic” by some authors [2]. It expresses, however, a very weak
form of realism, which does not assume any a priori model for individual objects and their
properties and does not imply ontological commitments about the theoretical entities of QM
(one could indeed interpret individual objects as activations of preparation procedures [3]).
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then the objectification problem arises which makes it difficult to work out a
consistent quantum theory of measurement [2]. The deep root of this problem
is nonobjectivity of physical properties,2 which intuitively means that there are
in QM physical properties that may be brought into existence by a measurement
but do not preexist to it (ibid.; see also [4]).
Nonobjectivity is strongly supported by several theorems (often dubbed “no–
go” theorem), as Bell–Kochen–Specker’s [5, 6], which establishes that QM is a
contextual theory, and Bell’s [7], which establishes that QM is a nonlocal, i.e.,
contextual at a distance, theory. Both these theorems imply nonobjectivity, for
they state that the outcome of the measurement of a physical property F on
an individual object α may depend in QM not only on F and on the state S
of α, but also on the measurement context, even if the measurement that is
performed is assumed to be exact (efficiency 1, no flaws or random errors in the
measuring apparatus). Further support to nonobjectivity is then provided by
the results of experiments, as Aspect’s [8, 9] and similar successive experiments
(see [10] for a broad bibliography on this topic) which are usually interpreted
as showing the nonlocality of QM.
Nonobjectivity, however, has many puzzling consequences besides the objec-
tification problem. For instance, it entails that the usual epistemic notion of
probability cannot be maintained in the case of quantum probabilities, which
are necessarily nonepistemic (or ontic). This implies in particular that some
ambiguities occur in the interpretation of mixed states (or mixtures) in QM.3
Moreover, nonobjectivity implies, according to many scholars, that a nonclas-
sical logic (quantum logic) must be adopted in the (observational) language of
QM, formalizing the properties of a notion of quantum truth different from clas-
sical truth [14]. Furthermore, nonobjectivity is counterintuitive, as witnessed by
the long–standing debate about wave–particle duality. Indeed, it entails that no
intuitive model for individual objects and their relationships can be constructed
because such a model would imply that the physical properties of an individual
object are independent of the measurement context.
Notwithstanding the problems outlined above, all early attempts at provid-
ing a hidden variables theory for QM, as Bohm’s [15], or operational foundations
of QM, as the quantum logical or the C∗–algebra approach (see, e.g., [2] for a
short illustration of these approaches and related biography) preserved, more or
less explicitly, the contextuality and the nonlocality of QM. Also some recent
efforts of recovering the structure of QM from general principles and notions
Such a weak form of realism is obviously implied by stronger realistic interpretations and/or
modifications of QM, as Bohm’s theory, many-worlds interpretation, GRW theory, etc.
2For the sake of simplicity, we consider the notions of physical system, physical property
and state as primitive in this section. We note, however, that physical properties can be
intuitively interpreted as dichotomic observables, which can be measured obtaining one of
two possible outcomes (often labeled yes and no).
3Indeed, all mixtures are represented by density operators in QM, and every such operator
admits infinitely many decompositions in terms of pure states. If a density operator represents
a proper mixture, there exists a decomposition whose coefficients are interpreted as epistemic
probabilities. If a density operator represents instead an improper mixture, all coefficients of
its decomposition are to be interpreted as nonepistemic probabilities [11, 12, 13].
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inspired by quantum information theory, as Zeilinger’s foundational principle
[16], CBH theorem [17], quantum Bayesianism [18, 19, 20], etc., either uphold
a purely statistical interpretation or do not question contextuality and nonlocal
correlations, which are instead considered as basic features and resources for
quantum information processing. These approaches, of course, are supported
by the theorems and experimental results mentioned above.
Philosophers of science, however, know that the interpretation of experimen-
tal data may be different in different theories. Moreover, one of us, together
with various collaborators, has shown in some previous papers that the proofs
of the “no–go” theorems rest on an implicit assumption on the range of validity
of physical laws that is problematic in QM [21, 22]. If such an assumption is
weakened, the proofs of the theorems cannot be completed. This suggests that
“objective” interpretations of the formalism of QM cannot be a priori excluded,
even if they may imply some restrictions on the range of validity of QM. A se-
mantic realism (SR) interpretation of this kind was then proposed in several
papers [21, 23, 24, 25, 26] in which objectivity of physical properties was recov-
ered at a semantic level, avoiding ontological commitments. More recently, two
of us have proposed an extended semantic realism (ESR) model which modifies
and generalizes the SR interpretation embodying the mathematical apparatus
of QM into a broader mathematical setting that may admit an objective inter-
pretation [13, 27, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39]. There are two basic
intuitive ideas underlying this model. The first of them is that, whenever a
physical property F of a physical system Ω is measured on an individual object
α in a state S, the set of objective physical properties of α (which must be spec-
ified by the model but can be maintained to be non–void, in analogy with QM,
see Sect. 3.2) may be such that α has nonzero probability of remaining unde-
tected even if the measurement is exact (efficiency 1). This idea, which has some
precedents in the literature that will be discussed in Sect. 7, led us to associate a
function depending on F and S, called detection probability, with Ω. Hence one
must distinguish a conditional on detection probability of F in S, which refers
to the set of all individual objects that are detected by an exact measurement
of F , and an overall probability, which refers to the set of all individual objects
that are produced and is the product of detection and conditional on detection
probabilities. The second idea underlying the ESR model is that the conditional
on detection probability coincides with the probability of F in S provided by
the quantum description of Ω. Based on this idea, the mathematical apparatus
of QM can be recovered within a broader mathematical framework in the ESR
model. Nevertheless, the standard interpretation of the probability supplied by
the Born rule as overall probability is not preserved, which has long ranging
consequences. Indeed, the overall probability predicted by the ESR model is
then different from the overall probability predicted by QM, except when the
detection probability is identically 1 (but the difference between the predictions
of the two theories can be very small and hidden by the lack of efficiency of
real, non-exact measuring devices). Moreover, the reinterpretation of quantum
probabilities provides the crucial tool for recovering an objective description of
Ω whenever the detection probability satisfies suitable conditions, circumvent-
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ing the “no–go” theorems. Indeed, all proofs of these theorems (be they based
on inequalities [7, 40] or not [4, 5, 6, 41]) rest on the standard interpretation of
quantum probability.
The ESR model, however, was presented in the papers quoted above mix-
ing together a microscopic (purely theoretical) and a macroscopic (empirically
interpreted) part. Moreover, time evolution was not discussed in this new theo-
retical framework. We therefore provide in the present paper a new presentation
of the ESR model in which the macroscopic part is built up as a generalization
and reinterpretation of QM (Sect. 4). The microscopic part is then added as
a noncontextual hidden variables theory intended both to provide a picture of
the microworld that justifies the fundamental equation of the ESR model and
to show by means of examples that the description of physical systems supplied
by the ESR model may be noncontextual (Sect. 5). We complete the ESR
model by providing a general treatment of time evolution within the theoretical
perspective introduced by it (Sect. 6), and conclude this paper with a discus-
sion of the advantages of the ESR model, its limits, and its relationships with
the proposals of other scholars (Sect. 7). Our presentation is preceded by a
formal definition of the basic notion of objectivity and its connection with con-
textuality (Sect. 2), and by a short summary of QM, intended to facilitate the
comparison with the generalization and reinterpretation of QM introduced by
the ESR model (Sect. 3).
2 Objectivity versus contextuality
We have supplied an intuitive definition of objectivity in Sect. 1. Since nonob-
jectivity of QM is the basic issue that motivated our research, let us make our
definition more precise.
As in Sect. 1, let us consider for the moment the notions of physical property
and state as primitive (see footnote 3; in QM and in the ESR model these notions
will be operationally interpreted in terms of more primitive entities, see Sects.
3.1 and 4.1, respectively). Let T be a physical theory describing the physical
system Ω, let F be a physical property of Ω and let α be an individual object
in a state S. A measurement of F on α, that we will suppose to be exact from
now on, yields one of two possible outcomes (say yes and no, consistently with
footnote 2). Such an outcome may be prefixed or not, according to T , for the
given measurement context. Then we say that F is objective for α in T if and
only if (iff) the following conditions hold.
VD (value definiteness). The outcome of a measurement of F on α is prefixed
in T for every measurement context.
NC (noncontextuality). If the outcome of a measurement of F on α is prefixed in
T for some measurement contexts, then it is the same for each of these contexts.
The definition above has some interesting consequences. Indeed, whenever the
outcome of a measurement of F on α is prefixed in T for a given measurement
context, one can reinterpret it as the truth value, in that context, of the sentence
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F (α) that attributes F to α (yes=true, no=false). If conditions VD and NC are
fulfilled, such truth value is assigned for every measurement context and does
not depend on the context. Hence one can briefly say that, if F is objective in
T , then a measurement of F reveals a preexisting truth value of F .
Let us come to T . We say that T is contextual whenever some physical
properties exist such that condition NC is not fulfilled. We say that T is
objective if, for every state S and individual object α, every physical property
is objective. It is evident that, if T is contextual, then it is nonobjective.
Whenever T is nonobjective, instead, it may be noncontextual, for it could
simply occur that there are physical properties in T such that condition VD
is not fulfilled. Briefly, contextuality implies nonobjectivity, but the converse
implication does not hold.
3 Recalls of standard QM
We provide in this section a presentation of the basic notions of QM that will
be used in the rest of this paper, with the aim of making the generalization and
reinterpretation of QM in Sect. 4 as immediate and transparent as possible.
3.1 Fundamental physical entities
A physical system Ω can be theoretically described in QM by a triple (S ,O, p),
with S a set of states, O a set of observables and p a probability mapping.
The set S is partitioned into a set P of pure states and a set S \ P of
mixed states, ormixtures and, according to some authors, S \P must be further
partitioned into a set M of proper mixtures and a set N of improper mixtures
[11].
Coming to observables, let us denote by B(ℜ) the set of all Borel sets of the
real line ℜ, and for every set Γ let P(Γ) denote the power set of Γ. Then, every
observable A ∈ O is associated with a set ΞA ∈ B(ℜ) of possible values of A and
a set
EA = {E = (A,Σ) : Σ ∈ P(ΞA) ∩ B(ℜ)} (1)
of quantum properties. Hence the set
E = {E = (A,Σ) : A ∈ O,Σ ∈ P(ΞA) ∩ B(ℜ)} = ∪A∈OEA (2)
is called the set of all quantum properties of Ω.
Finally, the mapping p maps S × E into the interval [0, 1] of ℜ, and is such
that, for every S ∈ S and A ∈ O, the mapping which maps Σ ∈ P(ΞA) ∩ B(ℜ)
into p(S, (A,Σ)) ∈ [0, 1] is a probability measure on ΞA. Hence, for every S ∈ S
and E = (A,Σ) ∈ E , p(S,E) is called the probability of E in S.4
4If one puts N = ∅, the above scheme could refer to classical and statistical mechanics
as well. Of course, for every S ∈ P and E ∈ E , p(S,E) ∈ {0, 1} in classical mechanics.
Furthermore, p(S,E) admits an epistemic interpretation in these theories, at variance with
QM (Sect. 1).
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3.2 Empirical interpretation
The theoretical entities introduced in Sect. 3.1 can be empirically interpreted
on macroscopic physical entities according to the following scheme [3, 42].5
A physical system Ω is associated with a triple (Π,R, ν), with Π a set of
preparation procedures, R a set of exact dichotomic registering devices, whose
outcomes are +1 (or yes) and −1 (or no), and ν a mapping of Π×R into [0, 1].
For every (pi, r) ∈ Π ×R, ν(pi, r) is the large number limit of the frequency of
the outcome +1 of r whenever r is used to perform a series of registrations, each
occurring (immediately) after an activation of pi.
The mapping ν induces two equivalence relations ≡ and ≈ on Π and R,
respectively, as follows.
Let pi1, pi2 ∈ Π. Then, pi1 ≡ pi2 iff for every r ∈ R, ν(pi1, r) = ν(pi2, r).
Let r1, r2 ∈ R. Then, r1 ≈ r2 iff for every pi ∈ Π, ν(pi, r1) = ν(pi, r2).
Every state S ∈ S is empirically interpreted on an equivalence class [pi]≡ ∈
Π/≡, and every quantum property E = (A,Σ) ∈ E is empirically interpreted
on an equivalence class [r]≈ ∈ R/≈. Measuring E in S thus means applying
a registering device in [r]≈ after activating a preparation procedure in [pi]≡,
obtaining one of the outcomes yes and no.
Finally, the probability mapping p is empirically interpreted on the mapping
ν˜ canonically induced by ν on Π/≡×R/≈. More explicitly, for every S ∈ S and
E ∈ E corresponding to [pi]≡ ∈ Π/≡ and [r]≈ ∈ R/≈, respectively, p(S,E) −→
ν˜([pi]≡, [r]≈) = ν(pi, r).
The above empirical interpretation is sufficient for our aims in this paper.
It is easy to see, however, that it can be extended to observables. In this case
quantum properties can be seen as special examples of observables: to be precise,
dichotomic observables.6
By considering explicitly individual objects, the empirical interpretation of
QM can be further extended. Indeed, every activation of a preparation proce-
dure pi can be assumed to prepare an individual object. Hence, when studying
a physical system Ω, one can introduce the set U of all individual objects (i.e.,
the set of all items of Ω that have been prepared) and, for every state S, the
set extS ⊂ U of all individual objects prepared by activating preparation pro-
cedures in the equivalence class corresponding to S. Then one says that an
5According to a known epistemological perspective (received viewpoint [43, 44] assigning
an empirical interpretation of the theoretical entities implies establishing correspondence rules
connecting the theoretical language of a physical theory with its observational language. We
do not deepen this philosophical issue here, but stress that, generally, not all theoretical
entities of a theory may have a direct empirical interpretation.
6It is well known that the attempt at describing the dichotomic registering devices (or,
more generally, the apparatuses corresponding to observables) in QM, together with their
interaction with the physical system Ω, raises the objectification problem mentioned in Sect.
1. More specifically, nonobjectivity transfers to the macroscopic level, as illustrated by famous
paradoxes. We avoid such problem here by adopting the above straightforward empirical
interpretation of the theoretical entities of QM on the macroscopic entities in Π and R, as
usual in elementary QM. Of course, in this presentation the question of whether QM can
describe such entities and their interaction with Ω (that is, ultimately, the question of the
universality of QM [2]) remains unanswered. We come back on this issue in Sect. 6.
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individual object α ∈ U is in the state S iff α ∈ extS. Moreover the family
{extS}S∈S is a partition of U .
Let us consider now the objectivity issue. If the standard interpretation of
QM is accepted, the “no–go” theorems mentioned in Sect. 1 show that QM
is contextual in the sense specified in Sect. 2. Hence QM is nonobjective (see
again Sect. 2).
It is important to observe, however, that also objective quantum properties
occur in QM. In fact a quantum property E is objective, in the sense established
in Sect. 2, for every individual object α in the state S (briefly, E is objective
in the state S) iff p(S,E) is either 1 or 0 [22]. This conclusion agrees with
the definition of objectivity introduced in [2]. If p(S,E) = 1 (0) one then
says that E is possessed (not possessed) by α. Whenever 0 6= p(S,E) 6= 1,
instead, E is nonobjective for every individual object α in the state S. Hence,
if a measurement of E on α yields the outcome yes (no), one can say that α
displays (does not display) E in the measurement, but the sentence E(α) has no
truth value before the measurement. Every statement asserting that α possesses
(does not possess) E is meaningless in this case.7
3.3 Mathematical representation
We adopt in this paper the standard Hilbert space representation of the physical
entities introduced in Sect. 3.1. Therefore the physical system Ω is associated
with a complex separable Hilbert space H with scalar product 〈·|·〉. Then, in
elementary QM each pure state P ∈ P is represented (up to a phase factor) by
a vector |ψ〉 in the set V of all unit vectors of H . More generally, states are
represented by linear, positive, trace 1 operators (density operators) on H . For
the sake of simplicity we consider only the case in which no superselection rule
occurs, so that the correspondence between the set of all states and the convex
set T (H )+1 of all density operators in H is bijective. Pure states are then bijec-
tively represented by the extremal elements of T (H )+1 (hence the pure state P
is represented by the one–dimensional projection operator ρP = |ψ〉〈ψ|), while
no distinction occurs between the mathematical representations of proper and
improper mixtures. Furthermore, every observable A ∈ O is represented by a
self–adjoint operator Â whose spectrum is ΞA. Also the correspondence between
the set of all observables and the set of all self–adjoint operators is supposed to
be bijective. It follows that a quantum property E = (A,Σ) is represented by
the (orthogonal) projection operator P Â(Σ) (equivalently, P Â(X), with X any
Borel set of ℜ such that X ∩ ΞA = Σ), with P
Â the spectral projection–valued
(PV) measure on ℜ associated with Â. Finally, for every state S and quantum
7We recall that this position is weakened by the modal interpretations of QM, which admit
that, whenever 0 6= p(S,E) 6= 1, E could be objective for some individual objects in the state
S. Hence the modal interpretations of QM distinguish between dynamical states (that can be
identified with the quantum states introduced above) and value states (the value state of an
individual object α representing, in our present terms, the set of all quantum properties that
are objective for α).
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property E = (A,Σ), the probability p(S,E) is supplied by the Born rule
p(S,E) = Tr[ρSP
Â(Σ)], (3)
where Tr is the trace operation and ρS the density operator representing S.
Whenever measurements are considered, it is usual in QM to assume that a
subset exists of exact registering devices that perform measurements satisfying
the Lu¨ders rule (first kind, ideal measurements). To be precise, let α be an
individual object in the state S. Then, an ideal first kind measurement of a
quantum property E = (A,Σ) on α which yields the outcome yes transforms S
into a final state SF represented by the density operator
ρSF =
P Â(Σ)ρSP Â(Σ)
Tr[P Â(Σ)ρSP Â(Σ)]
. (4)
The rule expressed by Eq. (4) is often (somewhat improperly) referred in the
literature as Lu¨ders’ postulate [42].
4 The ESR model
As we have anticipated in Sect. 1, the ESR model aims to provide a generaliza-
tion and reinterpretation of QM which avoids nonobjectivity. The basic intuitive
ideas underlying this model have been described in Sect. 1. We show in the next
sections that these ideas, though very simple, lead to a deep reinterpretation
and enlargement of the formalism of QM.
4.1 Fundamental physical entities
A physical system Ω is theoretically described in the ESR model by a quintuple
(S ,O0, p
t, pd, p), with S a set of states, O0 a set of generalized observables and
pt, pd, p probability mappings.
States. The set S corresponds to the set denoted by the same symbol in
QM (Sect. 3.1). Hence it is partitioned into a set P of pure states, a set M of
proper mixtures and a set N of improper mixtures.
Generalized observables. Let us adopt the same conventions on symbols es-
tablished in Sect. 3.1. Then, every generalized observable A0 ∈ O0 corresponds
to an observable A ∈ O of QM, and it is obtained from A by adding a no–
registration outcome a0 to the set ΞA ∈ B(ℜ) of all possible values of A. Hence
ΞA0 = ΞA ∪ {a0} is the Borel set of all possible values of A0 (we assume in
the following that a0 ∈ ℜ, which is not restrictive: indeed, if ΞA = ℜ, one can
choose a bijective Borel function f : ℜ −→ Ξf(A) such that Ξf(A) ⊂ ℜ, and
replace A by f(A)). By analogy with QM, every A0 ∈ O0 is associated with a
set
FA0 = {F = (A0,Σ) : Σ ∈ P(ΞA0) ∩ B(ℜ)} (5)
of physical properties, and the set
F0 = {F = (A0,Σ) : A0 ∈ O0,Σ ∈ P(ΞA0) ∩ B(ℜ)} = ∪A0∈O0FA0 (6)
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is called the set of all physical properties of Ω. In addition, we introduce the
subset
F = {F = (A0,Σ) : A0 ∈ O0 Σ ∈ P(ΞA0 \ {a0}) ∩ B(ℜ)} ⊂ F0. (7)
Equation (7) implies that a bijective mapping
g : (A0,Σ) ∈ F −→ (A,Σ) ∈ E (8)
exists which maps F into the set E of all quantum properties of Ω (Sect. 3.1).
Probability mappings. The mapping pt maps S ×F0 into the interval [0, 1] ⊂
ℜ. The mappings pd and p map instead S ×F into [0, 1].
For every S ∈ S and A0 ∈ O0, the mapping
p̂t : Σ ∈ P(ΞA0) ∩ B(ℜ) −→ p
t(S, (A0,Σ)) ∈ [0, 1] (9)
is a probability measure on ΞA0 . Hence, for every S ∈ S and F = (A0,Σ) ∈ F0,
pt(S, F ) is called the overall probability of F in S.
For every S ∈ S and A0 ∈ O0, the mapping
p̂ : Σ ∈ P(ΞA0 \ {a0}) ∩ B(ℜ) −→ p(S, (A0,Σ)) ∈ [0, 1] (10)
is a probability measure on ΞA0 \ {a0} = ΞA. Hence, for every S ∈ S and
F = (A0,Σ) ∈ F ⊂ F0, p(S, F ) is called the conditional on detection probability
of F in S.
For every S ∈ S and F = (A0,Σ) ∈ F ⊂ F0, the mapping p
d is such that
the following equation holds
pt(S, (A0,Σ)) = p
d(S, (A0,Σ))p(S, (A0,Σ)) . (11)
Hence, pd(S, F ) is called the detection probability of F in S.
All these nouns are justified by the empirical interpretation to be discussed
in the next section.
Finally, for every F = (A0,Σ) ∈ F0, let us consider the complementary
property F c = (A0,ΞA0 \ Σ) of F . Then, the definition of p
t implies that the
following equation holds.
pt(S, (A0,Σ)) = 1− p
t(S, (A0,ΞA0 \ Σ)) . (12)
4.2 Empirical interpretation
The theoretical entities introduced in Sect. 4.1 are empirically interpreted on
macroscopic physical entities according to the following scheme.
The physical system Ω is associated with a quintuple (Π,R0, ν
t, νd, ν). In
this quintuple Π is the same set of preparation procedures that occurs in the
empirical interpretation of QM (Sect. 3.2). The set R0 is instead a set of
exact (efficiency 1) registering devices with three possible outcomes, that we
label +1, 0 and −1, meaning that 0 is the initial position of a pointer. Then,
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νt, νd and ν are frequency functions which map Π × R0 into [0, 1]. For every
(pi, r0) ∈ Π × R0, ν
t(pi, r0) is the large number limit of the frequency of the
outcome +1 of r0 whenever r0 is used to perform a series of registrations, each
occurring after an activation of pi; νd(pi, r0) is the complement to 1 of the large
number limit of the frequency of the outcome 0 of r0 in the same series of
registrations; ν(pi, r0) is the large number limit of the frequency of the outcome
+1 of r0 whenever only registrations of the series in which the outcome 0 did
not occur are considered.
The above definitions imply that the following equation holds
νt(pi, r0) = ν
d(pi, r0)ν(pi, r0). (13)
The mappings νt and νd induce two equivalence relations ≡0 and ≈0 on Π and
R0, respectively, as follows.
Let pi1, pi2 ∈ Π. Then, pi1 ≡0 pi2 iff for every r0 ∈ R0, ν
t(pi1, r0) = ν
t(pi2, r0)
and νd(pi1, r0) = ν
d(pi2, r0).
Let r01, r02 ∈ R0. Then, r01 ≈0 r02 iff for every pi ∈ Π, ν
t(pi, r01) = ν
t(pi, r02)
and νd(pi, r01) = ν
d(pi, r02).
Every state S ∈ S is then empirically interpreted on an equivalence class
[pi]≡0 ∈ Π/≡0 , and every physical property F = (A0,Σ) ∈ F ⊂ F0 on an
equivalence class [r0]≈0 ∈ R0/≈0 . Measuring F in S then means applying a
registering device in [r0]≈0 after activating a preparation procedure in [pi]≡0 . If
one obtains the outcome +1, one says that the result is yes ; if one obtains the
outcome 0 or −1, one says that the result is no.
Finally, the probabilities pt, pd and p are empirically interpreted on the
mappings ν˜t, ν˜d and ν˜ canonically induced on Π/≡0 ×R0/≈0 by ν
t, νd and ν,
respectively. More explicitly, for every S ∈ S and F ∈ F ⊂ F0 corresponding
to [pi]≡0 ∈ Π/≡0 and [r0]≈0 ∈ R0/≈0 , respectively,
pt(S, F ) −→ ν˜t([pi]≡0 , [r0]≈0) = ν
t(pi, r0), (14)
pd(S, F ) −→ ν˜d([pi]≡0 , [r0]≈0) = ν
d(pi, r0), (15)
p(S, F ) −→ ν˜([pi]≡0 , [r0]≈0) = ν(pi, r0). (16)
We must still supply an empirical interpretation of the properties in F0 \
F . To this end, let us observe that, if F = (A0,Σ) ∈ F0 \ F , then the
complementary property F c belongs to F . Hence F is interpreted on the class
[rc0]≈0 of dichotomic registering devices corresponding to F
c. Measuring F in S
thus means applying a registering device in [rc0]≈0 after activating a preparation
procedure in [pi]≡0 . If one obtains the outcome +1, one says that the result
is no; if one obtains the outcome 0 or −1, one says that the result is yes. It
follows that the large number limit of the frequency of the outcome yes in this
kind of measurement is given by 1 − νt(pi, rc0). Therefore the probability p
t is
empirically interpreted as follows:
pt(S, F ) −→ 1− ν˜t([pi]≡0 , [r
c
0]≈0) = 1− ν
t(pi, rc0). (17)
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Let us recall that the probabilities pd and p are not defined on S ×(F0\F ).
Hence, the empirical interpretation of states, physical properties and probabil-
ities is now complete, which is sufficient for our aims in this paper. It could
obviously be extended to observables, but we do not afford this task here for
the sake of brevity. We observe instead that, at variance with QM, the mea-
surement of a physical property in the ESR model is not a special case of the
measurement of a generalized observable if yes and no are considered as its
possible results. Indeed, the no–registration outcome does not occur explicitly
as a separate outcome in this case.
By considering explicitly individual objects, the empirical interpretation pro-
vided above can be extended, as in QM. One can introduce the set U of all
individual objects, the set extS ⊂ U , and the partition {extS}S∈S as in Sect.
3.2. We instead cannot supply a criterion of objectivity in the ESR model at this
stage, as we did in the case of QM, and postpone the discussion of objectivity
in the ESR model to Sect. 5.2.
4.3 Basic assumptions
Equations (11) and (12) can now be considered as assumptions that are physi-
cally justified by the empirical interpretation in Sect. 4.2. To make them more
transparent, we rewrite them as follows.
AX 1. For every S ∈ S , F ∈ F ,
pt(S, F ) = pd(S, F )p(S, F ). (18)
Physical justification. Equation (13).
AX 2. For every S ∈ S , F ∈ F0 \F ,
pt(S, F ) = 1− pt(S, F c). (19)
Physical justification. Equation (17).
Because of AX 2 we will mainly consider physical properties in F ⊂ F0 in the
following.
The following statement is now introduced as a new fundamental assumption
of the ESR model.
AX 3. Let P ∈ P and F ∈ F . Then the probability p(P, F ) coincides with
the quantum probability p(P,E), with E the quantum property corresponding
to F via the mapping g defined by Eq. (8).
Physical justification. AX 3 implies that the ESR model embodies the basic
mathematical formalism of QM. Hence this model does not formally conflict
with QM, which is a fundamental requirement if one wants to take into account
the outstanding empirical success of QM.
AX 3 deeply modifies the interpretation of the mathematical formalism of QM.
Indeed, consider the set extP of all individual objects in the pure state P .
According to QM, whenever an exact measurement of a physical property E is
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performed on an individual object α ∈ extP , detection always occurs and the
quantum rules yield the overall probability that the outcome yes is obtained.
According to the ESR model, instead, whenever a measurement of F = g−1(E)
is performed on α, only the individual objects in a subset (extP )d ⊂ extP are
detected, and the quantum rules yield the conditional on detection probability
that the yes result is obtained in a measurement whenever α ∈ (extP )d (Sect.
4.1).
It remains to stress that the detection probability pd(S, F ) cannot be eval-
uated by using quantum rules. We have as yet no theory which enables us
to predict it: hence it must be considered a parameter whose values are to
be determined empirically case by case. We have proved elsewhere that some
restrictions exist on its possible values if the ESR model is supposed to be
objective [31, 33, 34], and come back to this issue in Sects. 5.2 and 7.
4.4 Mathematical representation
The reinterpretation of quantum probabilities introduced by AX 3 has some
important consequences. In particular, it entails that the mathematical for-
malism of QM must be extended if one wants to calculate overall probabilities.
By introducing pd(S, F ) into such formalism one can obtain the mathematical
representations of states, generalized observables and physical properties that
must be used in the ESR model to evaluate overall and conditional on detection
probabilities, as follows.
(i) The conditional on detection probability (pure states only). Let F = (A0,Σ) ∈
F (hence a0 /∈ Σ) and P ∈ P. Then AX 3 implies that, as far as p(P, F ) is
concerned, P can be represented as in QM. More explicitly, the physical system
Ω is associated with a complex separable Hilbert space H , P is represented
by a unit vector |ψ〉 ∈ V ⊂ H or by the one–dimensional projection opera-
tor ρP = |ψ〉〈ψ|, and the latter representation is bijective if no superselection
rule occurs (Sect. 3.3). Moreover, A0 can be represented by the self–adjoint
operator Â that represents, in QM, the observable A ∈ O from which A0 is
obtained (Sect. 4.1). Hence F can be represented by the (orthogonal) projec-
tion operator P Â(Σ) (equivalently, P Â(X) with X any Borel set of ℜ such that
X ∩ ΞA0 = Σ), where P
Â is the PV measure on ΞA associated with Â. Finally,
the conditional on detection probability p(P, F ) can be calculated by using the
standard quantum rule
p(P, F ) = Tr[ρPP
Â(Σ)] = Tr[ρP
∫
Σ
P Â(dλ)]. (20)
It follows in particular from Eq. (20) that the mapping p̂ defined by Eq. (10)
is a probability measure on ΞA0 \ {a0} = ΞA, as required in Sect. 4.1.
(ii) The overall probability (pure states only). Bearing in mind the mathematical
representations above and Eq. (18), we obtain that, for every P ∈ P and
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F = (A0,Σ) ∈ F ,
pt(P, F ) = pd(P, F )Tr[ρP
∫
Σ
P Â(dλ)] = Tr[ρPTP,A0(Σ)], (21)
with
TP,A0(Σ) = p
d(P, F )
∫
Σ
P Â(dλ). (22)
Equation (22) defines a linear, bounded, positive operator which depends not
only on F but also on P . It is then natural to assume that, for every pure state
P and generalized observable A0 ∈ O0, a mapping p
d
P,A0
: ΞA0 −→ [0, 1] exists
such that
TP,A0(Σ) =
∫
Σ
pdP,A0(λ)P
Â(dλ) (a0 /∈ Σ). (23)
Hence,
pt(P, F ) = Tr[ρP
∫
Σ
pdP,A0(λ)P
Â(dλ)] (24)
and
pd(P, F ) =
Tr[ρP
∫
Σ
pdP,A0(λ)P
Â(dλ)]
Tr[ρP
∫
Σ
P Â(dλ)]
. (25)
Therefore, as far as pt(S, F ) is concerned, the pure state P can still be repre-
sented by ρP . The representation of the physical property F varies instead with
P , so that F is represented by the family {TP,A0(Σ)}P∈P .
Let us consider now a physical property F = (A0,Σ) ∈ F0 \ F (hence
a0 ∈ Σ). By using Eqs. (19), (23) and (24) we obtain
pt(P, F ) = 1− Tr[ρPTP,A0(ΞA0 \ Σ)] = Tr[ρPTP,A0(Σ)] (26)
with
TP,A0(Σ) = I −
∫
ΞA0\Σ
pdP,A0(λ)P
Â(dλ) (a0 ∈ Σ). (27)
where I is the identity operator on H .
Putting together Eqs. (21) and (27) we obtain that the mapping p̂t defined
by Eq. (9) is a probability measure on ΞA0 , as required in Sect. 4.1.
For every pure state P represented by ρP we can thus introduce a (commu-
tative) positive operator valued (POV) measure
TP,A0 : Σ ∈ B(ℜ) 7−→ TP,A0(Σ) ∈ B(H ), (28)
where B(H ) is the set of all bounded operators on H , defined by Eqs. (23)
and (27). Moreover, for every Borel set Σ ⊂ ΞA0 , the family
TA0 = {TP,A0}P∈P (29)
allows one to calculate, via Eqs. (21) or (26), the overall probability that the
outcome of a measurement of the generalized observable A0 on an individual
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object α in the state P belongs to Σ. Hence we can assume that A0 is represented
by the family TA0 as far as the overall probability is concerned.
Putting together the results in (i) and (ii) we conclude that, whenever only pure
states are considered, the overall and the conditional on detection probabilities
can be calculated by using the representation of pure states supplied by QM.
The mathematical representation of a physical property F = (A0,Σ) ∈ F is
instead provided by the pair (P Â(Σ), {T ÂP (Σ)}P∈P). The first element of the
pair coincides with the representation of F supplied by QM and must be used
to calculate p(P, F ). The second element of the pair is specific of the ESR
model and must be used to calculate pt(P, F ). Analogously, the representation
of a generalized observable A0 ∈ O0 is provided by the pair (Â, TA0). The first
element of the pair coincides with the representation supplied by QM of the
observable A ∈ O from which A0 is obtained. The second element of the pair is
specific of the ESR model.
One can now stem from the mathematical representations reported above to
discuss how overall and conditional on detection probability can be calculated
in the case of mixtures. For the sake of brevity we do not discuss the details of
this treatment here, and only report the results that have been obtained by two
of us [13].
Let us begin with a preliminary remark. We have mentioned in Sect. 3.1
the distinction between proper and improper mixtures. This distinction is often
ignored by physicists because the two kinds of mixtures are represented by the
same mathematical entities (density operators) in QM. But several scholars have
pointed out that proper and improper mixtures can be empirically distinguished
[12], which implies that some physical information is lost in the mathematical
representation. This is the deep reason of the problems that arise in QM when
one tries to provide a physical interpretation of the coefficients that occur in
the decompositions of mixtures in terms of pure states. These problems are
avoided in the ESR model, which takes into account the differences in the em-
pirical interpretations (or operational definitions) of the two kinds of mixtures,
supplying different mathematical representations of them.
Firstly, let us consider a proper mixtureM ∈ M of the pure states P1, P2, . . .,
with probabilities p1, p2, . . ., respectively. Then, M is represented in the ESR
model by a family of pairs {(ρM (F ), p
d(M,F ))}F∈F . For every F = (A0,Σ) ∈
F , ρM (F ) is a density operator given by
ρM (F ) =
∑
j pj
Tr[ρPjTPj,A0 (Σ)]
Tr[ρPjP
Â(Σ)]
ρPj∑
j pj
Tr[ρPjTPj ,A0(Σ)]
Tr[ρPjP
Â(Σ)]
(30)
and pd(M,F ) is a detection probability given by
pd(M,F ) =
∑
j
pjp
d(Pj , F ). (31)
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The conditional on detection and the overall probability are given by
p(M,F ) = Tr[ρM (F )P
Â(Σ)] (32)
and
pt(M,F ) = Tr[ρM (F )TM,A0(Σ)], (33)
respectively, with
TM,A0(Σ) = p
d(M,F )P Â(Σ). (34)
Secondly, let us consider an improper mixture N ∈ N . Then, N can be
represented by the same density operator ρN that represents it in QM, and the
conditional on detection probability is given by
p(N,F ) = Tr[ρNP
Â(Σ)]. (35)
Because of Eq. (35) assumption AX 3 can be extended to improper mixtures.
Moreover, a linear, bounded, positive operator TN,A0(Σ) can be introduced as
in the case of pure states, whose expression is given by Eqs. (23) and (27), with
N in place of P . The overall probability is then given by
pt(N,F ) = Tr[ρNTN,A0(Σ)]. (36)
Hence the set of improper mixtures can be considered as an extension of the set
of pure states, and improper mixtures as generalized pure states [13, 45].
Coming to physical properties, Eqs. (32)–(36) show that the mathematical
representation of a physical property F = (A0,Σ) ∈ F which holds in the case
of pure states can be extended to mixtures. To be precise, the property F is
represented by the pair (P Â(Σ), {TS,A0(Σ)}S∈S ).
As we have seen above, the difference between the mathematical representa-
tions of proper and improper mixtures corresponds to the empirical difference
between the two kinds of mixtures, which is epistemologically satisfactory and
avoids the interpretative problems that arise in QM. Moreover the difference
between the quantum description and the ESR model description of proper
mixtures implies that possible experiments aiming to check which of the two
theories provides correct predictions can be contrived [13].
4.5 Idealized measurements
The representations worked out in Sect. 4.4 suggest how to modify Lu¨ders’
postulate of QM (Sect. 3.3) to select a class of measurements analogous to the
first kind, ideal measurements of QM. To be precise, let α be an individual
object in a state S ∈ P ∪N (that is, S is either a pure state or an improper
mixture), represented by the density operator ρS . Then, we assume that, for
every physical property F = (A0,Σ) ∈ F0, a (nondestructive, exact) idealized
measurement exists that transforms S into the final state SF represented by the
density operator
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ρSF =
TS,A0(Σ)ρSTS,A0(Σ)
Tr[TS,A0(Σ)ρSTS,A0(Σ)]
(37)
if the yes result is obtained. In analogy with QM we call the rule expressed by
Eq. (37) generalized Lu¨ders’ postulate (GLP) in the following.
We stress that Eq. (37) does not apply if an idealized measurement is per-
formed on an individual object in a state M ∈ M (proper mixture). However,
the state transformation induced in this case can be deduced from Eq. (37).
Its expression is rather complicate [13, 33] and we do not report it here for the
sake of brevity.
Finally, let us note that we will often refer to the special case of a pure
state P and a discrete generalized observable A0 in the following. Therefore let
us discuss how our general formulas particularize in this specific case. If A0 is
obtained from a discrete observable A of QM whose set of possible outcomes
is Ξ = {a1, a2, . . . , aW }, with W finite or infinite, the set of possible outcomes
of A0 is ΞA0 = {a0, a1, a2, . . . , aW }. Let us denote by P
Â
1 , P
Â
2 , . . . , P
Â
W the
(orthogonal) projection operators associated with a1, a2, . . . , aW , respectively,
by the spectral decomposition of Â. Then we get from Eqs. (23) and (27)
TP,A0(Σ) =
{ ∑
n|an∈Σ
pdP,A0(an)P
Â
n if a0 /∈ Σ
I −
∑
n|an∈ΞA0\Σ
pdP,A0(an)P
Â
n if a0 ∈ Σ
. (38)
Let Σ = {ak}, with k ∈ {1, 2, . . . ,W}. Then Eq. (38) yields
TP,A0({ak}) =
{
pdP,A0(ak)P
Â
k if k 6= 0∑W
n=1(1− p
d
P,A0
(an))P
Â
n if k = 0
. (39)
If we put Fk = (A0, {ak}), Eqs. (21) and (26) yield
pt(P, Fk) =
{
Tr[ρP p
d
P,A0
(ak)P
Â
k ] if k 6= 0
Tr[ρP
∑W
n=1(1− p
d
P,A0
(an))P
Â
n ] if k = 0
. (40)
Whenever the property Fk is measured and the yes outcome is obtained, Eq.
(37) yields
ρPFk =

P Âk ρPP
Â
k
Tr[P Â
k
ρPP
Â
k
]
if k 6= 0
∑W
m,n=1(1−p
d
P,A0
(am))(1−p
d
P,A0
(an))P
Â
mρPP
Â
n
Tr
[∑
W
m,n=1(1−p
d
P,A0
(am))(1−pdP,A0
(an))P ÂmρPP
Â
n
] if k = 0 . (41)
For the sake of simplicity and intuitivity we will use sometimes the representa-
tion of pure states by means of unit vectors of H in the following. We therefore
observe that, if P ∈ P is represented by the unit vector |ψ〉 ∈ V , the state PFk
after a measurement of Fk which yields result yes is represented by the unit
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vector
|ψFk〉 =

P Âk |ψ〉√
〈ψ|P Â
k
|ψ〉
if k 6= 0
∑W
n=1(1−p
d
P,A0
(an))P
Â
n |ψ〉√∑
W
n=1(1−p
d
P,A0
(an))2‖P Ân |ψ〉‖
2
if k = 0
(42)
If k 6= 0, Eq. (42) reproduces the standard form of the projection postulate that
can be found in the manuals of QM. If k = 0, it shows that the initial state can
be modified by the measurement even if the individual object is not detected,
though this does not occur for special classes of generalized observables [32].
5 A hidden variables theory of the measurement
process in the ESR model
We intend to supply in this section a hidden variables theory of the measurement
process in the ESR model which shows that the ESR model can be considered as
an objective theory, at variance with QM, if suitable conditions on the detection
probability are satisfied. To this end, we add a set of theoretical microscopic
entities to the theoretical entities (that we call macroscopic in the following
because of the empirical interpretation in Sect. 4.2) introduced in Sect. 4.1 to
describe the physical system Ω. Intuitively, the link between the macroscopic
and the microscopic entities is established by the set U of all individual ob-
jects introduced in Sect. 4.2. Individual objects are supposed indeed to have
microscopic properties which determine the outcomes of the measurements of
(macroscopic) physical properties and the probabilities introduced in Sect. 4.1
(we stress, however, that no model of individual objects as classical or semi-
classical particles is presupposed in the ESR model). This intuitive idea can be
implemented as follows.
5.1 Microscopic properties and states
We assume that a physical system Ω is characterized by a set Fµ of microscopic
properties at a microscopic level. The elements of Fµ are the hidden variables
of the models. Each microscopic property f ∈ Fµ is a mapping f : α ∈
U −→ f(α) ∈ {0, 1}. Hence, for every individual object α ∈ U , the set Fµ is
partitioned in two subsets, the subset Sµ = {f ∈ Fµ| f(α) = 1} of microscopic
properties that are possessed by α, and the subset Fµ\Sµ = {f ∈ Fµ| f(α) = 0}
of microscopic properties that are not possessed by α (note that the terms
“possessed” and “not possessed” have no empirical interpretation at this stage:
hence they do not refer to any measurement procedure). The set Sµ is then
called themicroscopic state of α, and one briefly says that α is in the microscopic
state Sµ. Furthermore, the set of all individual objects in the microscopic state
Sµ (that is, the set of all individual objects which possess all the microscopic
properties that belong to Sµ, and only those) is called the extension of Sµ and is
denoted by extSµ, while the set of all possible microscopic states of Ω is denoted
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by Sµ. It is then apparent that the family {extSµ}Sµ∈Sµ is a partition of U .
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The basic link between microscopic and macroscopic entities is now established
by assuming that a bijective mapping ϕ : f ∈ Fµ −→ F ∈ F ⊂ F0 exists
which makes every microscopic property correspond to a physical property of
the subset F introduced in Sect. 4.1. Because of this assumption one can
associate each microscopic state Sµ with a set {F ∈ F | ϕ
−1(F ) ∈ Sµ} of
physical properties or, equivalently, with a set {E ∈ E | ϕ−1(g−1(E)) ∈ Sµ} of
quantum properties.
The result of an (exact) measurement of a (macroscopic) physical property
F ∈ F on an individual object α in the state S ∈ S is explained at a micro-
scopic level as follows. The set of all microscopic properties possessed by α,
that is, the microscopic state Sµ of α, induces a probability that the registering
device react or, equivalently, that α be detected. Let f = ϕ−1(F ). Then the
measurement of F yields the outcome yes if α is detected and possesses f (we
say that α displays F in this case, see Sect. 3.2), while it yields the outcome
no if α is not detected or does not possess f (we say that α displays the com-
plementary property F c of F in this case). The result of the measurement of a
physical property F ∈ F0 \ F is then explained by considering F
c in place of
F and exchanging yes and no.
The explanation above implies that, whenever α is detected, it displays the
physical property F iff f ∈ Sµ. We are thus led to introduce the following
probabilities.
pd(Sµ, F ): the microscopic detection probability, that is, the probability that
an individual object α in the microscopic state Sµ be detected when F is mea-
sured on it.
p(Sµ, F ): the microscopic conditional on detection probability, that is, the
probability that an individual object α in the microscopic state Sµ display F
when F is measured on it and α is detected (which is either 0 or 1 since α either
possesses f = ϕ−1(F ) or not, because either f = ϕ−1(F ) ∈ Sµ or f = ϕ
−1(F ) /∈
Sµ).
pt(Sµ, F ): the microscopic overall probability, that is, the probability that an
individual object α in the microscopic state Sµ display F when F is measured
on it.
Hence, we get
pt(Sµ, F ) = p
d(Sµ, F )p(Sµ, F ) (43)
Equation (43) is purely theoretical, because one can never directly prepare an
individual object in the microscopic state Sµ. Indeed one can only choose a
device pi ∈ Π and then prepare α by means of pi, so that α is in the (macroscopic)
state S ∈ S empirically interpreted on [pi]≡. For every α in the state S let us
therefore introduce a further conditional probability, as follows.
p(Sµ|S): the conditional probability that an individual object α be in the
microscopic state Sµ whenever it is in the state S.
8Note that the family {extSµ∩extS}Sµ∈Sµ,S∈S is a further partition of U , some elements
of which may be void.
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We can thus associate a subset Sµ|S of microscopic states with every macro-
scopic state S ∈ S
Sµ|S = {Sµ ∈ Sµ | p(Sµ|S) 6= 0}.
9 (44)
The joint probability that an individual object α in the state S be in the mi-
croscopic state Sµ ∈ Sµ|S and display F when F is measured on it is then given
by p(Sµ|S)p
t(Sµ, F ). Hence the overall probability p
t(S, F ) that an individual
object α in the state S display F when F is measured on it is10
pt(S, F ) =
∑
Sµ∈Sµ|S
p(Sµ|S)p
t(Sµ, F ). (45)
Moreover, the detection probability pd(S, F ) that an individual object α in the
state S be detected when F is measured on it is given by
pd(S, F ) =
∑
Sµ∈Sµ|S
p(Sµ|S)p
d(Sµ, F ). (46)
Let us define now
p(S, F ) =
∑
Sµ∈Sµ|S
p(Sµ|S)p
t(Sµ, F )∑
Sµ∈Sµ|S
p(Sµ|S)pd(Sµ, F )
. (47)
Then, for every S ∈ S and F ∈ F , we obtain
pt(S, F ) = pd(S, F )p(S, F ). (48)
Equation (48) coincides with Eq. (18). Hence, it justifies it in terms of the hid-
den variables (microscopic properties) that have been introduced. The crucial
feature of this derivation is that no–detection is caused only by the microscopic
properties possessed by α. Indeed, these properties determine the probability
pd(Sµ, F ), while the conditional probability p(Sµ|S) depends only on Sµ and S.
Hence, Eq. (46) implies that pd(S, F ) is noncontextual, in the sense that it is de-
termined only by the microscopic properties of the individual objects in extS, as
stated, and neither occurs because of flaws or lack of efficiency of the apparatus
measuring F nor it depends on the physical context in which F is measured (we
stress however that pd(S, F ) depends on F : if F = (A0,Σ), p
d(S, F ), generally,
is not fixed for a given generalized observable A0 and depends on Σ).
To complete our discussion it remains to consider the measurement of a
property F ∈ F0 \ F . To this end let us still denote by p
t(Sµ, F ) the overall
probability that an individual object α in the microscopic state Sµ ∈ Sµ|S
display F when F is measured on it and recall that F c = (A0,ΞA0 \ Σ). Then,
we introduce the physically reasonable assumption that, for every Sµ ∈ Sµ|S ,
pt(Sµ, F ) = 1− p
t(Sµ, F
c), (49)
9It is then easy to show that Sµ|S = {Sµ ∈ Sµ | extSµ ∩ extS 6= 0}.
10For the sake of simplicity, we consider here only the discrete case. Note that the sum can
be extended to all microscopic states in Sµ, because p(Sµ|S) = 0 if Sµ /∈ Sµ|S .
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Equation (49) yields pt(Sµ, F ) in terms of the overall probability that α display
F c when F c is measured in place of F , which is given by Eq. (43), with F c in
place of F . Then, reasoning as in the case of Eq. (45), we get
pt(S, F ) =
∑
Sµ∈Sµ|S
p(Sµ|S)p
t(Sµ, F ) =
∑
Sµ∈Sµ|S
p(Sµ|S)(1− p
t(Sµ, F
c))
=
∑
Sµ∈Sµ|S
p(Sµ|S)−
∑
Sµ∈Sµ|S
p(Sµ|S)p
t(Sµ, F
c). (50)
Bearing in mind that pt(S, F c) =
∑
Sµ∈Sµ|S
p(Sµ|S)p
t(Sµ, F
c), because of Eq.
(45), and that
∑
Sµ∈Sµ|S
p(Sµ|S) = 1, we obtain the following equation, which
holds for every S ∈ S and F ∈ F0 \F ,
pt(S, F ) = 1− pt(S, F c) (51)
or, equivalently
pt(S, F ) = 1− pd(S, F c)p(S, F c). (52)
Equation (51) coincides with Eq. (19). Hence, also this equation is justified in
terms of the hidden variables that have been introduced. Moreover, also in this
case pd(S, F c) is noncontextual in the sense specified above.
5.2 The objectivity issue in the ESR model
The hidden variables theory for the measurement process that has been con-
structed in Sect. 5.1 can be specialized in various ways by introducing different
assumptions on pd(Sµ, F ) and p(Sµ, F ). The simplest possible assumption is
that pd(Sµ, F ) ∈ {0, 1} (which does not imply p
d(S, F ) ∈ {0, 1}), that is, intu-
itively, that the physical properties possessed by an individual object α ∈ extS
determine whether α is detected or not when F is measured. We call the hid-
den variables theory deterministic in this case. More generally, we can assume
that pd(Sµ, F ) admits an epistemic interpretation in terms of further unknown
features of the individual objects in the state Sµ, which can be formalized by
introducing an additional hidden variable besides microscopic properties [31].
The hidden variables theory thus provides a description of the measurement
process in the ESR model according to which the outcome of a measurement
of a physical property F is prefixed for every measurement context (condition
VD in Sect. 2) and independent of the measurement context (condition NC in
Sect. 2). Based on this description, AX 1 and AX 2 in Sect. 4.3 are recovered.
Nevertheless, we cannot incorporate such description within the ESR model and
conclude that this model is an objective theory without due care. Indeed, it can
be incompatible with AX 3 if the detection probabiltiy is not suitably chosen.
Suppose, for example, that pd(S, F ) is identically 1. In this case the ESR model
coincides with QM, hence it is nonobjective.
In our former presentations of the ESR model the hidden variables theory
and the macroscopic part of the ESR model were intertwined, and the whole
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model was assumed to be objective. In this perspective AX 3 introduced consis-
tency conditions on the detection probability. But we could not state a general
form for such conditions, because we have as yet no theory which allows us to
predict the values of the detection probability. We therefore studied several
special cases and singled out the conditions to be fulfilled to make the objective
description provided by the ESR model consistent. In particular, we considered
the original Bell inequality and the Clauser–Horne–Shimony–Holt (CHSH) in-
equality. Both are obtained by assuming “local realism” (i.e., VD and NC at a
distance, or locality, in our present terms, see Sects. 1 and 2) and then dealing
with the Bohm variant of the Einstein–Podolsky–Rosen (EPR) thought experi-
ment. It is well known that the foregoing inequalities conflict with the quantum
description of the experiment, which is usually maintained to be a proof of the
unavoidable nonlocality (hence, contextuality) of QM. We proved that the Bell
and CHSH inequalities must be modified according to the ESR model, inserting
in them several values of the detection probability [22, 29, 31, 33, 34]. The mod-
ified inequalities hold together with the quantum inequalities in the ESR model.
This can be explained by observing that the former refer to the set of all individ-
ual objects that are produced, while the latter refer to the set of all individual
objects that are detected when exact measurements are performed. Elementary
estimations under very restrictive conditions then show that no contradiction
occurs if the efficiency of the detectors is lower than 0.8165 in the case of the
Bell inequality, and 0.841 i the case of the CHSH inequality [29, 31, 34]. If the
values of the detection probabilities are considered as unknown parameters to
be determined empirically, the results of suitable experiments can confirm or
falsify the ESR model in such specific cases.
We have also discussed the Greenberger–Horne–Zeilinger (GHZ) experiment
[41] that is usually maintained to prove the nonlocality of QM without resorting
to inequalities. We have proven that the “toy” hidden variables models proposed
by Szabo´ and Fine [46] to supply a local (and noncontextual) explanation of the
results predicted by QM can be obtained as special cases of the hidden variables
theory incorporated in the ESR model, with suitable choices of the values of the
detection probability [36].
We have implicitly propounded, however, a different perspective on the pre-
vious sections of the present paper. We have avoided intertwining the macro-
scopic and the microscopic part of the ESR model, considering the latter part as
a hidden variable theory of the measurement process introduced in the former.
In this view the ESR model may be objective or not, depending on the values
of the detection probability. The consistency conditions mentioned above can
then be reinterpreted as demarcation conditions, which establish the border that
must not be trespassed if the description provided by the ESR model has to be
objective.
All the foregoing results can be restated in our new perspective. In the
case of the Bell and CHSH inequalities, the violation of the limits reported
above would not imply that the ESR model is falsified, but, rather, that it does
not provide an objective description of the physical system. In the case of the
GHZ experiment the recovery of Szabo´ and Fine local models shows, by means
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of examples, that the ESR model can actually supply objective descriptions of
composite physical systems if the values of the detection probability are suitably
chosen.
6 Time evolution in the ESR model
Our presentation of the ESR model in Sect. 4 did not explicitly discuss time evo-
lution, but it implicitly introduced changes of states with time when considering
idealized measurements. If we assume that our generalization and reinterpreta-
tion of QM can be applied to composite systems made up of a physical system
and by a macroscopic registering device (see footnote 6), we can consider this
specific case as a guide for contriving a general description of time evolution in
the ESR model. We therefore provide a simple measurement scheme in the next
section, describing an idealized measurement as an interaction between physical
systems. The obtained results constitute a basis for discussing whether linear
unitary evolution of the composite system may occur, stating some general as-
sumptions on time evolution and partially justifying the hypotheses on idealized
measurements introduced in Sect. 4.5. For the sake of intuitivity, we will firstly
consider pure states and discrete generalized observables only.
6.1 Time evolution induced by measurements
Let Ω be a physical system associated with the Hilbert space H , and let ΩM
be an apparatus (hence a macroscopic physical system) which performs an ide-
alized measurement of a discrete generalized observable A0 of Ω obtained from
a discrete quantum observable A of Ω. By using the symbols introduced in
Sect. 4.5, the possible values a0, a1, a2, . . . , aW of A0 (with W finite or infinite)
then bijectively correspond to the positions v(a0), v(a1), v(a2), . . . , v(aW ), re-
spectively, of a pointer of ΩM . Let us maintain that the ESR model applies
also to macroscopic physical systems and to any composite system (thus im-
plicitly claiming the universality of the ESR model, see footnote 6). Hence ΩM
is associated with the Hilbert space H M , and the positions (outcomes) v(a0),
v(a1), v(a2), . . . , v(aW ) correspond to states S
M
0 , S
M
1 , S
M
2 , . . . , S
M
W of ΩM , re-
spectively. In our simplified scheme these states are assumed to be pure: hence,
they are represented by unit vectors |aM0 〉, |a
M
1 〉, |a
M
2 〉, . . . , |a
M
W 〉 of H
M , re-
spectively. We denote by GM the subspace 〈{|aM0 〉, |a
M
1 〉, |a
M
2 〉, . . . , |a
M
W 〉}〉 of
H M generated by these vectors in the following.
Coming to Ω, we recall from Sect. 4.4 that the mathematical representa-
tion of the generalized observable A0 is provided by the pair (Â, TA0), with
Â the self-adjoint operator representing the observable A in QM. The val-
ues a1, a2, . . . , aW then are eigenvalues of Â. We denote by S
Â
1 , S
Â
2 ,
. . . , S ÂW the subspaces associated with a1, a2, . . . , aW , respectively, and put
gn = dimS
Â
n (n = 1, 2, . . . ,W ). For every S
Â
n , we introduce an orthonormal
basis {|aµn〉}µ=1,2,...,gn of vectors of S
Â
n , so that {|a
µ
n〉}n=1,2,...,W ;µ=1,2,...,gn is an
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orthonormal basis on H .11 The rules for calculating overall probabilities and
state transformations in the case of idealized measurements are then given by
Eqs. (40) and (42), respectively (with P Âk and P
Â
n the orthogonal projection
operators whose ranges are S Âk and S
Â
n , respectively).
By using the symbols introduced above and in Sect. 4.5, we can describe an
idealized measurement by considering the composite physical system (Ω,ΩM ).
According to the ESR model, pure states and improper mixtures of (Ω,ΩM )
can be represented as in QM. Hence, (Ω,ΩM ) can be associated with the Hilbert
space H ⊗H M , and Eq. (42) suggests characterizing idealized measurements
by means of the following axiom.
AXM. Let an item of (Ω,ΩM )
12 be in a pure state represented by the unit
vector |Ψ0〉 = |ψ〉|a
M
0 〉 ∈ H ⊗ H
M , with |ψ〉 =
∑N
n=1
∑gn
µ=1 c
µ
n|a
µ
n〉 the unit
vector of H representing a pure state P of Ω. Then an idealized measurement
of A0 maps |Ψ0〉 into a unit vector |Ψ〉, as follows.
|Ψ0〉 = |ψ〉|a
M
0 〉 =
W∑
n=1
gn∑
µ=1
cµn|a
µ
n〉|a
M
0 〉
−→ |Ψ〉 =
W∑
n=1
gn∑
µ=1
αP,nc
µ
n|a
µ
n〉|a
M
n 〉+ βP,0|ψF0〉|a
M
0 〉. (53)
The coefficients αP,n and βP,0 in Eq. (53) are given by{
αP,n =
√
pdP,A0(an)e
iθP,n
βP,0 =
√
pt(P, F0)e
iϕP,0
, (54)
where F0 is the physical property (A0, {a0}), θP,n and ϕP,0 are arbitrary real
numbers, and the following equation holds
W∑
n=1
gn∑
µ=1
|αP,nc
µ
n|
2 + |βP,0|
2 = 〈Ψ|Ψ〉 = 1. (55)
It is apparent that assumption AXM modifies the standard description of
the measurement process in QM [47] by introducing the vector |ψF0〉 which
represents the final state of the item of Ω that is measured whenever the a0
outcome is obtained.
By using Eq. (53) one can write the density operator ρΨ = |Ψ〉〈Ψ| rep-
resenting the state of an item of (Ω,ΩM ) after the measurement. Hence, one
can obtain the density operator ρ˜ = TrΩMρΨ representing the state (improper
11We observe that the mapping τ : S Ân ∈ {S
Â
1
, S Â
2
, . . . , S ÂW } −→ |a
µ
n〉 ∈
{|aµ
1
〉, |aµ
2
〉, . . . , |aµW 〉} canonically induces a homomorphism of H onto the proper subspace
of GM generated by the set {|aM
1
〉, |aM
2
〉, . . . , |aMW 〉} of unit vectors of G
M .
12We do not use the term individual object in this section to avoid confusing an item of Ω
with an item of the composite system (Ω,ΩM ).
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mixture) of an item of Ω after the measurement (Sect. 4.4). It follows from Eq.
(53) that
ρ˜ =
W∑
n=1
〈aMn |Ψ〉〈Ψ|a
M
n 〉
= |βP,0|
2|ψF0〉〈ψF0 |+
W∑
n=1
|αP,n|
2
gn∑
µ,ν=1
cµn(c
ν
n)
∗|aµn〉〈a
ν
n|
= |βP,0|
2|ψF0〉〈ψF0 |+
W∑
n=1
|αP,n|
2P Ân ρPP
Â
n . (56)
It is then natural to generalize Eq. (56) to every state S ∈ P ∪ N of Ω, as
follows.
ρ˜ = pt(P, F0)ρSF0 +
W∑
n=1
pdS,A0(an)P
Â
n ρSP
Â
n , (57)
where ρSF0 is given by Eq. (41), with S in place of P . Equation (57) thus pro-
vides the basic equation for the state transformation induced by a measurement
in the ESR model.
Finally, we note that Eq. (56) modifies the perspective in [33]: indeed, we
do not obtain a proper mixture as a final state after a nonselective measurement
of a generalized observable on an item of Ω in a pure state P but, rather, an
improper mixture.
6.2 Linear unitary evolution
The evolution of the composite physical system (Ω,ΩM ) postulated by assump-
tion AXM depends on the unknown values of the detection probability via the
parameters αP,n and βP,0 that occur in Eq. (53). We may then wonder whether
these parameters can be determined in such a way that the evolution is in-
duced by a linear unitary operator. To answer this question let us refer to the
symbols introduced in Sect. 6.1, consider again a pure state of (Ω,ΩM ) repre-
sented by the unit vector |Ψ0〉 = |ψ〉|a
M
0 〉, and denote by S
µ
n the pure state of
Ω represented by the unit vector |aµn〉. Then, Eq. (53) yields
|aµn〉|a
M
0 〉 −→ αSµn,n|a
µ
n〉|a
M
n 〉+ βSµn,0|(a
µ
n)F0〉|a
M
0 〉. (58)
Let us assume that αSµn ,n and βSµn,0 are real and do not depend on µ, consistently
with their physical interpretation as square roots of probabilities, up to a phase
factor (Eq. (54)). Then, we briefly put αSµn ,n =
√
pd
S
µ
n,A0
(an) = αn, βSµn ,0 =√
pt(Sµn , F0) = βn,0 and |(a
µ
n)F0〉 = |a
µ
n,0〉 (hence, |αn|
2+ |βn,0|
2 = 1). If we now
assume that the evolution of (Ω,ΩM ) is induced by a linear unitary operator U ,
we obtain from Eq. (58)
|Ψ0〉 = |ψ〉|a
M
0 〉 =
W∑
n=1
gn∑
µ=1
cµn|a
µ
n〉|a
M
0 〉
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−−−−→
U
|Ψ〉 =
∑W
n=1
∑gn
µ=1 c
µ
n(αn|a
µ
n〉|a
M
n 〉+ βn,0|a
µ
n,0〉|a
M
0 〉)
=
W∑
n=1
gn∑
µ=1
αnc
µ
n|a
µ
n〉|a
M
n 〉+
W∑
n=1
gn∑
µ=1
βn,0c
µ
n|a
µ
n,0〉|a
M
0 〉. (59)
By comparing Eq. (59) with Eq. (53) we conclude that the general evolution
described by Eq. (53) is linear whenever the following conditions hold for every
|ψ〉 ∈ H {
αP,n = αn
βP,0|ψF0〉 =
∑W
n=1
∑gn
µ=1 βn,0c
µ
n|a
µ
n,0〉
. (60)
We can thus maintain that these conditions are always satisfied and that (Ω,ΩM )
undergoes linear unitary evolution.13 The density operator ρ˜ is given in this case
by
ρ˜ = |βP,0|
2|ψF0〉〈ψF0 |+
W∑
n=1
|αn|
2P Ân ρPP
Â
n , (61)
where
|βP,0| = |
W∑
n=1
gn∑
µ=1
βn,0c
µ
n|a
µ
n,0〉| (62)
and
|ψF0〉 =
∑W
n=1
∑gn
µ=1 βn,0c
µ
n|a
µ
n,0〉
|βP,0|
. (63)
One may now wonder whether the linear unitary evolution of (Ω,ΩM ) could
lead to linear unitary evolution of the subsystem Ω in the ESR model. Eq. (61)
implies that this is not the case and that the reduced dynamics induced by a
measurement is necessarily nonlinear. Let us prove this statement in the case
of a nondegenerate observable (the generalization is immediate). By putting
pn = |αncn|
2, p = |βP,0|
2 and |ψF0〉 =
∑W
n=1 kn|an〉, we get from Eq. (61)
ρ˜ = p
W∑
n,n′=1
knk
∗
n′ |an〉〈an′ |+
W∑
n=1
pn|an〉〈an|
=
W∑
n,n′=1,n6=n′
pknk
∗
n′ |an〉〈an′ |+
W∑
n=1
(pn + p|kn|
2)|an〉〈an| (64)
If linearity holds, ρ˜ represents a pure state: hence it reduces to a one–dimensional
projection operator Q on H . Let us put Q = |φ〉〈φ| and |φ〉 =
∑W
n=1 dn|an〉.
Then we get
Q =
W∑
n,n′=1,n6=n′
dnd
∗
n′ |an〉〈an′ |+
W∑
n=1
dnd
∗
n|an〉〈an|, (65)
13The evolution described by Eq. (59) coincides with the evolution postulated in [21]. Hence
the latter is a special case of the general evolution described by Eq. (53).
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that is, coefficients d1, d2, . . . , dW exist such that, for every n, n
′ = 1, 2, . . . ,W ,
n 6= n′,
dnd
∗
n′ = pknk
∗
n′ , (66)
while, for every n = 1, 2, . . . ,W ,
dnd
∗
n = pn + p|kn|
2. (67)
Eqs. (66) and (67) imply that, for every n, n′ = 1, 2, . . . ,W, n 6= n′, the following
condition holds.
(pn + p|kn|
2)(pn′ + p|kn′ |
2) = p2|kn|
2|kn′ |
2. (68)
Eq. (68) is satisfied iff, for every n = 1, 2, . . . ,W , dn =
√
pSµn,A0(an) = 0, hence
pn = 0, which implies that no detection occurs. We conclude that the time
evolution induced by a measurement procedure on an item of Ω is necessarily
nonlinear, as stated.
6.3 General assumptions on time evolution
Our treatment in Sects. 6.1 and 6.2 allows us to draw, if linear Hamiltonian
evolution of the composite system (Ω,ΩM ) is postulated, the following commu-
tative diagram
ρΨ0 = |ψ〉〈ψ| ⊗ |a
M
0 〉〈a
M
0 | −−−−→
U
ρΨ = |Ψ〉〈Ψ|
Tr
ΩM
y yTrΩM
ρP = |ψ〉〈ψ| −−−−→ ρ˜
(69)
The density operator ρ˜ is not a projection operator (Sect. 6.2). To be precise,
ρ˜ is diagonal in a basis {|bm〉}m in which it takes the form ρ˜ =
∑
m pm|bm〉〈bm|,
where at least two values r and s exist such that pr 6= 0 6= ps. Hence the pure
state represented by ρP evolves into the improper mixture represented by ρ˜,
and its evolution is not linear, even if the evolution of the composite system
(Ω,ΩM ) is linear.
To avoid contradiction preserving linear evolution as far as possible in the
ESR model, one can assume the following general rules for the time evolution
of a state S ∈ P ∪N represented by the density operator ρS(t) at time t.
(i) Closed systems: linear evolution ruled by the von Neumann–Liouville
equation
i~
dρS(t)
dt
= [Hˆ, ρS(t)], (70)
where Ĥ is a self–adjoint Hamiltonian.
(ii) Open systems: non–necessarily linear evolution, as exemplified by the
mapping ρP −→ ρ˜ in the diagram above. Whenever the open system can be
considered as a subsystem of a closed system, its dynamics can be deduced from
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the dynamics of the closed system, and it may be linear or not depending on
the Hamiltonian of the closed system.
One thus converges to a standard perspective in QM [48, 49], but avoids the
problems that occur in QM because of nonobjectivity, as we show in the next
section.
It remains to discuss time evolution in the case of proper mixtures. Let us
therefore consider a generalized proper mixture M of the states S1, S2, . . . ∈ P∪
N , with probabilities p1, p2, . . ., respectively. In this case, it is natural to assume
that S1, S2, . . . change with time according to the rules supplied above, while
p1, p2, . . . do not change. This assumption is sufficient to provide the desired
evolution. Moreover, it implies that the state transformation induced on a
proper mixture by an idealized measurement of a discrete generalized observable
A0 can be deduced from Eq. (57). The explicit form of this transformation has
been studied in some previous papers [13, 33], and we do not report it here for
the sake of brevity.
6.4 Justifying the generalized Lu¨ders postulate
The change of state of (Ω,ΩM ) postulated by Eq. (56) has been hypothesized
bearing in mind the final state of Ω specified by Eq. (41). Conversely, let us
show that Eq. (56) justifies the special form of GLP specified by Eq. (41) if
one resorts to the interpretation of the measurement process in terms of hidden
variables provided in Sect. 5.1.
The final state after an idealized measurement of a discrete generalized ob-
servable A0 on an item α of Ω in a pure state P is represented by the density
operator ρ˜ in Eq. (56). This operator can be written in the form
ρ˜ = |βP,0|
2|ψF0〉〈ψF0 |+
W∑
n=1
γP,n
P Ân ρPP
Â
n
Tr[P Ân ρPP
Â
n ]
(71)
where γP,n = |αP,n|
2Tr[P Ân ρPP
Â
n ]. Equation (71) provides a decomposition of
ρ˜ in terms of pure states. But the coefficients γP,1, γP,2, . . . , γP,W that occur
in it do not represent probabilities of the corresponding pure states. Rather,
they represent the overall probabilities that the physical properties F1, F2, . . . ,
FW , respectively, be displayed in the measurement. These probabilities are epis-
temic in the ESR model whenever this model is objective (Sect. 5.2). In this
case they formalize our a priori ignorance of the outcome that will be obtained
in the measurement. Whenever the display of the apparatus measuring A0 is ob-
served, this ignorance is reduced, and we are informed that α displays a specific
property, say Fk = (A0, {ak}). Thus we can update our information about the
properties of α. Let k 6= 0. Then, according to the hidden variables theory in
Sect. 5.1, α possesses the microscopic property fk = ϕ
−1(Fk). Therefore, if the
measurement is repeated and α is detected, it must yield the same result with
certainty. This means that the conditional on detection probability of Fk after
the first measurement is 1, which is just what occurs if α is in the pure state
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represented by
P Âk ρPP
Â
k
Tr[P Â
k
ρPP
Â
k
]
after the measurement, as predicted by Eq. (41).
Yet, no “collapse of the wave function” occurs, because Fk is not “brought into
existence” by the measurement, as in QM. Let k = 0. Then, we deduce that
the set of microscopic properties possessed by α is such that no-detection may
occur. If the measurement is repeated, either no-detection occurs again, or one
of the physical properties F1, F2, . . . FW is displayed. If we assume that the
conditional on detection probability of Fk is given by Tr[|ψF0〉〈ψF0 |P
Â
k ], we can
maintain that the state of α after the measurement is the pure state represented
by |ψF0〉, as predicted by Eq. (41).
To close, let us observe that the above reasoning does not justify the general
form of GLP provided by Eq. (37). This justification would require a generaliza-
tion of our arguments. Indeed, consider again a discrete generalized observable
A0 and an item of Ω in the pure state P . Performing an idealized measurement
of A0 which yields one of the outcomes v(a0), v(a1), v(a2), . . . , v(aW ) is equiv-
alent to measuring all physical properties in the set FA0 = {(A0,Σ) | Σ ⊂ Ξ0}
associated with A0. Each of these measurements yields as final state one of
the states represented by the density operators in Eq. (41). Hence the state
after one of them coincides with the state predicted by GLP only for physical
properties in the subset {(A0, {a0}) | an ∈ Ξ0} ⊂ FA0 . In different words, the
measurement of the physical property F = (A0,Σ) ∈ FA0 following from an
idealized measurement of A0 is an idealized measurement in the sense estab-
lished by Eq. (37) only if Σ = {an}, with n = 0, 1, 2, . . . ,W . To justify the
general form of GLP one should consider idealized measurements of generalized
observables obtained from A0 by grouping together sets of eigenvalues of A0 and
considering each set as a single eigenvalue. This procedure is rather obvious and
we do not discuss it here for the sake of brevity.
7 Conclusions: advantages and limits of the ESR
model
As we have seen in the previous sections, every physical system Ω is associated,
according to the ESR model, not only with a Hilbert space H , but also with a
detection probability pd(S, F ) depending on the state S of the individual object
α that is considered and on the physical property F of α that is measured. The
main limit of this description is that we have as yet no theory for the detection
probability, even if its introduction can be justified by a hidden variables theory
for the measurement process (Sect. 5). Hence the basic assumptions of the ESR
model (Sect. 4.3) must be considered as a priori hypotheses, to be accepted or
not because of their physical consequences, explanatory power and predictions.
Moreover, the values of the detection probability cannot be predicted, hence
they occur in the ESR model as parameters to be determined experimentally
for every physical system Ω, state S and property F . We intuitively expect very
different values for different physical systems: e.g., very cloe to 1 in the case of
massive physical systems, as heavy ions, sensibly different from 1 in the case of
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lighter particles, as electrons or photons.
Whenever the ESR model is objective in the sense specified in Sect. 2, it
exhibits some physically interesting features. Let us summarize some of them.
(i) The objectification problem and the paradoxes ensuing from it are avoided
because of objectivity. An epistemic interpretation of quantum probabilities
becomes possible, and no ambiguity occurs in the interpretation of mixtures
because proper and improper mixtures have different mathematical represen-
tations. Furthermore, the ESR model supports a reinterpretation of standard
quantum logic which makes it compatible with classical logic [37]. The price
of these achievements is a mathematical description of physical entities that is
more complicated than the mathematical description provided by QM, but the
latter is recovered within the ESR model (Sect. 4.4).
(ii) The relationship of the predictions of the ESR model with the predic-
tions of QM is not trivial. In the case of experiments on the CHSH inequality,
the experimenters must check the four terms of the sum that occurs in this
inequality, each representing the expectation value of the product of two com-
patible dichotomic observables in a given state S, on four sets U1, U2, U3, U4
of individual objects in the state S. But the low efficiency of real detectors
obliges them to take into account, rather than these sets, the subsets U d1 ⊂ U1,
U d2 ⊂ U2, U
d
3 ⊂ U3, U
d
4 ⊂ U4 of the individual objects that are detected. The
CHSH inequality is then checked (and found to be violated, consistently with
the predictions of QM) by assuming that, for every i ∈ {1, 2, 3, 4}, U di is a fair
sample of Ui (fair sampling, or no-enhancement, assumption [50, 51]). Accord-
ing to the ESR model, instead, one must consider, for every i ∈ {1, 2, 3, 4}, also
the subset U d0i ⊂ Ui of all individual objects that would be detected if idealized
measurements were performed, which is such that U di ⊂ U
d0
i ⊂ Ui. Generally,
U
d0
i is not a fair sample of Ui, but the statistical predictions of the ESR model
on U d0i are identical to the statistical predictions of QM on Ui. If one then
considers real measurements and assume that U di is a fair sample of U
d0
i , one
expects from Aspect’s experiments exactly the same results that are expected
when the quantum description of the experiment is adopted: hence, a violation
of the CHSH inequality. This predictions does not depend on the objectivity
of the ESR model. But if this model can supply an objective description of
the physical situation (i.e., if the efficiency limits reported in Sect. 5.2 are re-
spected), then the results of the experiments can be explained by assuming that
U
d0
i , hence U
d
i , is not a fair sample of Ui. One thus obtains an explanation in
which nonlocality plays no role [28, 38].
An analogous but simpler situation occurs in the case of the various versions
of the two-slits experiment. Indeed, also in this class of experiments only de-
tected individual objects are taken into account. Hence, the ESR model predicts
interference, exactly as in QM, whenever idealized measurements are performed
(of course, the interference fringes could be modified in the case of real measure-
ments). This result is not counterintuitive, because the ESR model does not
imply any picture of individual objects as point-like classical or semi-classical
particles with trajectories (Sect. 5). Moreover, the prediction that there will be
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interference does not depend on the values of the detection probability, hence
on the objectivity of the ESR model.
One can contrive, however, experiments that take into account all individual
objects that are produced. The predictions of the ESR model are then generally
different from the predictions of QM, but can be very close to them if all the
values of the detection probability that occur in the experiment are close to 1.
The predictions of the two theories, however, may substantially differ in specific
cases: for instance, when proper mixtures are considered [13]. In this case one
can devise experiments to check which description is correct.
(iii) The transformation of state induced by an idealized measurement is de-
scribed in the ESR model by a postulate that generalizes the Lu¨ders postulate
of QM (Sect. 4.5). If the ESR model is objective, this postulate does not imply
any actualization of physical properties following from a “collapse of the wave
function”. Rather, it provides the final state of an individual object after an
interaction with an idealized macroscopic measuring device. Hence this descrip-
tion can be used as a starting point for hypothesizing the general laws of time
evolution in the ESR model, which then basically reproduces standard quantum
laws (Sect. 6.3).
To close let us add some remarks on the literature.
First of all, we stress that the basic ideas of the ESR model make it very
different from the models aiming to exploit the inefficiency of the detectors, or
other loopholes, to explain the results obtained by the experiments on Bell’s in-
equalities in a perspective of “local realism” which is alternative to QM. Indeed,
the ESR model does not reject QM but recovers its mathematical formalism
reinterpreting quantum probability, as explained in Sect.1. There are instead
strong similarities between the ESR model and some hidden variables models
which assume that the no-detection outcome is a possible result of an exact
measuring process, and that the efficiency of the detectors used in the experi-
ments depends on the hidden variables [46, 52, 53, 54, 55]. These assumptions
indeed are consistent with the introduction of no–registration outcomes in the
ESR model and with the hidden variables theory in Sect. 5. Moreover, a rein-
terpretation of quantum probabilities as conditional on detection is implicitly
introduced (but not explicitly stated) when local models for the GHZ experi-
ment are constructed [46], which matches AX 3. However, these local models
(dubbed by Fine “prism models”) mainly aim to show that the experimental
results obtained in Aspect’s and similar experiments can be explained avoid-
ing nonlocality, and do not provide a general theory vindicating locality. The
ESR model supplies instead such a theory, constructing a framework in which
“prism” and similar models can be placed.
Secondly, we recall that there have been many scholars who attempted to
invalidate the theoretical and/or the experimental proofs of nonlocality of QM.
In particular, the proofs of some “no–go” theorems were questioned by several
authors in the framework of a statistical interpretation of QM that does not
refer explicitly to individual objects [56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66].
For instance, Khrennikov introduced a pre-quantum model of the wave type
(pre-quantum classical statistical field theory, or PCSFT) which avoids nonlo-
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cality but recovers contextuality when combined with detection by detectors
with a threshold (threshold signal detection model, or TSD). According to these
combined models contextuality is a consequence of the limited efficiency of the
detectors. More recently Khrennikov, accepting von Neumann’s theory of mea-
surement, suggested that the quantum probabilities used in the proofs of the
CHSH inequalities and related experiments should be interpreted as conditional
(quantum) probabilities, where conditioning occurs with respect to fixed exper-
imental settings [67]. On this basis, he criticized the widespread belief that the
Bell–type experiments disprove local realism [68] and upheld that all quantum
probabilities can be modeled as classical conditional probabilities [69].
The view of the scholars mentioned above, however, is different from the per-
spective of the ESR model. Indeed, also this model reinterprets quantum prob-
abilities as conditional (on detection). Yet, conditioning does not occur with
respect to fixed real experimental settings but with respect to idealized measure-
ments which test properties of individual objects. In this kind of measurements
there are not thresholds or external sources of randomness, and no–detection
can be ascribed to the set of microscopic properties possessed by the individual
object that is considered according to the hidden variables theory of measure-
ment expounded in Sect. 5. Hence, not only nonlocality, but also contextuality
is avoided (if suitable conditions are fulfilled, see Sect. 5.2). These features
follow from the fundamental choice of accepting a “realistic” interpretation of
QM (see footnote 1), which maintains that QM deals with individual objects
and their properties. Indeed this choice raises the objectification problem that
does not occur in a purely statistical interpretation of QM, as we have already
observed in Sect. 1, and the assumptions of the ESR model (Sect. 4.3) mainly
aim to solve this problem.
Notwithstanding the differences pointed out above, there are some interest-
ing similarities between the ESR model and the foregoing approaches. In fact,
(local) contextuality similar to Khrennikov’s would occur also in the ESR model
if real detectors with thresholds were considered instead of idealized measure-
ment devices [31, 33]. Moreover, an epistemic interpretation of probabilities,
hence a reinterpretation of quantum probability as classical conditional proba-
bility, is possible if the ESR model is objective (Sect. 5.2). Thus, Khrennikov’s
proposals share several important features with the ESR model.
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