The frequency assignment problem is the problem of assigning frequencies to transmission links such that either no interference occurs, or the amount of interference is minimized. We present an algorithm for this problem that is inspired by Karmarkar's interior point potential reduction approach to combinatorial optimization problems. We develop a nonconvex quadratic model of the problem that is very compact as all interference constraints are incorporated in the objective function. Moreover, optimizing this model may result in nding multiple solutions to the problem simultaneously. Several preprocessing techniques are discussed. We report on computational experience with both real{life and randomly generated instances.
Introduction
In this paper we are concerned with developing an interior point potential reduction approach to solve the Frequency Assignment Problem (FAP). This problem arises in practice when a network of radio links has to be established. Each radio link has to be assigned a frequency, subject to a number of interference constraints. An interference constraint gives the minimal required distance (in mHz) between the frequencies assigned to a couple of links. If this constraint is violated, communication using these links will be distorted. In practice, interference will occur when two links which are situated close to each other, are assigned the same frequency, or frequencies which are close to each other. We will consider three di erent classes of the FAP. Given a set of frequencies, a set of links and a set of interference constraints:
Try to assign each link a frequency such that all the interference constraints are satis ed; Try to assign each link a frequency such that all the interference constraints are satis ed, and the number of used frequencies is minimal.
If no feasible assignment exists, we need to formulate a di erent objective. Each interference constraint gets a priority and a certain penalty has to be paid if a constraint is violated. Furthermore, a number of links have preinstalled frequencies and mobilities. A penalty has to be paid if to such a link a new frequency is assigned. Now the objective is:
Try to assign each link a frequency such that the total penalty to be paid is minimal.
The FAP is NP{complete, since the graph coloring problem, which is a special case of the FAP, is NP{ complete 3, 10] . For NP{complete problems no polynomial time algorithms are known; the worst{case complexity of exact algorithms is an exponential function of the problem size. However, in practice exact algorithms may behave much better than their worst case. For instance, for the FAP a branch{and{cut algorithm has been developed 1] which turned out to be quite e ective. Still, nding a solution and proving its optimality requires substantial computation times. Hence, approximate algorithms must be developed, i.e. algorithms that nd a good, but not necessarily optimal solution within reasonable time. Algorithms that have been applied to the FAP are for example local search, genetic and graph based algorithms 3, 10, 13, 14] . The interior point potential reduction method discussed in this paper is also an approximate algorithm. It is inspired by the research done by Karmarkar et al. 6, 8, 9] . In 1984 Karmarkar showed that linear programming problems can be solved in polynomial time by an interior point method 7] . Later, he and his colleagues extended the interior point approach to combinatorial optimization problems. Promising results on the satis ability problem 6] and the set covering problem 9] are reported. The idea is to formulate the combinatorial problem under consideration as a binary feasibility problem, relax the integrality constraints, and add a (concave) quadratic objective function that forces the variables to binary values. Subsequently, a nonconvex potential function is introduced, whose minimizers are feasible solutions of the binary problem. An interior point method is used to sequentially minimize the potential function. Since the potential function is nonconvex, a local (non{binary) minimum may be found. To generate feasible solutions more quickly, after each iteration the current interior point is rounded to a binary solution. In this paper we will develop a nonconvex quadratic model for the FAP, in which all interference constraints are incorporated in the objective function. Optimizing this model may result in nding multiple feasible assignments simultaneously. In 15, 16] it is shown that this model may also be obtained from a binary linear model for the FAP. To solve the model, an appropriate potential function is designed and minimized by the interior point method Karmarkar et al. 6, 9] propose. In our algorithm, we also incorporate preprocessing techniques, rounding schemes and techniques to escape from local minima. This paper is organized as follows. In Section 2 we will construct the nonconvex quadratic model for the various classes of the FAP. Furthermore, we will brie y indicate how these models can be derived from linear models for the FAP. In Section 3 we will discuss the interior point method to solve the quadratic model, and we will give speci c details on the application of the algorithm to the FAP. Section 4 contains computational results on both real{life and randomly generated instances of the FAP. The real{life instances were provided by CELAR, the random instances were generated using the TU Delft developed test problem generator GRAPH (Van Benthem 2]). Finally, Section 5 contains some concluding remarks. If a constraint has priority 0, it must be satis ed, if it has priority i = 1; : : :; p min it may be violated at cost i . Similarly, if a link has mobility 0, its preinstalled frequency may not be changed, and if it has mobility j = 1; : : :; mob max ? 1 its preinstalled frequency may be changed at cost j . A mobility of mob max means that no frequency has been preinstalled. Before going on, we introduce some more notation:
jLj : the number of elements of set L; l = argmax l2L jF l j : the element l 2 L for which jF l j is maximal; f ) l : f ! l and the exclusion of all interfering assignments, i.e. x lf := 1; x lf := 0; 8f 2 F l nff g; and x kg := 0; 8k 2 L; g 2 F k ; such that jf ? gj d lk ; sgn(x) : equals 1, 0 resp. ?1 if x is positive, zero resp. negative. e : all{one vector. In the following, by an assignment, an assignment x or a feasible assignment, we usually mean a full assignment, i.e. each link is assigned exactly one frequency. Sometimes, by an assignment we mean a single assignment, i.e. f ! l for some l 2 L and f 2 F l ; this will be clear from the context. A pair of assignments refers to f ! l and g ! k for some l; k 2 L and f 2 F l ; g 2 F k .
A quadratic model
In this section we will derive quadratic models for the FAP. For each class we have the requirement to assign exactly one frequency to each link. This can be modelled as:
The way in which the interference constraints are modelled is discussed in the next subsections.
Feasibility version of the FAP
We de ne the coe cients q lfkg :
Now we can write the FAP as the minimization of a nonconvex quadratic function subject to the constraints that to every link exactly one frequency must be assigned (1) and all the variables must be binary: Here Q is an m m matrix, with m = P l2L jF l j the number of variables, containing the elements q lfkg .
The matrix Q has the following structure: The jF l j jF k j submatrix Q lk represents the interference constraint for the links l and k. Obviously, if no such constraint exists we have Q lk = 0. Furthermore, Q lk = Q T kl , for all l; k 2 L, so Q is symmetric. Since the diagonal of Q contains only zeroes, Q is inde nite. The relaxation of (P Q ) will be called (R Q ). In (R Q ) the integrality constraints are replaced by 0 x lf 1; 8 l 2 L; 8f 2 F l .
Lemma 1 The nonconvex quadratic optimization problem (R Q ) has the following properties:
1. x T Qx 0 for any feasible solution x. 2 . If x is a feasible assignment for the original FAP then we have x T Qx = 0. 3 . If x T Qx = 0 then x yields one or more feasible assignments for the original FAP.
Proof:
1. As both Q and any feasible solution x of (R Q ) contain only nonnegative elements, we conclude that x T Qx 0. 2. If we are given a feasible assignment x, there is no combination l; f; k; g such that q lfkg = x lf = x kg = 1, so x T Qx = 0: 3. Given a solution x of (R Q ) such that x T Qx = 0. This implies that there is no combination l; f; k; g for which q lfkg = 1 and both x lf and x kg are positive. Now de ne the set of indices I = flf j x lf > 0g; and letx lf := 1; 8 lf 2 I;x lf := 0; 8 lf = 2 I; thenx T Qx = 0. The assignment corresponding tox may be overfull, i.e. to a link more than one frequency might be assigned, but we can simply set variables from one to zero until each link is assigned exactly one frequency. This completes the proof. 2
We observe that any assignment x is a feasible solution of (R Q ). As will be clear from the proof of Lemma 1, for a given assignment x the objective value 1 2 x T Qx is equal to the number of violated interference constraints. On the other hand, the next lemma proves that the objective value of any minimizer (local or global) of (R Q ) is integral, and that such a minimizer yields one or more assignments with the same number of constraint violations.
Lemma 2 Let (x) = 1 2 x T Qx. Given a feasible non{integral solution x of (R Q ), we can construct a feasible integral solutionx, such that (x) (x).
Proof: We constructx link by link. Let x := x and consider a link l for which two or more variables x l f ; f 2 F l , are fractional. Using the symmetry of Q and the fact that q lflg = 0; 8 l 2 L; 8f; g 2 F l , (de nition (2)), we can rewrite (x) as: Note that both K and the cost coe cients are independent of the values of the variables x l f . Therefore we can simply take f to be: f = argmin f2F l c f :
and setx l f = 1;x l f = 0; 8f 2 F l nff g;x lf := x lf ; 8 l 2 Lnfl g; 8f 2 F l :
Then, using (4) and the de nitions ofx and c f , Ifx is not binary, we let x :=x and repeat this procedure. Whenx is binary, we will have constructed an integral solution such that (x) (x): 2 The number of assignments N x with the same number of violated interference constraints that can be constructed from a minimizer x, can be computed explicitly:
Minimizing the number of used frequencies
The quadratic model has to be slightly extended in order to be able to minimize the number of used frequencies. Let the coe cients q lfkg be de ned as before. We introduce the additional variables z f : z f = 0 if the frequency f is assigned to at least one link; 1 otherwise, 8f 2 F: (6) De ne the coe cients r glf as:
Let R be the jFj m matrix containing the elements r glf . R is constructed as follows:
The jFj jF l j submatrix R l indicates which variable x lf ; f 2 F l , corresponds to which frequency; it has a r glf x lf = # of times the frequency g is used:
The lemma follows immediately by the de nition of z g . 2 Proof:
1. As both Q and any feasible solution y of (R Q ) contain only nonnegative elements, y T Qy 0.
2. Using (8), we have that y T Qy = x T Qx + 2z T Rx. If the assignment x uses exactly F ? M frequencies, we nd by Lemmas 1 and 3 that y T Qy = 0. If x is a feasible assignment that uses less than F ? M frequencies, we need to modify z. We have x T Qx = z T Rx = 0, but by de nition (6) we have that P f2F z f M + 1, so strictly speaking y is not a feasible solution of (R Q ). However, we may set some variables z f from one to zero until y is feasible. Obviously, this does not change the value of z T Rx. 3 . Suppose now that y is an optimal solution of (R Q ) with zero value. As for a solution y of (R Q ) we require that P f2F z f = M, we nd that at least M of the z-variables are greater than zero, so at most F ? M of the z-variables are equal to zero. So, since there is no combination g; l such that both x lg and z g are positive, at most F ? M frequencies are used. For the term x T Qx Lemma 1 applies. This proves the Lemma. 2
We can straightforwardly extend the proof of Lemma 2 to this situation; therefore, the objective values of all minimizers of (R Q ) are integral. We observe that, given a minimizer y = (x; z) T of (R Q ) for which two or more z f variables are fractional, all assignments that can be constructed from x use less than F ? M frequencies. To compute the number of assignments with the same objective value, we can again use (5); note that we do not need to consider the number of fractional z f variables to compute the number of di erent assignments. To compute the number of di erent binary solutions however, we must multiply the number N x obtained by (5) 
C C A :
We now can construct the matrices Q and R submatrix by submatrix (see (3), (7)). 
Minimizing the cost of violations
The model to minimize the cost of violations is similar to the model of the feasibility version of the FAP; no additional variables have to be introduced. Instead of setting q lfkg to one if its corresponding pair of assignments violate an interference constraint, we de ne the coe cientsq lfkg to be equal to the penalty of the assignments f ! l and g ! k. If a constraint has priority 0, i.e. it must be satis ed, we can set the corresponding penalty 0 to a large number, such that 0 >> 
Let e Q be the matrix containing the elementsq lfkg ; its structure is similar to the structure of Q in (3). If also preinstalled frequencies and mobilities are given, we can choose to add the mobility costs to the diagonal of the matrix e Q. Another possibility is to introduce a linear penalty term in the objective function. The second option results in a model which has more attractive properties, as then we can straightforwardly extend the results of Lemma 2. Thus the vector v is de ned as follows: Proof: The cost incurred by the pair of assignments f ! l; g ! k equalsq lfkg . As e Q is symmetric, the termq lfkg x lf x kg occurs twice, so to nd the cost we have to divide the total sum by two. Furthermore, if f ! l; l 2 L, with mob l = i and f 6 = f pre l , then a penalty i = v lf has to be paid. The relaxation of (P e Q ) will be called (R e Q ). The minimum of (P e Q ) is the optimal value of the original FAP (Lemma 5). Due to the following lemma, the minimal values (local and global) of (R e Q ) and (P e Q ) are equal and each minimizer of (R e Q ) yields one or more equivalent binary solutions.
Lemma 6 Let (x) = 1 2 x T e Qx + v T x. Given a feasible non{integral solution x of (R e Q ), we can construct a feasible integral solutionx, such that (x) (x).
Proof: Essentially the same as the proof of Lemma 2. The only thing that changes is that a linear term is added to the cost coe cients c f , i.e. Again, the values of c f are independent of the values x l f , so the proof of Lemma 2 applies to this situation. 2 We can again use (5) to compute the number of assignments with the same objective value that we can construct from a minimizer of (R e Q ). Note that if we add the mobility costs, instead of introducing a linear term, to the diagonal of the matrix e Q, the minima of (P e Q ) and (R e Q ) are (most probably) not equal.
An alternative way to derive the quadratic model
In the previous section we have constructed the nonconvex quadratic model for the FAP in a straightforward manner. In this section we indicate how it can be derived from a linear model for the FAP. This linear model has certain properties which make it possible to give an alternative expression for the matrices Q and Q (see also 15, 16] ). Also the matrix e Q can be derived from a linear model, but this requires a little more e ort.
Linear models for the feasible FAPs
We use the notation introduced in Section 2.1. As described in Section 2.2, we need to assign exactly one frequency to each link. This results in constraints of the form (1). We can model the interference constraints as follows:
x lf + x kg 1; 8(l; k) 2 D; 8f 2 F l ; g 2 F k : jf ? gj d lk : (11) Note that we can reduce the number of constraints signi cantly by combining constraints of the form (11): x lf + X g:jf?gj dlk x kg 1; 8(l; k) 2 D; 8f 2 F l ; g 2 F k : (12) Let the equality constraints (1) now be denoted by Bx = e, and either the disaggregated (11) or aggregated (12) inequality constraints by Ax e, then we can write the FAP as a f0; 1g feasibility problem:
nd x 2 f0; 1g m such that Ax e; Bx = e:
We can extend this model to minimize the number of used frequencies. We add the variables z f (6) to the model. We choose a number F ? M of frequencies to be used and add the constraint
Furthermore, we add the following constraints to the model:
8 l 2 L; 8f 2 F l : (13) Now let y = (x; z) T and let the set of linear inequalities (11) or (12) and (13) 2.3.2 A special structure of (P L ) and (P L )
The models (P L ) resp. (P L ) have the following properties:
Property 1 All elements of A resp. A are binary.
Property 2 All elements of B resp. B are binary.
Property 3 Each column of B resp. B contains exactly one nonzero element.
Property 4 The right hand side of all resp. all but one constraints equals one.
Initially, we assume that the interference constraints are modelled according to (11) . Then (P L ) and (P L ) also have the following property:
Property 5 Two variables that occur in the same equality constraint, do not occur simultaneously in any inequality constraint.
Note that, independently of the way the interference constraints are modelled, the only constraint in (P L )
that has a right hand side unequal to one (provided M 6 = 1, which will usually be the case), always has the last property. From now on, we will consider only (P L ) and (P Q ) resp. (R Q ); however, for (P L ) and (P Q ) resp. (R Q ) similar theorems apply (see 15, 16] ). We can give the following expression for the matrix Q:
where diag(A T A) denotes the diagonal matrix containing the diagonal entries of the matrix A T A. Note that due to Property 5 the sgn{function is super uous.
Lemma 7 The matrices Q as de ned in (14) and (2) are the same.
Proof: Let the columns of A be indiced by the lf{pairs, l 2 L; f 2 F l , and the rows by i = 1; : : :; n. Using the Properties 1, 4 and 5, the following equivalencies hold:
a ilf a ikg = 1 , 9(!) t 2 f1; : : :; ng such that a tlf = a tkg = 1:
So constraint t is x lf + x kg 1: Therefore, f ! l and g ! k will violate constraint t. This implies that jf ? gj d lk . Also, by de nition (2), we have that q lfkg = 1 if and only if jf ? gj d lk : 2 Now we can prove the following theorems concerning (P L ) and (R Q ) (see for a proof 16]). The rst is a generalization of Lemma 1; its proof uses the Properties 1, 2, 3 and 4.
Theorem 1 The following statements hold:
1. If x is a feasible solution of (P L ), then x is an optimal solution of (R Q ). 2 . If x is an optimal solution of (R Q ) with x T Qx = 0, then x is either a (binary) solution of (P L ), or we can trivially construct multiple solutions of (P L ) from x.
The second is a rephrase of Lemma 2. Again, we need the Properties 1 to 4 to prove it.
Theorem 2 Given a feasible non{integral solution x of (R Q ), one can construct a feasible integral solutioñ x of (P Q ), such thatx T Qx x T Qx.
We observe that if we model the interference constraints according to (12) , Lemma 7 does not hold. This is due to the fact that Property 5 does not hold for (all) equality constraints; as a consequence not all q lflg ; l 2 L; f; g 2 F l ; are equal to zero. However, even if q lflg = 1 for all l 2 L; f; g 2 F l ; f 6 = g; (then Q = sgn A T A + B T B ? diag(A T A + B T B) ; note that now the function sgn is needed to ensure that Q is binary) both theorems apply. In this case, the minimizers of x T Qx will be strictly binary.
The reduction of problem size in terms of the number of constraints, when comparing (P L ) and (R Q ) is enormous. The number of constraints required to model the interference constraints according to (12) (which is more concise than (11)), is approximately jDjF. For example, in the test problems that we have considered, jDj is approximately 5 times the number of links, while 48 frequencies are available. So for a 200{link problem, the reduction is almost 50000 constraints.
Theorems 1 and 2 also hold if the matrix Q is replaced by a nonnegative matrix e Q with the same nonzero structure. Therefore they can also be applied to derive (P e Q ). For a given infeasible instance of the FAP, we can construct the matrix A as discussed in the previous section. Subsequently, we can compute Q as discussed above. If we replace each one by the penalty that has to be paid if the corresponding constraint is violated this will result in the matrix e Q.
Solving the Frequency Assignment Problem
In this section we develop a potential reduction method for solving the FAP. The following topics are discussed: a suitable potential function, an interior point method to minimize the potential function, and further algorithmic details such as preprocessing techniques, starting points, ways to deal with local minima and rounding schemes. 3.2 An interior point method to minimize a nonconvex function
To solve (FAP ), we will apply the interior point method developed by Karmarkar et al. 6, 9 ] to potential function (15) . The treatment in this section is similar to that given in 9], although the notation used is somewhat di erent. Furthermore, the extension of the algorithm proposed by Shi et al. 11] is discussed.
An approximate problem
Solving (FAP ) is NP{complete. Therefore, in each iteration (FAP ) is approximated by a quadratic optimization problem over an ellipsoid, which can be solved in polynomial time. We de ne P = fx 2 IR m j Ax bg; P 0 = Int (P) = fx 2 IR m j Ax < bg: The algorithm starts with an initial interior point x 0 2 P 0 . It generates a sequence of points fx k g; k = 0; 1; : : :; in the interior P 0 of the polytope P. (FAP E ) can be solved in polynomial time (see Ye 17] ; this problem has also been studied by S orensen 12] and Flippo and Jansen 5]). The optimal solution x to (FAP E ) is a descent direction of Q(x) from x k .
Computing the descent direction
We formulate the optimality conditions of (FAP E ) (see 5, 9, 12] 
To nd a solution x that satis es the optimality conditions, we rst need to nd a 0 such that (20) holds. Since A has full rank m, the matrix A T S ?2 A is positive de nite. Let U be its Cholesky factor, i.e. U T U = A T S ?2 A. Ye 17] 
The S-norm of x is de ned as
The S{norm of x( ) is a decreasing function of , in the interval given in Lemma 8 9, 17] . Since > 0, from (19) we conclude that k x ( )k S = r. To nd a solution x that both satis es the optimality conditions and lies on an appropriate ellipsoid, we use a binary search (see also Ye, 17] ): the linear system (18) is solved for di erent values of until a solution is obtained such that k x ( )k S , where and are a lower and upper bound on the radius of the ellipsoid. When r is small we have a small change in the potential function, but we must have r 1 since the ellipsoid must be inscribed in P. Karmarkar et al. 9] call the interval ( ; ) the acceptable length region. The procedure to compute the descent direction is given in Algorithm 3.1. Each run through this procedure is called a minor iteration. Some explanation is given below. The procedure needs as input the current iterate x k , an initial multiplier and the acceptable length region ( ; ). Three logical keys are set:
IDkey, which is true if during the process an inde nite matrix is encountered, key resp. key , which is true if an upper resp. lower bound is found for the multiplier . An upper bound resp. lower bound is found if for a given the corresponding S{norm is too small resp. too large.
The procedure runs as follows. If necessary is increased until H + A T S ?2 A is positive de nite. Subsequently the descent direction and its S{norm are computed.
If the S{norm is too small, and IDkey is false, an upper bound on has been found. is decreased, either by multiplying it by k x kS or if a lower bound on exists, by taking the geometrical mean of and the lower bound; with the new value for , the new descent direction and S{norm are computed.
If the S{norm is too large, a lower bound on has been found. is increased, either by multiplying it by k x kS or if an upper bound on exists, by taking the geometrical mean of and the upper bound; with the new value for , the new descent direction and S{norm are computed.
If the S{norm is too small and IDkey is true, decreasing will lead to an inde nite matrix; the acceptable length region is adjusted, i.e. := ; < 1, and the descent direction is accepted.
If the S{norm is satisfactory the descent direction is accepted. If the S{norm is below a certain bound, for example + 2 , the current multiplier is multiplied by the S{norm. The nal multiplier of this iteration is the initial multiplier of the next iteration.
Karmarkar et al. 6, 9] choose, when the S{norm is too large resp. too small, to multiply resp. divide by a constant r = p 2. During our experiments we observed that in each iteration the product k x k S is more or less constant for each . Therefore we choose to modify as described above. When a descent direction x has been found, a line search is applied to nd the minimum of the potential function along the line f 2 IR + j x k + x g. Shi et al. 11 ] use a golden section search. The new iterate x k+1 is given by x k+1 = x k + x : If the potential value does not improve, i.e. (x k+1 ) (x k ), the acceptable length region and hence the radius of the ellipsoid must be decreased. Karmarkar et al. 9] prove that always a descent direction can be found if the radius of the ellipsoid is su ciently decreased. In our implementation, we consider x k+1 to be a local minimum if the potential value does not su ciently improve, i.e. (x k+1 ) (x k ) ? 1 .
Further algorithmic details 3.3.1 Preprocessing
Since the test problems are of considerable size, methods to reduce the size of the problem may be used, thus decreasing computational e ort. Some straightforward preprocessing methods, which can be used separately or in combination, are discussed below.
Removing variables from the problem. In some cases, it is easy to see that a variable included in the problem is redundant, and may therefore be removed. For instance, if we are given a frequency domain consisting of frequencies in the range 10; 100], and for a given pair of links the minimal required frequency distance is, say, 70, then frequencies in the range 30; 80] may not be assigned to either of these links, and the variables corresponding to these assignments may be removed. So, if for a frequency{link pair the following holds:
given l 2 L; f 2 F l : 9 k 2 L such that 8g 2 F k : jf ? gj d lk (, q lfkg = 1); then the variable x lf may be removed from the problem. Removing a variable x lf from the problem and updating its frequency domain may lead to other variables becoming redundant. We remove variables from the problem until no redundant variables remain. Note that this method may identify infeasibility of the problem under consideration. This occurs if for a link all variables are removed. Furthermore, after preprocessing, some links may have only one available frequency. Then the corresponding assignment can be xed, and all variables corresponding to interfering assignments may be removed from the problem. This, in turn, may lead to some variables becoming redundant or more xed assignments. The process is repeated until no further reduction of the problem is possible. We can also preprocess the infeasible instances of the FAP based on this idea. Then we remove a variable x lf if there exists a k 2 L such that for all g 2 F k we have that q lfkg > C max , where C max is the maximum cost we allow for any pair of assignments. Removing variables in this way, may lead to changing (increasing) the optimal solution of the problem, as usually we do not know anything about the optimal solution. If, however, an upper bound UB is known, taking C max = UB obviously does not lead to changing the optimal value.
Removing frequencies from the problem. This strategy is only valid for the feasible instances of the FAP. We try to nd a feasible assignment for the problem using a straightforward heuristic method, and subsequently we try to nd a better solution using only the frequencies that are used in the initial assignment generated by the heuristic method. A heuristic method that appeared to be quite successful in nding reasonably good feasible solutions for the given test problems, is the following. The idea is to select the link that has the lowest number of frequencies available, and assign to it the frequency that has the highest number of links to which it may be assigned. This frequency is assigned as many times as possible, before another frequency is chosen to be assigned, according to the same rule. We introduce some more notation: L 0 : the set of links to which no frequency has been assigned; F ? l : the set of available frequencies for link l;
F 0 : the set of not used frequencies:
The heuristic is formalized below.
Af := fl 2 L j f 2 F ? l g; 8f 2 F. This heuristic either nds a feasible assignment, or it stops when a partial assignment that it has generated makes the problem infeasible. If it nds a full assignment we generate the preprocessed problem by removing all frequencies that are not used in the assignment. The resulting problem may have a worse optimal assignment than the original problem, but is clearly feasible.
Starting points
Since we choose to relax the equality constraints to inequality constraints, we need to nd an interior starting point x 0 satisfying 0 < x 0 < e; Bx 0 > d. We simply take (assuming jF l j 3; 8 l 2 L) where F ? M is an upper bound on the number of frequencies to be used.
Local minima
If the algorithm ends up in a local minimum, some action has to be undertaken to prevent the algorithm from running into the same local minimum again after the process has been restarted. To accomplish this, we use the following combination of methods. Let x lm denote the nal interior solution, yielding a local minimum, and let x 0 be the starting point.
Change the weights in the barrier of the potential function, according to the following rule: determine all constraints i which are "near{active" for the nal interior solution x lm , i.e. s i < 2 , where 2 > 0 is small. Increase the corresponding weights w i .
Add a cut (see also Karmarkar et al. 9] Restart the process from a new starting point. We take the new starting point x 0 new as: x 0 new = x lm + max (x 0 ? x lm ); where max = max f 2 IR + j x lm + (x 0 ? x lm ) 2 P 0 g. Clearly, if = 1 we nd x 0 new x 0 , so we are looking for an > 1.
Rounding schemes
In each iteration, the new iterate x k+1 can be rounded to one or more binary solutions. A number of rounding schemes has been developed and tested. Here we only describe the rounding schemes that were the most successful in nding feasible assignments, according to our experiments. Table 3 .1 gives an indication which rounding schemes are applicable to which classes of problems. In this section we also use the notation (23). Rounding scheme I. This is a straightforward rounding scheme: to each link assign the frequency that has the largest x lf -value. It yields a full assignment (not necessarily feasible).
Given a fractional solution x:
Rounding scheme II. The idea of this rounding scheme is to rst make the assignment corresponding to the largest x lf value which has not been rounded yet, then determine which assignments are not allowed as a consequence of this assignment, and then make the next assignment. It terminates either when a full, feasible assignment has been found, or when a partial assignment has been found that cannot be extended without violating constraints. Rounding schemes III:a and III:b. These rounding schemes try to assign a frequency as often as possible, before moving on to assign other frequencies. Either, they terminate when a full, feasible assignment has been found, or when a partial assignment has been found that cannot be extended without violating constraints. The di erence between the rounding schemes is the way in which the frequency to assign is selected. III:a selects a frequency according to the values of the x{variables, III:b considers the values of the z{variables. We only summarize rounding scheme III:a:
Given a partial assignment x (i.e. xi 2 f0;1g): := fl 2 L jno frequency is assigned to lg. while 6 = ; lf := cost of f ! l; 8 l 2 ; 8f 2 Fl. 
Summary of the algorithm
The complete algorithm is summarized in Algorithm 3.2. We give some explanation below. The procedure needs initial values for the multiplier, the weight vector and the acceptable length region. k is a counter for the number of minor iterations, K counts the number of major iterations. The with ( ) marked steps are optional. The boolean variable STOP represents some stopping criterium, which is evaluated in each (minor) iteration. Possible stopping criteria are, for example:
A feasible solution has been found.
A feasible solution that uses no more than F ? M frequencies has been found. A global minimum of x T Qx has been found (without using rounding schemes).
A solution with "acceptable" cost has been found.
The number of major iterations exceeds some maximum Kmax.
The procedures preprocess, descent direction, get start point, local min and round off are discussed in the Sections 3.3.1, 3.2.2, 3.3.2, 3.3.3 and 3.3.4. Each time an improved value for the potential function has been found, the weights are decreased by a constant factor < 1, to ensure the minimum of the potential function wil be equal to zero.
Computational results
In this section we report on computational results on a number of test problems, both real{life and randomly generated. The CELAR problems were made available as part of the international CALMA project, which is part of the EUCLID program of the ministries of defense of the United Kingdom, France and the Netherlands. The goal of this project was to develop and test algorithms for a variant of the FAP: the Radio Link Frequency Assignment Problem (RLFAP). Several algorithmic approaches have been applied to the RLFAP; see for an overview 14] 1 . Both the CELAR and the randomly generated test instances have a speci c structure which is explained in the next subsection. Further on in this section some implementational issues will be discussed. 
A special structure of the CELAR problems
In the model constructed in Section 2 it is assumed that no equality interference constraints exist. In the CELAR data sets however, equality constraints do occur. By using the structure of the various sets, these equality constraints can be eliminated. We introduce some extra notation: D eq : set of pairs of links for which an equality constraint must be satis ed; We de ne the following binary decision variables:
Obviously, it is su cient to de ne x lf only for all l 2 L , because assigning f to l implies assigning the complementary frequency of f to l + 1. This yields a problem size reduction by a factor two. Consequently, we may assume that no equality constraints occur in the RLFAP; the equality constraints in D eq will be modelled implicitly. The GRAPH test problems 2] are patterned after the CELAR problems and exhibit the same structure. Finally, we mention that all test instances make use of a frequency domain that consists of 48 distinct frequencies, and for each link a subset of these 48 frequencies is available. Therefore, an upper bound on the number of variables required to model an L{link FAP is 1 2 LF = 24L.
Implementation
The algorithm is implemented in MATLAB TM . A number of FORTRAN routines, provided by the linear programming interior point solver LIPSOL (Zhang 18] ), are incorporated. These use sparse matrix techniques to do the minimum degree ordering, symbolic factorization, Cholesky factorization and back substitution to solve the linear system (18) . The tests were run on a HP9000/720 workstation, 144Mb memory, 50 mHz.
In the implementation, the following parameter settings are used:
The initial acceptable length region ( ; ) = (:5; 1:0). The reduction factor of the acceptable length region = :25. The tolerance 1 = 10 ?3 . The weights w i are initially set to 100 n ; they are multiplied by = 1 2 in each iteration. After a restart, the weights are reset to their initial value, and a number of weights are increased by a factor 8, according to the rule described in Section 3.3.3, with 2 = 10 ?2 . The initial multiplier 0 is set to n 100 max i (w i ) max ij (Q ij ), where is a constant that is set equal to 1 2 , 2 resp. 1 10 for solving the problems (R Q ), (R Q ) resp. (R e Q ). The maximal number of major iterations K max is set to 5 for the smaller (<1200 variables) problems, and to 2 for the larger problems.
Results on feasible FAPs
In this section the results of applying the algorithm to a number of feasible test problems are given. All problems except the CELAR problems were generated using GRAPH (Van Benthem 2]).
Preprocessing the feasible FAPs
Most problems can be reduced by applying the preprocessing technique of Section 3.3.1. a very powerful tool to reduce the size of the problems; three problems are even completely solved, as it appears that only one feasible assignment exists for these problems. Obviously, this method is e ective only if there exist some reasonably large interference constraints. Not in all problems such constraints exist. Those problems do not bene t from this preprocessing method. The method described in Section 3.3.1 was developed to reduce the size of the larger ( 200 links) problems. for each test instance, the numbers of links and interference constraints, the minimal number of frequencies required, the quality of the solution and the time required for preprocessing, the number of variables before and after preprocessing, and the reduction in percentages.
Computational results on feasible FAPs
The algorithm was applied to all the preprocessed problems of the previous section, using model (R Q ). After each iteration, the rounding schemes I, II, III:a and IV:a all were applied, because earlier experiences with the algorithm indicated that, generally speaking, it is hard to predict beforehand which of these rounding schemes will give the best results. In our implementation, the amount of time needed to round the solutions and solve the linear systems is comparable. In a more e cient implementation however, solving the linear systems will dominate the computation times. A number of problems were solved using both the full and preprocessed version. In Table 4 .3 the best solutions are shown. We observe that for all problems feasible assignments were found, and in most cases the best assignments found are optimal or close to optimal.
During the experiments, we also observed that for the majority of problems feasible (but not necessarily optimal) assignments were generated in the rst few iterations (this is not indicated in the table). Globally speaking, rounding scheme III.a was the most successful in nding optimal assignments, rounding scheme II generated feasible assignments quickly, rounding scheme IV:a worked when the others failed (especially for the largest problems) and rounding scheme I predicted whether a global minimum was going to be found. Furthermore, for most problems a global minimum was found which yields in all cases more than one and for the larger problems an enormous number of feasible assignments. Unfortunately, though not surprisingly, in most cases the best assignments that can be constructed from a fractional global minimizer are non{optimal.
12 Table 4 .3: Computational results using model (R Q ). Given are times and numbers of minor iterations required to nd the best (optimal) feasible assignment resp. a global minimum(if any). The times are with resp. without time for rounding the fractional solutions incorporated. Also, the number of feasible assignments and the best assignment that can be constructed from the (fractional) global minimizer are given.
Therefore, we also solved most of the above problems using model (R Q ). The number of frequencies to be used F ? M was set equal to the optimal or best known solution. We used the rounding schemes I to IV.
Using this model, for a number of problems a better solution was found than previously. assignments induced by x were close to optimal, and are therefore included in the table. Generally, if no global minimum was found, the local minima that were found had a value close to zero, usually in the range of 1 to 8. So, the corresponding assignments violate only a very small number of interference constraints. By applying some local search technique to these infeasible assignments, feasible assignments can be generated, probably in only a few steps.
Results on infeasible FAPs
Finally, a number of infeasible instances were solved. For these instances p min = mob max = 4 and the associated penalties i resp. i are equal to 10 4?i ; except for CELAR10 where i = 10 6?i . A priority of 0 occurs only for equality constraints. Table 4 .5 gives the preprocessing results for a number of problems. The maximum cost for any assignment C max was set to 50 (see Section 3.3.1). In Table 4 Given are, for each test instance, the problem size, the optimal cost and the reduction of the number of variables both absolute and in percentages. CELAR09(10) was preprocessed by xing assignments for links with a mobility lower than 2(3). results are shown. The rounding schemes I and V.a and b were applied. The partial assignment needed by the rounding schemes V was generated with rounding scheme II, with K = 50 (see Section 3.3.4). We observe that only for the smallest instance an optimal solution was found, by rounding scheme V.a. In most other cases the best found solution was generated by rounding scheme I and equal to the value of the nal solution, except for CELAR10; this solution was obtained by rounding scheme V:a. Again, large numbers of equivalent assignments were found simultaneously.
Remark: The matrices e Q are generally more dense than the matrices Q and Q; this is due to the fact that the required frequency distances in most infeasible instances of the (RL)FAP are larger than for the feasible instances. Therefore, solving the linear systems requires more time.
Concluding remarks
In this paper an interior point potential reduction algorithm for the Frequency Assignment Problem has been developed. Table 4 .6: Computational results using model (R e Q ). Given are times and numbers of minor iterations required to nd the best (optimal) assignment resp. a local minimum. The times are with resp. without time for rounding the fractional solutions incorporated. Also, the number of assignments that can be constructed from the (fractional) local minimizer, and their cost, are given.
A quadratic formulation of the FAP has been developed, which results in a compact and computationally attractive problem. A further advantage of the quadratic formulation is, that it provides a uniform model for all the classes of the FAP and that by optimizing it multiple solutions may be found. By applying an interior point algorithm to the potential function for solving the quadratic model, problems up to a size of 8000 variables have been solved within reasonable time. The assignments obtained are generally speaking fairly good; for most feasible instances optimal or close to optimal assignments have been found, for the infeasible instances the obtained assignments are within reasonable distance of the best known or optimal assignments. For the larger problems vast amounts of assignments have been found; though this requires substantial computation times, as we must let the algorithm run until it converges to global minimum, the numbers of assignments found are so large that it is worth the e ort. A drawback of this method is, that it does require substantial computational e ort as in each iteration a square symmetric matrix has to be factorized at least once; for large problems this matrix will become considerably large, and therefore computation times will increase. Reducing the problem size as much as possible is therefore important. For the FAP several preprocessing methods, both exact and heuristic, have been developed. These methods work quite well and subsequently good solutions are found using potential reduction. The results described in this paper were obtained using a MATLAB TM /FORTRAN implementation. Computation times can substantially be improved when using a more e cient low level implemtation.
As the results indicate, potential reduction methods can be quite e ective in solving di cult combinatorial optimization problems. Making the method really competitive with the established e cient approximate methods for combinatorial optimization (e.g. see 13] ) is the subject of further research. However, taking into consideration the short history of the method, the outlook is promising: more experimentation with potential reduction methods on various kinds of combinatorial optimization problems will give us more insight in the behaviour of the algorithm and thus lead us to apply it as successful as possible.
