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ABSTRACT
Barycentric coordinates are functions on a polygon, one for each vertex, whose
values are coefficients that provide an expression of a point of the polygon as a convex
combination of the vertices. Wachspress barycentric coordinates are barycentric
coordinates that are defined by rational functions of minimal degree. We study the
rational map on P2 defined by Wachspress barycentric coordinates, the Wachspress
map, and we describe polynomials that set-theoretically cut out the closure of the
image, the Wachspress variety. The map has base points at the intersection points
of non-adjacent edges.
The Wachspress map embeds the polygon into projective space of dimension one
less than the number of vertices. Adjacent edges are mapped to lines meeting at the
image of the vertex common to both edges, and base points are blown-up into lines.
The deformed image of the polygon is such that its non-adjacent edges no longer
intersect but both meet the exceptional line over the blown-up corresponding base
point.
We find an ideal that cuts out the Wachspress variety set-theoretically. The
ideal is generated by quadratics and cubics with simple expressions along with other
polynomials of higher degree. The quadratic generators are scalar products of vectors
of linear forms and the cubics are determinants of 3 × 3 matrices of linear forms.
Finally, we conjecture that the higher degree generators are not needed, thus the
ideal is generated in degrees two and three.
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1. INTRODUCTION
1.1 Introduction
Introduced by Mo¨bius in 1827 [13], barycentric coordinates for triangles are clas-
sical, but their generalization to arbitrary polygons is an area of current research.
Barycentric coordinates are functions on a polygon, one for each vertex, that express
a point in the polygon as a convex combination of the vertices. In other words, if
v1, . . . , vN are the vertices of an N -gon, a polygon with N sides, then barycentric
coordinates are functions β1, . . . , βN on the N -gon such that
p =
N∑
i=1
βi(p)vi and
N∑
i+1
βi(p) = 1,
with the coefficients βi(p) non-negative for each point p in the N -gon.
There is only one way to define barycentric coordinates for triangles; in this case
each coordinate function βi is a linear polynomial. However, they are not unique
for larger polygons. For a square, there is one type of barycentric coordinates where
each βi is a piecewise linear function and another type where each βi is a quadratic
polynomial, see Example (1.8). Rarely can barycentric coordinates for non-triangles
be expressed as functions as simple as polynomials. The next best that one could
hope for are rational expressions. Rational barycentric coordinates exist for any
convex polygon and they are our focus in this work.
While convenient to work with mathematically, these rational coordinates are of-
ten not the best choice for applications. Barycentric coordinates are used in geometric
modeling to deform shapes. Rational coordinates sometimes produce deformations
that are too crude; others with more complicated expressions often produce better
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quality deformations. For many applications there is current research investigating
which barycentric coordinates have the best properties for those applications [4, 5].
Deforming planar shapes can be accomplished by placing the shape inside of a poly-
gon, then the vertices are moved and barycentric coordinates are used to extend the
motion to the entire shape [17]. This technique is employed frequently by computer
animation studios [10]. Barycentric coordinates are fundamental in the construction
of multisided surface patches, which are used in computer aided geometric design [12].
A patch is a deformed image of a planar polygon that has been transformed in a
controlled way to have desired smoothness properties and to satisfy certain boundary
conditions. Much of this theory was developed for and pioneered by the automobile
industry [12].
In 1975 Eugene Wachspress introduced rational barycentric coordinates for poly-
gons in his work on finite elements [14]. In 1996 JoeWarren showed that Wachspress’s
coordinates are in some sense the simplest possible. He showed they are the unique
rational barycentric coordinates of minimal degree [15, 16].
Wachspress coordinates define a rational map β, theWachspress map, on the pro-
jective plane P2 whose value at a point p of the polygon is the N -tuple of barycentric
coordinates of p considered as a point in PN−1. This map has N(N−3)/2 base points
occurring at the polygon’s external vertices, points where non-adjacent edges meet.
It is a birational isomorphism onto its image whose inverse τ is projection from a
codimension three plane C, called the center of projection. The Zariski closure of β,
the Wachspress variety W, is our main object of study. It is a surface in PN−1 and
our goal is to describe an ideal that cuts out W set-theoretically.
In Chapter 2, we use linear algebra to compute the ideal of W in degree two.
These quadratics cut out the union W ∪C. In Chapter 3, cubics in the ideal are de-
scribed that cut out the Wachspress variety in C. Finally, we show that the quadratics
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from Chapter 2, the cubics from Chapter 3, and some additional higher dimensional
polynomials cut out the Wachspress variety set-theoretically, and later conjecture
that the higher degree polynomials are not needed so the Wachspress variety is cut
out in degrees two and three. The Wachspress quadrics and cubics admit an elegant
description. Each quadratic is expressed as a scalar product of two vectors of linear
forms while each cubic is the determinant of a 3 × 3 matrix of linear forms. Later
in Chapter 3 we describe syzygies among the Wachspress quadratics and cubics and
work out Betti diagrams for the Wachspress variety in some special cases. Lastly, we
look at examples of Wachspress varieties and the ideal generated by the Wachspress
quadratics and cubics for some small values of N .
For a quadrilateral,W is a quadric hypersurface in P3 and the center of projection
is a point onW. For the pentagon,W is the intersection of two quadric hypersurfaces
and C is a line. The Wachspress variety was examined in [7] for a particular hexagon.
There it was observed that in this case W is cut out by three quadratics and one
cubic in P5. The variety defined by the quadratics is W ∪ C, and, in C, the cubic
cuts out the intersection curve W∩C. Also, it was noted that the intersection curve
W ∩ C is a reducible cubic in C. We will see that the this curve is reducible because
of the symmetries of this hexagon.
The Wachspress variety has interesting geometry. The image of vertex vi under
β is vˆi := [0 : · · · : 1 : · · · : 0] where the 1 is in the ith position, and the image
of the edge through vi and vi+1 is the line through vˆi and vˆi+1 in W ⊆ PN−1. The
Wachpress map deforms the N -gon in such a way that non-adjacent edges no longer
meet, although they do meet a common line which is the exceptional divisor over
the corresponding external vertex.
In P2 there is a unique degree N − 3 curve, the adjoint curve A, passing through
the N(N − 3)/2 external vertices. The Wachspress map takes the adjoint curve to
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the curve obtained by intersecting W with C. The proper transform of the adjoint
curve under β is W ∩ C. The τ -fiber over a generic point of A is a point on C while
over an external vertex it is a line passing through C.
1.2 Background
We quickly review some fundamental ideas from algebraic geometry. The presen-
tation here is based on Harris [8]. Complex affine n-space, An, is the set of n-tuples
of complex numbers. An affine variety in An is the zero set of a collection of poly-
nomials in n variables. Complex projective n-space Pn is the space of lines in An+1
through the origin. More precisely, it is An+1 \ {0} with points x and y identified if
there is a nonzero complex number λ with x = λy. A point in Pn will be denoted
by [x0 : · · · : xn]. A polynomial is homogeneous if all its terms have the same degree.
A projective variety in Pn is the zero set of a collection of homogeneous polynomials
in n + 1 variables. A variety is irreducible if it can not be written as the union of
two of its proper subvarieties. Every variety has a unique decomposition into irre-
ducible subvarieties. The subvarieties in this decomposition are the components of
the variety.
Let R = C[x0, . . . , xn] be the ring of polynomials in n+1 variables with coefficients
in C. This ring is graded; it is the direct sum
R =
∞⊕
d=0
Rd,
where Rd is the vector space of homogeneous polynomials in R of degree d along
with the zero polynomial. An ideal in R is homogeneous if it can be generated by
homogeneous polynomials. For an ideal I ⊆ R we set Ik := I ∩ Rk, the degree k
piece of I. We will assume that all ideals are homogeneous.
A homogeneous ideal I defines a projective variety V(I), the common zero locus of
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all polynomials in I. Given a variety X ⊆ Pn, the ideal of all polynomials vanishing
on X is denoted I(X). If I ⊆ R is an ideal and X = V(I) we say that I cuts out X .
An ideal I may cut out a variety X but not contain all polynomials vanishing on
X . Primarily because of this, we consider three different refinements of the notion
of an ideal cutting out a variety. If I = I(X) we say I cuts out X ideal-theoretically.
The saturation of I is the ideal sat(I) = {f ∈ R | (x0, . . . , xn)
kI ⊆ I for some k}.
It arises because the ideal (x0, . . . , xn) defines the empty set in Pn. Observe that we
have I ⊆ sat(I) ⊆ I(V(I)). If sat(I) = I(X), then we say I cuts out X scheme-
theoretically. Finally, if V(I) = X we say I cuts out X set-theoretically. Among
these, we have the relations:
ideal-theoretic⇒ scheme-theoretic⇒ set-theoretic.
We illustrate this distinction:
Example 1.1. Set X = {[0 : 0 : 1]}. This is a variety in P2, for example, it is
cut out ideal-, scheme-, and set-theoretically by its ideal I(X) = (x0, x1). The ideal
(x0, x1, x2)·I(X) = (x
2
0, x
2
1, x0x1, x0x2, x1x2) cuts out X set- and scheme-theoretically
but not ideal-theoretically. The ideal (x20, x
2
1) only cuts out X set-theoretically.
Let X ⊆ Pn and Y ⊆ Pm be projective varieties. A collection of n-variate
polynomials φ0, . . . , φm of the same degree such that V(φ0, . . . , φm)∩X = ∅ defines a
morphism φ : X → Y given by x 7−→ [φ0(x) : · · · : φn(x)]. Two such morphisms are
equivalent if their values agree on an open subset of X . If X * V(φ0, . . . , φm) the
map φ defines a rational map φ : X 99K Y . Morphisms are special cases of rational
maps. A rational map does not necessarily have a value at all points of X . Two
rational maps are equivalent if they agree on an open subset of X .
For a representation of the rational map φ the image φ(X) may not be a projective
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variety; however, it is contained in its Zariski closure, the smallest projective variety
containing φ(X) or, equivalently, the intersection of all projective varieties containing
φ(X).
A birational isomorphism is a rational map φ : X 99K Y such that there exists
another rational map ψ : Y 99K X with both compositions φ◦ψ and ψ ◦φ equivalent
to the identity map on X and Y , respectively.
The product X × Y is a projective variety whose subvarieties are zero sets of
collections of bihomogeneous polynomials. The graph of a rational map φ : X 99K Y
denoted Γφ is the closure in X × Y of the subset
{(x, y) | y = φ(x) on some open set where the map is defined}.
If φ is defined by polynomials φ0, . . . , φm and the saturation of the ideal generated
by these polynomials is the ideal of the variety Z := V(φ0, . . . , φm), then Γφ is called
the blowup of X along Z. Let π : Γφ → X be projection onto the first coordinate.
The fiber π−1(Z) is the exceptional divisor of the blowup.
It follows from Hironaka’s Theorem [9] that any rational map φ : X 99K Pm may
be resolved by a sequence of blowups. More precisely:
Theorem 1.2. Given a rational map φ : X 99K Pm there is a sequence of varieties
X = X1, . . . , Xk, subvarieties Zi ⊆ Xi with Xi+1 a blowup of Xi along Zi, and
projection maps πi : Xi+1 → Xi such that the composition πk ◦ πk−1 ◦ · · ·π1 ◦ φ :
Xk → Pm is a morphism.
Example 1.3. Consider the rational map φ : P2 99K P1 defined by [x0 : x1 : x2] 7−→
[x0, x1]. Since the ideal (x0, x1) is the ideal of the single point {[0 : 0 : 1]} ∈ P2, the
graph of φ is the blowup of P2 along the variety V(x0, x1) = {[0 : 0 : 1]}. The map
φ is undefined at [0 : 0 : 1], but according to Theorem 1.2 we can resolve φ. Let
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Γφ = V(x0y1−x1y0) ⊆ P2×P1 be the graph of φ and π2 : P2 → P1 the projection onto
the second coordinate. We claim π2 resolves φ. Let π1 : Γφ 7−→ P2 be the projection
to the first coordinate, the blowup map. Let P := ([x0 : x1 : x2], [y0 : y1]) ∈ Γφ. Then
φ ◦ π1(P ) = φ([x0 : x1 : x2]) = [x0 : x1] and π2(P ) = [y0 : y1]. Note that these two
values to agree by the defining equation of the graph.
Γφ
pi1
//
pi2
@
@@
@@
@@
@@
@@
@@
@@
@@
@
P2
φ








P1
Theorem 1.2 simplifies greatly if X is a surface, which is the case for the appli-
cations of this theorem used in this work, in fact X will be P2, the subvarieties Zi
being blown up are just points, and the exceptional divisors are copies of P1.
1.3 Barycentric Coordinates
Let ∆ be an N -gon with vertices v1, . . . , vN and indices taken modulo N so that,
for example, vN+1 = v1.
Definition 1.4. Functions {βi : ∆→ R | 1 ≤ i ≤ N} are barycentric coordinates if
1. βi(p) ≥ 0 2. p =
N∑
i=1
βi(p)vi 3.
N∑
i=1
βi(p) = 1
for all p ∈ ∆.
Example 1.5. (Line Segment)
Let ∆ be the line segment between two vertices v1 and v2 in R2. The functions
β1(p) =
d(v2,p)
d(v1,v2)
β2(p) =
d(p,v1)
d(v1,v2)
,
where d is the Euclidean distance function, are barycentric coordinates.
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Example 1.6. (Triangle)
Barycentric coordinates of triangles can be described in terms of areas of subtriangles
shown in Figure 1.1. The barycentric coordinate for the i-th vertex is βi = Ai/(A0+
A1 + A2) where Ai is the area indicated in the figure.
v0 v1
v2
A0A1
A2
p
Figure 1.1: Barycentric coordinates for a triangle
Example 1.7 (Simplex). There is a similar description of the barycentric coordinates
of simplices by splitting up into subsimplices.
Barycentric coordinates for simplices are unique; i.e., there is only one collection of
functions β1, . . . , βN satisfying Definition 1.4. To see this, fix a point p of an (N−1)-
simplex in RN−1. The unknown coefficients β1(p), . . . , βN(p) have N independent
conditions imposed on them by (2) and (3), hence are uniquely determined. However,
barycentric coordinates for general polygons are not unique, many different types
have been studied [4, 11, 15]. To illustrate non-uniqueness, we next describe two
different ways to define barycentric coordinates for a square.
Example 1.8. (Square)
We describe two sets of barycentric coordinates for the square in Figure 1.2. Here
is a piecewise linear set:
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v1 = (0, 0) v2 = (1, 0)
v3 = (1, 1)v4 = (0, 1)
Figure 1.2: A square
β1 =


1− x, if x ≤ y,
1− y, if x > y.
β2 =


x− y, if x ≤ y,
0, if x > y.
β3 =


y, if x ≤ y,
x, if x > y.
β4 =


0, if x ≤ y,
y − x, if x > y.
and here is a set given by quadratic polynomials:
β1 = (1− x)(1− y) β2 = y(1− x)
β3 = xy β4 = x(1 − y).
The second set of barycentric coordinates in Example 1.8 are the Wachspress
barycentric coordinates for the square. Eugene Wachspress developed Wachspress
coordinates for general polygons in 1975 [14] for an application to approximation
theory. In the case of the square they are a bidegree (1,1) tensor product Be´zier
patch [3]. Warren generalized them to higher dimensional polytopes in 1996 [15].
These coordinates are algebraic; each coordinate βi is a rational function. They are
the unique rational functions satisfying (1)-(3) in Definition 1.4 of minimal degree
[16].
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Wachspress coordinates admit a geometric description similar to that of barycen-
tric coordinates for the triangle in terms of areas of subtriangles. Let A(a, b, c)
denote the area of the triangle with vertices a, b, and c. For 1 ≤ j ≤ N set
αj := A(vj−1, vj, vj+1) and Aj := A(p, vj, vj+1).
Definition 1.9. For 1 ≤ i ≤ N , the functions
βi =
bi∑N
j=1 bj
,
where bi = αi
∏
j 6=i−1,i
Aj are Wachspress barycentric coordinates for the N -gon ∆, see
Figure 1.3.
vi
vj
vj+1
p
Aj
αi
Figure 1.3: Wachspress coordinates for a polygon
Remark 1.10. To simplify our expressions and take advantage of multilinear algebra
we identify each vertex vi with its lift (1, vi) at height 1 in three dimensional space.
The vertices now span a cone through the origin with edge [vi, vi+1] spanning a facet
with normal vector ni := vi × vi+1. We redefine αj and Aj to be the determinants
det(vj−1, vj , vj+1) and det(vj, vj+1, p), respectively, which agrees with the previous
definitions and allows us to define Wachspress coordinates for non-convex polygons.
The non-negativity property of barycentric coordinates fails when ∆ is non-convex,
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but this is not a problem for us. Each Aj is a linear polynomial in p; in particular,
set p := (1, x, y), then ℓj := Aj = nj · p = det(vj , vj+1, p). The linear polynomial
ℓj cuts out the line supporting the edge [vj , vj+1]. We see that the numerator bi of
each Wachspress coordinate is the product of N−2 linear forms. With this algebraic
definition we can allow complex vertices. It is important to note that all algebraic
results we describe in this work hold in this generality, but most applications will
take the convex R2 case. Our results however do require the condition that no
three edges are concurrent, which is equivalent to the condition that |ni nj nk| :=
det(ni, nj, nk) 6= 0 for all distinct indices 1 ≤ i, j, k ≤ N .
Definition 1.11. The dual cone to ∆ is the cone spanned by the normals n1, . . . , nN
and is denoted ∆∗.
1.4 Wachspress Varieties
We homogenize the numerators of Wachspress coordinates with a new variable z
and let P∆ be the projective space with coordinates indexed by the vertices of the
polygon ∆.
Definition 1.12. The Wachspress map is the rational map β : P2 99K P∆ sending
[z, x, y] to [b1(z, x, y), . . . , bN(z, x, y)].
This map assigns to each point of ∆ its Wachspress coordinates. The Zariski
closure of a subset S of P∆ is the smallest projective variety containing S.
Definition 1.13. The Wachspress variety W is the Zariski closure of the image of
the map β.
Lemma 1.14. The map β has N(N − 3)/2 base points occurring at the external
vertices of ∆, see Figure 1.4.
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ℓ0
ℓ1
ℓ2
ℓ3ℓ4
Figure 1.4: The base points of β
Proof. By definition of of Wachspress coordinates, the external vertices are base-
points as every Wachspress coordinate vanishes at them. Now assume that p is an
arbitrary basepoint of β. Since b1(p) = 0 there exists an i1 6= 1, N such that ℓi1 = 0.
We also have bi1(p) = 0, which means that there is some i2 6= i1 − 1, i1 such that
ℓi2(p) = 0. Since i2 6= i1 we can conclude that for any base point p at least two of
the lines ℓ1, . . . , ℓN vanish at p. For an arbitrary basepoint p, we know that two lines
ℓi and ℓj vanish at p. Suppose these lines are adjacent; say without loss of generality
that j = i− 1. Then p lies on the adjacent lines ℓi−1 and ℓi. But this means that p
is the vertex vi, and this is not a basepoint since bi(vi) 6= 0. The non-adjacent edges
of ∆ are in one-to-one correspondence with the diagonals of the dual cone ∆∗, thus
there are N(N − 3)/2 base points.
Theorem 1.15. The degree of the Wachspress variety of an N-gon is
1
2
(N2 − 5N + 8).
Proof. We will use the following result known as the Degree Formula: If the di-
mension of the image of a rational map between projective spaces is two, the map
is degree 1 and defined by degree d polynomials, then the degree of the image is
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d2 − {the number of base points counted with multiplicity} [6]. The degree of the
Wachspress map is 1, is defined by (N − 2) polynomials, and the number of base
points is N(N − 3)/2.
We show that the base points have multiplicity one. Let p := ℓi ∩ ℓj be a base
point. We can choose affine coordinates for P2 so that neither ℓi nor ℓj is the line at
infinity. Then these lines form a normal crossing and we can choose our coordinates
(x, y) such that ℓi = x, ℓj = y, and p = (0, 0). In these coordinates we have
bi = αi
∏
m6=i−1,i
ℓm, and
∂bi
∂y
(p) = ℓi+1(p) · · · ℓj−1(p)ℓj+1(p) · · · ℓi−1(p).
If this partial derivative were zero, then p would lie on at least three edges which is
only possible if three edges are concurrent and this is not the case by our assumptions
on ∆ . Finally, we observe that (N − 2)2 −N(N − 3)/2 = 1
2
(N2 − 5N + 8).
1.5 The Wachspress Variety as a Blow-up of P2
By Theorem 1.2 in the case of surfaces there is a blow-up P2 at a finite number
of points that resolves β. A set of points that will accomplish this for us is the set
Y of the N(N − 3)/2 external vertices of ∆, which are the base points of β.
BlY (P2)
pi

β˜
""D
DD
DD
DD
DD
DD
DD
DD
DD
DD
D
P2
β
//________
id
P2
55S
U W X Z \ ] _ a b d
f g
i k
W
τ //_______ P2
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Since β is a birational isomorphism onto its image, resolving β by blowing up P2
along Y yields an isomorphism β˜ : BlY (P2) → W taking an exceptional line π−1(p)
over a base point p to the line τ−1(p) in W.
1.6 Adjoint Polynomials
A polygon ∆ defines a polyhedral cone in three space by putting the polygon in
a plane at height one and taking all rays that pass through the origin and a point
on an edge of ∆. A triangulation of the polygon ∆ will give a triangulation of
the corresponding cone into simplices. Each triangle in a triangulation of polygon
corresponds to a three-simplex S spanned by vertices vi, vj, and vk, whose volume is
aS := |vi vj vk| := det(vi, vj, vk).
Definition 1.16. Let C be a cone defined by a polygon, v(C) its vertex set, and
T (C) a triangulation of C. The adjoint of C is defined by
A(z) :=
∑
S∈T (C)
aS
∏
v∈v(C)\v(S)
(v · z).
The adjoint is a tri-variate homogeneous polynomial of degree N − 3.
Example 1.17. We calculate the adjoint polynomial of a quadrilateral using the
triangulation in Figure 1.5. The adjoint in this case is
v1 v2
v3v4
Figure 1.5: A triangulation of a quadrilateral
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A(z) = |v1 v2 v4| v3 · z+ |v2 v3 v4| v1 · z,
where we take z = (z1, z2, z3) to be coordinates on P2.
Theorem 1.18. (Warren [15])
Adjoints are independent of the triangulation used.
The following will be used in several proofs throughout this work.
Lemma 1.19. Any vectors v1, v2, v3, and v4 in three space satisfy
| v2 v3 v4 | v1− | v1 v3 v4 | v2+ | v1 v2 v4 | v3− | v1 v2 v3 | v4 = 0.
v1v1 v2v2
v3v3v4 v4
Figure 1.6: Triangulations of quadrilateral
Proof. Theorem 1.18 applied to the adjoints computed using the two triangulations
of the quadrilateral in Figure 1.6 yields
| v1 v2 v4 | v3 · z+ | v2 v3 v4 | v1 · z =| v1 v3 v4 | v2 · z+ | v1 v2 v3 | v4 · z,
for and z ∈ P2. Subtracting and taking out the z factor produces
(
| v2 v3 v4 | v1− | v1 v3 v4 | v2+ | v1 v2 v4 | v3− | v1 v2 v3 | v4
)
· z = 0.
This is zero for all z only if the factor in parentheses is zero, proving the result. It
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is also not hard to show directly that the result holds if the vectors are not affinely
independent.
Theorem 1.20. (Wachspress [14], Warren [15])
Wachspress coordinates reduce to linear interpolation on the edges of ∆.
This means that any point, p, on the edge [vi, vi+1] of ∆ is written p = βi(p)vi +
βi+1vi+1 where βi+1(p) =
|p−vi|
|vi+1−vi|
and βi =
|vi+1−p|
|vi+1−vi|
. Here we take note of an im-
portant fact: the Wachspress coordinates of the vertex vi are (0, . . . , 0, βi(vi) =
1, 0, . . . , 0).
Lemma 1.21. There are no linear algebraic relations among Wachspress coordi-
nates.
Proof. Suppose
∑N
i=1 ciβi = 0 for some ci ∈ C. For each i all Wachpress coordinates
vanish at vi except βi. The dependence relation reduces to ciβ(vi) = 0 at vi. Since
βi(vi) 6= 0, we have ci = 0. Therefore there are no linear relations among Wachspress
coordinates.
1.7 Image of Adjoint Curve Contained in Center
We conclude this Chapter by looking at what happens to the adjoint curve in P2
under the Wachspress map β. In Warren’s work it is noted that the denominator of
each Wachspress coordinate is the adjoint of the dual polygon A(∆∗). This follows
since both
∑N
i=1 bi and A(∆
∗) are degree N−3 polynomials interpolating the N(N−
3)/2 base points of β. From this observation we can show the following.
Lemma 1.22. The image of adjoint curve under the Wachspress mapping β is con-
tained in center of projection.
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Proof. The adjoint curve A is the curve in P2 cut out by
∑
S∈T (∆∗) aS
∏
nj /∈S
ℓj for
any triangulation T (∆∗) of ∆∗. For any point z := [z0 : z1 : z2] ∈ P2 we have
N∑
i=1
bi(z)vi
A(∆∗)(z)
= z
where defined by definition of barycentric coordinates. Thus the equation
N∑
i=1
bi(z)vi =


z A(∆∗)(z)
x A(∆∗)(z)
y A(∆∗)(z)


must hold for all z. The right hand side vanishes because z is on the adjoint curve.
Thus 0 =
∑N
i=1 bi(z)vi = π(β(z)) and hence β(x) ∈ C as desired.
Since the center of projection C has codimension three and the Wachspress variety
W is two-dimensional, we expect that the intersection C ∩W is a curve on W. Since
the image β(A(∆∗)) of the adjoint curve is clearly contained W and by Lemma 1.22
contained in C we conclude that C ∩W = β(A(∆∗))
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2. WACHSPRESS QUADRATICS
2.1 Introduction
We describe the quadratic polynomials that vanish on the Wachspress varietyW,
the Wachspress quadratics, and study the geometry of the variety they cut out. We
characterize these quadratics by showing they must vanish on a certain linear space
and finding a set of monomials that support them. To understand the geometry of
the variety they define, we will describe the variety’s irreducible decomposition.
The set of polynomials vanishing on the varietyW is the Wachspress ideal I. We
construct a generating set for I2 consisting of polynomials that are each expressed
as a scalar product with a fixed vector τ . This vector τ defines a rational map
P∆ 99K P2, also denoted by τ , given by
x 7−→
N∑
i=1
xivi,
where x = [x1 : · · · : xN ] ∈ P∆, called the linear projection. By Property 2 of the
definition of barycentric coordinates, the composition τ ◦ β : P2 99K P2 is equivalent
to the identity map on P2 hence dim(W) = 2. Since vi ∈ C3, the vector τ is a triple
of linear forms in C[P∆]. The linear subspace C of P∆ where the linear projection is
undefined is called the center of projection. The ideal I(C) of C is generated by the
three linear forms defining τ .
Lastly, we show that V(〈I2〉) =W ∪ C is an irreducible decomposition. This will
be useful in Chapter 3, where polynomials are described that cut out W. These
polynomials consist of a generating set for I2 and cubics that cut out W in C.
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2.2 Diagonal Monomials
Polynomials in I2 are supported on a special set of quadratic monomials. A
xi
xj
Figure 2.1: A diagonal monomial
diagonal monomial is a monomial xixj in C[P∆] such that j /∈ {i − 1, i, i + 1}.
Identifying variable xi with vertex vi, a diagonal monomial is a diagonal in ∆, see
Figure 2.1.
Lemma 2.1. Polynomials in I2 are linear combinations of diagonal monomials.
Proof. Let Q be a polynomial in I2. Then Q(β) = Q(b1, . . . , bN ) = 0. On the edge
[vk, vk+1] all the bi vanish except bk and bk+1. Thus on this edge, the expression
Q(β) = 0 is
c1b
2
k + c2bkbk+1 + c3b
2
k+1 = 0 (2.1)
for some constants c1, c2, and c3 in C. Recall that bi(vj) = 0 if i 6= j and bi(vi) 6= 0
for each i. Evaluating Equation 2.1 at vk and vk+1, we conclude c1 = c3 = 0. At an
interior point of edge [vk, vk+1] neither bk nor bk+1 vanishes. This implies that c2 = 0.
A similar calculation on each edge shows that all coefficients of non-diagonal terms
in Q are zero.
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2.3 The Map to I(C)2
We define a surjective map onto I(C)2. Computing the dimensions of the image
and kernel is central to characterizing Wachspress quadratics. We first use the map to
calculate the dimension of the vector space of polynomials in I(C)2 that are supported
on diagonal monomials. Later we argue that I2 has the same dimension, implying
that that these vector spaces are equal, which yields the desired characterization of
Wachspress quadratics.
Let C[P∆]31 denote the space of triples of linear forms on P
∆. Define the map
Ψ : C[P∆]31 → I(C)2 by F 7→ F · τ, where · is the scalar product.
Lemma 2.2. The kernel of Ψ is three-dimensional.
Proof. Let σ1, σ2, and σ3 be independent linear forms generating I(C). Let C[C]2
be the degree two piece of the coordinate ring of C. Then we have dim(C[C]2) =(
N−4+2
2
)
=
(
N−2
2
)
. To see this, note that C is projectively equivalent to coordinate
plane cut out by the ideal (xN−2, xN−1, xN ), so C[C] ∼= C[x1, . . . , xN ]/(xN−2, xN−1, xN) ∼=
C[x1, . . . , xN−3], and dim(C[x1, . . . , xN−3]2) =
(
N−2
2
)
. Now observe that dim(I(C)2) =
dim(C[P∆]2)− dim(C[C]2) =
(
N+1
2
)
−
(
N−2
2
)
= 3N − 3. Since any element of I(C)2 is
a combination of the three linear forms defining I(C) with linear form coefficients, Ψ
is surjective thus we have ker(Ψ) = dim(C[P∆]31)− I(C)2 = 3N − (3N − 3) = 3.
Next, we examine the image of a vector under the map Ψ and describe conditions
so that this image is supported on diagonal monomials. Let D be the vector subspace
of C[P∆]2 spanned by all diagonal monomials. If wi ∈ C3 for i = 1, . . . , N ,
F =
N∑
i=1
xiwi
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is an element of C[P∆]31. The projection τ is the triple:
N∑
i=1
xivi.
Thus,
Ψ(F ) = F · τ = (
N∑
i=1
xiwi) · (
N∑
i=1
xivi) =
N∑
i,j=1
(wi · vj + wj · vi)xixj . (2.2)
For this image to be in D the coefficients of non-diagonal monomials must vanish;
wi · vi = 0 and wi · vi+1 + wi+1 · vi = 0 for all i. (2.3)
Lemma 2.3. The dimension of the vector space D ∩ I(C)2 is N − 3.
Proof. We show the conditions in Equation (2.3) give 2N independent conditions on
the 3N -dimensional vector space C[P∆]31, and the solution space is Ψ
−1(D ∩ I(C)2),
thus dim(Ψ−1(D ∩ I(C)2)) = N . The conditions are represented by the matrix
equation:


v1 · w1
...
vN · wN
v1 · w2 + v2 · w1
...
vN · w1 + v1 · wN


=
M︷ ︸︸ ︷

vT1 0 · · · 0
0 vT2
...
...
. . . 0
0 · · · 0 vTN
vT2 v
T
1 0
0
. . .
vTN v
T
1




w1
w2
...
...
...
...
wN


=


0
0
...
...
...
0


,
21
where the vi and wi are column vectors the superscript T indicates transpose. The
matrix M in the middle is a 2N × 3N matrix, and the proof will be complete if the
rows are shown to be independent. Denote the rows ofM by R1, . . . , RN , RN+1 . . . , R2N
and let γ1R1 + · · · + γNRN + γN+1RN+1 + · · · + γ2NR2N be a dependence relation
among the rows. The first three columns give the dependence relation γ1v1+γN+1v2+
γ2NvN = 0. Since vN , v1, and v2 are adjacent vertices of a polyhedral cone, they must
be independent, so γ1, γN+1, and γ2N must be zero. Looking at the other columns
we can similarly show the rest of the γi’s are zero.
Since the restriction Ψ : Ψ−1(D∩I(C)2)→ D∩I(C)2 remains surjective we deduce
dim(D ∩ I(C)2) = dim(Ψ
−1(D ∩ I(C)2))− dim(ker(Ψ)) = N − 3.
2.4 Wachspress Quadratics
We first compute the dimension of the space of Wachspress quadratics I2. For this
we study a surjective map with kernel I2. Then we give an explicit set of quadratics
that span I2. Lastly, we prove that I2 consists of the quadratic polynomials that are
supported on diagonal monomials and vanish on the center of projection.
Set γ(i) := {1, . . . , N} \ {i − 1, i} and γ(i, j) := γ(i) ∩ γ(j). The image of a
diagonal monomial xixj under the pullback map β
∗ : C[P∆]→ C[P2] is
bibj = αiαj
∏
k∈γ(i)
ℓk
∏
m∈γ(j)
ℓm = αiαj
N∏
k=1
ℓk
∏
m∈γ(i,j)
ℓm,
and each has the common factor P :=
∏N
k=1 ℓk. To find the quadratic relations
among Wachspress coordinates it suffices to find linear relations among products∏
m∈γ(i,j) ℓm ∈ C[P
2]N−4 for diagonal pairs i, j.
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Define the map φ : D → C[P2]N−4 by
xixj 7−→
bibj
P
,
and extending by linearity. This is simply β∗ restricted to D and divided by P . By
Lemma 2.1 it follows that I2 = ker(φ) ⊆ D.
Example 2.4. (Surjectivity of φ for the Hexagon)
For a hexagon we have φ : D ∼= C9 → C6 ∼= C[P2]2. We show the image is six-
dimensional by exhibiting six diagonal monomials with independent images. We
consider the images of diagonal monomials not including x1. Let pij := ℓi∩ ℓj be the
external vertex at the intersection of non-adjacent edges ℓi and ℓj. The (i, j)
th entry
in Table 2.1 is the value of the image of the diagonal monomial in column j at the
external vertex in row i, a star ∗ represents a nonzero number, and a blank space is
zero. The external vertices pij used are those with j 6= 6, and they arranged with
indices in lexicographic order down the rows. The lower triangular nature of Table
Table 2.1: Values of images of diagonal monomials at intersection points
x2x4 x2x5 x2x6 x3x5 x3x6 x4x6
p13 ∗
p14 ∗ ∗
p15 ∗ ∗
p24 ∗ ∗ ∗
p25 ∗ ∗ ∗ ∗
p35 ∗ ∗ ∗
2.1 demonstrates the linear independence of the images of the diagonal monomials
that appear across the top row. Successively evaluating any dependence relation at
the intersection points shows that all coefficients are zero.
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The same holds for any polygon.
Lemma 2.5. The map φ : D → C[P2]N−4 is surjective with dim(ker φ) = N − 3. It
follows that dim(I2) = N − 3.
Proof. There are N − 3 diagonal monomials that have x1 as a factor. We show that
the images of the remaining
N(N − 3)/2− (N − 3) = (N − 3)(N − 2)/2 = dim(C[P2]N−4)
diagonal monomials are independent. Set pij := ℓi ∩ ℓj. In Table 2.2, a star, ∗,
represents a nonzero number, a blank space is zero. The (i, j)th entry in Table 2.2
represents the value of the image of the diagonal monomial in column j at the external
vertex in row i. The external vertices not lying on ℓN are arranged down the rows
with their indices in lexicographic order. The lower triangular nature of Table 2.2
Table 2.2: Values of images of diagonal monomials at external vertices
x2x4 · · · x2xN x3x5 · · · x3xN · · · xN−3xN−1 xN−3xN xN−2xN
p1,3 ∗
...
. . .
p1,N−1 ∗
p2,4 ∗ ∗
...
. . .
p2,N−1 ∗ ∗
...
. . .
p(N−4)(N−2) ∗
p(N−4)(N−1) ∗ ∗
p(N−3)(N−1) ∗ ∗ ∗
shows the independence of the images. We have found dim(C[P2]N−4) independent
images and hence φ is surjective. This is a map from a vector space of dimension
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N(N − 3)/2 to one of dimension (N − 2)(N − 3)/2. Since this map is surjective the
kernel has dimension N(N − 3)/2− (N − 2)(N − 3)/2 = N − 3.
There is a generating set for I2 where each generator is a scalar product with the
vector τ . The other vectors in these scalar products are
Λk =
xk+1
αk+1
nk+1 −
xk
αk
nk−1 ∈ C[P
∆]31.
Lemma 2.6. The vectors {Λ1 . . . ,ΛN} form a basis for the space Ψ
−1(D ∩ I(C)2).
Proof. Suppose that
∑N
k=1 ckΛk = 0 is a linear dependence relation among the Λk.
The coefficient of a variable xk is
1
αk
(ck−1nk − cknk−1).
By the dependence relation this must be zero, which implies that nk−1 and nk are
scalar multiples. This is impossible since they are normal vectors of adjacent facets
of a polyhedral cone. Hence, ck−1 = ck = 0 for all k which shows that the Λk are
independent.
In the proof of Lemma 2.3 we showed that dim(Ψ−1(D ∩ I(C)2)) = N and we
have just shown dim(〈Λk | k = 1, . . . , N〉) = N . We now show 〈Λk | k = 1, . . . , N〉 ⊆
Ψ−1(D∩I(C)2), which proves the result since two vector spaces of the same dimension
with one contained in the other are equal. The conditions stated in Equation (2.3) are
what is required for Λk ∈ C[P∆]31 to lie in Ψ
−1(D ∩ I(C)2. We show these conditions
are satisfied for each Λk.
Set wi := 0 if i 6= k, k + 1, wi := −nk−1/αk if i = k, and wi = nk+1αk+1 for each
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fixed k. Then
Λk =
xk+1
αk+1
nk+1 −
xk
αk
nk−1 =
N∑
i=1
wixi.
If i 6= k, k + 1, then clearly wi · vi = 0. Since nk−1 · vk = and nk+1 · vk+1 = 0, we
obtain wi · vi = 0 for each i. We now show that wi · vi+1 + wi+1 · vi = 0 holds for
i = k. We have
−
nk−1
αk
· vi+1 +
nk+1
αk+1
· vi = −
vk−1 × vk · vk+1
αk
+
vk+1 × vk+2 · vk
αk+1
= −
det(vk−1, vk, vk+1)
αk
+
det(vk+1, vk+2, vk)
αk+1
= 0,
as αj = det(vj−1, vj, vj+1). Thus the wi satisfy the conditions in Equations (2.3) and
we conclude Λk ∈ Ψ
−1(D ∩ I(C)2).
Theorem 2.7. (Characterization of Wachspress Quadratics)
The Wachspress quadratics are characterized as the quadratic polynomials in C[P∆]
that are diagonally supported and vanish on the center of projection. Further, the
quadratics Qk = Λk · τ for k = 1, . . . , N span I2.
Proof. Let z be the vector (z, x, y). By definition of Wachspress coordinates,
τ(β(z)) =
N∑
i=1
bi(z) · vi = z ·
N∑
i=1
bi(z).
We have
Λk(β(z)) = αk+1nk−1bk − αknk+1bk+1
= αkαk+1(nk−1
∏
j 6=k−1,k
ℓj − nk+1
∏
j 6=k,k+1
ℓj)
= αkαk+1
∏
j 6=k−1,k,k+1
ℓj (nk−1 ℓk+1 − nk+1 ℓk−1)
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= P [nk−1 (nk+1 · z)− nk+1 (nk−1 · z)],
where P = αkαk+1
∏
j 6=k−1,k,k+1
ℓj. Set P := P
∑N
i=1 bi(z). Then we have
Qk(β(z)) = τ(β(z)) · Λk(β(z))
= P z · [nk−1 (nk+1 · z)− nk+1 (nk−1 · z)]
= P [(nk−1 · z)(nk+1 · z)− (nk+1 · z)(nk−1 · z)] = 0.
We have just shown that Qk ∈ I2. By Lemma 2.6 we know 〈Λk〉 = Ψ
−1(D ∩ I(C)2).
Observe that 〈Q1, . . . , QN 〉 = Ψ(〈Λk〉) = D∩I(C)2. Thus we have dim(〈Q1 . . . , QN 〉) =
N − 3 and by Lemma 2.5 dim(I2) = N − 3. Therefore, since 〈Q1 . . . , QN〉 ⊆ I2, we
can conclude that 〈Q1, . . . , QN 〉 = I2 = D ∩ I(C)2.
2.5 Irreducible Decomposition of V(〈I2〉)
We describe the decomposition of V(〈I2〉) into its irreducible components. First
observe that the variety W is irreducible because it is the closure of the image of an
irreducible variety under a rational map. We show that if a point of V(〈I2〉) does
not lie in the linear space C, then it lies in W. We begin with some useful lemmas.
Lemma 2.8. For any i, j, and k we have
|ni nj nk| = |vj vk vk+1| · |vi vi+1 vj+1| − |vj+1 vk vk+1| · |vi vi+1 vj |
Proof. Apply the vector and scalar triple product formulas a× (b× c) = b(a · c)−
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c(a · b) and |a b c| = a× b · c,
|ni nj nk| = ni × nj · nk = (ni × (vj × vj+1)) · nk
= [vj(ni · vj+1)− vj+1(ni · vj)] · nk
= (vj · nk)(ni · vj+1)− (vj+1 · nk)(ni · vj)
= |vj vk vk+1| · |vi vi+1 vj+1| − |vj+1 vk vk+1| · |vi vi+1 vj |.
Corollary 2.9.
|ni nj nj+1| = αj+1|vi vi+1 vj+1|
Proof. This follows from Lemma 2.8 and the definition of αj+1.
Corollary 2.10.
|ni−1 ni ni+1| = αiαi+1
Proof. This follows from Lemma 2.8 and the definition of αi and αi+1.
Lemma 2.11. Let x = [x1 : · · · : xN ] ∈ V(〈I2〉) \ C. If τ(x) is a base point
pij = ni × nj, then x lies on the exceptional line pˆij over pij.
Proof. Since indices are cyclic we assume that i = 1. Thus τ(x) = p1,j = n1 × nj for
some j /∈ {N, 1, 2}. The relation q1(x) = Λ1 · τ(x) = Λ1 · (n1 × nj) = 0 yields
L1 := x2 n2 · p1,j − x1 nN · p1,j = 0. (2.4)
The relation qj(x) = 0 implies,
Lj := xj+1 | nj+1 n1 nj | − xj | n2 n1 nj | = 0. (2.5)
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Also,
q2(x) = (x3n3 − x2n1) · n1 × nj = x3 | n3 n1 nj | = 0,
implying x3 = 0 since | n3 n1 nj | 6= 0 if j 6= 3. Assume xk = 0 for 3 ≤ k < j − 1.
Note that
qk(x) = (xk+1nk+1 − xknk−1) · n1 × nj = xk+1 | nk+1 n1 nj | = 0,
hence xk+1 = 0 since | nk+1 n1 nj | 6= 0 and by induction xk = 0 for 3 ≤ k ≤ j − 1.
An analogous argument shows that xk = 0 for j + 2 ≤ k ≤ N . Hence x lies on the
line V(L1, Lj , xk | k /∈ {1, 2, j, j + 1}), which is the exceptional line pˆ1,j.
Theorem 2.12. The subset V(〈I2〉)\C is contained in W. It follows that the variety
V(〈I2〉) has irreducible decomposition W ∪ C.
Proof. Let x = [x1 : · · · : xN ] ∈ V(〈I2〉) \ C. The Wachspress quadratics give the
relations
xr+1 nr+1 · τ = xr ni−1 · τ (2.6)
for each r = 1, . . .N . Claim: For each k ∈ {1, . . . , N} that bk(τ(x)) = A(τ(x)) xk
where the triangulation in Figure 2.2 is used to express the adjoint A. By definition
of the Wachspress map β we obtain
β(τ(x)) = A(τ(x)) x. (2.7)
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nk−2nk−1
nk
Figure 2.2: Triangulation used for adjoint
Provided A(τ(x)) 6= 0, the result follows since β(τ(x)) ∈ P∆ is a nonzero scalar
multiple of x, hence x is in the image of the Wachspress map and thus lies on W. If
x ∈ V(〈I2〉)\C and A(τ(x)) = 0, then by Equation (2.7) β(τ(x)) = 0 and hence τ(x)
is a basepoint of β. Thus τ(x) = ni × nj for some diagonal pair (i, j). By Lemma
2.11 x lies on an exceptional line and hence lies on W.
We prove the claim. Since all indices are cyclic it suffices to assume k = 3. We
introduce the notation: |nijk| := |ni nj nk| = det(ni, nj , nk) and
ni1,...,im · τ :=
m∏
j=1
(nij · τ).
This is the product of m linear forms in the coordinates of P∆, and with this notation
b3(τ) = n1,4,5,...,N · τ . For each r ∈ {3, . . . , N} define
Sr : = (n4,...,r · τ) n1 ·
[ r∑
i=3
vi(nr+1,...,N · τ) xi +
N∑
i=r+1
vi(nr−1,...,i−2 · τ) (ni+1,...,N · τ) xr
]
,
where we set ni,...,j · τ = 1 if j < i. We show xA(τ(x)) = S3 = SN = b3(τ(x)).
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We first show that S3 = x3A(τ). Observe that x3 A(τ) is
|n123| (n4···N · τ) x3 +
N∑
i=4
|n1,i−1,i| (n2,...,i−2 · τ) (ni+1,...,N · τ) x3, (2.8)
where we have expressed the adjoint A using the triangulation in Figure 2.2. Apply-
ing the scalar triple product to the determinants |n123| and |n1,i−1,i| in the expression
(2.8),
n1 · (n2 × n3) (n4···N · τ) x3 +
N∑
i=4
n1 · (ni−1 × ni)(n2,...,i−2 · τ) (ni+1,...,N · τ)x3. (2.9)
Factoring an n1 and noting that ni × ni+1 = vi+1, (2.9) becomes
n1 ·
[
v3(n4···N · τ) x3 +
N∑
i=4
vi(n2,...,i−2 · τ)(ni+1,...,N · τ) x3
]
= S3.
Now we show SN = b3(τ). Since nN+1,...,N · τ = 1
SN = (n4,...,N · τ)n1 ·
( N∑
i+3
vi(nN+1,...,N · τ)xi
)
=(n4,...,N · τ)n1 ·
( N∑
i+3
vixi
)
. (2.10)
Observing that n1 ·
2∑
i=1
xivi = 0 we see that (2.10) is
(n4,...,N · τ) (n1 · τ) = n1,4,...,N · τ = b3(τ).
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We now claim that for r ∈ {3, . . . , N − 1} we have Sr = Sr+1. Indeed,
Sr = (n4,...,r · τ)n1 ·
[ r∑
i=3
vi(nr+1,...,N · τ) xi+ (2.11)
N∑
i=r+1
vi(nr,...,i−2 · τ) (ni+1,...,N · τ)(nr−1 · τ) xr
]
= (n4,...,r · τ)n1 ·
[ r∑
i=3
vi(nr+1,...,N · τ) xi+
N∑
i=r+1
vi(nr,...,i−2 · τ) (ni+1,...,N · τ) (nr+1 · τ) xr+1
]
,
where we have applied relation (2.6) to the last term. Next we factor out nr+1 · τ to
obtain
(n4,...,r+1 · τ)n1 ·
[ r∑
i=3
vi(nr+2,...,N · τ) xi +
N∑
i=r+1
vi(nr,...,i−2 · τ) (ni+1,...,N · τ) xr+1
]
Lastly, since the expressions in both summations agree at the index i = r+1 we can
shift the indices of summation,
(n4,...,r+1 · τ)n1 ·
[ r+1∑
i=3
vi(nr+2,...,N · τ) xi +
N∑
i=r+2
vi(nr,...,i−2 · τ) (ni+1,...,N · τ) xr+1
]
,
which is precisely Sr+1, proving the claim. The claim shows that S3 = SN , hence
(2.7) holds and we conclude that x lies in W if A(τ(x)) 6= 0.
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3. THE WACHSPRESS CUBICS
3.1 Introduction
Theorem 2.12 shows that the Wachspress quadratics do not suffice to cut out the
Wachspress variety W. We now construct cubics, the Wachspress cubics, that lie in
the Wachspress ideal and are not contained in the ideal generated by the Wachspress
quadratics I2. These cubics have elegant expressions as determinants of 3×3 matrices
of linear forms. The proof that they lie in the ideal ofW uses the adjoint polynomial
A of the dual polygon ∆∗ and that adjoints are independent of the triangulation used
to express them, see Theorem 1.18. In the next chapter we show that Wachspress
quadratics, cubics, and certain higher degree forms cut out W set-theoretically (the
higher degree forms are conjectured to be not needed). The proof centers on the
construction of several rational maps that are equivalent to the linear projection τ
on W. In the second half of this chapter, we construct these rational maps.
3.2 Construction of Wachspress Cubics
A cubic monomial xixjxk in C[P∆] is a ∆-monomial if every pair of the variables
xi, xj, xk forms a diagonal monomial. The triple of indices of the variables in a ∆-
monomial is a ∆-triple. Identifying variable xi with vertex vi, a ∆-monomial is a
triangle inscribed in ∆ formed by diagonals.
Notation 3.1. The set γ(i) is {1, . . . , N} \ {i − 1, i} and we set γ(i, j, k) := γ(i) ∩
γ(j) ∩ γ(k).
Lemma 3.2. Evaluating a ∆-monomial at Wachspress coordinates yields
xixjxk(β) = bibjbk = P
2
∏
m∈γ(i,j,k)
ℓm, (3.1)
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where P is the product of all the linear forms ℓi defining the edges of ∆.
Recall
Λr =
xr+1
αr+1
nr+1 −
xr
αr
nr−1
as in Chapter 2, see Lemma 2.6.
Theorem 3.3. For a ∆-triple i, j, k the polynomial
wi,j,k := det(Λi,Λj,Λk), (3.2)
lies in the Wachspress ideal.
Example 3.4. For N = 6 there are two ∆-triples (1, 3, 5) and (2, 4, 6) and hence we
obtain the two cubics w1,3,5 and w2,4,6.
The cubics wi,j,k will be referred to as Wachspress cubics. Before taking on the
proof of Theorem 3.3 let us first perform a preliminary calculation and make some
observations. There are no triangular triples ifN < 6; hence, there are noWachspress
cubics for such N . Thus when discussing ∆-triples we are implicitly assuming N ≥ 6.
Remark 3.5. By making a change of variable, replacing xi with xi/αi, we ignore
the constants αi in what follows.
Preliminary Calculation 3.6. Using the definition of the Λ’s and the multilinearity
of determinant,
det(Λi,Λj,Λk) = |ni+1 nj+1 nk+1|xi+1xj+1xk+1 − |ni+1 nj+1 nk−1|xi+1xj+1xk −
|ni+1 nj−1 nk+1|xi+1xjxk+1 + |ni+1 nj−1 nk−1|xi+1xjxk −
|ni−1 nj+1 nk+1|xixj+1xk+1 + |ni−1 nj+1 nk−1|xixj+1xk +
|ni−1 nj−1 nk+1|xixjxk+1 − |ni−1 nj−1 nk−1|xixjxk.
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We now prove Theorem 3.3.
Proof. The three equations i+ 1 = j − 1, j + 1 = k − 1, and k + 1 = i− 1 involving
the indices of our ∆-triple yield four cases:
1. All three hold 2. Two hold 3. One holds 4. None hold.
We prove Theorem 3.3 in each of these four cases separately.
Case 1: The ∆-triple (i, j, k) satisfies Case 1 if and only if N = 6. For N = 6
there are only two ∆-triples; (1, 3, 5) and (2, 4, 6), hence w1,3,5 and w2,4,6 are the only
Wachspress cubics. We show that w1,3,5 vanishes on Wachspress coordinates. The
case of w2,4,6 is similar. All but two of the determinants in Preliminary Calculation
3.6 vanish, leaving
w1,3,5 = det(Λ1,Λ3,Λ5) = |n2 n4 n6|x2x4x6 − |n6 n2 n4|x1x3x5. (3.3)
Notice that the coefficients are equal, thus we finish the proof by showing that
x1x3x5 − x2x4x6 vanishes on Wachspress coordinates. The monomials x1x3x5 and
x2x4x6 evaluated at Wachspress coordinates are b1b3b5 and b2b4b6, respectively. Using
Lemma 3.2 we observe that
b1b3b5 = P
2
∏
m∈γ(1,3,5)
ℓm = P
2 = P 2
∏
m∈γ(2,4,6)
ℓm = b2b4b6,
hence x1x3x5 − x2x4x6 vanishes on Wachspress coordinates.
Case 2: We can assume without loss of generality i+ 1 6= j − 1, j + 1 = k − 1, and
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k + 1 = i− 1. Four coefficients vanish in the Preliminary calculation, yielding
wijk = |ni+1 nj+1 ni−1|xi+1xj+1xi−1 − |ni+1 nj−1 ni−1|xi+1xjxi−1
+ |ni+1 nj−1 nj+1|xi+1xjxi−2 − |ni−1 nj−1 nj+1|xixjxi−2.
Evaluating this at Wachspress coordinates yields,
wijk ◦ β = |ni+1nj+1ni−1|
∏
m∈γ(i+1,j+1,i−1)
ℓm + |ni+1nj−1ni−1|
∏
m∈γ(i+1,j,i−1)
ℓm −
|ni+1nj−1nj+1|
∏
m∈γ(i+1,j,i−1)
ℓm − |ni−1nj−1nj+1|
∏
m∈γ(i,j,i−1)
ℓm
= P 2
( ∏
m∈γ(i−1,i+1,j+1,j)
ℓm
)
(|ni+1nj+1ni−1|ℓj−1 − |ni+1 nj−1 ni−1|ℓj+1 +
|ni+1 nj−1 nj+1|ℓi−1 − |ni−1nj−1nj+1|ℓi+1)
= P 2
( ∏
m∈γ(i−1,i+1,j+1,j)
ℓm
)[(
|ni+1nj+1ni−1|ℓj−1 + |ni−1nj+1nj−1|ℓi+1
)
−
(
|ni+1 nj−1 ni−1|ℓj+1 + |ni+1 nj+1 nj−1|ℓi−1
)]
where P =
∏N
i=1 ℓi. The last factor is the difference of the two adjoints respect to
ni+1ni+1 nj+1nj+1
nj−1nj−1ni−1 ni−1
Figure 3.1: Case 2 triangulation
the triangulations of the quadrilateral in Figure 3.1.
Case 3: Assume without loss of generality i + 1 6= j − 1, j + 1 6= k − 1, and
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k + 1 = i− 1. In this case two coefficients vanish in the Preliminary calculation and
after evaluating at Wachspress coordinates we obtain,
wijk ◦ β = |ni+1nj+1ni−1|
∏
m∈γ(i+1,j+1,k+1)
ℓm − |ni+1nj+1nk−1|
∏
m∈γ(i+1,j+1,k)
ℓm −
|ni+1nj−1ni−1|
∏
m∈γ(i+1,j,k+1)
ℓm + |ni+1nj−1nk−1|
∏
m∈γ(i+1,j,k)
ℓm +
|ni−1nj+1nk−1|
∏
m∈γ(i,j+1,k)
ℓm − |ni−1nj−1nk−1|
∏
m∈γ(i,j,k)
ℓm
= P 2
( ∏
m∈γ(i,j,k
i+1,j+1,k+1)
ℓm
) (
|ni+1nj+1ni−1|ℓj−1ℓk−1 −
|ni+1nj+1nk−1|ℓi−1ℓj−1 − |ni+1nj−1ni−1|ℓj+1ℓk−1 +
|ni+1nj−1nk−1|ℓj+1ℓi−1 + |ni−1nj+1nk−1|ℓi+1ℓj−1 −
|ni−1nj−1nk−1|ℓi+1ℓj+1
)
The last factor is the difference of adjoints with respect to the triangulations of the
ni−1ni−1
nj−1 nj−1
ni+1ni+1 nk−1nk−1
nj+1nj+1
Figure 3.2: Case 3 triangulation
pentagon in Figure 3.2.
Case 4: In this case evaluation at Wachspress coordinates yields,
wijk ◦ β = |ni+1nj+1nk+1|
∏
m∈γ(i+1,j+1,k+1)
ℓm − |ni+1nj+1nk−1|
∏
m∈γ(i+1,j+1,k)
ℓm−
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|ni+1nj−1nk+1|
∏
m∈γ(i+1,j,k+1)
ℓm + |ni+1nj−1nk−1|
∏
m∈γ(i+1,j,k)
ℓm−
|ni−1nj+1nk+1|
∏
m∈γ(i,j+1,k+1)
ℓm + |ni−1nj+1nk−1|
∏
m∈γ(i,j+1,k)
ℓm+
|ni−1nj−1nk+1|
∏
m∈γ(i,j,k+1)
ℓm − |ni−1nj−1nk−1|
∏
m∈γ(i,j,k)
ℓm
= P 2
( ∏
m∈γ(i,j,k
i+1,j+1,k+1)
ℓm
)(
|ni+1nj+1nk+1|ℓi−1ℓj−1ℓk−1−
|ni+1nj+1nk−1|ℓi−1ℓj−1ℓk+1 − |ni+1nj−1nk+1|ℓi−1ℓj+1ℓk−1+
|ni+1nj−1nk−1|ℓi−1ℓj+1ℓk+1 − |ni−1nj+1nk+1|ℓi+1ℓj−1ℓk−1+
|ni−1nj+1nk−1|ℓj+1ℓi−1ℓk+1 + |ni−1nj−1nk+1|ℓi+1ℓj+1ℓk−1−
|ni−1nj−1nk−1|ℓi+1ℓj+1ℓk+1
)
The last factor is the difference of adjoints expressed using the triangulations of
ni−1ni−1
nj−1nj−1
ni+1ni+1
nk+1 nk+1
nj+1nj+1
nk−1nk−1
Figure 3.3: Case 4 triangulation
the hexagon in Figure 3.3.
3.3 The Approach for Obtaining a Set-Theoretic Result
Let Iˆ be the ideal generated by the Wachspress quadratics and cubics and T∆
the algebraic torus in P∆. By construction we know that W ⊆ V(Iˆ). To obtain our
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set-theoretic result, Theorem 4.4, we must show that V(Iˆ) ⊆ W. We have already
shown in Chapter 2 that V (Iˆ)\C ⊆ W. Showing that V(Iˆ)∩T∆ ⊆ W will be treated
in Section 4.1 of Chapter 4. In the next section we learn how to deal with points
that lie in the center C and we will be able conclude that (V(Iˆ) ∩ C)r T∆ ⊆ W.
3.4 Another Expression for the Projection τ When N is Odd
Our goal is to construct rational maps that are equivalent to the linear projec-
tion τ on the Wachspress variety W. The construction of the maps differs slightly
depending on the parity of the number of edges N of the polygon ∆. We first direct
our attention to the odd case. Let ∆ be an N -sided polygon with N = 2k + 1. We
now define monomials that we be used to construct the projections.
Definition 3.7. Define the monomial
Mi =
k∏
j=1
xi+2j .
For example, with k = 4, the monomial M1 is x3x5x7x9 and M2 is x1x4x6x8.
The essential property of these monomials is revealed when we evaluate them at
Wachspress coordinates.
Lemma 3.8. The monomial Mi evaluated at Wachspress coordinates (b1, . . . , bN) is
P k−1 ℓi where P =
N∏
j=1
ℓj.
Proof. Follows directly by evaluating Mi(b1, . . . , bN).
We are ready to define a collection of maps that are equivalent to the linear
projection on W. For i = 1, . . . , N define the rational map σi : P∆ 99K P2 by
σi :=
(ni × ni+1)
Ai
Mi−1 +
(ni+1 × ni−1)
Ai
Mi +
(ni−1 × ni)
Ai
Mi+1,
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where Ai = |ni−1 ni ni+1|. The indeterminacy locus of σi is V(Mi−1,Mi,Mi+1) ⊆
P∆ \ T∆.
Theorem 3.9. The map σi is equivalent to τ on W.
Proof. A generic point on W has the form β(z) = [b1(z), . . . , bN(z)] for some point
z = [z0, z1, z2] ∈ P2C. The linear projection τ maps β(z) to z on an open set. We
show that the same holds for σi. By Lemma 3.8,
σi(β(z)) =
ni × ni+1
Ai
Mi−1(β(z)) +
ni+1 × ni−1
Ai
Mi(β(z)) +
ni−1 × ni
Ai
Mi+1(β(z))
=
P k−1
Ai
(
(ni × ni+1)ℓi−1(z) + (ni+1 × ni−1)ℓi(z) + (ni−1 × ni)ℓi+1(z)
)
.
We claim that (ni× ni+1)ℓi−1(z) + (ni+1× ni−1)ℓi(z) + (ni−1× ni)ℓi+1(z) = Ai z. We
prove the claim by showing that
(
ni × ni+1)ℓi−1(z) + (ni+1 × ni−1)ℓi(z) + (ni−1 × ni)ℓi+1(z)
)
· ej = Aizj (3.4)
for the standard basis vectors e1 = [1, 0, 0], e2 = [0, 1, 1], and e3 = [0, 0, 1]. Observe
that the left hand side of Equation 3.4 is
(
ni × ni+1)ℓi−1(z) + (ni+1 × ni−1)ℓi(z) + (ni−1 × ni)ℓi+1(z)
)
· ej
= |ni ni+1 ej| ni−1 · z+ |ni+1 ni−1 ej | ni · z+ |ni−1 ni ej | ni+1 · z
=
(
|ni ni+1 ej | ni−1 + |ni+1 ni−1 ej| ni + |ni−1 ni ej | ni+1
)
· z. (3.5)
By applying Lemma 1.18 we see that Equation 3.5 is | ni−1 ni ni+1 | ej · z = Aizj ,
proving the claim. We have shown that the values of τ and σi agree on the open set
W \ (V(P ) ∪ C), thus they are equivalent on W.
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Lemma 3.10. The polynomials
di := |ni ni+1 ni+2|Mi−1−|ni−1 ni+1 ni+2|Mi+|ni−1 ni ni+2|Mi+1−|ni−1 ni ni+1|Mi+2
for i = 1, . . . , N vanish on W.
Proof. We evaluate di at Wachspress coordinates:
di(β) =|ni ni+1 ni+2| Mi−1(β)− |ni−1 ni+1 ni+2| Mi(β) +
|ni−1 ni ni+2| Mi+1(β)− |ni−1 ni ni+1| Mi+2(β)
=P k−1
(
|ni ni+1 ni+2|ℓi−1 − |ni−1 ni+1 ni+2|ℓi+
|ni−1 ni ni+2|ℓi+1 − |ni−1 ni ni+1|ℓi+2
)
=P k−1
(
|ni ni+1 ni+2|ℓi−1 + |ni−1 ni ni+2|ℓi+1−
(|ni−1 ni+1 ni+2|ℓi + |ni−1 ni ni+1|ℓi+2)
)
=P k−1
(
|ni ni+1 ni+2|ni−1 + |ni−1 ni ni+2|ni+1−
|ni−1 ni+1 ni+2|ni − |ni−1 ni ni+1|ni+2
)
· z.
By Lemma 1.19 the factor in parentheses in the last line is zero.
Let J be the ideal generated by the Wachspress quadratics, Wachspress cubics,
and the di.
Conjecture 3.11. The polynomials di lie in the ideal Iˆ; hence, J = Iˆ.
Lemma 3.12. The rational maps σ1, . . . , σN are equivalent on V(J).
Proof. It suffices to show that σi ∼= σi+1 modulo J for any i = 1, . . . , N . We show
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that the difference σi − σi+1 is zero modulo J .
σi − σi+1 =|ni ni+1 ni+2| Mi−1 − |ni ni+1 ni+2| Mi+2(
|ni ni+1 ni+2| ni+1 × ni−1 − |ni−1 ni ni+1| ni+1 × ni+1
)
Mi+(
|ni ni+1 ni+2| ni−1 × ni − |ni−1 ni ni+1| ni+2 × ni
)
Mi+1
=|ni ni+1 ni+2| Mi−1 − |ni ni+1 ni+2| Mi+2
ni+1 ×
(
|ni ni+1 ni+2| ni−1 − |ni−1 ni ni+1| ni+2
)
Mi(
|ni ni+1 ni+2| ni−1 − |ni−1 ni ni+1| ni+2
)
× ni Mi+1.
Notice that the two factors enclosed in parenthesis above are the same and by
Lemma 1.19 are equal to |ni−1 ni+1 ni+2| ni − |ni−1 ni ni+2| ni+1. Thus we have
σi − σi+1 = (ni × ni+1)
(
|ni ni+1 ni+2| Mi−1 − |ni−1 ni+1 ni+2| Mi
+ |ni−1 ni ni+2| Mi+1 − |ni−1 ni ni+1| Mi+2
)
= (ni × ni+1)di.
Thus the maps σi and σi+1 agree on J since di ∈ J . Note that we have actually
shown that Aiσi = Ai+1σi+1 and more generally it follows that Aiσi = Ajσj .
Remark 3.13. We obtained in the proof of the preceding lemma the equation
Aiσi = Ajσj ; however, we will assume we have σi = σj , ignoring the constant Ai to
simplify future arguments. The constants can be carried along without effecting our
arguments but make for tedious bookkeeping.
Lemma 3.14. For any indices i, j ∈ {1, . . . , N} we have ℓj(σi) =Mj.
Proof. It is immediate from the definition of σi that ℓi(σi) = Mi. By Lemma 3.12,
on V(J), we have
ℓj(σi) = ℓj(σj) =Mj .
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Lemma 3.15. For x = [x1 : · · · : xN ] ∈ V(J) and for any i ∈ {1, . . . , N},
β ◦ σi(x) =
( N∏
s=1
xs
)k−1
x.
Proof. It suffices to show that for any j ∈ {1, . . . , N},
(bj ◦ σi)(x) =
( N∏
s=1
xs
)k−1
xj .
Observe,
(bj ◦ σi)(x) =
∏
s 6=j−1,j
ℓs(σi(x)) =
∏
s 6=j−1,j
Ms =
( N∏
s=1
xs
)k−1
xj .
To see the last equality it suffices to set j = 1. Observe Mi−1Mi =
∏
j 6=i xj for any
j; hence,
(b1 ◦ σi)(x) =
∏
s 6=1,N
Ms = (M2M3)(M4M5) · · · (MN−3MN−2)MN−1
=(
∏
j 6=3
xj)(
∏
j 6=5
xj) · · · (
∏
j 6=N−2
xj)x1x3 · · ·xN−2 = P
k−1x1.
3.5 Another Expression for the Projection τ When N is Even
We now find maps analogous to the σi’s in the case where the polygon ∆ has
an even number of edges. Let N = 2k be even. Define the monomials Mi,j for
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1 ≤ i, j ≤ N with i and j of opposite parity as
Mi,j = xi−1
j−i−1
2∏
m=1
xi+2m
N−j+i−3
2∏
m=1
xj+2m (3.6)
if i < j and j − i > 1, and
Mi,i+1 = xi−1
k−2∏
m=1
xi+2m+1. (3.7)
Example 3.16. Let k = 4 and hence N = 8. Then,
M1,2 = x4x6x8 M1,6 = x3x5x8 M2,3 = x1x5x7 M2,7 = x1x4x6
M1,4 = x3x6x8 M1,8 = x3x5x7 M2,5 = x1x4x7,
and with k = 5,
M1,2 = x4x6x8x10 M1,6 = x3x5x8x10 M2,3 = x1x5x7x9 M2,7 = x1x4x6x9
M1,4 = x3x6x8x10 M1,8 = x3x5x7x10 M2,5 = x1x4x7x9 M2,9 = x1x4x6x8
Notice that for i even (or odd) Mi−1,i is the product of all even (or odd) indexed
variables except xi. The important fact about these monomials is that under evalua-
tion at Wachspress coordinates Mi,j is P
k−2ℓiℓj . We can now define maps analogous
to the σi’s. For 1 ≤ i ≤ N define the rational maps
ζi(x) :=
(ni+3 × ni+5)
Aˆi
Mi,i+1 +
(ni+5 × ni+1)
Aˆi
Mi,i+3 +
(ni+1 × ni+3)
Aˆi
Mi,i+5,
where Aˆi =| ni+1 ni+3 ni+5 |.
Remark 3.17. Observe that ℓi(ζi−1(x)) =Mi−1,i.
The polynomials in Lemma 3.18 are completely analogous to the polynomials di
in Lemma 3.10 in the odd case, so we also denote them by di.
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Lemma 3.18. The following polynomials di for i = 1, . . . , N vanish on W.
di :=|ni+3ni+5ni+7|xi+1Mi,i+1 − |ni+1ni+3ni+5|xi+2Mi+2,i+7−
|ni+1ni+5ni+7|xi+1Mi,i+3 + |ni+1ni+3ni+5|xi+1Mi+1,i+5.
Proof. The proof proceeds in the same manner as the proof of Lemma 3.10 and is
omitted.
Conjecture 3.19. The polynomials di for i = 1, . . . , N lie in Iˆ.
Let J be the ideal generated by Wachspress quadratics, Wachspress cubics, and
the di.
Lemma 3.20. For 1 ≤ i ≤ N the rational maps ζi and ζi+2 are equivalent on the
variety V(J). Further, we have Aˆi xi+1ζi = Aˆi+2 xi+2ζi+2 modulo J .
Proof. We show that the difference Aˆi+2 xi+1ζi − Aˆi xi+2ζi+2 is zero modulo J .
Aˆi+2 xi+1ζi − Aˆi xi+2ζi+2
=|ni+3ni+5ni+7|(ni+3 × ni+5)xi+1Mi,i+1 + |ni+3ni+5ni+7|(ni+5 × ni+1)Mi,i+3+
|ni+3ni+5ni+7|(ni+1 × ni+3)xi+1Mi+1,i+5 − |ni+1ni+3ni+5|(ni+5 × ni+7)xi+2Mi+2,i+3−
|ni+1ni+3ni+5|(ni+7 × ni+3)xi+2Mi+2,i+5−
|ni+1ni+3ni+5|(ni+3 × ni+5)xi+2Mi+2,i+7 (3.8)
It is not difficult to check directly from the definitions that xi+1Mi,i+3 = xi+2Mi+2,i+3
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and xi+1Mi+1,i+5 = xi+2Mi+2,i+5. Using this we can combine term in (3.8) to obtain
|ni+3ni+5ni+7|(ni+3 × ni+5)xi+1Mi,i+1 − |ni+1ni+3ni+5|(ni+3 × ni+5)xi+2Mi+2,i+7+(
|ni+3ni+5ni+7|(ni+5 × ni+1)− |ni+1ni+3ni+5|(ni+5 × ni+7)
)
xi+1Mi,i+3+(
|ni+3ni+5ni+7|(ni+1 × ni+3)− |ni+1ni+3ni+5|(ni+7 × ni+3)
)
xi+1Mi+1,i+5
=|ni+3ni+5ni+7|(ni+3 × ni+5)xi+1Mi,i+1 − |ni+1ni+3ni+5|(ni+3 × ni+5)xi+2Mi+2,i+7+
ni+5
(
|ni+3ni+5ni+7|ni+1 − |ni+1ni+3ni+5|ni+7
)
xi+1Mi,i+3+(
|ni+3ni+5ni+7|ni+1 − |ni+1ni+3ni+5|ni+7)
)
ni+3xi+1Mi+1,i+5.
The two factors in parentheses are the same and by Lemma 1.19 are both equal to
|ni+1ni+3ni+5|ni+5−|ni+1ni+5ni+7|ni+3. The last line in the Equation above becomes,
|ni+3ni+5ni+7|(ni+3 × ni+5)xi+1Mi,i+1 − |ni+1ni+3ni+5|(ni+3 × ni+5)xi+2Mi+2,i+7+
ni+5 ×
(
|ni+1ni+3ni+5|ni+5 − |ni+1ni+5ni+7|ni+3
)
xi+1Mi,i+3+(
|ni+1ni+3ni+5|ni+5 − |ni+1ni+5ni+7|ni+3
)
× ni+3xi+1Mi+1,i+5
=(ni+3 × ni+5)
(
|ni+3ni+5ni+7|xi+1Mi,i+1 − |ni+1ni+3ni+5|xi+2Mi+2,i+7−
|ni+1ni+5ni+7|xi+1Mi,i+3 + |ni+1ni+3ni+5|xi+1Mi+1,i+5
)
.
It remains to show that the maps ζi and ζj are equivalent for indices i and j
of opposite parity. To show this it suffices to let i = 1 and j = 2. The rational
maps ζ1 and ζ2 are represented by triples of forms of degree k − 1 in C[P∆]. Let
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ζ1 := [f1 : f2 : f3], ζ2 = [g1 : g2 : g3], and let Mfg be the matrix

 f1 f2 f3
g1 g2 g3

 .
Lemma 3.21. The minors of the matrix Mfg vanish on W.
Proof. The matrixMfg is simply the 2×3 matrix with rows ζ1 and ζ2. By definition,
evaluation at Wachspress coordinates yields a matrix with rows ζ1(β(z)) = P z and
ζ2(β(z)) for any z ∈ P2 where P is the product of all the linear forms defining the
edges of ∆. This matrix clearly has rank one for all z, hence each minor of Mfg
vanishes on Wachspress coordinates so vanishes on W.
Lemma 3.22. The rational maps ζ1 and ζ2 are equivalent modulo the ideal generated
by the minors of the matrix Mfg. Thus modulo these minors the rational maps differ
by a rational function c(x); i.e., ζ2(x) = c(x)ζ1. The rational function c(x) can be
expressed as fi
gi
for i = 1, 2, 3 and, further, we can assume that c(x) is defined and
nonzero for x /∈ T∆.
Proof. If x ∈ V(J)\T∆ then we can assume without loss of generality that f1(x) 6= 0
since the indeterminacy locus of ζ1 is contained in T∆. Suppose that g1(x) = 0.
Then since g1f2(x) = g2f1(x), then g2(x) = 0. Now since g1f3(x) = g3f1(x), then
g3(x) = 0. This means that x is in the indeterminacy locus of ζ2 and hence does not
lie in the torus T∆. This is a contradiction, so if f1(x) 6= 0, then g1(x) 6= 0. Therefore,
since we assume in this section that x /∈ T∆ throughout, we can assume without loss
of generality that c(x) = f1
g1
and this quantity is defined as well as non-zero.
Let
Pev =
k∏
i=1
x2i and Pod =
k∏
i=1
x2i−1
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be the product of all even and odd-indexed variables, respectively.
Lemma 3.23. The polynomial Pod − Pev vanishes on W.
Proof. This follows immediately by evaluating at Wachspress coordinates.
Conjecture 3.24. The polynomial Pod − Pev lies in the ideal Iˆ.
We redefine J to be the ideal generated by Wachspress quadratics, Wachspress
cubics, the di, the three minors of Mfg, and Pod − Pev. We now aim to show that
for x ∈ V(J) \ T∆ that β(ζm(x)) = x for m = 1, . . . , N . First note it suffices to set
m = 1 and show that bj(ζ1(x)) = xj for any j = 1, . . . , N . We wish to evaluate the
expression
bj(ζ1(x)) =
∏
i 6=j−1,j
ℓi(ζ1).
The next lemma shows us how to evaluate each factor ℓi(ζ1) in this product.
Lemma 3.25. If i ≥ 2 is even, then
ℓi(ζ1(x)) =
x3x5 · · ·xi−1
x2x4 · · ·xi−2
Mi−1,i,
and if i ≥ 2 is odd, then
ℓi(ζ1(x)) =
1
c(x)
x4x6 · · ·xi−1
x3x5 · · ·xi−2
Mi−1,i.
Finally, for i = 1,
n1 · ζ1(x) =
1
c(x)
x1x3 · · ·xN−1
x2
=
1
c(x)
x2x4 · · ·xN
x2
=
1
c(x)
x4x6 · · ·xN
Proof. This follows by applying Lemma 3.20 and Remark 3.17.
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Example 3.26. Let k = 3. We work with the map ζ1, expressing each ζi in terms
of ζ1.
ζ1 =
1
c(x)
ζ2 ζ1 =
x3
x2
ζ3 ζ1 =
1
c(x)
ζ2 =
x4
c(x)x3
ζ4
ζ1 =
x3x5
x2x4
ζ5 ζ1 =
x4x6
c(x)x3x5
ζ6
Using the above computations and Remark 3.17 we can calculate
ℓ2(ζ1) =M1,2 ℓ3(ζ1) =
1
c(x)
M2,3
ℓ4(ζ1) =
x3
x2
M3,4 ℓ5(ζ1) =
x4
c(x)x3
M4,5
ℓ6(ζ1) =
x3x5
x2x4
M5,6 ℓ1(ζ1) =
x4x6
c(x)x3x5
M6,1.
Further, we can use this to compute the following:
b1(ζ1) =ℓ2(ζ1)ℓ3(ζ1)ℓ4(ζ1)ℓ5(ζ1)
=(M1,2)(
1
c(x)
M2,3)(
x3
x2
M3,4)(
x4
c(x)x3
M4,5)
=
1
c(x)2
x4
x2
M1,2M2,3M3,4M4,5
=
1
c(x)2
x4
x2
Pev
x2
Pod
x3
Pev
x4
Pod
x5
=
1
c(x)2
P 2evP
2
od
x22x3x5
=
1
c(x)2
P 2
x22x3x5
=
1
c(x)2
P 2
x22M6,1
, and
49
b2(ζ1) =ℓ3(ζ1)ℓ4(ζ1)ℓ5(ζ1)ℓ6(ζ1)
=(
1
c(x)
M2,3)(
x3
x2
M3,4)(
x4
c(x)x3
M4,5)(
x3x5
x2x4
M5,6)
=
1
c(x)2
x3x5
x22
M2,3M3,4M4,5M5,6
=
1
c(x)2
x3x5
x22
Pod
x3
Pev
x4
Pod
x5
Pev
x6
=
1
c(x)2
P 2evP
2
od
x22x4x6
=
1
c(x)2
P 2
x22x4x6
=
1
c(x)2
P 2
x22M1,2
.
Now we claim that
1
x1
b1(ζ1) =
1
x2
b2(ζ1). (3.9)
From our calculation above and after some canceling, Equation 3.9 reduces to
1
x1M6,1
=
1
x2M1,2
,
but this simply says that
1
Pod
=
1
Pev
⇒ Pod = Pev,
which we know is true.
Example 3.27. Let N = 8.
n1(ζ1) =
1
c(x)
x4x6x8
x3x5x7
M8,1 n2(ζ1) =M1,2
n3(ζ1) =
1
c(x)
M2,3 n4(ζ1) =
x3
x2
M3,4
n5(ζ1) =
1
c(x)
x4
x3
M4,5 n6(ζ1) =
x3x5
x2x4
M5,6
n7(ζ1) =
1
c(x)
x4x6
x3x5
M6,7 n8(ζ1) =
x3x5x7
x2x4x6
M7,8
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b1(ζ1) =ℓ2(ζ1)ℓ3(ζ1)ℓ4(ζ1)ℓ5(ζ1)ℓ6(ζ1)ℓ7(ζ1)
=M1,2
1
c(x)
M2,3
x3
x2
M3,4
1
c(x)
x4
x3
M4,5
x3x5
x2x4
M5,6
1
c(x)
x4x6
x3x5
M6,7
=
1
c(x)3
x4x6
x32
M1,2M2,3M3,4M4,5M5,6M6,7
=
x4x6
c(x)3
1
x32
Pev Pod
x3
Pev
x4
Pod
x5
Pev
x6
Pod
x7
=
1
c(x)3
1
x32
Pev Pod
x3
Pev Pod
x5
Pev Pod
x7
=
1
c(x)3
1
x32
P 3
M8,1
Similarly, we will have
b2(ζ1) =
1
c(x)3
1
x32
Pev Pod
x3
Pev Pod
x5
Pev Pod
x7
=
1
c(x)3
1
x32
P 3
M1,2
.
Observe that we have,
1
x1
b1(ζ1) =
1
x2
b2(ζ2). (3.10)
After canceling, Equation 3.10 reduces to
1
x1
1
M8,1
=
1
x2
1
M1,2
,
and this reduces to
Pod = Pev,
which does hold.
The two examples computed above can easily be generalized to conclude the
following.
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Lemma 3.28.
bi(ζ1) =
1
c(x)k−1
P k−1
xk−12 Mi−1,i
We have seen that bi(ζ1) = xif(x)/c(x)
k−1 for some monomial f(x). From this it
follows that β(ζ1(x)) = f(x)/c(x)
k−1 x and this is equal to x in P∆ since f(x)/c(x)k−1
is defined and does not vanish on the complement of the torus T∆.
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4. Conclusion
4.1 Intersection with a Coordinate Hyperplane
We have shown in the previous chapter that any point x ∈ V(J)rT∆ lies on W.
To obtain our set-theoretic result, Theorem 4.4, we must prove that the intersection
of any coordinate hyperplane V (xi) with V (J) is contained in W. This will allow us
to conclude that V (J) =W. The ideal Iˆ is generated by the Wachspress quadratics
and cubics and the ideal K is generated by the Wachspress cubics. In this chapter
we first investigate how V (Iˆ) intersects a coordinate hyperplane. This will allow us
to conclude or main result Theorem 4.4.
Later in the chapter we use the expression of the Wachspress quadratics and
cubics as scalar products and determinants to describe a set of syzygies among them.
We conclude by looking at some examples of Wachspress varieties and the ideal we
have found that cuts them out for small N .
Lemma 4.1. For any i = 1, . . . , N the ideal 〈xi〉+K is the monomial ideal generated
by xi and all ∆-monomials not involving xi.
Proof. It suffices to show this for i = 1. If x1 = 0, then we have Λ1 = x2n2 and ΛN =
xNn1. From this it immediately follows that w135 = |n246|x2x4x6 and wN−4,N−2,N =
|nN−5,N−3,N−1|xN−4xN−2xN . Using that x1 = 0 and x2x4x6 = xN−4xN−2xN = 0, we
can recursively show that each of the remaining Wachspress cubics wijk either reduce
to zero or to a ∆-monomial. In fact every ∆-monomial not involving x1 will occur
in this way.
Lemma 4.2. The intersection of V(K) with the coordinate hyperplane V (xi) is a
union of three dimensional coordinate planes.
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Proof. It suffices to let i = 1. The monomial ideal generated by x1 and all ∆−monomials
not involving x1 has primary decomposition consisting of all ideals of the form
(x1, xi1 , . . . , xiN−5) where each ∆−monomial not involving x1 involves a variable in
the set {xi1 , . . . , xiN−5}.
Lemma 4.3. V (Iˆ) ∩ V(xi) is the union of degW = (N2 − 5N + 8)/2 lines. It
contains all edge images except ℓˆi−1 and ℓˆi. It also contains the (N − 3)(N − 4)/2
blown up base points pˆj,k where neither j nor k is in {i− 1, i}.
Proof. We calculate the lines that are expected when x1 = 0. We expect to get all
edge images ℓˆj except ℓˆ1 and ℓˆN , so N − 2. We also expect to get all blow ups of the
base points pij that do not meet either ℓ1 or ℓN . There are N(N − 3)/2 base points
and N − 3 of them meet ℓ1 and another N − 3 meet ℓN . So we expect to get
N(N − 3)/2− 2(N − 3) = (N − 3)(N − 4)/2 (4.1)
blown up base points. In total then we expect to get
N − 2 + (N − 3)(N − 4)/2 = (N2 − 5N + 8)/2 (4.2)
lines. The ideal generated by the Wachspress cubics and xi is the monomial ideal
generated by xi and all ∆-monomials not involving xi. By Lemma 4.2 this ideal’s
components are all ideals of the form (xi1 , . . . , xiN−4) where x1 = 1 and at least one of
the variables of m is contained in {i2, . . . , iN−4} for each ∆-monomial m not involving
x1. Suppose we are on one such component (xi1 , . . . , xiN−4). The component cuts
out a three dimensional coordinate plane. We impose Wachspress quadratics on this
component. Only four variables are nonzero on each component so most quadratics
reduce to zero since many of the vectors Λi will vanish. The remaining ones will cut
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down the three plane to a blown-up line or edge image.
We now state our main result whose proof follows from the lemmas and theorems
in this and previous chapters.
Theorem 4.4. The Wachspress variety W is cut out set-theoretically by the ideal J .
Once Conjectures 3.11, 3.19, and 3.24 are proven this result will be strengthened
to the following.
Conjecture 4.5. The Wachspress variety W is cut out set-theoretically by the ideal
generated by Wachspress quadratics and cubics.
4.2 Syzygies and Betti Diagrams
Given the expressions of the Wachspress quadratics and cubics as determinants
and scalar products, we can use basic vector calculus identities to easily construct
syzygies among them. Let a, b, and c be vectors in three space. From vector calculus
we have the identities:
| a b c |= a · (b× c) = (a× b) · c
b(a · c) = a× (b× c) + c(a · b).
Theorem 4.6. The relation π wi,j,k = (Λi × Λj)qk − (Λi × Λk)qj + (Λj × Λk)qi of
vectors of three linear forms holds for any ∆-triple (i, j, k). In each coordinate, this
vector relation yields a syzygy among the Wachspress quadratics and cubics.
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Proof. Using the vector identities above we can write
π wi,j,k =π(x)(Λi · Λj × Λk)
=Λi × (π(x)× (Λj × Λk)) + (Λj × Λk)Λi · π(x)
=Λi × [Λj(π(x) · Λk)− Λk(π(x) · Λj)] + (Λj × Λk)qi
=Λi × [Λjqk − Λkqj ] + (Λj × Λk)qi
=(Λi × Λj)qk − (Λi × Λk)qj + (Λj × Λk)qi.
Think of both sides of the equation in the statement of the theorem as column vectors
of three forms. The top row writes wi,j,k times the first generator of the center C as
a combination of the Wachspress quadrics qi, qj, and qk. The second row expresses
wijk times the second generator similarly and so on.
Theorem 4.6 accounts for many of the syzygies in the first syzygy module of Iˆ.
In fact there is computational evidence supporting the next conjecture.
Conjecture 4.7. The Koszul syzygies and those from Theorem 4.6 generate the first
syzygy module of Iˆ.
It remains to investigate the higher syzygies. The crucial information about syzygies
is displayed in Betti diagrams. Using the computer algebra system Singular [2], Betti
diagrams for Wachspress varieties for n-gons with n ≤ 12. Some examples of these
diagrams are displayed in Table 4.1. It follows from the Auslander-Buchsbaum For-
Table 4.1: Betti diagrams for n = 5, 6, and 7, respectively
0 1 2
– – –
0 : 1 - -
1 : - 2 -
2 : - - 1
0 1 2 3
– — — — —
0: 1 - - -
1: - 3 - -
2: - 1 6 3
0 1 2 3 4
– — — — — —
0: 1 - - - -
1: - 4 - - -
2: - 4 21 20 6
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mula [1] that a variety is Cohen-Macaulay if the length of its minimal free resolution
is equal to its codimension. Thus, the Betti diagrams in Table 4.1 are evidence for
the following conjecture.
Conjecture 4.8. Wachspress varieties are Cohen-Macaulay.
4.3 Examples for Small N
We end this Chapter with a close look at Wachspress varieties for N -gons with
N = 3, 4, 5, 6, and 7.
Example 4.9. Let N = 3. The Wachspress coordinates for a triangle are b1 = ℓ2,
b2 = ℓ3, and b3 = ℓ1. Since the linear forms ℓi cut out the edges of a triangle, the
Wachspress map β = [ℓ2, ℓ3, ℓ1] is an automorphism of P2. Hence, W = P2 and the
center of projection C is empty.
Example 4.10. Let N = 4. The Wachspress coordinates for a quadrilateral are
b1 = ℓ2ℓ3, b2 = ℓ3ℓ4, b3 = ℓ1ℓ4, and b4 = ℓ1ℓ2. In this case W is cut out by one
Wachspress quadratic and, thus, is a quadric surface in P3. The center C is a point
lying on W. The adjoint curve A is a line through the two base points and is
contracted to the center point by the Wachspress map β.
Example 4.11. Let N = 5. the Wachspress coordinates for a pentagon are b1 =
ℓ2ℓ3ℓ4, b2 = ℓ3ℓ4ℓ5, b3 = ℓ1ℓ4ℓ5, b4 = ℓ1ℓ2ℓ5, and b5 = ℓ1ℓ2ℓ3. There are five Wachs-
press quadratics but only two are linearly independent, and there are no Wachspress
cubics. In this case W is cut out by two quadratics in P4. The center of projection
C is a line contained in W. It is the image of the adjoint curve under β in this case.
The adjoint curve for the pentagon is the unique conic through the five base points
and is mapped to the center line by β.
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Example 4.12. Let N = 6. The Wachspress coordinates for a hexagon are each a
product of four linear forms. This is the first case where W is not cut out in degree
two. The variety W is cut out by three Wachspress quadratics and one Wachspress
cubic which in this case happens to be a binomial. The Wachpress cubic has the
simple form α2α4α6 x1x3x5 − α1α3α5 x2x4x6. This is the first case where C is not
contained in W. The center is a two-plane that meets W in a degree three curve
that is the image of cubic adjoint curve through the nine base points. The reducibility
of the intersection C ∩W in [7] stems from the hexagon in that example having three
parallel sets of edges. In this case three of the base points are collinear, each lying on
the line at infinity, leading to a reducible adjoint curve through the nine base points.
Example 4.13. Let N = 7. The Wachspress coordinates for a heptagon are each a
product of five linear forms. The Wachspress variety is cut out by four quadratics
and four cubics in P6. The center C is a three plane meeting W in the image β(A)
of the adjoint curve interpolating the fourteen base points.
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