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I. INTRODUCTION
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by the chip. Leighton [14] shows that the layout problem for an arbitrary graph can be reduced to that for a planar graph. Moreover, he proves that the number of crossings and the wire area of a graph are lower bounds for the layout area of any graph (the wire area of a graph is the minimum amount of wire which is needed to lay out the graph in the Thompson grid model [18] ). Finally, in [14] and [15] it is shown how crossing number may be used also in determining upper bounds for the layout area.
Hence, edge crossings and wire area arguments are very helpful in providing a good graph layout.
Moreover, the crossing number and the wire area of a network are interesting in their own right. In particular, both are worth minimizing when designing a chip. For instance, a chip with a large number of crossings may have problems with capacitive coupling, i.e. interference between overlapping wires [14] .
The general problem of edge crossing minimization in graph layout is NP-complete [10] .
Also, no efficient heuristics are known in general graphs. In this work, we first deal with crossings minimization for an important class of graphs, bipartite graphs, used in routing problems ( [11, 2, 12] ). It is worth noting that the heuristic proposed for such graphs may be applied to other important VLSI problems, such as the terminal assignments in channel routing problems [16] .
A bipartite graph (or 2-layered network) is a directed graph whose vertex set is partitioned into two layers. Formally, a bipartite graph is a triple G = (L, R, E), where L and R, called the left part and the right part, respectively, are two disjoint sets of vertices (L= n, R = m) and E1 L6 R is the set of edges.
In the following, we assume that G is connected, i.e.
we ignore isolated vertices.
We consider drawings of a bipartite graph G such that: 1) the vertices of L are placed on a vertical line (say x=0); 2) the vertices of R are placed on another vertical line (say x=1); 3) the edges are drawn as straight-line segments.
It follows that the number of edge crossings in a drawing of G depends only on the order in which the vertices in L and R appear on the two parallel vertical lines. The problem we consider in this paper, called edge crossing minimization, is defined as follows:
given a bipartite graph G, and assuming that the position of vertices of one layer is held fixed (we assume, without loss of generality, that L is the fixed layer), find a permutation of R that minimizes the number of edge crossings in the corresponding drawing. As shown in [6] this problem is also NPcomplete.
It is interesting to note that any technique for the drawing of bipartite graphs can be effectively used for the drawing of a k-layered networks, which is a graph whose set of vertices is partitioned into k layers. Indeed, the drawing of a k-layered network can be carried out by dividing the network into k-1 2-layered subnetworks and by applying the heuristic presented in [17] .
Several heuristics have been proposed for edge crossing minimization in bipartite graphs (see [19, 3, 17, 5, 7, 20] ). A common characteristic of these approaches is to consider one vertex at a time, and to compute its position in the layer independently from the other vertices. The median heuristic [7] is the only one for which an upper bound on the error is known, i.e., the number of crossings computed is at most three times the optimum, and was shown in [5] to perform the best in practice. The median heuristic proceeds as follows. For each vertex u in R choose In this paper we present a new heuristic, called assignment heuristic, for edge crossings minimization. Our approach is based on a reduction to an assignment problem [13] . We simultaneously position all the vertices in one layer by taking into account the mutual interaction of these vertices with those in the other, fixed layer. We first apply the assignment heuristic to edge crossing minimization in bipartite graphs, and then show that the idea underlying the heuristic is generally enough to be applied to other cases too, such as edge crossing minimization in graphs whose vertices lie on a circumference. We also report on experimental results and compare the assignment heuristic with the median heuristic. For a sample of 2000 randomly generated graphs, this comparison shows that the number of crossings computed by the assignment heuristic is always less than the number produced by the other heuristics (see Figure 6 ); in particular, for density greater than 40%, the improvement is at least 10%.
In Section 2 we describe the assignment heuristic;
in Section 3 we discuss on several properties of the heuristic, and present an optimality criterion, i.e. a method for checking whether the solution computed by the assignment heuristic provides an optimal solution for the corresponding edge crossing minimization problem; in Section 4 we discuss the experimental results of testing our heuristic for bipartite graphs; finally, in Section 5, we apply the idea underlying the assignment heuristic to the problem of minimizing edge crossing when the vertices of the graph lie on a circumference.
II. THE ASSIGNMENT HEURISTIC
In this section, we describe the assignment heuristic for edge crossing minimization. The heuristic is based on reducing the edge crossing minimization problem in bipartite graphs to an assignment problem. We first recall the basic notions regarding the assignment problem.
The assignment problem was originally defined for computing the best assignment of tasks to workers, assuming to know the value c ij produced by the ith worker at the jth task. An assignment problem of size m is represented as follows [13] : In Figure 1 .a a bipartite graph G is shown. where m = R , as follows: 
In this example, the objective function Z(x) is: 
Clearly, Z * is not the number of crossings associated with A * . In fact the number T of crossings associated with A * is determined by the following formula: 
where Y is: 
For instance, the element c 11 (i.e. the cost of having the node C in first position) is calculated as follows:
If we compute the solution of the new assignment problem, we realize that we obtain the same permutation of matrix A deriving from the solution of the original problem, namely A * , (the elements of the solution correspond to the diagonal of matrix C shown in Figure 5 ). Moreover, the minimum of the cost function Z is equal to 26, and consequently the minimum number of crossings is 13, i.e. the same number of crossings computed by the assignment heuristic, as shown in Section 2.
IV. TESTS OF THE HEURISTICS FOR BIPARTITE GRAPHS
In this section we present the results of a comparative study on the practical performances of the assignment heuristic and the median heuristic [7] . Note that the assignment heuristic gives always better performances against the median heuristic, but the difference is larger when the density of the graph is greater than the 30%. This is due to: a) the assumption made by the assignment heuristic that the graph is partially complete (in this way the more the density is high, the more this assumption is close to the reality); b) the fact that the assignment heuristic simultaneously positions all the vertices of the graph, so taking into account the interactions among them, which are more important when the graph is dense.
For our heuristic, we have also computed the variance of the above ratio with respect to the density of the graphs. The results show that the error is quite stable when the graph density is greater than the 30%. Moreover, the results of testing our heuristic on a sample of 100 randomly generated graphs with L = R = 10, using the lower bound described in section 3 state that also in this case, the crucial point for having a stable result is around the 30% of density, according to the above considerations.
Finally, in Figure 7 we show the error percentage of the assignment heuristic against the optimal solution We associate with Cir an assignment problem as specified in Section 2, where the elements of the matrix C=(c ih ) are defined as above. It is worth noting that in this case the matrix C can be built directly from A, without any reference to matrix B.
As a final step, the solution of the assignment problem is used to obtain a permutation of the vertices of Cir as follows: vertex i is placed in position j if and only if x ij =1.
In Figure 9 we show the performance of the heuristic on a sample of 1000 randomly generated graphs, with n = 20, and various densities, where where the density δ is defined as: δ = |E| (n × n) − n given the structural characteristics of the heuristic, the performances are particularly good in graphs having a density greater than the 30%. We have also described a method for verifying whether the solution computed by the heuristic is optimal.
Finally, we have shown that the assignment heuristic can be successfully applied to other edge crossing minimization problems.
