In this work, we first establish a simple procedure to obtain with 11-figure accuracy the values of Chandrasekhar's H-function for isotropic scattering using a closed-form integral representation and the Gauss-Legendre quadrature. Based on the numerical values of the function produced by this method for various combinations of ̟ 0 , the single scattering albedo, and µ, the cosine of the azimuth angle θ of the direction of radiation emergent from or incident upon a semi-infinite scattering-absorbing medium, we propose a rational approximation formula with µ 1/4 and √ 1 − ̟ 0 as the independent variables. This allows us to reproduce the correct values of H(̟ 0 , µ) within a relative error of 2.1 × 10 −5 without recourse to any iterative procedure or root-finding process.
Introduction
Chandrasekhar's H-functions H(̟ 0 , µ) are used to express the emergent intensities of radiation reflected by semi-infinite, homogeneous media. They satisfy the following nonlinear integral equation (see, e.g., Chandrasekhar 1960) :
where ̟ 0 is the single scattering albedo, and Ψ, which is also a function of ̟ 0 , is the characteristic function specific to the type of scattering the radiation undergoes. We developed, for instance, a compact computational method to find the numerical solutions of Eq.
(1) for some representative types of anisotropic scattering in terms of the roots of the characteristic equation involving values of Ψ evaluated at the quadrature points and the associated weights of integration employed (Kawabata et al. 1991) .
In practical applications of the theory of radiative transfer, however, we often need a quick and yet relatively accurate approximation for the H-function, especially for isotropic scattering. In the present study, we therefore focus on developing a simple numerical procedure to calculate accurately (at least to the 11th digit) the values of H(̟ 0 , µ) for conservative as well as non-conservative isotropic scattering. We will then construct a rational approximation formula based on fitting to the reference values of H(̟ 0 , µ) produced with the foregoing method. This permits us to avoid the iterative methods that are often employed in this type of computations.
We must note that several useful approximation formulae have been proposed by various authors. The formula given by Karanjai and Sen (1971) for arbitrary values of ̟ 0 is sufficiently compact, but its use requires the solution of a transcendental equation for a given value of ̟ 0 , which we want to avoid. The same is true for the formula derived by Domke (1988) . The formula proposed by Hapke (1993) is also handy, but its accuracy is around 7.7 × 10 −3 . The formula developed by Karanjai and Karanjai (1991) is sufficiently accurate, with a maximum relative error of about 10 −4 , and requires no root-finding process, but is valid only for conservative scattering. Recently, however, Davidović et al. (2008) obtained a new formula for an arbitrary set of (̟ 0 , µ), which is an order of magnitude more accurate (the maximum relative error is 7 × 10 −4 ) than any of these. Therefore, it must be an interesting challenge to find a formula that is at least an order of magnitude better than this. We will make all the numerical computations required for this objective exclusively in double-precision arithmetic.
Formulations and Numerical Computations

Integral Representation
The H-function for isotropic scattering H(̟ 0 , µ) can be expressed in a closed-form integral representation (see Rutily and Bergeat 1987) :
Substituting arccot ξ = x in Eq.(2), we have
Eq.(3) is advantageous for numerical computations because the domain of integration is finite. We would therefore like to use this expression along with the Gauss-Legendre quadrature to generate the reference values of H(̟ 0 , µ) for the purpose of comparison. For non-conservative scattering, for which ̟ 0 < 1, the numerical integration inside Eq.(3) can be carried out without difficulty by means of the quadrature, and the resulting values of H(̟ 0 , µ) should be accurate enough even if a single quadrature is applied to the entire domain of integration [0, π/2]. However, conservative scattering with ̟ 0 = 1 poses a numerical problem in that the factor 1 − x cot x, inside the natural logarithm involved in the integrand, diverges as x tends to 0, which could significantly degrade the numerical accuracy of the resulting H-function. With this in mind, for conservative scattering, we divide the domain of integration into two parts, [0, ε] and [ε, π/2], where ε ≪ 1:
where
and
where x j and w j are the j-th quadrature point for evaluating the integrand and the corresponding weight of the Gauss-Legendre quadrature applied to the x-interval of [ε, π/2], respectively.
Since 0 ≤ x ≤ ε ≪ 1 for I 1 , we may expand its integrand in a series in x. Retaining the terms up to and including the order of x 3 , we get
Substitution of the right-hand side of Eq. (7) into Eq. (5) yields
with A ≡ 1 − µ 2 (see also Appendix A for a higher-order approximation). Because we are interested in producing the numerical values of H(1, µ) with 11-figure accuracy, and we have the constraint ε ≤ 10 −2 , let us set ε = 10 −3 for ̟ 0 = 1 and ε = 0 otherwise. The value of H(̟ 0 , µ) owing to the integral representation is then given by
Note that a similar integral representation was employed by Davidović et al. (2008) to produce the reference numerical values of H(̟ 0 , µ). However, their domain of integration was [0, ∞], which makes it necessary to introduce a special scheme of integration. In view of this, we believe that the present technique is much more straightforward and easier to handle 1 .
Computational Results with Integral Representation
We varied the degree N of the Gauss-Legendre quadrature to calculate the values of H(̟ 0 , µ) for all the combinations of 48 values of ̟ 0 (0.01 plus 47 values employed by Davidović et al. (2008) for their Table 1 ) and 21 values of µ (0 plus 20 values employed by Davidović et al. (2008) for their Table 1 ). Note that similar numerical tables are also given by Bosma and de Rooij (1983) , but for the combinations of ̟ 0 = 0.5, 0.7, 0.9, 0.99, 0.999, and 1 and for µ from 0 to 1 with a step of 0.1. We found that N = 100 is sufficient to bring our results for H(̟ 0 , µ) into complete agreement with those of Davidović et al. (2008) and Bosma and de Rooij (1983) down to the 10th decimal place (11 figures altogether). On the other hand, even if the 300th-degree Gauss-Legendre quadrature is employed for the single interval [0, π/2], the accuracy of the resulting value of the H-function for the conservative scattering is much lower: we obtain, e.g., H(1, 1) = 2.9077901976 instead of the reference value 2.9078105291. This indicates the effectiveness of Eq.(9).
Next, to further assess the quality of the present approximation, we examined α 0 , the zeroth moment of the H-function, which can be expressed in terms of the single scattering albedo ̟ 0 as
for isotropic scattering (Chandrasekhar 1960 ). Using the values of H(̟ 0 , µ) given by our present method, we performed the numerical integrations required to obtain α 0 , again using the N GL -th degree Gauss-Legendre quadrature:
Unfortunately, however, with N = 100, which was sufficient for computing H(̟ 0 , µ), we found it impossible to get the value of α 0 correct to the 9th decimal place regardless of how we chose the value of N GL . For instance, the best value we could obtain was α 0 = 2.0000000019 with N GL = 130 for ̟ 0 = 1. To obtain values of α 0 correct down to the 9th decimal place, thereby allowing for at most a unit difference at the 10th decimal place relative to the theoretical values 2(1 − √ 1 − ̟ 0 )/̟ 0 , we found it necessary to employ N = 300 and N GL ≥ 270. Allowing for an adequate margin, we therefore adopted N GL = 350, with which we finally obtained most of the computed values of α 0 correct to the 10th decimal place, e.g., α 0 = 2.0000000000 for ̟ 0 = 1 and 1.4854314511 for ̟ 0 = 0.88. The only exception was that for ̟ 0 = 0. 9996, 0.9995, 0.999, 0.995, 0.993, 0.965, 0.95, 0.93, and 0.75 , the figures at the 10th decimal place were larger than the theoretical values by unity. We nevertheless concluded that our primary objective was accomplished to a sufficient degree at this stage.
Approximation Formulae
Now that we have established a highly reliable means of obtaining the numerical values of H(̟ 0 , µ), we proceed to the next stage and seek a fast and yet reasonably accurate approximation formula for H(̟ 0 , µ). For this, we shall proceed in two steps: (1) try to construct a polynomial approximation formula for H(1, µ) accurate to at least five figures, and (2) develop a rational approximation formula for H(̟ 0 , µ) by using that obtained in (1).
Approximate Formula for Conservative Scattering
Using polynomials of various degrees K 1 of µ 1/4 , we made least square fittings to the reference values of H integ (1, µ) tabulated for 501 equally spaced values of µ between 0 and 1:
where x = µ 1/4 , as mentioned above, and A k are the constants to be determined. The choice of the independent variable x stems from the experience gained in our foregoing work (Kawabata et al. 1991) .
After some experimentation, we found that K 1 = 8 yields a satisfactory fit to the reference values. The polynomial approximation formula thus obtained is as follows. 
A comparison between the values of H app (1, µ) generated by the present formula and those obtained with the integral representation H integ (1, µ) (see also Davidović et al. 2008 ,  Table 1 ) indicates that the maximum relative error is 2 × 10 −6 . The approximate values are found to be correct to at least the fifth decimal place, and even the figure at the sixth decimal place differs from the correct one by no more than one unit.
Approximate Formula for Non-Conservative Scattering
For a set of L equally spaced values of ̟ 0 , we compute the values of H app (1, µ)/H integ (̟ 0 , µ) for M values of µ, which are taken to coincide with the Chebyshev collocation points to apply the Chebyshev polynomial approximation method described in Press et al. (1992) . Then, they are approximated by a K 2 -th degree polynomial of x(≡ µ 1/4 ), as before:
For a given value of ̟ 0 , the values of the coefficients C k (̟ 0 ) (k = 0, · · · , K 2 ) are determined by fitting the right-hand side of Eq. (14) to the values of H app (1, µ)/H integ (̟ 0 , µ) computed at M discrete points of µ, as indicated above. As a result, we obtain K 2 sets of L values of C k (̟ 0 ).
For actual computations, we adopted M = 3, 500 and L = 10, 001 so that the value of ̟ 0 ran from zero to unity with a step size of 10 −4 . For each k, the 10,001 values of C k (̟ 0 ) obtained with the Chebyshev polynomial approximations were finally approximated by an N P -th degree polynomial of √ 1 − ̟ 0 :
where η ≡ √ 1 − ̟ 0 and the coefficients B k,n were determined by the standard least square method while varying the value of N P from 4 through 9. The use of √ 1 − ̟ 0 as the independent variable is based on a premise drawn from another past work on the H-function for isotropic scattering (Kawabata et al. 1992 ).
To assess the quality of the resulting formula, we computed
at the same 48 × 21 grid points on the (̟ 0 , µ)-plane as used in Section 2.2, which were then compared with those of H integ (̟ 0 , µ). The best formula was found with K 2 = 8 and N P = 8, whose coefficients C k (̟ 0 ) (k = 1, · · · , K 2 ) are shown below. 
The maximum relative error of the approximate values H app (̟ 0 , µ) given by this formula on the grid points of (̟ 0 , µ) is 2.1 × 10 −6 and occurs at ̟ 0 = 0.996 and µ = 0, whereas the mean of the relative errors is 3 × 10 −7 . The differences between the formula values and those of H integ (̟ 0 , µ) are within ±4 at the sixth decimal place. If rounded at the fifth decimal place, they agree with each other to the last digits except for the three cases with (̟ 0 , µ) = (0.9, 0.3), (0.995, 0.95), (0.999, 0.7), and (0.9998, 0.4) , where the figure in the fourth decimal place differs from the correct number by one unit. The maximum relative error of the computed values for the zeroth moment α 0 is 1.64 × 10 −7 , arising at ̟ 0 = 1, where we have 2.0000003285 instead of 2 by means of the 350th-degree Gauss-Legendre quadrature.
Conclusion
We have developed a numerical procedure to evaluate with 11-figure accuracy the value of Chandrasekhar's H-function for isotropic scattering for arbitrary sets of the single scattering albedo, ̟ 0 , and the cosine of the zenith angle of the emergent or incident direction of radiation, µ, using the integral form expression. This should prove useful not only for checking the accuracy of numerical values of H(̟ 0 , µ) computed by other types of approximations but also as a practical computational tool in applications.
The rational approximation formula constructed on the basis of the reference data computed with the integral-form representation for H(̟ 0 , µ) is significantly more accurate than any available in the literature, which may well make up for the fact that it is longer than others.
Some remarks on Eq.(B1) must therefore be in order in comparison with Eq.(3): first of all, the integrand θ(x)/(x + µ) involved in Eq.(B1) exhibits a very steep increase as we come close to x = 1 and converges to a limiting value of 1/(1 + µ) at x = 1. Furthermore, in the vicinity of x = 0, it also rises almost vertically from 0 to nearly 0.5 over a short range in x for small but non-zero values of µ. This fact makes the numerical integration of this integrand extremely difficult particularly if µ is small.
For numerical tests of the efficiency of Eq.(B1), we have widely varied the degree N of the Gauss-Legendre quadrature employed for carrying out the required integration. The resulting values of H(µ) are shown in Table 1 for N = 300, 3000, and 30000 in comparison with those obtained from Eq.(3) with N = 300 coupled with Eq.(4) . Also shown in the column designated by "Das-Bera" are the computational values taken from Table-8 of Das and Bera (2007) , who used the Simpson's one third rule (the number of division points is unknown).
It is now obvious that we need to employ the Gauss-Legendre quadrature with N ≥ 30000 to get the values of H(µ) by means of Eq.(B1) correct down to the 10th decimal place, and that Eq.(3) together with the procedure discussed in the text of the present work, requiring only N = 300 or less , is significantly faster at least for the purpose of generating reference numerical values. 
