An alternative method to generate pre-initial conditions for
  cosmological $N$-body simulations by Liao, Shihong
MNRAS 000, 000–000 (0000) Preprint 3 September 2018 Compiled using MNRAS LATEX style file v3.0
An alternative method to generate pre-initial conditions for
cosmological N -body simulations
Shihong Liao1 ?
1Key Laboratory for Computational Astrophysics, National Astronomical Observatories, Chinese Academy of Sciences, Beijing, 100012, China
3 September 2018
ABSTRACT
Currently, grid and glass methods are the two most popular choices to generate uniform par-
ticle distributions (i.e., pre-initial conditions) for cosmological N -body simulations. In this
article, we introduce an alternative method called the capacity constrained Voronoi tessella-
tion (CCVT), which originates from computer graphics. As a geometrical equilibrium state,
a CCVT particle configuration satisfies two constraints: (i) the volume of the Voronoi cell
associated with each particle is equal; (ii) every particle is in the center-of-mass position of its
Voronoi cell. We show that the CCVT configuration is uniform and isotropic, follows perfectly
the minimal power spectrum, P (k) ∝ k4, and is quite stable under gravitational interactions.
It is natural to incorporate periodic boundary conditions during CCVT making, therefore, we
can obtain a larger CCVT by tiling with a small periodic CCVT. When applying the CCVT
pre-initial condition to cosmological N -body simulations, we show that it plays as good as
grid and glass schemes. The CCVT method will be helpful in studying the numerical con-
vergence of pre-initial conditions in cosmological simulations. It can also be used to set up
pre-initial conditions in smoothed-particle hydrodynamics simulations.
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1 INTRODUCTION
Structure formation is a fundamental problem in physical cosmol-
ogy. Due to the long range and non-linear nature of gravity, cur-
rently the only known viable solution is numerical simulations.
In the past decades, cosmological N -body simulations have deep-
ened significantly our understanding in the formation of large-scale
structures in our Universe, and contributed importantly to the es-
tablishment of the standard cosmological model, the cosmological
constant Λ + cold dark matter (ΛCDM) model (see e.g. Frenk &
White 2012, for a review).
To perform a cosmological N -body simulation, the very first
step is to prepare an initial condition. To generate an initial condi-
tion, we need to set up a uniform distribution of N particles before
applying the Lagrangian perturbation theory to perturb their posi-
tions and velocities according to a given matter power spectrum.
Such a uniform particle distribution is called a pre-initial condition
(see e.g., Baertschiger & Labini 2002; Hansen et al. 2007; Joyce et
al. 2009) or a particle load (see e.g., White 1996; Wang & White
2007; Jenkins 2010). A pre-initial condition should contain as less
power as possible, so that it does not surpass the given physical
power spectrum on the simulated scales. Therefore, a random par-
ticle distribution is not adopted because it has Poisson noise present
on all scales. Currently, the known methods to generate pre-initial
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conditions are grid (e.g. Efstathiou et al. 1985), glass (White 1996),
and Quaquaversal tiling (or ‘Q-set’, Hansen et al. 2007).
The grid pre-initial condition simply places N particles in the
grid points of a three dimensional lattice. It is perfectly uniform and
efficient to produce (i.e., its computational complexity isO(N)). It
has no power on scales larger than the mean inter-particle separa-
tion. However, it contains unnatural lattice features, and such fea-
tures persist in low-density regions (e.g., voids) of simulations at
redshift z = 0.
The glass pre-initial condition evolves a random configuration
of N particles under anti-gravity until the configuration reaches an
equilibrium state. Since there is no preferred direction for gravity
(or anti-gravity), the glass configuration is expected to be uniform
and isotropic. The power spectrum of a glass configuration is close
to the theoretical minimal power spectrum, P (k) ∝ k4 (Zel’dovich
1965; Peebles 1980; Baugh et al. 1995; Wang & White 2007). The
computational complexity of glasses is the same as that of N -body
simulations. Although the glass configuration is an ideal pre-initial
condition in concept, it is not easy to produce a good glass in prac-
tice. As pointed out by Wang & White (2007), the quality of a glass
configuration can be affected by the gravity solver.
The Q-set pre-initial condition uses the quaquaversal tiling
(Conway & Radin 1998) to recursively partition the space into a
desired level, and places a particle in each quaquaversal tile. The
Q-set configuration contains N = 2 × 8NQ particles in a rectan-
gular box with sides of length 1, 1 and
√
3 after NQ steps, since
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a parent quaquaversal tile is decomposed into eight child tiles in
each step. Then one has to extract a cubic region from this rectan-
gular configuration in order to perform a simulation with a cubic
box. This might cause some problems in the boundaries if one uses
periodic boundary conditions. Wang & White (2007) showed that
comparing to grids and glasses, the Q-set method produces much
more artificial structures in hot dark matter simulations.
Currently, the popular choices to prepare pre-initial conditions
are grid and glass methods. Glass is the only known method to
produce a uniform and isotropic pre-initial condition, and it can be
affected by the gravity solver used to compute it. Unfortunately, we
do not have any analytical ways to address such effects on the final
simulated structures. Therefore, an interesting question is whether
there are any other alternative and independent methods. If yes, the
alternatives will be very helpful for us to understand the impacts of
pre-initial conditions on the simulated results. Understanding and
quantifying such percent-level impacts from numerical methods is
a demand in the era of precision cosmology.
Here, we introduce an alternative method to set up pre-initial
conditions, the capacity constrained Voronoi tessellation (CCVT,
Balzer et al. 2009), which originates from computer graphics. The
details of CCVTs will be provided in Section 2. In computer graph-
ics, generating a uniform and isotropic point distribution (also
called a “blue noise” distribution) is an essential task. The CCVT
is an algorithm put forward recently to produce high-quality blue
noise point sets. We also notice that algorithms similar to the glass
method were proposed recently in computer graphics to generate
blue noise configurations (Wong & Wong 2017).
This paper is structured as follows. In Section 2, we intro-
duce the CCVT algorithm and our computer code. In Section 3, we
study the properties of CCVT particle configurations (e.g., power
spectrum and stability under gravitational interactions). In Section
4, we apply CCVT pre-initial conditions in cosmological N -body
simulations of the ΛCDM model. Our conclusions are summarized
in Section 5.
2 METHODS
Given Np particles in an n-dimensional space, Voronoi tessella-
tions (VTs) are a mathematical way to partition space into Np sub-
spaces, i.e., Voronoi cells. For a particle pi, its associated Voronoi
cell consists of all spatial points that are closer to pi than other par-
ticles pj (here j 6= i). We refer the reader to Okabe et al. (2000) for
an overview of VTs. Recently, VTs see an increase in applications
in observational and numerical cosmology, for example, estimating
density from a discrete sample (Schaap & van de Weygaert 2000;
van de Weygaert & Schaap 2009), finding clusters in galaxy sur-
veys (e.g., Ramella et al. 2001; Kim et al. 2002; Lopes et al. 2004;
Soares-Santos et al. 2011), identifying halos (Neyrinck et al. 2005)
and voids (Platen et al. 2007; Neyrinck 2008) from simulations,
modelling of strong gravitational lenses (e.g., Vegetti & Koopmans
2009; Nightingale & Dye 2015), the moving mesh method for hy-
drodynamic simulations (Springel 2010), etc.
There is a famous subgroup of VTs named centroid Voronoi
tessellations (CVTs, see Du et al. 1999, for an overview), whose
particles coincide with the centroids (i.e., centers of mass) of
Voronoi cells. The CVT can be realized with Lloyd’s algorithm
(Lloyd 1982), and it has a wide range of applications. For example,
in the AREPO code, CVTs are adopted to reduce mesh irregularity
(see Springel 2010, for details).
The CCVT adopted in this work is a variant of CVTs, and
it satisfies two constraints: (i) every particle has equal capacity
(or every Voronoi cell has equal volume), and (ii) every particle
is in the center-of-mass position of its associated Voronoi cell. In-
tuitively, the constraint of equal volume implies that all particles
have the same importance, whereas the constraint of centroidal lo-
cations means that all particles try to stay away from each other. In
addition, there is no implication of preferred directions from these
constraints. Therefore, we expect that a CCVT particle distribu-
tion should be uniform and isotropic. A CCVT particle distribution
can be generated with the method outlined in Balzer et al. (2009),
which combines the algorithm described in Balzer & Heck (2008)
and Lloyd’s algorithm.
2.1 CCVT algorithm
In the method of Balzer et al. (2009), we start from a random distri-
bution of Np particles in the targeted region R, and then iteratively
relax it to a CCVT distribution. Here we use an example ofNp = 9
particles in a 2-dimensional periodic square to illustrate this relax-
ation process, as shown in Figure 1. The initial random distribution
is plotted in Panel (a) of Figure 1.
To satisfy the first constraint of the CCVT distribution, we
use Ns spatial points to uniformly sample the region R, and as-
sign c = Ns/Np of them to each particle; see Panel (b) of Figure
1 for the example with Ns = 900 and c = 100. By doing so,
we create an assignment A that each particle possesses the same
number of spatial points (i.e., every particle has equal capacity c).
In the following relaxation process, we keep the capacity of each
particle fixed, and only change the detailed assignment. Note that,
in the initial assignment, we can randomly assign spatial points to
particles, as long as every particle gets the same capacity. But to
accelerate the relaxation, an initially compact assignment accord-
ing to the particle - spatial point distance is preferred, as the case
shown in Panel (b) of Figure 1.
It has been proved that the CCVT distribution corresponds to
the minimum of the energy function (Aurenhammer et al. 1998;
Balzer & Heck 2008)
E =
∑
i∈Ns
∣∣xi − rj=A(i)∣∣2 , (1)
where xi and rj are the coordinates of the i-th spatial point and the
j-th particle respectively, and the assignment function A(i) tells
us the index of the particle that the i-th spatial point is assigned
to. Therefore, the relaxation process is equivalent to minimizing
the energy function of the particle - spatial point system. Note that
when computing the energy function, we can easily incorporate the
periodic boundary condition, and thus the final CCVT configura-
tion is periodic and can be naturally used in cosmological simula-
tions.
In each iteration, we loop over every pair of particles, and for
each particle pair, we check over every two spatial points that be-
long to different particles. If the swap of the assignments of two
spatial points can reduce the energy function, we swap their assign-
ments; if not, we do nothing and move on. Note that the swapping
does not modify particles’ capacities. At the end of an iteration, we
get a new assignment A that moves the energy function closer to
its minimum. After the checking and swapping operations in each
iteration, similar to Lloyd’s algorithm, we move every particle to
the center-of-mass position of its associated spatial points so that
the distribution follows the second constraint. Then we start an-
other iteration, until there is no further swapping of assignments.
See Panels (c-g) of Figure 1 for the particle - spatial point system
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(a) Random particle distribution (b) Initial point assignment (c) Iteration 1 (d) Iteration 4
(e) Iteration 7 (f) Iteration 10 (g) Iteration 12 (h) Final CCVT distribution
Figure 1. Illustration of the relaxation process from an initial random particle distribution to a final CCVT distribution. (a) A random distribution of 9 particles
in a periodic square. (b) The initial assignment of spatial points to particles. Here we use 900 spatial points (crosses) to uniformly sample the square, and
assign 100 spatial points to each particle (dots). The assignment function is shown with colors, i.e., spatial points are assigned to the particle with the same
color. (c-g) Distributions of particles and their assigned spatial points after 1, 4, 7, 10, and 12 iterations. Note that, in iteration 12, there is no swapping of
assignments in any particle pair, and the relaxation process is terminated. (h) Final CCVT distribution. Its VT is shown with dotted lines.
after some iterations. Once there is no swapping in an iteration, the
program is terminated. The final particle distribution is the desired
CCVT distribution (Panel (h) of Figure 1).
The worst time complexity in each iteration of this algorithm
is O(N2p (1 + c log c)), where N2p comes from that we need to loop
over all particle pairs in an iteration, and c log c originates from the
fact that we need to check over the spatial point pairs for each par-
ticle pair. We can adopt a heap data structure or a sorting operation
to accelerate the checking and swapping process, and this brings us
a complexity of c log c; see Balzer & Heck (2008) for details. Usu-
ally, since c  1, the worst time complexity is approximated to
O(N2p c log c). Due to this challenging computational complexity,
many efforts have been made to accelerate the computations (e.g.,
Balzer & Heck 2008; Li et al. 2010; Ahmed & Deussen 2017).
In the CCVT algorithm, the capacity is an important parame-
ter which determines the precision of the final particle configuration
and the computational time. According to the tests in Appendix A,
the capacity is usually set to a value between 103 and 203. Un-
less specified, for the CCVT particle configurations shown in the
remainder of this paper, we adopt c = 203.
Note that we consider periodic boundary conditions in the
computation of CCVTs, therefore, similar to glass pre-initial con-
ditions, we can obtain a larger CCVT by tiling from a small CCVT.
In Appendix B, we test the validity of tiling CCVTs by applying
them in cosmological N -body simulations. Our results show that
the final power spectrum from a tiling CCVT pre-initial condition
differs from the one without tilings only at a level of . 2%.
2.2 Code realization
We provide a code to realize the CCVT algorithm outlined in the
previous subsection. The code is written in C, adopts the QHULL
library1 (Barber et al. 1996) to perform Voronoi/Delaunay tessella-
tions, uses OpenMP for parallelization, and is publicly available at
https://github.com/liaoshong/ccvt-preic.
To accelerate the code, we use OpenMP to parallelize the
checking and swapping computations in each iteration. When the
code runs with Nt threads, it divides Np particles into 2Nt sub-
groups. The computations can be classified into two types, i.e., (i)
computing particle pairs whose particles belong to the same sub-
group, and (ii) computing particle pairs whose particles belong to
different subgroups. For type (i), it is simple that each thread is re-
sponsible to two subgroups and computes independently. For type
(ii), there are Nt(2Nt − 1) pairs of subgroups in total. In each
round, each thread considers one pair of subgroups, and the com-
putations are finished in (2Nt−1) rounds. Note that in each round,
to avoid race conditions, a subgroup can only be accessed by one
thread. Under such requirements, how to assign subgroup pairs to
different threads in different rounds is a problem of balanced tour-
nament designs in combinatorial mathematics, and a solution can
be found in Colbourn & Dinitz (2007). The parallelization scaling
of our code is presented in Figure 2, where we plot the speedup,
S ≡ T1/TNt , as a function of thread number, Nt. Here, TNt is the
wall time for the code running with Nt threads. For a small prob-
lem size with too many threads (e.g., Np = 83 with Nt > 16),
it becomes harder to balance the work equally among the threads,
1 http://www.qhull.org
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Figure 2. Scalability properties of OpenMP parallelizations. The speedup
factors S are plotted as a function of thread numberNt. The black, blue and
red curves show the cases of CCVT configurations withNp = 83, 163 and
323 particles, respectively. The green dashed line shows a linear speedup.
All CCVTs shown in this figure are computed with c = 103.
and the code spends more time on waiting. Apart from such cases,
our code exhibits relatively good scalability properties.
The computations can also be accelerated if we start from a
quasi-uniform and isotropic particle distribution instead of a ran-
dom one. Therefore, we provide an option in the code that it uses
the capacity constrained Delaunay triangulation (CCDT, Xu et al.
2011) to relax the random distribution for several steps before start-
ing CCVT iterations. CCDT is an efficient method to obtain a blue
noise particle distribution in computer graphics. By evolving a ran-
dom distribution with CCDT for several steps, we get a quasi-
uniform and isotropic particle distribution, which is closer to the
minimum of the energy function. For example, if we solve a prob-
lem of Np = 163 and c = 103 with one thread using an Intel
Core i7-4790 processor, it takes 755.95 seconds (i.e., 2.64 sec-
onds for initializations + 751.37 seconds for CCVT relaxations
+ 1.94 seconds for other operations) measured in CPU time with-
out CCDT initializations. However, with CCDT initializations, it
only takes 421.71 seconds (i.e., 10.18 seconds for initializations
+ 409.35 seconds for CCVT relaxations + 2.18 seconds for other
operations), which results in a speedup factor of ∼ 1.8.
3 PROPERTIES
In Figure 3, we present a visualization of grid, glass, Q-set and
CCVT particle distributions. In this study, we use the hybrid
Tree-Particle Mesh (TreePM) gravity solver, GADGET-22 (Springel
2005), to generate glass distributions. Similar to the glass case, the
CCVT distribution possesses a fairly good quality in uniformity
and isotropy. In contrast, the Q-set particles contain some charac-
teristics of lattice effects (see also the discussions in Diehl et al.
2015). We further quantify their properties in the following subsec-
tions.
2 http://www.mpa-garching.mpg.de/gadget
3.1 Power spectra
The power spectrum, P (k), of a CCVT configuration with 643 par-
ticles is given in Figure 4, together with power spectra for other
pre-initial conditions. Here, P (k) is defined as〈
δ˜(k)δ˜∗(k′)
〉
= (2pi)3 P (k)δD(k − k′), (2)
where δ˜(k) is the Fourier transform of δ(x) ≡ ρ(x)/ρ¯−1, ρ(x) is
the density at position x, ρ¯ is the global mean density, and δD(x)
is the 3-dimensional Dirac delta function. To compute P (k), we as-
sign particle masses to a density field in a mesh with the Cloud-in-
Cell (CIC) scheme, and apply the FFTW library3 (Frigo & Johnson
2005) to perform Fourier transforms.
Zel’dovich (1965) and Peebles (1980) showed that for a uni-
form discrete particle distribution, the minimal power spectrum is
P (k) ∼ k4. From Figure 4, we can see that the CCVT pre-initial
condition tightly follows this k4-power law up to the Nyquist fre-
quency, kNy. This indicates that the CCVT configuration is indeed
uniform. Interestingly, it is even closer to this k4-power law rela-
tion than the glass one which deviates a little from the k4-relation
at k ∼ 10 (see also Wang & White 2007; Joyce et al. 2009). At
small scales (k & 64), the spectra are taken over by Poisson noise,
P (k) = 1/Np. The differences in the power spectra of CCVT and
glass configurations indicate that they are two different particle dis-
tributions. The CCVT distribution represents a geometrical equilib-
rium while the glass distribution is a dynamical equilibrium.
The grid configuration only has non-zero power in typical
inter-particle separations. The Q-set power spectrum exhibits many
spikes, which arise from the characteristic inter-particle distances
(Hansen et al. 2007). Such grid-like features are also common in
other tiling methods for blue noise sampling in computer graphics
(see Lagae & Dutre´ 2008, for examples). The Q-set power spectrum
is not a perfect k4-relation, but only approximates to it (see also
Wang & White 2007). In the remainder of this article, we mainly
compare the CCVT pre-initial condition with the grid and glass
ones.
3.2 Force balance
One shared property for grid and glass configurations is force bal-
ance, i.e., each particle feels zero gravitational force from other par-
ticles. Therefore, before adding perturbations with the Lagrangian
perturbation theory, they are stable under the evolution with grav-
itational interactions. The grid configuration achieves this by sym-
metry, whereas the glass configuration satisfies this by definitions.
What about the case for CCVT configurations? This is a non-trivial
question. Instead of offering an analytical answer to this ques-
tion, in the following, we numerically evolve a CCVT configura-
tion in a standard cold dark matter (SCDM, i.e., the matter fraction
Ωm = 1) universe from a = 1 (a being the scale factor) to 1000
under gravitational forces, and see whether structures form. As a
comparison, we perform a parallel analysis on a numerical realiza-
tion of glass configurations.
The CCVT configuration used in this investigation contains
323 particles, and it is generated with a capacity of 403. The glass
configuration is generated by GADGET-2 with the same number of
particles. We evolve these two configurations under the pure Tree
gravity of GADGET-2 with a comoving softening length equalling
to 1/50 of the mean inter-particle separation. After the evolution,
3 http://fftw.org/
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(a) Grid (b) Glass (c) Q-set (d) CCVT
Figure 3. Visualizations of grid, glass, Q-set and CCVT particle distributions. For each panel, we select a slice with a thickness of a mean particle separation
along the z-axis from a box of 323 particles, and project it into the xy-plane. Each panel contains roughly 322 particles. The Q-set particles are obtained with
NQ = 5.
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Figure 4. Power spectra of different pre-initial conditions with 643 parti-
cles. The power spectra of grid, glass, Q-set and CCVT distributions are
shown with green short-dashed, red long-dashed, grey dash-dotted and blue
solid lines, respectively. The Poisson noise power spectrum is indicated with
a dash-dot-dotted horizontal line, and the k4-minimal power spectrum is
plotted with a magenta dotted line. The Nyquist frequency is marked as a
dash-dot-dotted vertical line. We use very fine binnings in k to compute
P (k) here.
we adopt the friends-of-friends (FOF, Davis et al. 1985) algorithm
with a linking length parameter of 0.2 to identify structures which
contain at least two particles.
The results are shown in Figure 5. In Panels (a) and (b), we
compare the evolution of power spectra of these two configura-
tions. As they evolve, their power spectra start to deviate from the
minimal power spectrum. At a = 1000, both of the CCVT and
glass configurations have power spectra comparable to the Pois-
son noise one, which indicates that some structures have formed. A
more direct look at the structure formation during the evolution can
be shown in the FOF group identifications, which are summarized
in Panels (c) and (d). Panel (c) plots the fraction of mass in FOF
groups during the evolution, whereas Panel (d) shows the number
of particles for the largest FOF group as a function of scale factor.
We find that the CCVT configuration starts to form structures at
a ≈ 100, while the glass configuration is at a ≈ 300. At a = 1000,
about 1/3 of the mass is in FOF groups for both cases. The largest
group in glass at a = 1000 has ∼ 30 particles, while it has ∼ 10
particles in the CCVT case.
Note that this numerical investigation depends highly on the
precision of numerical gravity solvers and the precision of the nu-
merical realizations of pre-initial conditions. For example, if we
evolve the glass configuration with the TreePM solver, different
PM grids and splitting scales will cause the FOF structures to form
earlier or later than the case shown in Figure 5. Given above that
the CCVT configuration exhibits comparable results as the glass
one, we conclude that CCVT configurations achieve relatively good
force balance properties. An analytical investigation is still an open
question. We have noticed from our numerical investigations that
with a larger c, a numerical CCVT configuration can achieve bal-
anced forces better (see Panels (b-d) in Figure 5 for the results of
two additional CCVT investigations with c = 103 and 203), there-
fore we anticipate that an ideal CCVT configuration should possess
good force balance properties.
4 APPLICATIONS IN COSMOLOGICAL SIMULATIONS
Given that the CCVT pre-initial condition exhibits good properties
on the power spectrum and force balance, we further test its validity
of applications in cosmologicalN -body simulations in this section.
We perform three ΛCDM simulations starting from grid, glass
and CCVT pre-initial conditions respectively. Each of them has
2563 particles in a periodic cube with a box size of Lbox =
100 h−1Mpc. The adopted cosmological parameters come from
the Planck 2015 results (Ade et al. 2016), i.e., Ωm = 0.3089,
Ωb = 0.0486, ΩΛ = 0.6911, h = 0.6774, σ8 = 0.8159, and
ns = 0.9667. To address the convergence scales of these simu-
lations, we run a higher-resolution simulation with 5123 particles
starting from grid pre-initial conditions. We use the 2LPTIC code4
(Crocce et al. 2006) to generate the initial conditions at zIC = 100
with the same random phases. The gravitational softening lengths,
, are set as 1/50 of the mean inter-particle separations. All simula-
tions are performed with the GADGET-2 code. The halos are iden-
tified using the Amiga Halo Finder5 (AHF, Knollmann & Knebe
2009) with a virial overdensity parameter ∆vir = 200 measured
4 http://cosmo.nyu.edu/roman/2LPT/
5 http://popia.ft.uam.es/AHF/Download.html
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Figure 5. Evolution of glass and CCVT configurations under gravitational forces in an SCDM universe. Panels (a) and (b) present the evolution of power
spectra of glass and CCVT (c = 403) configurations from a = 1 to a = 1000, respectively. Colors indicating different scale factors are specified by the
color bar in Panel (a). The black dashed horizontal lines mark the Poisson noise power spectra. As a comparison, we also plot the power spectra at a = 1000
for the CCVT cases with c = 103 (green dash-dotted) and 203 (magenta dotted) in Panel (b). Panels (c) and (d) show the fraction of mass in the identified
FOF groups and the number of particles in the largest FOF group at different a, respectively. The red dashed (blue solid) curve gives the glass (CCVT with
c = 403) results. Results from CCVTs with c = 103 (green dash-dotted) and 203 (magenta dotted) are also plotted for comparison.
with respect to the critical density. Note that AHF returns both dis-
tinct halos and subhalos at the same time, and here we only consider
the distinct ones.
In Figure 6, we compare the z = 0 properties (including the
spatial and velocity information of dark matter distributions, and
the global abundance and internal structures of dark matter halos)
of simulations starting from different pre-initial conditions. The re-
sults are discussed as follows.
(a) Power spectra. The power spectra of all four simulations
are plotted in Panel (a) of Figure 6. At k . 30 hMpc−1, P (k)
from low-resolution simulations converge to that from the high-
resolution simulation at a 10% level. Within this convergent region
of low-resolution simulations, the difference between P (k) from
different pre-initial conditions is . 3%.
(b) Two-point correlation functions. The two-point correlation
functions of simulated dark matter particles, ξ(r), shown in Panel
(b) of Figure 6 are computed with the estimator proposed in Landy
& Szalay (1993). ξ(r) from low-resolution simulations converge to
that of the high-resolution simulation at a 10% level for r & 42563 ,
where 2563 is the softening length of low-resolution simulations.
Within the convergent regime, ξ(r) from simulations with different
pre-initial conditions deviate from each other at a level of . 2%.
(c) Pairwise velocities. In Panel (c) of Figure 6, we present
the pairwise velocities, v12(r), of dark matter particles from dif-
ferent simulations. Here, the pairwise velocity along the line-of-
separation is defined as
v12(r) ≡
〈[
v1(r
′)− v2(r′ + r)
] · rˆ〉 , (3)
where vi(r′) is the peculiar velocity of particle i at position r′,
the unit vector is rˆ ≡ r/|r|, and 〈· · · 〉 means the average over
all pairs which have a separation of r = |r|. Compared to P (k)
and ξ(r) mentioned above, we see that pairwise velocities at small
scales (r . 1h−1Mpc) are more sensitive to pre-initial conditions.
For example, at r ≈ 0.4h−1Mpc, which is quite a large scale com-
paring to the softening length (dashed vertical line), the difference
between the grid one and the glass one is ∼ 20%. The difference
becomes more fluctuating at smaller scales. The CCVT plays some-
what between the grid and glass pre-initial conditions. This sug-
MNRAS 000, 000–000 (0000)
Alternative method to generate pre-ICs 7
10−2
10−1
100
101
102
103
104
P
(k
)[
h
−3
M
p
c3
]
z= 0
(a) Power spectrum
Grid-5123 (G5123)
Grid
Glass
CCVT
0. 95
1. 00
1. 05
1. 10
P
/
P
G
51
2
3
0. 1 1 10 100
k[hMpc−1]
0. 95
1. 00
1. 05
P
/
P
G
ri
d
100
101
102
103
104
ξ(
r)
(b) Correlation function
0. 95
1. 00
1. 05
1. 10
ξ/
ξ G
51
2
3
0. 01 0. 1 1 10
r[h−1Mpc]
0. 95
1. 00
1. 05
ξ/
ξ G
ri
d
−300
−200
−100
0
v 1
2
(r
)[
k
m
 s
−1
]
(c) Pairwise velocity
0. 80
0. 90
1. 00
1. 10
1. 20
1. 30
v/
v G
51
2
3
0. 01 0. 1 1 10
r[h−1Mpc]
0. 80
0. 90
1. 00
1. 10
1. 20
v/
v G
ri
d
400
500
600
700
800
900
σ
12
(r
)[
k
m
 s
−1
]
(d) Pairwise velocity dispersion
0. 95
1. 00
1. 05
1. 10
σ
/
σ
G
51
2
3
0. 01 0. 1 1 10
r[h−1Mpc]
0. 95
1. 00
1. 05
σ
/
σ
G
ri
d
10−4
10−3
10−2
10−1
n
(
>
M
20
0
)[
h
3
M
p
c−
3
]
(e) Cumulative halo mass function
0. 95
1. 00
1. 05
1. 10
n
/n
G
51
2
3
1011 1012 1013 1014
M200[h
−1M¯ ]
0. 95
1. 00
1. 05
n
/n
G
ri
d
104
105
106
107
ρ
(r
)[
10
10
h
2
M
¯
M
p
c−
3
]
30 halos stacked
M200 = [7. 5× 1013, 5. 0× 1014]h−1M¯
(f) Density profile
0. 95
1. 00
1. 05
1. 10
ρ
/
ρ
G
51
2
3
0. 01 0. 1 1
r/R200
0. 95
1. 00
1. 05
ρ
/
ρ
G
ri
d
Figure 6. Comparisons of z = 0 properties of simulations starting from different pre-initial conditions. From Panel (a) to (f), we plot their power spectra,
correlation functions, pairwise velocities, pairwise velocity dispersions, cumulative halo mass functions, and stacked density profiles respectively. In each
panel, we use black dash-dotted lines to plot the results from the simulation with higher resolutions, and green dotted, red dashed and blue solid lines to show
the results from lower-resolution simulations starting from grid, glass and CCVT pre-initial conditions respectively. In each panel, the first row shows the
physical quantities, the second row shows their ratios with respect to that of the higher-resolution simulation, and the third row shows their ratios with respect
to that of the grid low-resolution simulation. The purple dashed vertical lines in Panels (b-d) mark the softening length of lower-resolution simulations, 2563 ,
whereas the purple dashed line in Panel (f) marks the value of 2563/R200,min (with R200,min being the minimum virial radius of the stacked halo sample).
gests that the CCVT pre-initial condition is as valid as the grid and
glass ones in studying pairwise velocities.
(d) Pairwise velocity dispersions. The pairwise velocity dis-
persion in the line-of-separation direction is defined as
σ12(r) ≡
〈{[
v1(r
′)− v2(r′ + r)
] · rˆ}2〉1/2 . (4)
From Panel (d) of Figure 6, we find that σ12(r) is not sensitive
to pre-initial conditions. At the convergence regime (r & 22563 ),
the difference among σ12(r) from low-resolution simulations with
different pre-initial conditions is . 2%.
(e) Cumulative halo mass functions. The abundances of dark
matter halos in our simulations, n(> M200), are given in Panel
(e) of Figure 6. The difference among low-resolution simulations
is again fairly small at a wide range of halo masses. However,
when approaching the mass scale of 1014h−1M, the difference
becomes noisier. This is due to the low number of cluster halos in
our simulated boxes, which causes noticeable Poisson noise.
(f) Halo density profiles. To reduce noise and offer a robust
assessment, in each simulation, we select the first 30 massive ha-
los from the AHF distinct halo catalogue, and stack them to get
the density profile. The stacked halos have masses in the range
of [7.5 × 1013, 5.0 × 1014]h−1M. The stacked density profiles
are compared in Panel (f) of Figure 6. At the convergence regime
(r & 22563 ), the difference between density profiles from low-
resolution simulations is . 5%.
From the above examination of properties covering different
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aspects of cosmologicalN -body simulations, we find that the simu-
lation with a CCVT pre-initial condition gives fairly similar results
as the grid and glass ones. The difference between simulations with
different pre-initial conditions are usually at percent levels. There-
fore, we conclude that the CCVT pre-initial condition is valid in
ΛCDM simulations.
5 CONCLUSIONS
In this article, we introduce an alternative method, the CCVT algo-
rithm, which originates from computer graphics, to generate pre-
initial conditions for cosmological N -body simulations. We show
that the CCVT configuration is uniform and isotropic, and follows
perfectly the minimal power spectrum, P (k) ∼ k4, at k . kNy. To
test the property of force balance, we numerically evolve the CCVT
pre-initial condition in an SCDM model under gravitational interac-
tions, and we find that the stability of CCVTs is comparable to that
of glasses. We also demonstrate the validity of applying CCVT pre-
initial conditions in ΛCDM cosmologicalN -body simulations. The
CCVT is the second known method to set up uniform and isotropic
pre-initial conditions. It will be helpful in studying the numerical
convergence of pre-initial conditions in cosmological simulations,
which is important to investigate, understand and quantify in the era
of precision cosmology. The CCVT algorithm can also be used to
set up pre-initial conditions for smoothed-particle hydrodynamics
simulations.
Although here we only apply the CCVT algorithm to generate
uniform and isotropic configurations, by giving non-uniform capac-
ities, it can generate particle configurations under any given density
distributions; see Balzer et al. (2009) for details. It will be interest-
ing to explore if it can be applied to prepare initial conditions for
cosmological zoom-in simulations.
This study is an attempt to introduce methods in computer
graphics into cosmological simulations. Apart from the CCVT al-
gorithm, there are many other methods developed in computer
graphics to produce blue noise distributions (see e.g., Lagae &
Dutre´ 2008; Yan et al. 2015, for reviews). It will be interesting to
see if there are any other blue noise sampling methods that have
good physical properties and can be applied to cosmological simu-
lations.
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with an orange dash-dotted vertical line.
APPENDIX A: CONVERGENCE TESTS ON CAPACITY
The capacity parameter affects the precision of the generated
CCVT configuration and the computational time. With a larger ca-
pacity, we sample the space with higher resolution, and thus obtain
a CCVT distribution which meets the constraints better. However,
this will cost more computational time. To find out what values we
should set for the capacity, we have performed a series of tests with
different Np and c.
First, we look at the relative volume variance, σV /V¯ , of the
final CCVT distributions, where V¯ and σV are the mean and stan-
dard deviation of the volumes of Voronoi cells respectively. A
smaller relative volume variance implies a better CCVT distribu-
tion. The relation between relative volume variance and capacity is
shown in Figure A1. We find that CCVTs with different Np show
similar results, and to obtain a CCVT with σV /V¯ . 5%, we need
c & 103.
Second, we compare the power spectra of CCVTs with 323
particles obtained from different capacities. The results are plotted
in Figure A2. We find that as c increases, the magnitude of the
power spectrum at k . kNy decreases, and the power spectrum
with c = 203 is quite close to that with c = 403, the largest c we
performed in the test. Note that all power spectra shown in Figure
A2 follow the k4-minimal power spectrum.
Third, we adopt CCVTs with different capacities to perform
a set of simulations in the cold dark matter (CDM) and warm dark
matter (WDM) models. For CDM simulations, the set-ups are the
same as those simulations with 2563 particles described in Section
4. The WDM simulations only differ from the CDM ones in the in-
put initial power spectra. Here, we adopt the fitted power spectrum
given in Bode et al. (2001) with the parameter gX = 1.5, and set
the mass for WDM particles as mX = 0.2 keV. The thermal ve-
locities for WDM particles are not included in our simulations. The
two-point correlation functions and cumulative halo mass functions
at z = 0 from these simulations are plotted in Figure A3. As a com-
parison, we also plot the results from simulations with grid and
glass pre-initial conditions.
In the CDM case, from Panels (a) and (b) of Figure A3, we
find that with a lower capacity, the simulation tends to be artificially
more clustered at small scales, and tends to artificially form more
small structures. The fiducial results (i.e., the results from the sim-
ulation with c = 403) agree with the grid/glass results at a level of
. 2%, which indicates that a CCVT with c = 403 has converged
fairly well. For two-point correlation functions, in order to con-
verge to the fiducial results on scales r > 2563 at a . 2% (. 3%)
level, we should adopt a capacity parameter c & 203 (c & 103).
For cumulative halo mass functions, with a capacity of c & 203
(c & 103), the simulation can converge to the fiducial one at a level
of . 1% (. 2%) for halos with more than 10 particles.
Similar conclusions can be drawn for WDM simulations (see
Panels (c) and (d) of Figure A3). Especially, at M200 . 3 ×
1011h−1M (i.e., mass scales where the glass results differ from
the grid ones at a level of & 2%), the halo mass functions are af-
fected by the discreteness effects (see e.g., Wang & White 2007, for
detailed discussions) in all simulations. A simulation with a smaller
capacity tends to experience stronger discreteness effects. To have
a convergence level of . 2% (. 3%) with respect to the fiducial
simulation atM200 > 3×1011h−1M, we should adopt a capacity
of c & 203 (c & 103).
From the tests above, we conclude that a capacity of c > 103
should be used in cosmological simulations. In practice, to save
computational time, we usually adopt a value between c = 103
and c = 203 in the current version of our CCVT code.
APPENDIX B: VALIDITY OF CCVT TILES
To overcome the computational challenge of making large CCVT
pre-initial conditions, one solution is to get large CCVT configura-
tions by tiling from small periodic CCVTs. Similar scheme is usu-
ally adopted when generating initial conditions from glass files. To
validate the use of tiling CCVT pre-initial conditions, we perform
two ΛCDM cosmological simulations with 643 particles whose ini-
tial conditions are generated from a CCVT with 643 particles and
a CCVT with 83 particles respectively. The former does not use
tilings, while the latter uses 512 tiles. Both simulations start at
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Figure A3. Convergence tests of capacities in CDM and WDM simulations. Panels (a) and (b) show the two-point correlation functions and cumulative halo
mass functions at z = 0 from CDM simulations with different pre-initial conditions, respectively. Panels (c) and (d) show the similar results for the WDM
case. The colors and linestyles used to denote simulations from different pre-initial conditions are summarized in the legend of Panel (a). In each panel, the
upper row shows the physical quantities, while the lower row presents their ratios with respect to the simulation starting from a CCVT pre-initial condition
with c = 403. In the lower row of each panel, we use a shaded region to mark the range of 1 ± 2%. The dashed vertical lines in Panels (a) and (c) mark
the numerical softening length. In Panel (b), the dashed vertical line gives the mass of a halo with 10 particles, whereas in Panel (d), the dashed vertical
line represents the mass scale where the glass results differ from the grid ones at a level of 2%. Note that the noisy results for group and cluster halos (i.e.,
M200 & 1013h−1M) in the ratio plots of Panels (b) and (d) are due to the small number of high-mass halos in our simulations.
zIC = 40 with the same cosmological parameters as the simula-
tions mentioned in Section 4. The box sizes are 100 h−1Mpc, and
the comoving softening lengths are 1/50 of the mean inter-particle
separation. Their power spectra at z = 0 are plotted in Figure B1,
with the black solid (blue dashed) line showing the former (latter)
simulation. The difference in their power spectra is within 2%. As
a comparison, we perform a parallel set of simulations with glass
pre-initial conditions. In the lower panel of Figure B1, we use a red
dotted line to plot the ratio between the power spectrum of the sim-
ulation starting with a glass initial condition tiled from 83 particles
and that of a simulation starting from a glass initial condition with-
out tilings. The glass case shows similar results, i.e., the effects of
tilings in power spectra are . 4%. Therefore, we conclude that it
is valid to use the tiling scheme for CCVT pre-initial conditions.
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