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genres (e.g.  MetadataExtractor,  DC­dot,  Automatic Metadata Generation, Thoma (2001),  Giuffrida,  Shek & 
Yang (2000), Han, Giles, Manavoglu, Zha, Zhang & Fox (2000), Bekkerman, McCallum & Huang (2004), Ke, 
Bowerman & Oakes (2006), Sebastiani (2002) and Witte, Krestel & Bergler (2005)). However, a general tool has 




extract   metadata   across   many   domains   at   different   semantic   levels.   The   focus   on   genre   classification 
acknowledges   the   fact   that   different   communities   focus   on   scientific  materials   in   different   genres:   genre 
classification will support automating the identification, selection, and acquisition of materials in keeping with 
the goals of different scientific communities.
As  we discussed  earlier   (Kim & Ross   (2006a))   there   is,  however,   a   lack  of  consensus  with   regard   to   the 
definition of genre: Biber’s analysis (Biber (1995)) of document genres employed five dimensions (information, 
narration, elaboration, persuasion, abstraction)  to characterise text while others (Karlgren & Cutting (1994), 
Boese   (2005))   examined   popularly   recognised   genre   classes   such   as   FAQ,   Job  Description,   Editorial   or 
Reportage.   There   were   attempts   (Kessler,   Nunberg   &   Schuetze   (1997),   Finn  &   Kushmerick   (2006))   to 


































































tagger, which was trained on the  Wall Street  Journal  articles,  tagged  He  to be a pronoun for all   instances, 







































genres  while   the   language  model   combined  with   the   stylistic   and   semantic   features  will   help   to   separate 
documents of distinct functional categories. 










































2.  Clustering  based  on  a  combination  of  both   types  of   features  at   the   same  time  does  not   improve upon 
clustering based on features of one type. In fact the combined system, as the third column of Table 2 shows, 
results   in blurring the division for most genres.  And,  in the the case of  Forms and Scientific  Articles,   the 
combined features show poorer clustering results than either of the clustering results in column one and two. 
Table 2:  A Comparison of Visual and Stylo­metric Clusters (percentage of files in one cluster)
























































































































































factor   for   detecting   these   genres.   In   fact,   Table 8   shows   that,   in   a   10­fold   cross   validation   classification 
experiment   using   the   stylo­metric   classifier   of   files   belonging   to   one   of   the   classes   Fact   Sheet,   Forms, 


































































the document such as  the name of   the  journal  or  address  of   the web page, anchor  text  or  domain subject 
information, along with administrative organisational context when available, would be a useful addition. 
There are two obvious ways of gauging the performance of a classifier: comparing against human performance 
and  measuring   the   stability  of   the  performance  as  you   transfer   it   across  domains.  We are  undertaking  an 
experiment   to  examine human performance.  A significant  amount  of  disagreement   is  expected  in   labelling 
genres even between human labellers; we intend to cross check the labelled data in two ways: 
1.  Document Retrieval Exercise (DRE): we are employing a cohort of postgraduates in information science 






The   first   experiment  will   create   a   pool   of   PDF   files  which   have   already   been   classified   into   genres   by 
established organisations and users; this will serve as a reference point, and help us to index the performance on 
well­designed classification standards. The re­labelling experiment will enable us to compare the disagreement 
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