ABSTRACT. Near-infrared reflectance spectroscopy (NIRS) assive remote and proximal sensing have recently witnessed tremendous progress in both sensing technology and data analysis techniques. Sophisticated optical sensors onboard existing sensing platforms are capable of collecting spectral information of targeted objects with hundreds of contiguous wavebands. These near-continuous spectra (referred to as hyperspectral data) are believed to contain detailed physical and chemical information of target objects under investigation. However, information in hyperspectral data can be conveyed in such a confounded manner that advanced data analysis techniques must be relied upon for data cleaning, dimensionality reduction, and information extraction.
absorption features of each chemical or physical constituent weighted by its concentration Ben-Dor, 2002) . Under this assumption, an empirical, multivariate approach (regression analysis) is utilized to relate concentrations of specific constituents (dependent variables) to spectral absorptions at critical wavebands (independent variables). Over the past two decades, NIRS has been widely applied in the agricultural and environmental research fields to evaluate soil texture and chemical constituents (Ben-Dor and Banin, 1995; Thomasson et al., 2001) , crop or plant canopy nutrient status Chen et al., 2002) , and suspended sediment concentrations in water (Chen et al., 1992) .
NIRS
Although the critical wavebands of spectral absorptions in many objects (e.g., plant canopies and soil minerals) have been well documented, they can be misleading if directly used in real situations, primarily because absorption features are broadened by multiple scattering and often interfere with one another (Curran, 1989 ). In addition, many studies have shown that absorption features of a target surface tend to shift along the electromagnetic spectrum drastically under different imaging conditions. These factors prevent a straightforward spectral approach to relate documented absorption features to surface properties based on physical principles or models.
Selection of critical wavebands based on empirical regression analysis, however, has several limitations: (1) wavebands entered into regression models can be explained only statistically and not physically in many instances; (2) inter-waveband redundancy and collinearity complicate the behavior of regression analysis, making results more difficult to interpret; and (3) information about bandwidths and shapes of spectral absorptions is difficult to integrate into NIRS.
The NIRS method includes four main stages: (1) the measurement stage, where concentrations of chemical or physical constituents of target samples are laboratory measured, and their spectroscopic reflectance are obtained; (2) the preprocessing stage, where spectroscopic reflectance data are preprocessed; (3) the calibration stage, where a subset of samples are used to develop regression models; and (4) the validation stage, where the remaining samples are used to evaluate the validity of regression models for estimating constituent concentrations. Of interest to this study is the preprocessing stage. Hyperspectral reflectance data collected from field and airborne sensors are known to have low spectral fidelity, caused by the narrow pass-bands of optical filters and short dwell times during spectral measurement. In addition, spectral reflectance data can be dominated by many external sources of variation, such as atmospheric propagation, particle sizes and roughness of target surfaces, illumination and viewing angles, etc. These issues present great challenges for the application of NIRS. For example, a high level of noise in conjunction with weak absorption at a given waveband would force regression to exclude the band of interest from the regression model.
Many preprocessing techniques are developed and applied to hyperspectral data to: (1) reduce the dimensionality of data, (2) remove extraneous effects inherent in data, and (3) clean noisy data so that the aforementioned limitations can be alleviated to some extent in the subsequent regression analysis. Demetriades-Shah et al. (1990) reported that low (1st and 2nd) orders of derivative spectra could be used to eliminate the effects of illumination intensity and viewing geometry, and higher orders of derivative spectra might account for more complicated extraneous effects, e.g., the 4th derivative for Rayleigh scattering. Tsai and Philpot (1998) showed that both Savitzky-Golay and mean-filter smoothing were promising for noise suppression. More recently, principal component regression (PCR) and partial least squares (PLS) have been incorporated into NIRS (Ehsani et al., 1999; Lee et al., 2003; Brown et al., 2005) . Both techniques project the original spectral matrices onto a set of orthogonal axes. A few transformed variables, which in combination account for a large portion of the total variance, are used for regression analysis.
Although there are many preprocessing data analysis techniques, none of them address completely the limitations of NIRS discussed above. Derivative analysis can introduce excessive high-frequency components into reflectance spectra. Both Savitzky-Golay and mean-filter smoothing can cause weak spectral absorptions to be smoothed out, resulting in the loss of spectral information. Although PCR and PLS effectively reduce the dimensionality of spectroscopic data and the transformed new variables (i.e., principal component and latent factor) are de-correlated, these variables are difficult to relate to the original spectral absorptions, and the techniques may not be appropriate for sensor development. Extensive studies are still being conducted to develop new preprocessing techniques for NIRS. This study focuses on the use of wavelet analysis as a new preprocessing tool for NIRS.
WAVELET ANALYSIS
Wavelet analysis has been applied to both one-and two-dimensional, remotely and proximally sensed hyperspectral data for feature extraction, image compression, and edge detection (Bruce and Li, 2001; Zeng and Cumming, 2001; Zhang et al., 2005) . In many situations, these hyperspectral data are considered as one-dimensional, discrete, finite-length signals and are processed with discrete wavelet transform. Mathematically, the wavelet representation of a finite-length signal contains two types of complementary series: a series of approximation coefficients at a low scale (J 0 ), and multiple series of wavelet coefficients at scales higher than J 0 . The approximation coefficients reflect the enduring components (low frequencies with broad supports) of the signal, while the wavelet coefficients reflect the transient components (high frequencies with compact supports) of the signal.
Each approximation coefficient can be described as an inner product between the signal and a discretized, scaled, and shifted scaling function, and each wavelet coefficient can be described as an inner product between the signal and a discretized, scaled, and shifted wavelet function:
where
is a wavelet coefficient, < > denotes the inner product operation, * denotes a complex conjugate, and f(n) is a signal with finite length of N. The expressions:
represent the scaled and shifted versions of discretized scaling function φ(n) and wavelet function ϕ(n), and j and k are the discretized versions of the scaling and shifting parameters, respectively. For most cases, s 0 = 2, representing dyadic discrete wavelet transform. As an example, figure 1 shows the scaling and wavelet function of the simplest wavelet system, the Haar wavelet. To avoid confusion, the abbreviation DWT is used throughout the remainder of this article to represent wavelet analysis in general.
In practice, dyadic DWT can be implemented in a computationally efficient manner via the dyadic filter bank algorithm (Burrus et al., 1998) . This recursive decomposition procedure is graphically illustrated in figure 2, where G and H, respectively, represent high-pass and low-pass digital filters; A and D, respectively, represent the approximation and wavelet coefficient series; subscript j denotes the scale; and the symbol denotes the operation of decimation by a factor of 2. At the highest scale (J 1 ), the approximation coefficient series A is equivalent to the original signal. The process starts at scale J 1 (the original signal itself), decomposing the signal into a series of approximation coefficients and wavelet coefficients at a scale one level below J 1 (i.e., J 1 − 1). The resultant approximation series can be further decomposed into the approximation and wavelet series at J 1 − 2. This process can be repeated until it reaches a specific scale (J 0 ), which is usually determined by the characteristics of the signal and the nature of the problem.
Many studies (Bruce et al., 2002; Zhang et al., 2005) in the literature have demonstrated that DWT is an excellent tool for fine-and coarse-scale spectral feature separation in hyperspectral data. Thus, it is expected that DWT would serve as a very valuable preprocessing tool for spectroscopic reflectance data in NIRS. The theoretical basis for this expectation is given in detail below.
From equations 1 and 2, the inner product of spectroscopic signal f(n) and wavelet bases ϕ j,k (n) can be understood as a procedure projecting the signal onto a set of orthogonal, complete, and compactly supported bases. The resulting wavelet coefficients are therefore complete (no information is lost) and orthogonal to each other. This means that the original highly correlated spectroscopic wavebands are de-correlated. This successfully addresses the multi-collinearity issue in regression analysis.
The multi-resolution capability of DWT comes from the set of scaled and shifted versions of a wavelet function, as shown in equations 3 and 4, respectively. Assume that a spectroscopic reflectance signal contains overlapped spectral absorptions of different bandwidths centered at different wavelengths. A dominant wavelet coefficient would result from a good match between a spectral absorption and a scaled and shifted wavelet function. The following three factors are indispensable for a good match: (1) co-incidence of their central wavelengths, (2) similarity of their spectral bandwidths, and (3) resemblance of their curve shapes. Hence, the dominant wavelet coefficients residing at different scales may reflect the separated, narrow and broad spectral absorptions in the original spectroscopic reflectance. These dominant wavelet coefficients (or wavelet regressors if they are entered into regression models) could be conducive to physical interpretation of regression models when potential spectral absorptions are separated and identified not only by their central wavelengths, but also their spectral bandwidths.
In accordance with factor 3, it can be argued that DWT takes into account the shape (e.g., depth, width, and asymmetry) of a spectral absorption by the degree of resemblance between the absorption and a scaled and shifted wavelet function. Mustard and Sunshine (2003) pointed out that shapes of spectral absorptions convey important information concerning physical and chemical constituents of targeted objects. They have been included in some spectral analysis techniques such as feature mapping and absorption band modeling. It would be advantageous if this information, being included in wavelet coefficients, were used in NIRS. Lastly, some researchers (Ehsani et al., 2001; Ge and Thomasson, 2006 ) demonstrated superior smoothing capability of DWT for cleaning spectroscopic data in NIRS.
OBJECTIVES
The overarching goal of this study is to develop a new, wavelet-based, preprocessing technique for NIRS. The immediate objectives of this study are to: (1) incorporate DWT as a preprocessing tool into NIRS for determination of chemical and physical constituent concentrations, (2) compare the results of DWT-incorporated NIRS to those of conventional NIRS, and (3) examine the possibility of DWT-incorporated NIRS for physical interpretation of the regression model.
MATERIALS AND METHODS
Two experiments were conducted in this study to apply the proposed DWT-incorporated NIRS approach to two spectroscopic reflectance datasets: a synthetic dataset, and an actual soil dataset. In the first experiment, computer-simulated spectral curves with spectral absorptions having known central wavelengths and bandwidths were subject to DWT and stepwise linear regression analysis. The resulting DWT model was then evaluated with respect to its ability to predict the constituent concentration and separate spectral absorptions based on the known spectral information of the dataset. In the second experiment, actual soil data were used in order to evaluate the new algorithm's performance in real-world situations.
SYNTHETIC SPECTROSCOPIC REFLECTANCE DATASET
The synthetic spectroscopic reflectance dataset contained 150 computer simulated spectral curves, each representing a sample of certain substance, X (the imaginary targeted object). Each spectral curve was composed of six spectral absorptions (A1 through A6), all of which were hypothetically caused by an imaginary chemical constituent Y in X.
According to Singer (1981) , Clark (1981) , and many others, spectral absorptions can be approximated with the Gaussian distribution. Thus, each spectral absorption in the synthetic spectral curve was modeled with the following Gaussian equation:
where s is the absorption amplitude (or strength), x is the waveband, and µ and σ represent the central wavelength and full width at half maximum (FWHM) of the spectral absorption, respectively. The relationship of the bandwidth (W) and FWHM of a spectral absorption is expressed as follows: 
The central wavelengths and FWHMs of the spectral absorptions in the simulated spectral curves are summarized in table 1.
The FWHMs of the spectral absorptions were 27.2, 54.4, and 108.7 nm, equivalent to bandwidths of 64, 128, and 256 nm, respectively. The central wavelength and bandwidth of each spectral absorption were carefully designed such that: (1) well-separated absorptions (A5 and A6), partially overlapped absorptions (A1 and A2), and completely convolved absorptions (A3 and A4), which are common in various kinds of real spectroscopic reflectance data, were present in the simulated spectral curves; and (2) a good match between each spectral absorption and certain scaled and shifted wavelet function was guaranteed.
According to the basic assumption of NIRS, the concentration of constituent Y (arbitrary units) was designed to be linearly associated with the amplitudes of the spectral absorptions (s1 through s6), as specified in equation 7:
Note that while NIRS calibration is normally used to identify the critical waveband of spectral absorptions with a known constituent concentration, this procedure was reversed in this study to generate the concentration of constituent Y with the amplitude of each spectral absorption at its central wavelength.
To reflect the natural variability of constituent Y, six groups of independent and normally distributed random variables (150 for each group) were assigned to s1 through s6, respectively, which made the amplitude of each spectral absorption independent and normally distributed. The concentration of constituent Y, as the linear combination of s1 through s6, was thus also independent and normally distributed. This assignment of variables is consistent with the basic assumptions of regression analysis, where independent and normally distributed samples are preferred for valid model development. The means and standard deviations of s1 through s6, as well as those of the concentration of constituent Y, are shown in table 1. For the sake of simplicity, the continuum component (Sunshine et al., 1990 ) of the synthetic reflectance was modeled as a straight line with a constant value of 0.7. The completed synthetic spectral curve was obtained by subtracting the spectral absorptions from the constant continuum at each waveband.
The spectral resolution for generating the synthetic spectral curve was 1 nm. The spectral range was from 351 to 2398 nm. Thus, each simulated spectral curve contained 2048 data points. This arrangement facilitated dyadic DWT, as calculations (through filter bank) are simplified if the number of data points is an exponent of 2. To simulate the extraneous effects, Gaussian noise with a variance of 9e−4 was added to each waveband. Figure 3 shows a randomly chosen, noise-corrupted simulated spectral curve, and its six elementary spectral absorptions.
SOIL SPECTROSCOPIC REFLECTANCE DATASET
Seventy-two soil cores (60 mm in diameter and 1060 mm in depth) were collected from six fields in Erath and Comanche counties, Texas, on 18 and 19 May 2004. Each core was cut horizontally with a utility knife and then vertically (surface to subsoil) with a piano wire. Thus, two columns and multiple rows were contained within each soil core ( fig. 4) . One row in each core was considered as a soil sample (comprising two sub-samples), and a total of 270 samples were used in this study.
A FieldSpec Pro FR VNIR spectroradiometer (Analytical Spectral Devices, Boulder, Colo.) with a spectral range of 350 to 2500 nm (sampling intervals of 1.4 nm from 350 to 1000 nm and 2 nm from 1000 to 2500 nm; spectral resolutions of 3 nm, 10 nm, and 10 nm at 700 nm, 1400 nm, and 2100 nm, respectively) was used to scan the soil samples with a contact probe. The contact probe's viewing area was a 20 mm diameter circle with its own light source. A Spectralon panel was used as a white reference to calibrate the spectroradiometer each day. Both subsamples of each soil sample were scanned twice with the spectroradiometer, with a 90° rotation of the contact probe between scans, making four scans for each soil sample. The spectroscopic reflectance measurement for each soil sample was then obtained by averaging the four raw scans. Spectroscopic reflectance curves of three randomly selected soil samples are presented in figure 5 .
The particle size distribution of the soil samples was determined with the pipette method (Kilmer and Alexander, 1949) in the laboratory. Of interest in this study was the total clay content in each soil sample. More detailed information for soil core collection, soil sample preparation, soil sample spectral measurement, and particle size analysis was reported by Waiser et al. (2006) .
DWT
DWT was applied to both datasets to generate new variables in the wavelet domain, which replaced the original spectral data for the subsequent regression analysis and model building. The synthetic spectral curves were subject to eight levels of dyadic filter bank decomposition ( fig. 2) . The resultant coefficient series at scales 3, 4, and 5 were extracted for further analysis. Note that, in both experiments, the approximation coefficient series A was used instead of the wavelet coefficient series D. The bandwidths of the three selected scales were 256, 128, and 64 nm, matching the three bandwidths of the spectral absorptions in the synthetic spectral curves.
The soil spectroscopic reflectance data in experiment 2 were truncated to 2048 data points from 351 to 2398 nm for computational simplicity. This was deemed appropriate because few spectral absorptions related to soil clay minerals reside in the region from 2400 to 2500 nm (Clark et al., 2003) . Unlike experiment 1, in which the spectral absorptions were well defined, those associated with soil total clay content in experiment 2 were not known a priori. A trial and error approach was used to determine appropriate scales for the approximation coefficient series in order to account for as many spectral absorptions as possible and, at the same time, prevent overfitting of the regression model from including too many levels of approximation coefficients. Each soil reflectance curve was subject to eight levels of dyadic filter bank decomposition, and the approximation coefficient series at scales 3, 4, 5, and 6 were used. This decision was based on the fact that most spectral absorptions associated with major clay minerals have bandwidths less than 200 nm (Clark et al., 2003) . The four scales of the approximation coefficients corresponded to bandwidths of 256, 128, 64, and 32 nm, respectively. These approximation coefficients were expected to include most of the absorptions in the soil reflectance spectra. Noise was expected to dominate at higher scales, where the approximation coefficients spanned 16 nm or less. However, at the lower scales (spanning 512 nm or wider), several spectral absorptions would likely be included into one approximation coefficient. It is worth noting that, despite the above reasoning, the selection of appropriate scales for approximation coefficients was somewhat subjective, and further work should be done to establish more objective criteria. DWT was performed with the Wavelet Toolbox in MatLab release 13, and the wavelet system used was the Haar wavelet.
MODEL BUILDING AND COMPARISON
Stepwise multiple linear regression was used to develop the prediction models for constituent Y in experiment 1 and soil total clay content in experiment 2. In experiment 1, all 150 imaginary X samples were used for model calibration. In experiment 2, 188 randomly selected soil samples (70%) were used for model calibration, and the remaining 82 samples (30%) were used for model validation. The p-values for a variable to be added into the models were set as 0.001 and 0.05 for experiments 1 and 2, respectively, and the p-values for variable removal were set as 0.002 and 0.1. The stepwise multiple linear regression was performed with the Statistics Toolbox in MatLab release 13.
In experiment 1, a second model (referred to as the non-preprocessed model) was developed by regressing the concentration of constituent Y directly with the original noise-corrupted reflectance at known central wavelengths (table 1) in an ordinary least-square sense, i.e., no bandwidth information or stepwise selection procedure was involved.
Stepwise multiple linear regression was used again to develop a third model (referred to as the band-averaged model) with 64 nm averaged reflectance values as independent variables. These three models were compared to each other with respect to their r 2 value, root mean squared error (RMSE), and the number of regressors. Waiser et al. (2006) implemented a conventional NIRS approach, a 1/25th cross-validation PLS method, on the same soil spectroscopic reflectance dataset to develop soil clay content prediction models using 10 nm averaged reflectance and its 1st and 2nd derivatives. Their best model, which was developed using the 1st derivative, was used as a yardstick to evaluate the quality of DWT-incorporated NIRS relative to conventional NIRS in real-world situations.
RESULTS AND DISCUSSION EXPERIMENT 1: SYNTHETIC SPECTROSCOPIC REFLECTANCE DATASET
The r 2 values, RMSEs, numbers of regressors, and central wavelengths of the regressors for all three models are given in table 2. The non-preprocessed model yielded the lowest r 2 value (0.79) and the highest RMSE (0.164, or 15%). The band-averaged model and the DWT model yielded the same r 2 value (0.99) and RMSE (0.016, or 1.5%), indicating that a proper pre-processing procedure greatly reduces the effects of noise and thus substantially increases the prediction capability of the model. Interestingly, the band-averaged model contained 12 regressors, while the DWT model contained only six. The reported central wavelengths of the [a] 990 [b] 1406 [c] 1502 [b] 1822 [a] 2078 [a] Band regressors for the two models were quite different from each other.
As a result of DWT's multi-resolution capability, the wavelet regressors (while approximation coefficients were used for regression analysis, variables entered into the DWT model are still referred to as wavelet regressors) entered into the calibration model belonged to different scales and could occupy the same spectral region. For example, in the DWT model, the wavelet regressor at 1406 nm was from scale 5 (spectral range of 64 nm), while the wavelet regressor at 1502 nm was from scale 3 (spectral range of 256 nm). Both included the spectral region from 1374 to 1438 nm. A model summary like table 2 may be sufficient for conventional NIRS models where each regressor covers a constant spectral range (e.g., 64 nm) without spectral overlapping. However, it is insufficient to summarize the DWT model because its regressors may reside at different scale levels such that overlapping of the wavelet regressors cannot be perceived readily.
A novel method of mapping the DWT regressors into a schematic, two-dimensional waveband-scale tiling ( fig. 6 ) was used for a more systematic and straightforward representation of the DWT model. The horizontal dimension of the tiling represents wavebands, and the vertical dimension represents scale levels. Each wavelet (or approximation) coefficient is mapped into a tile according to its central wavelength and scale. A black tile indicates that the corresponding wavelet (or approximation) coefficient entered the regression model, and a white tile indicates that the corresponding coefficient did not. With this method of representation, wavelet regressors occupying the same spectral region can be distinguished by their scales. Furthermore, the spectral range of each wavelet regressor, as well as overlapped wavelet regressors, can be readily seen. Models developed with other methods may also be visualized by waveband-scale tiling; however, because of the lack of multi-resolution capability of other models, the representation would have no requirement for a scale dimension ( fig. 6c ). Waveband-scale tiling is similar to time-scale tiling of wavelet analysis, which is explained in detail by Burrus et al. (1998) . Figure 6a shows waveband-scale tiling for an ideal hypothetical regression model for the synthetic spectroscopic reflectance dataset, with its six black tiles exactly matching the six spectral absorptions specified in table 1. Figure 6b shows waveband-scale tiling for the DWT model, and figure 6c is for the band-averaged model. In comparing figures 6b and 6a, it is clear that five of the six spectral In comparing figures 6c and 6a, it is clear that all black tiles occupy spectral regions similar to the ideal hypothetical model. However, the one-to-one relationship between a spectral absorption and a regressor, as manifested excellently in the DWT model, was lost. In this case, multiple regressors were required to account for one spectral absorption, e.g.: absorption A2 (central wavelength 990 nm, bandwidth 256 nm) was represented in the band-averaged model as three regressors having central wavelengths of 894, 958, and 1086 nm; and absorption A5 (central wavelength 1822 nm, bandwidth 128 nm) was represented in the model as two regressors with central wavelengths of 1790 and 1854 nm. On the other hand, the band-averaged regressor at 1406 nm was apparently related to spectral absorptions A3 and A4, as both occupy the same spectral range from 1374 to 1438 nm. It appears that the regression model with averaged reflectance variables is adequate for identifying informative wavebands, but it is difficult to interpret, as a spectral absorption can contribute to several regressors, or one regressor can be Table 3 . PLS and DWT models for soil total clay content in calibration (n = 188). related with several spectral absorptions. The bandwidth over which reflectance values are averaged is usually a constant value that is selected based on sensor characteristics, signal-to-noise ratios, and computational considerations, all of which are independent of the spectral nature of the substance under investigation. Therefore, bandwidths and central wavelengths of regressors are generally pre-determined, and efforts to further analyze the regression model in a physical sense are thus precluded. As stated earlier, an advantage of DWT-incorporated NIRS is its potential capability to separate narrow spectral absorptions from broad ones. This can be easily seen in the waveband-scale tiling of the DWT model. As shown in figure 6b , the completely convolved spectral absorptions (A3 and A4) were separated in the DWT model. For the partially overlapped spectral absorptions A1 and A2, the DWT model separated A2 intact but represented A1 at a lower scale. This one-to-one relationship between a wavelet regressor and a spectral absorption, readily visible with two-dimensional waveband-scale tiling, would facilitate physical interpretation of the model, as will be attempted in experiment 2.
Model Method
EXPERIMENT 2: SOIL SPECTROSCOPIC REFLECTANCE DATASET Table 3 compares the calibration results of the DWT model for soil total clay content with those of the PLS model (Waiser et al., 2006) . In terms of prediction capability, the two models were similar, with the same r 2 values of 0.83, but a slightly smaller RMSE for the DWT model. The PLS model included almost twice as many regressors as the DWT model (18 vs. 10). The performance of the two models on the validation samples was also comparable, with r 2 values of 0.83 and 0.80 for the PLS model (not included here) and the DWT model, respectively. Figure 7 is a scatter plot of DWT model-predicted versus lab-measured total clay content in the validation soil samples. Figure 8 is the waveband-scale tiling of the DWT model for soil total clay content. Among the ten wavelet regressors, none was from scale 3 (a bandwidth of 256 nm), one was from scale 4 (128 nm), three were from scale 5 (64 nm), and six were from scale 6 (32 nm). Visual inspection of the spectroscopic reflectance of the soil samples ( fig. 5) shows that the strongest absorptions occurred at around 1450 and 1900 nm, both of which were narrower than 256 nm. Two pairs of overlapped tiles occurred: the tile centered at 638 nm (scale 5) overlapped with the one centered at 622 nm (scale 6), and the tile centered at 2206 nm (scale 4) overlapped with the one centered at 2254 nm (scale 6). This suggests that overlapped absorptions could occur in real soil reflectance and DWT-incorporated NIRS would have the potential to separate them into different scales.
Physical Interpretation of DWT Model for Total Clay Content
To aid in model physical interpretation, a list of pure clay minerals found at the study site and their critical wavebands of spectral absorptions are presented in table 4 (Waiser et al., 2006) . Comparing figure 8 with table 4, it can be seen that most of the wavelet regressors in the DWT model can be related to the critical wavebands of certain clay minerals. The wavelet regressor at 1454 nm is caused by strong water absorption and could be related to the presence of smectite, mica, kaolinite, or their combinations. The wavelet regressor at 1918 nm is also caused by the strong water absorption and could be related to smectite. Three wavelet regressors appeared in the region from 2100 to 2250 nm. This agrees with the fact that many clay minerals, e.g., smectite, mica, and kaolinite (table 4), have critical wavebands in this region. The black tiles in this region are suggestive of the central wavelengths and bandwidths of these overlapped absorptions. The wavelet regressor at 830 nm could be related to hematite, which has a critical waveband at 860 nm. Three wavelet regressors were present in the region from around 570 to 660 nm. This is also expected, because both hematite and goethite have critical wavebands in this region. The only wavelet regressor that could not be associated with certain clay mineral is the one residing at 398 nm. Because soil spectra were noisy in this region ( fig. 5) , it is possible that noise variation was modeled and noisy bands were included into the DWT model. Comparing to conventional NIRS methods such as PLS, the true advantage of the DWT model is that it contains fewer regressors and that they are separated into different scales. The same finding was also reported by Ge and Thomasson (2006) . Thus, the one-to-one relationship between a wavelet regressor and a documented critical waveband can be more easily identified. Furthermore, wavelet regressors would also suggest bandwidth information of the potential absorptions. Although more supporting data are needed to further affirm the presence or absence of certain clay minerals in the soil samples, the DWT method clearly stands as a better beginning to aid in model physical interpretation than conventional NIRS methods.
CONCERNS REGARDING DWT-INCORPORATED NIRS FOR REAL-WORLD SITUATIONS

Theoretical Concerns
The Haar wavelet system used in this study is not a perfect match for spectral absorptions (recall that Haar has a rectangular scaling function and a step-shaped wavelet function, while the spectral absorptions were Gaussianshaped). However, it has the advantage of mathematical simplicity. More importantly, the rectangular scaling function of Haar is mathematically equivalent to band averaging, and its step-shaped wavelet function is mathematically equivalent to the 1st derivative operation. Both band averaging and the 1st derivative operation are among the most popular preprocessing tools in NIRS. This would allow future studies to compare DWT models to NIRS models derived with band averaging or the 1st derivative. There are some wavelet systems whose shapes are closer to Gaussian (e.g., Daubechies wavelet, Gaussian wavelet) than Haar. It is expected that these wavelet systems would match real spectral absorptions better and yield even more promising results.
In this study, the approximation coefficients were used in place of the wavelet coefficients to build the DWT models. This is because, compared to the step-shaped wavelet function, the rectangular scale function of Haar is more closely resembled by, and thus has a better match with, the Gaussian-shaped spectral absorptions. Nevertheless, approximation coefficients from different scales are not strictly de-correlated. Thus, the utility of wavelet coefficients in DWT model development should be studied in the future.
In experiment 1, each spectral absorption was designed (central wavelength and bandwidth matched exactly to those of certain approximation coefficients) so that the multi-resolution capability of dyadic DWT could be fully utilized. For real soil data, however, absorptions may be centered at any wavelength and have any bandwidth. Thus, an absorption may contribute to: (1) adjacent wavelet regressors from the same scale, or (2) overlapped wavelet regressors covering a common spectral region but from different scales. For example, an absorption with a bandwidth of 96 nm could relate to two neighboring wavelet regressors at scale level 5 (64 nm) or two wavelet regressors from scale levels 5 and 4 (128 nm) with some overlap. In other words, wavelet regressors would not be exact copies of a real absorption in terms of central wavelength and bandwidth due to the model's dyadic nature, i.e., the scaling and wavelet function can be shifted and scaled only by wavelengths that are exponents of 2 (e.g., 32, 64, 128 nm, etc.) . This also helps to explain why, in experiment 2, the reported central wavelengths of the wavelet regressors were not exactly comparable to the critical wavebands of the clay minerals in table 4. Overlapped wavelet regressors can also result from the multi-resolution capability of DWT. Confusion would arise if overlapped wavelet regressors appeared in a DWT model, and investigators should be cautious about whether this overlap is caused by DWT's multi-resolution capability or by its dyadic nature.
In order to avoid the shortcomings of DWT, one could use an over-complete wavelet analysis, such as continuous wavelet transform or redundant wavelet transform. Overcomplete wavelet analysis uses a set of arbitrarily scaled and shifted wavelet bases, which might be better correlated with spectral absorptions in real situations. However, such analysis can be computationally inefficient, and the large amount of redundant data could complicate regression analysis.
Practical Concerns
In many disciplines, such as precision agriculture, NIRS often serves as a preliminary step in developing electro-optical sensors for estimating chemical or physical constituent concentrations in real time in situ. In addition to good r 2 values and RMSEs, emphasis should be on the number of regressors in the derived model, along with the regressors' central wavelengths and bandwidths. All of these factors have important implications for the design and manufacture of sensors.
The model containing fewer regressors requires fewer optical filters and detectors in a hypothetical sensor, so a simpler model would simplify the sensor's configuration, reduce its weight, and make it more robust. A hypothetical sensor for soil total clay content based on the DWT model in experiment 2 would include ten filter-detector pairs with central wavelengths and bandwidths shown in the wavebandscale tiling (fig. 8 ). The response of each filter-detector combination would be rectangular, like the scale function of the Haar wavelet system ( fig. 1) . A further examination of the PLS model in Waiser et al. (2006) revealed that as many as one-hundred and two (102) 10 nm averaged significant wavelengths (their 1st derivatives) were used. In addition, all these wavelengths were nearly evenly distributed along the entire spectral range from 350 to 2500 nm. This means that more than 100 optical filter-detector pairs with different central wavelengths and a uniform bandwidth of 10 nm would be required. Moreover, an additional circuit block to combine these detectors' output signals into 18 synthetic signals representing the PLS regressors would also be needed. This would clearly make the sensor more complicated. Therefore, the DWT model, which leads to a sensor with fewer filter-detector combinations, appears to be superior to the PLS model for sensor development.
