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1. Introduction
Let V and Vˆ be Hilbert spaces and Z = L2([0, τ ]; V ), Zh = L2([−h, τ ]; V ) be the function spaces
corresponding to V and Y = L2([0, τ ]; Vˆ ) be the function space corresponding to Vˆ .
Consider the fractional order semilinear delay control system
C Dαt x(t) = Ax(t) + Bu(t)+ f
(
t, x(t − h)), t ∈ ]0, τ ];
x(t) = ϕ(t), t ∈ [−h,0]
}
(1)
where C Dαt is the Caputo fractional derivative of order α; 1/2<α < 1. The state x(t) takes its values
in the space V ; the control function u(t) takes its values in the space Vˆ ; A : D(A) ⊆ V → V is
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linear operator from Y to Z ; the function f : [0, τ ] × V → V is nonlinear and ϕ ∈ C([−h,0]; V ).
Fractional order semilinear equations are abstract formulations for many problems arising in engi-
neering and physics. The potential applications of fractional calculus are in diffusion process, electrical
science, electrochemistry, viscoelasticity, control science, electro magnetic theory and several more.
For more details see [1–10] and the references cited therein. In [11] Lyapunov–Krasovskii theorem for
the stability of fractional order delay system has been proved.
Exact controllability for fractional order systems have been proved by many authors [12–15] and
the boundary controllability is proved by Ahmed [16]. In these papers, the main tool used by the au-
thors is to convert the controllability problem into a ﬁxed point problem with the assumption that the
controllability operator has an induced inverse on a quotient space. In [14–16], the authors made an
assumption that the semigroup associated with the linear part is compact, to prove the controllability
results. However, if the operator B is compact or C0-semigroup T (t) is compact then the controlla-
bility operator is also compact and hence inverse of it does not exist if the state space V is inﬁnite
dimensional [17]. Thus, the concept of exact controllability is too strong in inﬁnite dimensional spaces
and the approximate controllability is more appropriate.
The approximate controllability of the systems of integer order (α = 1,2) has been proved in [18–
22] among others. However, there are only few papers which deal with the approximate controllability
of fractional order system. In [23] Sakthivel et al. proved the approximate controllability by assum-
ing that the C0-semigroup T (t) is compact and the nonlinear function is continuous and uniformly
bounded. Recently, Sukavanam et al. [24] have proved some suﬃcient conditions for the approximate
controllability of a fractional order system in which the nonlinear term depends on both state and
control variables.
The main objective of this paper is to provide different suﬃcient conditions for the approximate
controllability of fractional order semilinear systems with ﬁxed delay. To prove the results we use the
techniques similar to that of [20,25] with suitable modiﬁcations so as to be compatible with fractional
order delay systems. The uniform boundedness of nonlinear function assumed by other authors is
replaced by Lipschitz continuity.
The paper is organized as follows: in Section 2, we present some basic deﬁnitions and a lemma
as preliminaries. In Section 3, the existence and uniqueness of the mild solution is proved. Suﬃcient
conditions for the approximate controllability are proved in Section 4. In Section 5, two examples are
given to illustrate the theory.
2. Preliminaries
Deﬁnition 2.1. A real function f (t) is said to be in the space Cα , α ∈R, if there exists a real number
p > α, such that f (t) = t p g(t), where g ∈ C[0,∞[ and it is said to be in the space Cmα iff f (m) ∈ Cα ,
m ∈N.
Deﬁnition 2.2. If the function f ∈ Cm−1 and m is a positive integer then we can deﬁne the fractional
derivative of f (t) in the Caputo sense as
C Dαt f (t) =
1
Γ (m − α)
t∫
0
(t − s)m−α−1 f m(s)ds, m − 1 α <m.
Deﬁnition 2.3. (See [26].) A function x(·) ∈ Zh is said to be the mild solution of (1) if it satisﬁes
x(t) =
{
Sα(t)ϕ(0)+
∫ t
0 (t − s)α−1Tα(t − s)[Bu(s) + f (s, x(s − h))]ds, t ∈ ]0, τ ];
ϕ(t), t ∈ [−h,0], (2)
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∫∞
0 φα(θ)T (t
αθ)xdθ and Tα(t)x = α
∫∞
0 θφα(θ)T (t
αθ)xdθ . Here φα(θ) = 1α θ−1−1/α ×
ψα(θ
−1/α). Note that φα(θ) satisﬁes the conditions of a probability density function deﬁned on
(0,∞), that is φα(θ) 0, and
∫∞
0 φα(θ)dθ = 1. Also the term ψα(θ) is deﬁned as
ψα(θ) = 1
π
Σ∞n=1(−1)n−1θ−nα−1
Γ (nα + 1)
n! sin(nπα), θ ∈ (0,∞).
Let x(t) be the state value of system (1) at time t corresponding to the control u. The system (1)
is said to be approximately controllable in time interval [0, τ ], if for every desired ﬁnal state ξ and
 > 0 there exists a control function u ∈ Y such that the solution of (1) satisﬁes
∥∥x(τ ) − ξ∥∥< .
Deﬁnition 2.4. The set Kτ ( f ) = {x(τ ) ∈ V : x(·) is the mild solution of (1)} is called the reachable set
of the semilinear system (1). If f ≡ 0, then the system (1) is called the corresponding linear system
and is denoted by (1)∗ . In this case, Kτ (0) denotes the reachable set of the linear system (1)∗ .
Deﬁnition 2.5. The system (1) is said to be approximately controllable on [0, τ ] if Kτ ( f ) = V , where
Kτ ( f ) denotes the closure of Kτ ( f ). Clearly, the corresponding linear system (1)∗ is approximately
controllable if Kτ (0) = V .
Lemma 2.1. (See [26].) For any ﬁxed t  0, Sα(t) and Tα(t) are bounded linear operators. Hence ‖Sα(t)x‖
M‖x‖ and ‖Tα(t)x‖ MαΓ (1+α)‖x‖ for all x ∈ V , where M is a constant such that ‖T (t)‖ M, for all t ∈ [0, τ ].
3. Existence and uniqueness of mild solution
In this section we prove the existence and uniqueness of the mild solution of (1). To prove the
result let us assume the following condition:
(H1) The nonlinear function f (t, x) satisﬁes the Lipschitz condition, i.e. there exists a positive con-
stant l such that
∥∥ f (t, x) − f (t, y)∥∥ l‖x− y‖
for all x, y ∈ V , 0< t  τ .
Theorem 3.1. If the condition (H1) holds, the system (2) admits a unique mild solution in Zh for each control
function u(·) ∈ Y .
Proof. Let l f = max0tτ ‖ f (t,0)‖ and ‖B‖  MB . Deﬁne the mapping Φ : L2([−h, t1]; V ) →
L2([−h, t1]; V ) as
(Φx)(t) =
{
Sα(t)ϕ(0) +
∫ t
0 (t − s)α−1Tα(t − s)[Bu(s) + f (s, x(s − h))]ds, t ∈ ]0, t1];
ϕ(t), t ∈ [−h,0].
Now, if we are able to show that Φ has a ﬁxed point in the space L2([−h, t1]; V ) then (2) is the mild
solution on [−h, t1].
Let BR = {x(·) ∈ L2([−h, t1]; V ): ‖x‖L2([−h,t1];V )  R, x(0) = ϕ(0)}, which is bounded and closed
subset of L2([−h, t1]; V ). For any x(·) ∈ BR , we have
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Γ (1+ α)
[
MB
t∫
0
(t − s)α−1∥∥u(s)∥∥ds
+ l
t∫
0
(t − s)α−1∥∥x(s − h)∥∥ds + l f
t∫
0
(t − s)α−1 ds
]
 M
∥∥ϕ(0)∥∥+ Mα
Γ (1+ α)
[
MB
√
t2α−1
2α − 1‖u‖Y
+ l
t−h∫
−h
(t − h − σ)α−1∥∥x(σ )∥∥dσ + l f
t∫
0
(t − s)α−1 ds
]
 M
∥∥ϕ(0)∥∥+ Mα
Γ (1+ α)
[√
t2α−1
2α − 1
(
MB‖u‖Y + lR
)+ l f tα
α
]
 M
∥∥ϕ(0)∥∥+ Mα
Γ (1+ α)
[√
t2α−11
2α − 1
(
MB‖u‖Y + lR
)+ l f tα1
α
]
.
Now let M‖ϕ(0)‖ + Mα
Γ (1+α) [
√
t2α−11
2α−1 (MB‖u‖Y + lR) +
l f t
α
1
α ] < R . Then
M
∥∥ϕ(0)∥∥+ Mα
Γ (1+ α)
[√
t2α−11
2α − 1MB‖u‖Y +
l f t
α
1
α
]
< R
(
1− Mlα
Γ (1+ α)
√
t2α−11
2α − 1
)
.
The RHS will be positive, if
t2α−11 < (2α − 1)
(
Γ (α)
Ml
)2
. (3)
Therefore, Φ maps the ball BR of radius R into itself, when t1 satisﬁes (3).
Next, we show that Φ is a contraction on BR . For this, let us take x1, x2 ∈ BR , then we get
∥∥(Φx1)(t)− (Φx2)(t)∥∥ Mα
Γ (1+ α)
t∫
0
(t − s)α−1∥∥ f (s, x1(s − h))− f (s, x2(s − h))∥∥ds
 Mlα
Γ (1+ α)
t∫
0
(t − s)α−1∥∥x1(s − h)− x2(s − h)∥∥ds
 Mlα
Γ (1+ α)
√
t2α−1
2α − 1‖x1 − x2‖L2([−h,t1];V )
 Ml
Γ (α)
√
t2α−1
2α − 1‖x1 − x2‖L2([−h,t1];V ).
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so (2) is the mild solution on [−h, t1]. Similarly, we can prove that (2) is the mild solution on an
interval [t1, t2], t1 < t2. Repeating the above process, we can show that (2) is the mild solution with
the maximal existence interval [−h, t∗[, t∗  τ . Next, we show that the mild solution is bounded
by showing its boundedness in each subinterval [(k − 1)h,kh[, k = 1,2, . . . ,n. If t ∈ [−h,0], then
x(t) = ϕ(t). Hence it is bounded. If t ∈ [0,h[, then
∥∥x(t)∥∥ M‖ϕ‖ + Mα
Γ (1+ α)
[
MB
t∫
0
(t − s)α−1∥∥u(s)∥∥ds
+ l
t∫
0
(t − s)α−1∥∥x(s − h)∥∥ds + l f
t∫
0
(t − s)α−1 ds
]
 M‖ϕ‖ + MMBα
Γ (1+ α)
√
t2α−1
2α − 1‖u‖Y +
Ml f tα
Γ (1+ α)
+ Mlα
Γ (1+ α)
t∫
0
(t − s)α−1∥∥x(s − h)∥∥ds.
But s ∈ [0,h[ implies (s − h) ∈ [−h,0]. Hence x(s − h) = ϕ(s) is bounded by the previous step. This
implies that x(t) is bounded in [0,h[. By repeating the same argument, we can show that the mild
solution x(t) is bounded in the intervals [(k − 1)h,kh[, k = 1,2, . . . ,n. Thus we conclude that x(·) is
well deﬁned on [−h, τ ], where τ ∈ [(n − 1)h,nh[.
Finally, we prove the uniqueness of the mild solution. For this, let x1 and x2 be any two solutions
of (2), if t ∈ [−h,0] then x1(t) = x2(t) = ϕ(t), implies the uniqueness of the mild solution in [−h,0].
Next, if t ∈ [0,h[ then
∥∥x1(t)− x2(t)∥∥ Mα
Γ (1+ α)
t∫
0
(t − s)α−1∥∥ f (s, x1(s − h))− f (s, x2(s − h))∥∥ds
 Mlα
Γ (1+ α)
t∫
0
(t − s)α−1∥∥(x1 − x2)(s − h)∥∥ds.
Since in this case (s − h) ∈ [−h,0] and the uniqueness of the mild solution is already proved in the
previous interval [−h,0], x1(t) = x2(t) for all t ∈ [0,h[. Similarly, we can prove the uniqueness of
the mild solution in the successive intervals [h,2h[, [2h,3h[ upto the interval [(n − 1)h,nh[. Hence,
x1(t) = x2(t) for all t ∈ [−h, τ ]. This completes the proof. 
4. Controllability of system (1)
Deﬁne the operator Fh : Zh → Z as
[Fhx](t) = f
(
t, x(t − h)), 0< t  τ .
If h = 0, the operator Fh is known as the Nemytskii operator of nonlinear function.
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Lp =
τ∫
0
(τ − s)α−1Tα(τ − s)p(s)ds.
Let N0(L) be the null space of the operator L, which is closed subspace in Z and its orthogonal
space is N⊥0 (L). Then Z can be decomposed uniquely as Z = N0(L) ⊕ N⊥0 (L). Denote the range of
operator B by R(B) and its closure by R(B).
Assumptions. We impose the following conditions to prove the results:
(H2) The C0-semigroup is compact.
(H3) For each p ∈ Z there exists a function q ∈ R(B) such that Lp =Lq.
Clearly, assumption (H3) implies that for any p ∈ Z there exists a function q ∈ R(B) such that
L(p − q) = 0. Hence p − q = n ∈ N0(L) which implies that Z = N0(L) ⊕ R(B). Therefore, we can
deﬁne a linear and continuous mapping P from N⊥0 (L) into R(B) as Pu∗ = q∗ , where q∗ is the
unique minimum norm element in {u∗ + N0(L)} ∩ R(B), that is
∥∥Pu∗∥∥= ∥∥q∗∥∥= min{‖v‖: v ∈ {u∗ + N0(L)}∩ R(B)}.
From (H3) it follows that for each u∗ ∈ N⊥0 (L), the set {u∗ + N0(L)} ∩ R(B) is not empty and each
z ∈ Z has a unique decomposition z = n+ q∗ . Thus the operator P is well deﬁned. Moreover, ‖P‖ C
for some constant C [25].
Lemma 4.1. (See [27].) For each z ∈ Z and corresponding n ∈ N0(L), the following inequality holds
‖n‖Z  (1+ C)‖z‖Z .
Deﬁne the operator K : Z → Z as
[K z](t) =
t∫
0
(t − s)α−1Tα(t − s)z(s)ds.
Let M0 be the subspace of Zh such that
M0 =
{
m ∈ Zh: m(t) = (Kn)(t), n ∈ N0(L), 0< t  τ ;
m(t) = 0, −h t  0
}
.
Note that m(τ ) = 0, for all m ∈ M0 .
For each mild solution x(·) of linear system (1)∗ with control u, we can deﬁne an operator fx :
M0 → M0 as
fx(m) =
{
Kn, 0< t  τ ;
0, −h t  0,
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Fh(x+m) = n + q, n ∈ N0(L), q ∈ R(B). (4)
First we prove the approximate controllability of the corresponding linear system (1)∗ . Then the ap-
proximate controllability of fractional order semilinear system (1) is proved.
Theorem 4.1. Under assumption (H3), the fractional order linear system (1)∗ is approximately controllable i.e.
Kτ (0) = V .
Proof. Since the domain D(A) of the operator A is dense in V , it is suﬃcient to prove that D(A) ⊂
Kτ (0). To prove this, let us take ξ ∈ D(A), then ξ − Sα(τ )ϕ(0) ∈ D(A). It can be seen that there exists
some p ∈ C1[0, τ ; V ] such that η = ∫ τ0 (τ − s)α−1Tα(τ − s)p(s)ds, where η = ξ − Sα(τ )ϕ(0).
The assumption (H3) implies that there exists a function q ∈ R(B) such that following equality
holds
η =
τ∫
0
(τ − s)α−1Tα(τ − s)p(s)ds
=
τ∫
0
(τ − s)α−1Tα(τ − s)q(s)ds.
Since q ∈ R(B), for a given  > 0 there exists a control function u in Y such that
‖Bu − q‖ <
(
Mα
Γ (1+ α)
√
τ 2α−1
2α − 1
)−1
 for 1/2<α < 1.
Put η =
∫ τ
0 (τ − s)α−1Tα(τ − s)Bu(s)ds. Since η = ξ − Sα(τ )ϕ(0), then
‖ξ − ξ‖ = ‖η − η‖
τ∫
0
(τ − s)α−1∥∥Tα(τ − s)∥∥∥∥Bu(s) − q(s)∥∥ds
 Mα
Γ (1+ α)
√
τ 2α−1
2α − 1‖Bu − q‖ < .
Since  is arbitrary, we infer that Kτ (0) ⊂ D(A). The denseness of the domain D(A) in V implies the
approximate controllability of the linear system (1)∗ . 
Lemma 4.2. Under the assumptions (H1) and (H2), the operator fx has a ﬁxed point m0 in the set M0 if
Mlτα(1+ C)
Γ (1+ α) < 1. (5)
Proof. Let Br = {z ∈ M0: ‖z‖  r} for some positive number r. First, we show that fx maps Br into
itself. If it not true, then for each positive number r, there exists a function m ∈ Br , such that fx(m)
is not the element of Br , i.e. ‖ fx(m)‖ > r. On the other hand, from (H1) and Lemma 4.1, we have
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∥∥ fx(m)∥∥= ‖Kn‖
t∫
0
(t − s)α−1∥∥Tα(t − s)∥∥∥∥n(s)∥∥ds
 Mα
Γ (1+ α)
t∫
0
(t − s)α−1(1+ C)∥∥Fh(x+m)(s)∥∥ds
 Mα(1+ C)
Γ (1+ α)
t∫
0
(t − s)α−1[l∥∥(x+m)(s − h)∥∥+ l f ]ds
 Mlα(1+ C)
Γ (1+ α)
√
t2α−1
2α − 1‖x‖Z +
M(lr + l f )(1+ C)tα
Γ (1+ α)
 M(1+ C)
Γ (1+ α)
[
lα
√
τ 2α−1
2α − 1‖x‖Z + lrτ
α + l f τα
]
.
Dividing both side by r and taking limit as r → ∞, we get Mlτα(1+C)
Γ (1+α)  1, which is a contradiction
to (5). Hence fx maps Br into itself.
Next, we show that fx is a compact operator. By assumption (H2) the C0-semigroup is compact.
Hence Tα(t) is also compact (see Lemma 3.4, [26]). This implies that the integral operator K and
hence fx are compact.
Then by the Schauder ﬁxed point theorem fx has a ﬁxed point m0 (say). That is fx(m0) = Kn =m0.
This completes the proof of lemma. 
Theorem 4.2. The semilinear control system (1) is approximately controllable under the conditions (H1)–(H3).
Proof. Let x(·) be the mild solution of the corresponding linear system (1)∗ given by
x(t) =
{
Sα(t)ϕ(0) + K Bu(t), t ∈ ]0, τ ];
ϕ(t), t ∈ [−h,0]. (6)
Now, we have to prove that y = x+m0 is the mild solution of the semilinear system given by
C Dαt y(t) = Ay(t)+ (Bu − q)(t) + f
(
t, x(t − h)), t ∈ ]0, τ ];
y(t) = ϕ(t), t ∈ [−h,0]
}
. (7)
From (4), we have
Fh(x+m)(t) = n(t) + q(t).
Operating K on both sides at m =m0 (a ﬁxed point of fx) and using the deﬁnition of M0, we get
K Fh(x+m0)(t) = Kn(t) + Kq(t) =m0(t) + Kq(t)
adding x(·) on both sides, we get
x(t) + K Fh(x+m0)(t) = x(t) +m0(t)+ Kq(t).
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x(t) + K Fh(y)(t) = y(t) + Kq(t).
Using Eq. (6), we get
Sα(t)ϕ(0) + K Bu(t) + K Fh(y)(t) = y(t)+ Kq(t)
⇒ y(t) = Sα(t)ϕ(0) + K (Bu − q)(t) + K Fh(y)(t).
This is the mild solution of (7) with control (Bu − q).
Moreover, since m0(0) = 0 =m0(τ ) we have
y(0) = x(0) +m0(0) = x(0) = ϕ(0),
y(τ ) = x(τ ) +m0(τ ) = x(τ ) ∈ Kτ (0).
Further, since q ∈ R(B) there exists a v ∈ Y such that
‖Bv − q‖  for any given  > 0.
Let xw(·) be the mild solution of the semilinear control system (1) corresponding to the control
w = u − v . Then we can easily prove that
∥∥y(τ ) − xw(τ )∥∥= ∥∥x(τ ) − xw(τ )∥∥ .
This implies that Kτ (0) ⊆ Kτ ( f ). Since Kτ (0) is dense in V (by Theorem 4.1) it follows that Kτ ( f ) is
also dense in V . Hence, the semilinear control system (1) is approximately controllable. 
Remark 4.1. If the system is without delay i.e. h = 0 and α = 1, then the main results of [20] are
obtained under the condition Mlτ (1+ C) < 1 as a corollary to Theorem 4.2.
5. Examples
Example 5.1. Let V = L2(0,π) and A = d2dx2 with D(A) consisting of all y ∈ V with d
2 y
dx2
and
y(0) = 0 = y(π). Put φn(x) = ( 2π )1/2 sin(nx); 0  x  π , n = 1,2, . . . , then {φn, n = 1,2, . . .} is an
orthonormal basis for V and φn is the eigenfunction corresponding to the eigenvalue λn = −n2 of the
operator A. Then the C0-semigroup T (t) generated by A has exp(λnt) as the eigenvalues and φn as
their corresponding eigenfunctions [25]. Deﬁne an inﬁnite dimensional space Vˆ by
Vˆ =
{
u
∣∣∣ u = ∞∑
n=2
unφn, with
∞∑
n=2
u2n < ∞
}
.
The norm in Vˆ is deﬁned by
‖u‖Vˆ =
( ∞∑
n=2
u2n
)1/2
.
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Bu = 2u2φ1 +
∞∑
n=2
unφn for u =
∞∑
n=2
unφn ∈ Vˆ .
Let us consider the following fractional order semilinear control system of the form
C Dαt y(t, x) =
∂2 y(t, x)
∂x2
+ Bu(t, x) + f (t, y(t − h, x)), t ∈ [0, τ ], 0< x<π ;
y(t,0) = y(t,π) = 0, t > 0;
y(t, x) = ϕ(t, x), t ∈ [−h,0], (8)
where ϕ(t, x) is continuous. The system (8) can be written in the abstract form given by (1). If the
conditions (H1)–(H3) are satisﬁed, then the approximate controllability of the system (8) follows from
Theorem 4.2.
Example 5.2. Consider the electrical circuit shown in Fig. 1 with given resistances R1, R2, R3, in-
ductances L1, L2 and a nonlinear device N (for example, diode, nonlinear resistor, etc.) connected to
a source voltage u(t). Let the nonlinear device produce a voltage f (i2(t)), where f is a nonlinear
function of i2 and satisﬁes Lipschitz condition.
Applying Kirchhoff’s law in closed loop (I) [28], we get
u(t) = i1(t)R1 +
(
i1(t) − i2(t)
)
R3 + L1 d
α i1(t)
dtα
⇒ d
α i1(t)
dtα
= − (R1 + R3)
L1
i1(t) + R3
L1
i2(t) + u(t)
L1
. (9)
Again, applying Kirchhoff’s law in closed loop (II), we get
0= i2(t)R2 + L2 d
α i2(t)
dtα
+ f (i2(t))− (i1(t) − i2(t))R3
⇒ d
α i2(t)
dtα
= R3
L2
i1(t)− (R2 + R3)
L2
i2(t)− f (i2(t))
L2
. (10)
Eqs. (9) and (10) can be written in the form
dα
dtα
[
i1(t)
i2(t)
]
=
[ −(R1+R3)
L1
R3
L1
R3
L2
−(R2+R3)
L2
][
i1(t)
i2(t)
]
+
[
1
L1
0
]
u(t) +
[
0
− f (i2(t))
L2
]
.
Fig. 1. Electrical control system.
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dαx(t)
dtα
= Ax(t) + Bu(t)+ f (t, x(t)) (11)
where
A =
[ −(R1+R3)
L1
R3
L1
R3
L2
(−R2+R3)
L2
]
, B =
[
1
L1
0
]
and f (t, x(t)) =
[
0
− f (i2(t))
L2
]
.
It is clear that the linear system corresponding to (11) is controllable as the rank of the matrix
[B, AB] is 2, see [3,4]. Since the nonlinear function satisﬁes the Lipschitz condition, the approximate
controllability of the system (11) follows from Theorem 4.2 for 1/2<α < 1.
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