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Wstęp
W niniejszej rozprawie badamy ergodyczne własności pewnych stochastycznych układów
dynamicznych, dających się opisać przy pomocy łańcuchów Markowa o wartościach w dowol-
nej, niekoniecznie lokalnie zwartej, metryzowalnej przestrzeni polskiej. Narodziny teorii ope-
ratorów Markowa przypadają na początek XX wieku. Wówczas to A.A. Markow opisał pew-
ne terminy probabilistyczne wykorzystując rachunek macierzowy. Następnie, w 1952 roku,
W. Feller zaczął rozważać operatory Markowa działające na przestrzeni miar. Niewątpliwy
wkład w rozwój tej teorii wnieśli A. Lasota oraz T. Szarek, badając między innymi asymp-
totyczną stabilność operatorów, najpierw na lokalnie zwartych i σ− zwartych przestrzeniach
metrycznych, a następnie na przestrzeniach polskich (zob. [21, 25, 28, 34–38]). Opracowane
przez nich metody i uniwersalne kryteria stabilności znalazły zastosowanie między innymi
w teorii stochastycznych równań różniczkowych (zob. [14,25,26]), w teorii iterowanych ukła-
dów funkcyjnych, fraktali i semifraktali (zob. [6, 21, 24, 27, 35, 39]), jak również w modelach
biomatematycznych (zob. [8, 23,29,30]).
Przedmiotem rozważań niniejszej rozprawy będzie analiza asymptotyki operatora Marko-
wa, działającego na miarach przestrzeni polskiej, determinującego ewolucję rozkładów jedno-
rodnego łańcucha Markowa opisującego stany pojawiające się w bezpośrednim następstwie
skoków pewnego kawałkami deterministycznego procesu Markowa (z ang. PDMP; por. [1,4]).
W każdym przedziale czasu pomiędzy dwoma kolejnymi skokami, ów proces, stanowiący no-
tabene interpolację rozważanego łańcucha, ewoluuje w sposób deterministyczny, wyznaczony
przez pewien potok, wybrany losowo (ze skończonego zbioru) w momencie skoku poprzedza-
jącego tę ewolucję. Same skoki, występujące w losowych odstępach czasu, realizowane są
poprzez zadany zbiór transformacji ciągłych, losowanych z prawdopodobieństwami zależny-
mi od obecnego stanu układu.
Procesy tego typu (badane np. w [7–9,15,16]) wykorzystuje się głównie w modelach bio-
logicznych związanych z ekspresją genu (zob. [8,30]). Szczególny przypadek rozważanego tu
łańcucha Markowa, stanowiącego bazę interpolacji dla wspomnianego PDMP, pojawia się
również w modelu cyklu komórkowego [23]. Podobny układ dynamiczny, w nieco ogólniejszej
postaci (w którym wartość transformacji determinującej skok poddawana jest dodatkowo
addytywnej perturbacji), zastosowano również do konstrukcji pewnego dyskretnego mode-
lu ekspresji genu uwzględniającego zjawisko autoregulacji, tj. wpływu produktu genu na
jego własną ekspresję (zob. [13]). Warto również zaznaczyć, iż przestrzenią fazową w tym
ostatnim modelu jest przestrzeń funkcji ciagłych na pewnym domkniętym zbiorze ograniczo-
nym, która jako przestrzeń nieskończeniewymiarowa nie jest lokalnie zwarta. Obserwacja ta
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świadczy o zasadności badania układów dynamicznych na przestrzeniach polskich i ukazuje
przydatność otrzymanych w tym przypadku wyników w kontekście zastosowań.
W odróżnieniu od prac [7–9, 15, 16], intensywność skoków w rozpatrywanym przez nas
modelu zależna będzie od obecnego stanu układu. Wyniki zawarte we wspomnianych pracach
obejmują bowiem przypadek, w którym przedziały czasu między skokami mają jednakowy
rozkład wykładniczy o stałej intensywności λ. Takie założenie może okazać się jednak nazbyt
restrykcyjne z punktu widzenia niektórych zastosowań. Na przykład, we wspomnianym już
modelu ekspresji genu, odstęp czasu między kolejnymi ”skokami”, tożsamymi z momentami
transkrypcji białka (ang. bursts), w rzeczywistości zależny jest od aktualnej ilości produktu
genowego (zob. [30]). Takie spojrzenie uwidacznia poniekąd istotę podjętej analizy, w którym
parametr λ jest funkcją stanu układu x.
Naszym celem będzie przedstawienie dwóch różnych metod prowadzących do wykazania
ergodyczności rozważanego operatora Markowa w metryce Fortet − Mouriera (znanej rów-
nież jako dual Bounded Lipschitz distance lub flat metric; zob. [3, 11, 22]), która w zbiorze
miar nieujemnych indukuje topologię słabej zbieżności miar.
Mianowicie, bazując na koncepcjach nierozszerzalności i semikoncentracji odgrywających
kluczową rolę m.in w pracach T. Szarka [35, 36] udowodnimy, iż rozważany operator jest
asymptotycznie stabilny, co oznacza że odpowiadający mu łańcuch Markowa posiada do-
kładnie jeden rozkład stacjonarny, a rozkłady tego łańcucha (w kolejnych jednostkach czasu)
zbiegają do niego w metryce Fortet–Mouriera, niezależnie od wyboru rozkładu początkowego.
Własność ta bywa również nazywana ergodycznością operatora (łańcucha) w metryce Forter-
Mouriera. Część pracy poświęcona temu zagadnieniu stanowi adaptację wyników zawartych
w artykule [20]. Podobne rezultaty czytelnik może również znaleźć np. w pracach [15,28,34].
W drugiej części rozprawy, opartej na artykule [10], wykażemy natomiast (nakładając nieco
silniejsze założenia na rozważany zbiór potoków), iż wspomniana zbieżność rozkładów łań-
cucha do miary niezmienniczej następuje w tempie geometrycznym. W tym celu, posłużymy
się techniką sprzęgania łańcuchów Markowa (ang. coupling), zainicjowaną przez M. Hairera
w pracy [12] (i podjętą również w artykule [18]). Technika ta polega na sparowaniu dwóch
kopii rozważanego łańcucha Markowa w taki sposób, aby funkcja przejścia otrzymanego łań-
cucha sprzęgającego zawierała pewien łatwy w indentyfikacji (i dający się wyrazić jawnym
wzorem) komponent, który z jednej strony powoduje zbliżanie się do siebie kopii łańcucha,
a z drugiej, odgrywa „dominującą rolę” w determinacji prawdopodobieństw przejść łańcucha
sparowanego.
Warto podkreślić, iż klasyczne metody dowodzenia ergodyczności w normie wahania cał-
3
kowitego dla tzw. łańcuchów ψ −nieprzywiedlnych (por. [1, 5, 31], zainicjowane przez S.P.
Meyna i R. L. Tweedie’go (jak np. [31, Theorem 16.1.2]), zwykle nie sprawdzają się w przy-
padku braku założenia lokalnej zwartości przestrzeni fazowej. Wykazanie istnienia odpo-
wiedniej miary ψ wymaga wówczas bardzo restrykcyjnych założeń, jak np. mocna własność
Fellera. Co więcej, pojawia się również problem z identyfikacją tzw. zbiorów ”drobnych”
(ang. petite sets). Takimi powinny być np. zbiory podpoziomicowe {V ¬ n} funkcji dryftu
V w kryterium Fostera–Lyapunowa (zob. [31, Theorem 16.1.2]), zapewniającym geometrycz-
ną ergodyczność operatora w normie całkowitego wahania. Jeżeli miara ψ ma niepusty no-
śnik, to zbiory drobne stanowią podklasę zbiorów zwartych (zob. [31, Proposition 6.2.8 (ii)]),
a zatem wspomniany warunek drobności podpoziomic trywializuje się np. w przypadku gdy
przestrzenią fazową jest Rn. Lokalna zwartość przestrzeni (przy założeniu wspomnianego
wyżej związku między drobnością i zwartością) pozwala również na stosunkowo łatwą wery-
fikację tzw. powracalności w sensie Harrisa (zob. [31, Theorems 9.2.2 i 9.4.1]), która zapew-
nia ergodyczność w zakresie łańcuchów nieokresowych posiadających rozkład stacjonarny
(por. [31, Theorem 13.3.3]).
Niniejsza rozprawa składa się z trzech rozdziałów. W pierwszym z nich wprowadzamy
notację oraz formułujemy podstawowe pojęcia i fakty, związane głównie z teorią operatorów
Markowa, którymi posługujemy się w dalszej części pracy.
W rozdziale drugim przedstawiamy formalny opis i podstawowe założenia dla rozważa-
nego modelu. Następnie w paragrafach 2.1 i 2.2 formułujemy i dowodzimy główne rezultaty
niniejszej pracy, tj. odpowiednio asymptotyczną stabilność operatora przejścia dla rozwa-
żanego układu dynamicznego oraz wyznaczamy geometryczne tempo zbieżności rozkładów
łańcucha do jego miary niezmienniczej w metryce Fortet−Mouriera. Dodatkowo, bazując
na prawie wielkich liczb A. Shirikyana [32], udawadniamy mocne prawo wielkich liczb dla
rozważanego łańcucha.
Ostatni rozdział ilustruje zastosowanie wyniku stanowiącego zwieńczenie paragrafu 2.2
w analizie geometrycznej ergodyczności operatora Markowa związanego z pewną wersją sto-
chastycznego równania różniczkowego Poissona (ang. Poisson driven stochastic differential
equation (PDSDE)), będącą uogólnieniem modeli rozważanych w pracach K. Horbacz [14]
oraz J. Kazak [19]. Mianowicie, dla ustalonej losowej miary liczącej Poissona Np(dt, dθ) oraz
danych funkcji a, σ, λ rozważamy równanie postaci
dY (t) = a (Y (t), ξ(t)) dt+
∫
Θ
σ(Y (t), θ)Np(Λ(dt), dθ)
z warunkiem początkowym
Y (0) = Y0,
4
gdzie
Λ(t) =
∫ t
0
λ(Y (s))ds,
ξ(t) = ξn dla Np(Λ(t),Θ) = n, n ∈ N0,
{Y (t)}t∈R+ jest szukanym procesem o wartościach w ośrodkowej przestrzeni Hilberta, a
{ξn}n∈N0 ciągiem zmiennych losowych przyjmujących skończoną liczbę wartości o rozkła-
dach warunkowych zależnych od realizacji procesu {Y (t)}t∈R+ . Przy odpowiednich założe-
niach o funkcji a, przekładających się na pewne szczególne własności potoków generowanych
przez układy dynamiczne y′(t) = a(y(t), i), rozwiązaniem powyższego równania jest PDMP
wpisujący się w klasę procesów rozważanych w pracy. Główne twierdzenie w omawianym
rozdziale zawiera warunki odnoszące się do współczynników równania oraz funkcji λ, które
zapewniają spełnienie założeń wyszczególnionych w paragrafie 2.2, a tym samym geome-
tryczną ergodyczność rozważanego łańcucha Markowa.
5
1 Prelimenaria
1.1 Notacja oraz podstawowe pojęcia i fakty
W zbiorze liczb rzeczywistych R wyróżniamy podzbiory: R+ = [0,∞), N = {1, 2, . . .} oraz
N0 = N∪{0}. Niech (E, ρ) będzie przestrzenią polską, tzn. ośrodkową i zupełną przestrzenią
metryczną, a B(E) σ −ciałem borelowskich podzbiorów przestrzeni E. Dla każdego zbioru
A ⊂ E symbolem diamρA oznaczymy średnicę zbioru A. Indykator zbioru A ⊂ E oznaczamy
symbolem 1A i definiujemy jako funkcję
1A(x) =

1 dla x ∈ A,
0 dla x ∈ E\A.
Symbolem δx będziemy oznaczać miarę Diracka w punkcie x ∈ E, to jest
δx(A) =

1 dla x ∈ A,
0 dla x ∈ E\A.
Standardowo B(x, r), B(x, r) oznaczać będzie kulę odpowiednio otwartą i domkniętą o środ-
ku w punkcie x ∈ E i promieniu r > 0. Ponadto wprowadzamy następujące oznaczenia:
• B(E) − przestrzeń liniowa ograniczonych funkcji borelowskich na E o wartościach
rzeczywistych z normą supremum ||·||;
• C(E) − podprzestrzeń przestrzeni B(E) złożona z funkcji ciągłych;
• Ms(E) − przestrzeń wszystkich skończonych i przeliczalnie addytywnych funkcji na
B(E).
Dla zwięzłości zapisu przyjmujemy oznaczenie:
〈f, µ〉 =
∫
E
f(x)µ(dx) dla f ∈ B(E), µ ∈Ms(E).
PrzestrzeńMs(E) będziemy rozważać z normą Fortet–Mouriera ||·||FM (zob. [22]), okre-
śloną wzorem
||µ||FM = sup{| 〈f, µ〉 | : f ∈ FρFM(E)} dla µ ∈Ms(E),
gdzie
FρFM(E) = {f ∈ C(E) : ||f || ¬ 1 oraz |f(x)− f(y)| ¬ ρ(x, y) dla x, y ∈ E}.
W zbiorze Ms(E) wyróżniamy następujące podzbiory:
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• M(E) − zbiór miar nieujemnych;
• M1(E) − zbiór miar probabilistycznych;
• MA1 (E) − zbiór miar probabilistycznych skoncentrowanych na zbiorze A, to jest miar
µ ∈M1(E), które dla ustalonego zbioru A ∈ B(E) spełniają warunek µ(A) = 1;
• Mρ,11 (E) −miar probabilistycznych z pierwszym momentem skończonym, to jest takich
miar µ ∈M1(E), że ∫E ρ(x, x∗)µ(dx) <∞ dla pewnego x∗ ∈ E.
Definicja 1.1. Niech µ, µn ∈ M(E) dla n ∈ N. Mówimy, że ciąg {µn}n∈N zbiega słabo do
miary µ, co oznaczamy przez µn
w→ µ, gdy dla każdej funkcji f ∈ C(E)
lim
n→∞〈f, µn〉 = 〈f, µ〉.
Można pokazać (zob. [22]), że słaba zbieżność miar probabilistycznych jest równoważna
zbieżności w normie Fortet–Mouriera, czyli
µn
w→ µ⇔ ||µn − µ||FM → 0.
W [22] można również znaleźć dowód poniżej cytowanego twierdzenia Aleksandrowa.
Twierdzenie 1.2. [22, Twierdzenie 1.37.] Niech µ, µn ∈ M1(E), n ∈ N. Następujące
warunki są równoważne:
i) µn
w→ µ;
ii) limn→∞〈f, µn〉 = 〈f, µ〉 dla każdej funkcji f ∈ FρFM(E);
iii) lim supn→∞ µn(F ) ¬ µ(F ) dla dowolnego zbioru domkniętego F ⊂ E;
iv) lim infn→∞ µn(U) ­ µ(U) dla dowolnego zbioru otwartego U ⊂ E;
v) limn→∞ µn(B) = µ(B) dla dowolnego zbioru borelowskiego B ⊂ E, którego µ(σB)=0.
Powyższe twierdzenie pojawia się również w [2], jednak w nieco słabszej wersji, w której
warunek ii) sformułowany jest dla funkcji jednostajnie ciągłych i ograniczonych przez 1.
Definicja 1.3. Rodzinę miar A ⊂M1(E) nazywamy ciasną, jeżeli dla każdego ε > 0 istnieje
taki zbiór zwarty K ⊂ E, że µ(K) ­ 1− ε dla każdego µ ∈ A.
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Funkcję ciągłą V : E → R+ nazywamy funkcją Lapunowa, jeżeli jest ona ograniczona na
zbiorach ograniczonych oraz dla pewnego x0 ∈ E
lim
ρ(x,x0)→∞
V (x) =∞.
Definicja 1.4. Niech będą dane funkcje piij : E → [0, 1] dla i, j ∈ {1, . . . , N}, N ∈ N.
Mówimy, że [piij]i,j jest macierzą prawdopodobieństw, jeżeli
N∑
j=1
piij(x) = 1 dla x ∈ E oraz i ∈ {1, . . . , N}.
W naszych rozważaniach ważną rolę będzie pełnił zbiór Φ, złożony ze wszystkich funkcji
ϕ : R+ → R+ spełniających następujące warunki:
a) ϕ są ciągłe oraz ϕ(0) = 0,
b) ϕ są niemalejące oraz wklęsłe,
c) ϕ(x) > 0 dla x > 0 oraz limx→∞ ϕ(x) =∞.
Jedną z najistotniejszych własności funkcji ϕ ∈ Φ jest to, że złożenie dowolnej metryki ρ z
funkcją ϕ jest również metryką na E. Wynika to z faktu, że powyższe założenia gwarantują
poddadytywność funkcji należących do zbioru Φ, co gwarantuje iż odwzorowanie ϕ◦ρ spełnia
warunek trójkąta dla każdej funkcji ϕ ∈ Φ. Symbolem Φ0 znaczamy podzbiór rodziny Φ
utworzony przez funkcje ϕ : R+ → R+ spełniające warunki a) oraz b).
W ciągu dalszych roważań będziemy również korzystać z następującego twierdzenia, któ-
rego dowód znajduje się w [28].
Twierdzenie 1.5. Niech ω ∈ Φ0 spełnia warunek Diniego, to jest∫ ε
0
ω(t)
t
dt <∞ dla pewnego ε ∈ (0,∞) (1.1)
oraz niech a ∈ [0, 1). Wówczas istnieje ϕ ∈ Φ, dla którego zachodzi nierówność
ω(t) + ϕ(at) ¬ ϕ(t) dla t ∈ R+.
1.2 Operatory Markowa
Przejdziemy teraz do przedstawienia ważniejszych definicji i pojęć związanych z teorią ope-
ratorów Markowa.
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Definicja 1.6. Odwzorowanie (·)P :M(E)→M(E), która spełnia następujące warunki:
i) (αµ1 + βµ2)P = α(µ1P ) + β(µ2P ) dla α, β ∈ R+, µ1, µ2 ∈M(E),
ii) µP (E) = µ(E) dla µ ∈M(E)
nazywamy operatorem Markowa.
Definicja 1.7. Operator P (·) : B(E)→ B(E) nazywamy operatorem dualnym dla operatora
Markowa (·)P , gdy zachodzi
〈Pf, µ〉 = 〈f, µP 〉 dla f ∈ B(E) oraz µ ∈M(E).
Operator Markowa (·)P , dla którego istnieje operator dualny P (·) nazywamy operatorem
regularnym.
Regularny operator Markowa P nazywamy operatorem Fellera lub po prostu fellerowskim,
jeżeli jego operator dualny P zachowuje ciągłość tzn.
P (C(E)) ⊂ C(E).
Definicja 1.8. Funkcję Q : E × B(E) → [0, 1] nazywamy jądrem podstochastycznym, gdy
spełnia następujące warunki:
i) dla każdego A ∈ B(E), odwzorowanie Q(·, A) : E → [0, 1] jest borelowskie,
ii) dla każdego x ∈ E, odwzorowanie Q(x, ·) : B(E)→ [0, 1] jest miarą borelowską.
Jeżeli dodatkowo, dla każdego x ∈ E, odwzorowanie Q(x, ·) : B(E) → [0, 1] jest miarą
probabilistyczną, to funkcję Q nazywamy jądrem stochastycznym.
Przez złożenie jąder (pod)stochastycznych Q,R : E × B(E) → [0, 1] rozumiemy jądro
(pod)stochastyczne dane wzorem:
QR(x,A) =
∫
E
Q(y, A)R(x, dy) dla x ∈ E, A ∈ B(E).
Wówczas iterację P n (n ∈ N) jądra P : E × B(E)→ [0, 1] definiujemy wzorami:
P 1 = P, P n+1 := P nP dla n ∈ N,
otrzymując tzw. uogólnionione równanie Chapmana–Kołmogorowa postaci:
P n+m(x,A) =
∫
E
P n(y, A)Pm(x, dy) dla n,m ∈ N, x ∈ E, A ∈ B(E).
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Dla każdego jądra stochastycznego P : E × B(E) → [0, 1] możemy zdefiniować operatory
(·)P :M(E)→M(E) oraz P (·) : B(E)→ B(E) przyjmując
µP (A) =
∫
E
P (x,A)µ(dx) dla A ∈ B(E), µ ∈M(E) (1.2)
oraz
Pf(x) =
∫
E
f(y)P (x, dy) dla f ∈ B(E), x ∈ E. (1.3)
Oczywiście (·)P jest wówczas regularnym operatorem Markowa, a P (·) jest jego operatorem
dualnym. Ponadto, dla każdego x ∈ E oraz A ∈ B(E) zachodzą równości:
P (x,A) = P1A(x) = δxP (A).
Operator P (·) można z łatwością rozszerzyć na przestrzeń wszystkich funkcji ograniczonych
z dołu, zachowując przy tym warunek dualności.
Niech (Ω,F , prob) będzie przestrzenią probabilistyczną. Dla każdego jądra stochastycz-
nego P oraz ustalonej miary µ ∈ M1(E) można zdefiniować jednorodny łańcuch Markowa
{Xn}n∈N0 , dla którego miara µ jest rozkładem prawdopodobieństwa zmiennej X0, a P (x,A)
jest prawdopodobieństwem przejścia tego łańcucha z danego punktu x do danego zbioru A
w pojedynczym kroku, czyli
prob(X0 ∈ A) = µ(A) dla A ∈ B(E),
P (x,A) = prob(Xn+1 ∈ A|Xn = x) dla x ∈ E, A ∈ B(E), n ∈ N0.
Jądro P nazywane jest wówczas funkcją przejścia dla operatora (·)P (i oznaczane jest tą
samą literą).
Odnotujmy w tym miejscu, że P n(x,A) jest prawdopodobieństwem przejścia łańcucha ze
stanu x do zbioru A w n krokach. Sam operator Markowa (·)P opisuje ewolucję rozkładów
łańcucha {Xn}n∈N0 w czasie, tzn. jeśli µn jest rokładem zmiennej Xn, to µnP jest rozkładem
zmiennej Xn+1.
Symbolem Ex oznaczamy wartość oczekiwaną względem prawdopodobieństwa
probx(·) := prob(·|X0 = x).
Definicja 1.9. Niech P : E × B(E) → [0, 1] będzie dowolnym jądrem stochastycznym, a
{Xn}n∈N0 łańcuchem Markowa o funkcji przejścia zadanej przez P . Wówczas dowolny łańcuch
Markowa {(X1n, X2n)}n∈N0 o przestrzeni stanów E2 i funkcji przejścia B : E2×B(E2)→ [0, 1]
spełniającej warunki:
B(x, y, A×E) = P (x,A) oraz B(x, y, E×A) = P (y, A) dla x, y ∈ E, A ∈ B(E) (1.4)
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nazywamy łańcuchem sprzęgającym (ang. coupling) kopie łańcucha {Xn}n∈N0 . Jądro stocha-
styczne B spełniające (1.4) będziemy nazywać krótko jądrem sprzęgającym dla P .
Uwaga 1.10. Przypuśćmy, że dane jest jądro stochastyczne P : E × B(E) → [0, 1] oraz
jądro podstochastyczne Q : E2 × B(E2)→ [0, 1] spełniające następujące warunki:
Q(x, y, A× E) ¬ P (x,A) oraz Q(x, y, E × A) ¬ P (y, A) (1.5)
dla każdego x, y ∈ E oraz A ∈ B(E). Wówczas możemy skonstruować jądro sprzęgające dla
P spełniające nierówność Q ¬ B. Istotnie, zdefiniujmy rodzinę miar {R(x, y, ·) : x, y ∈ E}
kładąc dla każdego zbioru A×B ∈ B(E2)
R(x, y, A×B) = 1
1−Q(x, y, E2)(P (x,A)−Q(x, y, A× E))(P (y,B)−Q(x, y, E ×B))
jeżeli Q(x, y, E2) < 1 oraz R(x, y, A × B) = 0, gdy Q(x, y, E2) = 1. Wówczas B := Q + R
jest jądrem sprzęgającym dla P oraz Q ¬ B.
1.3 Asymptotyczna stabilność
Na pojęcie asymptotycznej stabilności operatora Markowa składają się dwie własności: ist-
nienie probabilistycznej miary niezmienniczej oraz zbieżność dla dowolnej miary probabili-
stycznej ciągu iteracji operatora do tej właśnie miary.
Definicja 1.11. Niech µ∗ ∈ M1(E). Miarę µ∗ nazywamy niezmienniczą dla operatora
Markowa (·)P :M(E)→M(E), jeżeli
µ∗P = µ∗.
Definicja 1.12. Operator Markowa (·)P nazywamy asymptotycznie stabilnym, gdy posiada
miarę niezmienniczą µ∗ oraz
lim
n→∞ ||µP
n − µ∗||FM = 0 dla wszystkich µ ∈M1(E).
W kontekście jednorodnych łańcuchów Markowa, miara niezmiennicza operatora (·)P jest
rozkładem stacjonarnym łańcucha o funkcji przejścia P . Jeśli tylko miara ta stanowi rozkład
początkowy takiego łańcucha, to łańcuch ten jest stacjonarny. Asymptotyczna stabilność
operatora (·)P gwarantuje zatem istnienie rozkładu stacjonarnego dla łańcucha Markowa
o funkcji przejścia P oraz zapewnia, iż jego rozkłady będą zbliżać się do niej, niezależnie
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od rozkładu początkowego. Jeśli łańcuch Markowa opisuje dynamikę pewnego procesu w
przyrodzie (np. podział komórek bakterii), to asymptotyczna stabilność oznacza, że z biegiem
czasu opisywany układ (np. populacja komórek) stabilizuje się (np. ze względu na funkcję
czy strukturę komórek) w kierunku pewnego ”stanu równowagi”, niezależnie od tego jakie
były warunki początkowe.
Uwaga 1.13. Jeżeli istnieje miara µ∗ ∈M1(E) niezmiennicza dla operatora Markowa (·)P
oraz
lim
n→∞ ||µ1P
n − µ2P n||FM = 0 dla µ1, µ2 ∈M1(E),
to operator (·)P jest asymptotycznie stabilny.
Definicja 1.14. Operator Markowa (·)P nazwiemy geometrycznie ergodycznym względem
normy || · ||FM , gdy istnieje miara niezmiennicza µ∗ ∈Mρ,11 (E) oraz taka stała β ∈ [0, 1), że
dla każdej miary µ ∈Mρ,11 (E) oraz pewnej stałej C(µ) ∈ R zachodzi warunek
||µP n − µ∗||FM ¬ C(µ)βn dla każdego n ∈ N.
Jedną z własności mogących stanowić istotny punkt wyjścia w dowodzeniu asymptotycz-
nej stabilności operatorów Markowa, jest ich nierozszerzalność. Poniższa definicja precyzuje
to pojęcie.
Definicja 1.15. Operator Markowa (·)P nazywamy nierozszerzającym, gdy dla dowolnych
miar µ1, µ2 ∈M1(E)
||µ1P − µ2P ||FM ¬ ||µ1 − µ2||FM .
Uwaga 1.16. Powyższą definicję możemy wyrazić równoważnie za pomocą operatora dual-
nego. Warunek nierozszerzalności przyjmie wtedy postać
|Pf(x)− Pf(y)| ¬ ρ(x, y),
dla dowolnej f ∈ FρFM(E) oraz wszystkich x, y ∈ E.
Może się zdarzyć, że rozważany operator Markowa nie będzie nierozszerzający wzglę-
dem metryki Fortet–Mouriera zdefiniowanej przy użyciu zadanej metryki ρ w przestrzeni E.
Wówczas porządaną nierozszerzalność możemy w niektórych przypadkach uzyskać zastępując
metrykę ρ przez odpowiednią metrykę jej równoważną (zobacz [28]).
Symbolem Cε(E), ε ∈ (0,∞) będziemy oznaczać rodzinę domkniętych zbiorów C ⊂ E,
dla których istnieje taki skończony zbiór {z1, . . . , zn} ⊂ E, że C ⊂ ⋃ni=1 B(zi, ε).
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Definicja 1.17. Operator Markowa (·)P nazywamy semikoncentrującym, jeżeli dla każdego
ε ∈ (0,∞) istnieją takie C ∈ Cε(E) oraz θ ∈ (0,∞), że
lim inf
n→∞ µP
n(C) > θ dla µ ∈M1(E).
Definicja 1.18. Operator Markowa (·)P nazywamy globalnie koncentrującym, jeżeli dla
każdego ε ∈ (0,∞) oraz ograniczonego zbioru A ∈ B(E) istnieje taki zbiór ograniczony
B ∈ B(E) oraz n0 ∈ N, że
µP n(B) ­ 1− ε dla n ­ n0, µ ∈MA1 (E).
Twierdzenie 1.19. [36, Lemma 2.4.2, Corollary 2.4.1] Niech (·)P będzie regularnym ope-
ratorem Markowa oraz niech P (·) będzie jego operatorem dualnym. Jeżeli istnieje funkcja
Lapunowa V oraz takie stałe a ∈ (0, 1), b > 0, że
PV (x) ¬ aV (x) + b dla każdego x ∈ E, (1.6)
to operator (·)P jest globalnie koncentrujący. Ponadto, dla każdego ε > 0 istnieje taki ogra-
niczony zbiór B ∈ B(E), że
lim inf
n→∞ µP
n(B) ­ 1− ε dla µ ∈M1(E).
Zdefiniujmy zbiór
E(P ) = {ε > 0 : inf
µ∈M1(E)
lim inf
n→∞ µP
n(C) > 0 dla pewnego C ∈ Cε(E)}.
Uwaga 1.20. Jeżeli operator Markowa jest globalnie koncentrujący, to E(P ) jest zbiorem
niepustym.
Uwaga 1.21. Jeżeli inf E(P ) = 0, to operator Markowa (·)P jest semikoncentrujący.
W pracy [36] T. Szarek udowodnił następujące twierdzenie:
Twierdzenie 1.22. [36, Theorem 5.4] Niech (·)P będzie nierozszerzającym operatorem
Markowa. Załóżmy, że dla każdego ε > 0 istnieje γ > 0 o następującej własności: dla dowol-
nych miar µ1, µ2 ∈ M1(E) istnieje zbiór ograniczony A ∈ B(E), którego diamρA ¬ ε oraz
takie n0 ∈ N, że
µiP
n0(A) > γ dla i = 1, 2.
Wówczas
lim
n→∞ ||µ1P
n − µ2P n||FM = 0 dla µ1, µ2 ∈M1(E).
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Uwaga 1.23. Przez wzgląd na uwagę 1.13, jeżeli do założeń powyższego twierdzenia dodamy
założenie mówiące o tym, że operator (·)P posiada probabilistyczną miarę niezmienniczą, to
możemy stwierdzić, że jest on asymptotycznie stabilny.
Rozważmy podzbiory M1(E) postaci:
L(µ) = {ν ∈M1(E) : ∃{nk}k∈N, nk→∞ limk→∞ ||µP
nk − ν||FM = 0} (1.7)
oraz
L(M1(E)) =
⋃
µ∈M1(E)
L(µ). (1.8)
Twierdzenie 1.24. [36, Theorem 5.5] Niech (·)P będzie nierozszerzającym i semikoncen-
trującym operatorem Markowa. Wówczas
i) (·)P ma probabilistyczną miarę niezmienniczą;
ii) L(µ) 6= ∅, µ ∈M1(E), gdzie L(µ) dane jest wzorem (1.7);
iii) rodzina L(M1(E)) dana wzorem (1.8) jest ciasna.
Kolejne twierdzenie i lemat zostały sformułowane i udowodnione przez R. Kapicę i M.
Ślęczkę w [18].
Twierdzenie 1.25. [18, Theorem 2.1] Niech (·)P : M(E) → M(E) będzie fellerowskim
operatorem Markowa o tej własności, że
(B1) istnieje funkcja Lapunowa V : E → R+ oraz stałe a ∈ (0, 1), b > 0 dla których zachodzi
(1.6).
Ponadto załóżmy, że dla pewnego jądra podstochastycznego Q : E2 × B(E2) → [0, 1],
spełniającego (1.5), oraz zbioru F ⊂ E2 o tej własności, że supp Q(x, y, ·) ⊂ F dla
wszystkich (x, y) ∈ F, zachodzą następujące warunki:
(B2) istnieje łańcuch sprzęgający {(X1n, X2n)}n∈N0 dla P , którego funkcja przejścia B, spełnia
warunek B ­ Q oraz dla pewnego R > 0 i zbioru
K := {(x, y) ∈ F : V (x) + V (y) < R}
możemy dobrać takie stałe γ ∈ (0, 1) oraz C > 0, że
E(x,y)(γ−τ ) ¬ C dla każdych x, y ∈ E takich, że V (x) + V (y) < 4b1− a,
gdzie
τ = inf{n ∈ N : (X1n, X2n) ∈ K};
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(B3) istnieje taka stała q ∈ (0, 1), że∫
E2
ρ(u, v)Q(x, y, du, dv) ¬ qρ(x, y) dla (x, y) ∈ F.
(B4)
inf{Q(x, y, U(qρ(x, y))} : (x, y) ∈ F} > 0
gdzie U(r) = {(u, v) : ρ(u, v) ¬ r} dla każdego r > 0;
(B5) istnieją takie stałe l > 0 oraz v ∈ (0, 1], że
Q(x, y, E2) ­ 1− lρ(x, y)v dla (x, y) ∈ F.
Wówczas operator (·)P ma miarę niezmienniczą µ∗ ∈ M1(E) oraz 〈V, µ∗〉 < ∞. Ponadto,
istnieją takie stałe β ∈ [0, 1) oraz C ∈ R, że
||µP n − µ∗||FM ¬ Cβn(〈V, µ+ µ∗〉+ 1)
dla n ∈ N oraz dowolnej µ ∈M1(E) spełniającej warunek 〈V, µ〉 <∞.
Lemat 1.26. [18, Lemma 2.2] Niech {Xn}n∈N0 będzie jednorodnym w czasie łańcuchem
Markowa o funkcji przejścia P i przestrzeni fazowej E. Załóżmy, że operator P (·) dany
wzorem (1.3) spełnia warunek (1.6) dla pewnej funkcji Lapunowa V : E → [0,∞) oraz
stałych a ∈ (0, 1) oraz b > 0. Wówczas, dla
J =
{
x ∈ E : V (x) < 2b
1− a
}
,
istnieją takie stałe γ ∈ (0, 1) oraz C ∈ R+, że
Ex(γ−ρJ ) ¬ C(1 + V (x)) dla x ∈ E,
gdzie ρJ = inf{n ∈ N : Xn ∈ J}, J ∈ B(E).
Ostatnie twierdzenie w tej części pracy pochodzi z pracy A. Shirikyana [32], gdzie jest ono
sformułowane dla łańcuchów Markowa o przestrzeni fazowej będącej przestrzenią Hilberta.
Analiza dowodu tego twierdzenia pozwala stwierdzić, że twierdzenie to jest prawdziwe w
przypadku, gdy rozpatrywana przestrzeń fazowa jest przestrzenią polską.
Twierdzenie 1.27. [32, Theorem 2.1] Niech {Xn}n∈N0 będzie jednorodnym w czasie łań-
cuchem Markowa o funkcji przejścia P i przestrzeni fazowej E. Niech ponadto
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(C1) operator Markowa (·)P :M(E)→M(E) generowany przez funkcję przejścia P posia-
da miarę niezmienniczą µ∗ ∈M1(E);
(C2) istnieje funkcja ciągła g : E → R+ oraz taki ciąg nieujemnych liczb rzeczywistych
{kn}n∈N0 , że
∑
n∈N0 kn < ∞ oraz dla każdej ograniczonej funkcji lipschitzowskiej f :
E → R zachodzi
|P nf(x)− 〈f, µ∗〉| ¬ kng(x)(||f ||+ |f |Lip) dla x ∈ E, n ∈ N,
gdzie |f |Lip jest najmniejszą stałą Lipschitza funkcji f ;
(C3) istnieje taka funkcja ciągła h : E → R+, że
Ex(g(Xn)) ¬ h(x) dla x ∈ E, n ∈ N0.
Wówczas, dla każdej ograniczonej funkcji lipschitzowskiej f : E → R oraz x ∈ E
lim
n→∞
1
n
n−1∑
k=0
f(Xk, ξk) = 〈f, µ∗〉 probx − p.n.
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2 Opis modelu
Niech dane będą: przestrzeń polska (Y, ρ), przestrzeń topologiczna (Θ,∆) z miarą σ− skoń-
czoną oraz zbiór indeksów I = {1, . . . , N}, gdzie N ∈ N. Rozważmy przestrzeń metryczną
(X, ρc), gdzie
X = Y × I,
ρc((y1, i), (y2, j)) = ρ(y1, y2) + cδ(i, j) dla (y1, i), (y2, j) ∈ X, (2.1)
oraz
δ(i, j) =

1 dla i 6= j,
0 dla i = j.
Stała c zostanie dobrana później.
Obiektem naszych rozważań będzie łańcuch Markowa opisujący stany pewnego kawałka-
mi deterministycznego procesu stochastycznego {(Y (t), ξ(t))}t­0 występujące tuż po skokach.
Owe skoki realizowane będą w losowych odstępach czasu, a ich rozkłady warunkowane bę-
dą stanem procesu w momencie ostatniego skoku. Wspomniany proces stanowi model dla
pewnego układu dynamicznego, opisanego poniżej, który między skokami ewoluuje w sposób
deterministyczny, wyznaczony przez potoki przełączane losowo po każdym ze skoków.
Rozważmy skończony zbiór semipotoków, tzn. rodzinę złożoną z ciągłych odwzorowań
Si : R+ × Y → Y, i ∈ I, które spełniają warunki:
Si(0, y) = y dla y ∈ Y,
Si(s+ t, y) = Si(s, Si(t, y)) dla y ∈ Y, s, t ∈ R+.
Pomiędzy skokami proces {Y (t)}t∈R+ ewoluuje zgodnie z jednym z powyższych semipoto-
ków, którego indeks zależy od pewnego schodkowego procesu {ξ(t)}t∈R+ . Bezpośrednio po
każdym ze skoków następuje losowe przełączenie potoku, odbywające się zgodnie z rozkładem
zadanym przez odpowiedni wiersz pewnej macierzy prawdopodobieństw [piij]i,j∈I . Zakłada-
my tutaj, iż każda z funkcji piij jest odwzorowaniem ciągłym. W momencie skoku proces
{Y (t)}t∈R+ zmienia swoje położenie za sprawą funkcji qθ : Y → Y, gdzie θ ∈ Θ, którą losowo
wybieramy ze zbioru {qθ : θ ∈ Θ}. Zakładamy, że odwzorowanie (y, θ) → qθ(y) jest ciągłe.
Wybór skoku będzie determinowany przez rozkład prawdopodobieństwa zadany przez gę-
stość pθ : Y → [0,∞), przy czym zakładamy, że każde z odwzorowań (y, θ) → pθ(y) jest
ciągłe. Ponadto, intensywność skoków zależy od pewnej funkcji ciągłej λ : Y → (0,∞), dla
której
λ = inf
y∈Y
λ(y) > 0 oraz λ = inf
y∈Y
λ(y) <∞. (2.2)
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Ewolucję procesu {(Y (t), ξ(t)}t∈ R+ można zatem opisać następująco. Zakładając, że
(y0, i0) ∈ X jest stanem początkowym, mamy Y (t) = Si0(t, y0) oraz ξ(t) = i0 dla t ∈ [0, t1),
gdzie t1 oznacza moment pierwszego skoku. W chwili t1 następuje skok i układ zmienia swoje
położenie na
y1 = qθ1(Si0(t1, y0)),
gdzie θ1 ∈ Θ jest losowo wybrane według rozkładu zadanego przez gęstość θ → pθ(Si0(t1, y0)).
Tuż po tym, ze zbioru {S1, . . . , SN}, losujemy potok Si1 z prawdopodobieństwem pii0i1(y1).
Wówczas w przedziale czasu [t1, t2) układ ewoluuje zgodnie ze wzorem Y (t) = Si1(t− t1, y1)
oraz ξ(t) = i1. W kolejnym kroku cała procedura powtarza się dla stanu początkowego (y1, i1)
w roli (y0, i0) i jest kontynuowana w sposób rekurencyjny. Ostatecznie otrzymujemy
Y (t) = Sin(t− tn, yn), ξ(t) = in dla [tn, tn+1), n ∈ N0
oraz
yn = qθn(Sin−1(tn − tn−1, yn−1)) dla n ∈ N.
W niniejszej rozprawie skupimy się na łańcuchu {(Yn, ξn)}n∈N0 = {(Y (τn), ξ(τn))}n∈N0 ,
gdzie ciąg {τn}n∈N opisuje chwile kolejnych skoków. Wielkości tn, yn, in, θn opiszemy za
pomocą zmiennych losowych, odpowiednio τn, Yn, ξn i ηn. Będziemy zakładać, że zmienne te
określone są na tej samej przestrzeni probabilistycznej (Ω,F , prob), a ich rozkłady powiązane
są opisanymi poniżej zależnościami:
1. (Y0, ξ0) : Ω→ X jest zmienną losową o ustalonym rozkładzie;
2. {τn}n∈N0 jest takim ściśle rosnącym do nieskończoności ciągiem zmiennych losowych
τn : Ω→ R+, że τ0 = 0 oraz ∆τn+1 = τn+1−τn są niezależne, a ich rozkłady warunkowe
mają postać
prob(∆τn+1 ¬ t|Yn = y oraz ξn = i) = 1− e−L(t,y,i), (2.3)
gdzie L(t, y, i) =
∫ t
0 λ(Si(s, y))ds.
3. Zmienne losowe ηn : Ω → Θ oraz ξn : Ω → I opisane są, odpowiednio, następującymi
rozkładami
prob(ηn+1 ∈ A|Sξn(∆τn+1, Yn) = y;Wn) =
∫
A
pθ(y)∆(dθ)
dla y ∈ Y, A ∈ B(Θ), n ∈ N0,
prob(ξn = j|Yn = y, ξn−1 = i;Wn) = piij(y)
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dla y ∈ Y, i, j ∈ I, n ∈ N, gdzie
W0 = (Y0, ξ0) oraz Wn = (Y0, τ1, . . . , τn, θ1, . . . , θn, ξ1, . . . , ξn) dla n ∈ N.
Zakładamy, że dla każdego n ∈ N0, zmienne losowe ∆τn+1, ηn+1 oraz ξn+1 są warun-
kowo niezależne przy danym Wn oraz, że ∆τn+1 są niezależne od Wn.
Rozważmy ciąg zmiennych losowych {Yn}n∈N, Yn : Ω→ Y danych wzorem:
Yn+1 = q(Sξn(∆τn+1, Yn), ηn+1) dla n ∈ N0.
Można łatwo pokazać, że proces dyskretny {(Yn, ξn)}n∈N0 jest jednorodnym w czasie łańcu-
chem Markowa, którego funkcja przejścia P : X × B(X)→ [0, 1] dana jest wzorem
P ((y, i), A) =
∫ ∞
0
λ(Si(t, y))e−L(t,y,i)∆t((y, i), A)dt, (2.4)
gdzie odwzorowanie ∆t : X × B(X)→ [0, 1] jest postaci
∆t((y, i), A) :=
∑
j∈I
∫
Θ
1A(qθ(Si(t, y)), j)piij(qθ(Si(t, y))pθ(Si(t, y))∆(dθ)
dla t ∈ R+, (y, i) ∈ X, A ∈ B(X).
Ewolucję rozkładów
µn(A) := prob{(Yn, ξn) ∈ A}
łańcucha {(Yn, ξn)}n∈N0 można opisać przy pomocy operatora Markowa (·)P : M(X) →
M(X) wyznaczonego przez jądro P , zgodnie ze wzorem (1.2), tzn.
µn+1 = µnP. (2.5)
Przyjmijmy następujące założenia:
(A1) istnieje taki punkt y∗ ∈ Y, że
sup
y∈Y
∫ ∞
0
e−λt
∫
Θ
ρ(qθ(Si(t, y∗)), y∗)pθ(Si(t, y))∆(dθ)dt <∞ dla i ∈ I,
(A2) istnieją takie stałe α ∈ R i L ∈ R+, że
ρ(Si(t, y1), Si(t, y2)) ¬ Leαtρ(y1, y2) dla t ∈ R+, y1, y2 ∈ Y, i ∈ I,
(A3) istnieje taka stała Lq ∈ R+, że∫
Θ
ρ(qθ(y1), qθ(y2))pθ(y1)∆(dθ) ¬ Lqρ(y1, y2) dla y1, y2 ∈ Y,
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(A4) istnieje taka stała Lλ ∈ R+, że
|λ(y1)− λ(y2)| ¬ Lλρ(y1, y2) dla y1, y2 ∈ Y,
(A5) istnieją takie funkcje ψ1, ψ2 ∈ Φ0 spełniające warunek Diniego (1.1), że∑
j∈I
|piij(y1)− piij(y2)| ¬ ψ1(ρ(y1, y2)) dla y1, y2 ∈ Y, i ∈ I,
∫
Θ
|pθ(y1)− pθ(y2)|∆(dθ) ¬ ψ2(ρ(y1, y2)) dla y1, y2 ∈ Y.
Zdefiniujmy
a :=
λLLq
λ− α,
b := λmax
i∈I
sup
y∈Y
∫ ∞
0
e−λt
∫
Θ
ρ(qθ(Si(t, y∗)), y∗)pθ(Si(t, y))∆(dθ)dt.
(2.6)
Lemat 2.1. Niech (·)P będzie operatorem Markowa generowanym przez funkcję przejścia
(2.4). Załóżmy, że warunki (A1)− (A3) zachodzą ze stałymi spełniającymi nierówność
λLLq + α < λ. (2.7)
Wówczas, dla stałych a, b ∈ R+, zdefiniowanych przez (2.6), oraz funkcji V : X → R+
danej wzorem
V (y, i) = ρ(y, y∗) dla (y, i) ∈ X (2.8)
zachodzi nierówność (1.6), gdzie y∗ ∈ Y spełnia założenie (A1).
Dowód. Ustalmy dowolne i∗ ∈ I. Wówczas dla x∗ := (y∗, i∗), spełniona jest nierówność
V (x) ¬ ρc(x∗, x) dla x ∈ X. Niech
Bj(t, y) =
∫
Θ
ρ(qθ(Sj(t, y∗)), y∗) pθ(Sj(t, y)) ∆(dθ) dla t ∈ R+, j ∈ I.
Z nierówności (2.7) oraz (A1) wynika, że a ∈ (0, 1), b < ∞ oraz Bj(t, y) < ∞ dla prawie
wszystkich t ∈ R+, y ∈ Y . Niech (y, i) ∈ X. Wówczas z warunku (A3) oraz (A2) otrzymu-
jemy oszacowanie
∆tV (y, i) =
∫
Θ
ρ(qθ(Si(t, y)), y∗))
[∑
j∈I
piij(qθ(Si(t, y)))
]
pθ(Si(t, y)) ∆(dθ)
¬
∫
Θ
ρ(qθ(Si(t, y)), qθ(Si(t, y∗))) pθ(Si(t, y)) ∆(dθ)
+
∫
Θ
ρ(qθ(Si(t, y∗)), y∗) pθ(Si(t, y)) ∆(dθ)
¬ Lqρ(Si(t, y), Si(t, y∗)) +Bi(t, y) ¬ LLqeαtρ(y, y∗) +Bi(t, y).
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Stąd oraz z (2.2) mamy
PV (y, i) =
∫ ∞
0
λ(Si(t, y))e−L(t,y,i) ∆tV (y, i)dt ¬
∫ ∞
0
λe−λt ∆tV (y, i) dt
¬ λLLq
∫ ∞
0
e(α−λ)t dt ρ(y, y∗) +
∫ ∞
0
λe−λtBi(t, y) dt
¬ λLLq
λ− αρ(y, y∗) + b = aV (y, i) + b.
2.1 Asymptotyczna stabilność
W niniejszym rozdziale zaprezentujemy dowód asymptotycznej stabilności operatora (·)P ,
opierając się głównie na rezultatach pracy [36], sformułowanych dla klasy nierozszerzających
i semikoncentrujących operatorów Markowa (por. twierdzenia 1.22, 1.24). Zaznaczmy tutaj,
iż mimo wielu zalet takiego podejścia, wynikających m.in. z możliwości bezpośredniego sto-
sowania ogólnych wyników o relatywnie łatwo weryfikowalnych założeniach, nie prowadzi
ono do oszacowania tempa zbieżności rozkładów rozważanego procesu do miary niezmien-
niczej. Do rozstrzygnięcia tej ostatniej kwestii posłużymy się zupełnie inną metodą, której
poświęcony zostanie kolejny rozdział.
W tej części pracy zakładamy, że zbiór Θ jest skończony, tzn. Θ = {θ1, . . . , θM}, gdzie
M ∈ N, a określona na nim miara ∆ zadana jest wzorem ∆(A) = ∑Mi=1 1A(θi), A ⊂ Θ (tzn.
jest miarą liczącą).
W tym przypadku operator Markowa (2.5) ma postać
µP (A) =
∑
j∈I
∑
θ∈Θ
∫
X
∫ ∞
0
1A(qθ(Si(t, y)), j)e−L(t,y,i)λ(Si(t, y))
× piij(qθ(Si(t, y)))pθ(Si(t, y))dtµ(dy, di)
(2.9)
dla µ ∈ M(X) oraz A ∈ B(X), a jego operator dualny P (·) : B(X) → B(X) jest dany
wzorem
Pf(y, i) =
∑
j∈I
∑
θ∈Θ
∫ ∞
0
f(qθ(Si(t, y)), j)e−L(t,y,i)λ(Si(t, y))piij(qθ(Si(t, y)))pθ(Si(t, y))dt
dla f ∈ B(X) oraz (y, i) ∈ X.
Twierdzenie 2.2. Załóżmy, że spełnione są warunki (A2) − (A5) oraz nierówność (2.7).
Wówczas operator (·)P , postaci (2.9), jest nierozszerzający względem metryki ϕ ◦ ρc, gdzie ϕ
jest pewną funkcją z klasy Φ.
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Dowód. Niech ψ1, ψ2 ∈ Φ0 będą funkcjami występującymi w założeniu (A5).
Zdefiniujmy ψ : R+ → R jako
ψ(t) =
LλL(λ+ λ)
λ(λ− α) t+ ψ1(
λLLq
λ− αt) + ψ2(
λL
λ− αt).
Oczywiście ψ ∈ Φ0 oraz spełnia warunek (1.1). Stąd istnieje takie ϕ ∈ Φ, że
ψ(t) + ϕ(at) ¬ ϕ(t),
gdzie a dana jest wzorem (2.6). Ponieważ ϕ ∈ Φ, więc możemy wybrać takie c ∈ R+,
że ϕ(c) > 2. Dla tak dobranego c, w przestrzeni X rozważmy metrykę ϕ ◦ ρc, gdzie ρc jest
zadana wzorem (2.1). Pokażemy, że operator (·)P jest nierozszerzający względem tej metryki.
Ustalmy f ∈ Fϕ◦ρcFM . Korzystając z uwagi 1.16 wystarczy pokazać, że
|Pf(y1, i)− Pf(y2, j)| ¬ ϕ(ρc((y1, i), (y2, j)) dla (y1, i), (y2, j) ∈ X.
Ponieważ cδ(i, j) = c dla i 6= j, funkcja ϕ jest niemalejąca i ϕ(c) > 2 oraz ||f || ¬ 1, to po-
wyższa nierówność jest trywialnie spełniona dla i 6= j. Dalsze rozumowanie możemy zatem
ograniczyć do przypadku, gdy i = j. Zauważmy, że wówczas
|Pf(y1, i)− Pf(y2, i)|
¬∑
k∈I
∑
θ∈Θ
∫ ∞
0
|f(qθ(Si(t, y1)), k)e−L(t,y1,i)λ(Si(t, y1))piik(qθ(Si(t, y1)))pθ(Si(t, y1)))
− f(qθ(Si(t, y2)), k)e−L(t,y2,i)λ(Si(t, y2))piik(qθ(Si(t, y2)))pθ(Si(t, y2)))|dt ¬ I1 + I2,
gdzie
I1 =
∑
k∈I
∑
θ∈Θ
∫ ∞
0
|f(qθ(Si(t, y1)), k)− f(qθ(Si(t, y2)), k)|
× e−L(t,y2,i)λ(Si(t, y2))piik(qθ(Si(t, y2)))pθ(Si(t, y2)))dt
oraz
I2 =
∑
k∈I
∑
θ∈Θ
∫ ∞
0
|f(qθ(Si(t, y1)),k)||e−L(t,y1,i)λ(Si(t, y1))piik(qθ(Si(t, y1)))pθ(Si(t, y1)))
− e−L(t,y2,i)λ(Si(t, y2))piik(qθ(Si(t, y2)))pθ(Si(t, y2)))|dt.
Korzystając z faktu, że f ∈ Fϕ◦ρcFM , a następnie z warunków (A2) i (A3) oraz nierówności
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Jensena dla funkcji wklęsłych otrzymujemy:
I1 ¬
∑
θ∈Θ
∫ ∞
0
ϕ(ρ(qθ(Si(t, y1)), qθ(Si(t, y2))))
× e−L(t,y2,i)λ(Si(t, y2))
[∑
k∈I
piik(qθ(Si(t, y2)))
]
pθ(Si(t, y2)))dt
¬
∫ ∞
0
ϕ(
∑
θ∈Θ
pθ(Si(t, y2))ρ(qθ(Si(t, y1)), qθ(Si(t, y2))))e−L(t,y2,i)λ(Si(t, y2))dt
¬
∫ ∞
0
ϕ(ρ(Si(t, y1), Si(t, y2))e−L(t,y2,i)λ(Si(t, y2))dt
¬ ϕ(
∫ ∞
0
λLqLe
(α−λ)tρ(y1, y2)dt) = ϕ(
λLLq
λ− αρ(y1, y2)).
(2.10)
Przejdźmy teraz do oszacowania I2. Zauważmy najpierw, że
I2 ¬
∑
k∈I
∑
θ∈Θ
∫ ∞
0
|e−L(t,y1,i)λ(Si(t, y1))piik(qθ(Si(t, y1)))pθ(Si(t, y1)))
− e−L(t,y2,i)λ(Si(t, y2))piik(qθ(Si(t, y2)))pθ(Si(t, y2)))|dt
¬∑
k∈I
∑
θ∈Θ
∫ ∞
0
λ(Si(t, y1))|e−L(t,y1,i) − e−L(t,y2,i)|piik(qθ(Si(t, y1)))pθ(Si(t, y1)))dt
+
∑
k∈I
∑
θ∈Θ
∫ ∞
0
e−L(t,y2,i)|λ(Si(t, y1))piik(qθ(Si(t, y1)))pθ(Si(t, y1))
− λ(Si(t, y2))piik(qθ(Si(t, y2)))pθ(Si(t, y2))|dt = I3 + I4,
gdzie I3 oraz I4, to odpowiednio pierwszy i drugi składnik powyższej sumy. Oszacujmy pierw-
szy z nich. Ponieważ
∑
k∈I piik(y) = 1 dla każdego y ∈ Y, i ∈ I oraz
∑
θ∈Θ pθ(y) = 1 dla
każdego y ∈ Y, więc
I3 ¬
∫ ∞
0
λ(Si(t, y1))|e−L(t,y1,i) − e−L(t,y2,i)|dt.
Ponieważ
|e−α − e−β| ¬ e−γ|β − α| dla dowolnych α, β ∈ R, γ = min{α, β},
to dla każdego t ∈ R+, y1, y2 ∈ Y oraz i ∈ I otrzymujemy oszacowanie
|e−L(t,y1,i) − e−L(t,y2,i)| ¬ e−λt|L(t, y1, i)− L(t, y2, i)|.
Zatem stosując powyższą nierówność, a także definicję funkcji L(t, y, i) oraz warunki (A2)
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i (A4) otrzymujemy
I3 ¬
∫ ∞
0
λ(Si(t, y1))e−λt|L(t, y1, i)− L(t, y2, i)|dt
¬
∫ ∞
0
λe−λt
[ ∫ t
0
(λ(Si(s, y1))− λ(Si(s, y2))ds
]
dt
¬
∫ ∞
0
λe−λt
[ ∫ t
0
Lλρ(Si(s, y1), Si(s, y2))ds
]
dt
¬ λLλLρ(y1, y2)
∫ ∞
0
e−λt
[ ∫ t
0
eαsds
]
dt
¬ λLλL
α
ρ(y1, y2)
∫ ∞
0
e−λt(eαt − 1)dt = λLλL
λ(λ− α)ρ(y1, y2).
Przejdźmy teraz do oszacowania I4. Zauważmy, że
I4 ¬
∑
θ∈Θ
∫ ∞
0
e−L(t,y2,i)|λ(Si(t, y1))− λ(Si(t, y2))|
[∑
k∈I
piik(qθ(Si(t, y1)))
]
pθ(Si(t, y1))dt
+
∑
k∈I
∑
θ∈Θ
∫ ∞
0
e−L(t,y2,i)λ(Si(t, y2))|piik(qθ(Si(t, y1)))pθ(Si(t, y1))
− piik(qθ(Si(t, y2)))pθ(Si(t, y2))|dt = I5 + I6,
gdzie I5 oraz I6, to odpowiednio pierwszy i drugi sładnik powyższej sumy. Oszacujmy pierw-
szy z nich. Korzystając z warunków (A2) oraz (A4) otrzymujemy
I5 ¬
∫ ∞
0
e−L(t,y2,i)|λ(Si(t, y1))− λ(Si(t, y2))|dt ¬ Lλ
∫ ∞
0
e−λtρ(Si(t, y1), Si(t, y2))dt
¬ LLλρ(y1, y2)
∫ ∞
0
e(α−λ)tdt =
LLλ
λ− αρ(y1, y2).
Przejdźmy do oszacowania I6, z warunku (A5) mamy
I6 ¬
∑
k∈I
∑
θ∈Θ
∫ ∞
0
e−L(t,y2,i)λ(Si(t, y2))pθ(Si(t, y1))|piik(qθ(Si(t, y1)))− piik(qθ(Si(t, y2)))|dt
+
∑
k∈I
∑
θ∈Θ
∫ ∞
0
e−L(t,y2,i)λ(Si(t, y2))piik(qθ(Si(t, y2)))|pθ(Si(t, y1))− pθ(Si(t, y2))|dt
¬ ∑
θ∈Θ
∫ ∞
0
e−L(t,y2,i)λ(Si(t, y2))pθ(Si(t, y1))ψ1(ρ(qθ(Si(t, y1)), qθ(Si(t, y2))))dt
+
∑
θ∈Θ
∫ ∞
0
e−L(t,y2,i)λ(Si(t, y2))|pθ(Si(t, y1))− pθ(Si(t, y2))|dt
¬
∫ ∞
0
e−L(t,y2,i)λ(Si(t, y2))
[ ∑
θ∈Θ
(pθ(Si(t, y1))ψ1(ρ(qθ(Si(t, y1)), qθ(Si(t, y2)))))
]
dt
¬
∫ ∞
0
e−L(t,y2,i)λ(Si(t, y2))ψ2(ρ(Si(t, y1), Si(t, y2)))dt.
Korzystając z nierówności Jensena dla funkcji wklęsłych (dwukrotnie w przypadku pierwsze-
go składnika i jednokrotnie w przypadku drugiego) oraz z warunków (A2) i (A3) otrzymujemy
24
I6 ¬ ψ1(
∫ ∞
0
e−L(t,y2,i)λ(Si(t, y2))
[ ∑
θ∈Θ
pθ(Si(t, y1))ρ(qθ(Si(t, y1)), qθ(Si(t, y2)))
]
dt
+ ψ2(
∫ ∞
0
e−L(t,y2,i)λ(Si(t, y2))ρ(Si(t, y1), Si(t, y2)))dt
¬ ψ1(λLqLρ(y1, y2)
∫ ∞
0
e(α−λ)tdt) + ψ2(Lλ
∫ ∞
0
e(α−λ)tρ(y1, y2)dt)
= ψ1(
λLLq
λ− αρ(y1, y2)) + ψ2(
λL
λ− αρ(y1, y2)).
(2.11)
Ostatecznie, korzystając z (2.10) oraz (2.11), otrzymujemy
|Pf(y1, i)− Pf(y2, i)|
¬ ϕ(λLLq
λ− αρ(y1, y2)) +
LλL(λ+ λ)
λ(λ− α) ρ(y1, y2) + ψ1(
λLLq
λ− αρ(y1, y2)) + ψ2(
λL
λ− αρ(y1, y2))
¬ ϕ(aρ(y1, y2)) + ψ(ρ(y1, y2)) ¬ ϕ(ρ(y1, y2)).
Twierdzenie 2.3. Załóżmy, że spełnione są warunki (A1) − (A3) oraz nierówność (2.7).
Wówczas operator (·)P postaci (2.9), jest semikoncentrujący.
Dowód. Na podstawie lematu 2.1 wiemy, że dla pewnej funkcji Lapunowa V oraz stałych
a ∈ (0, 1) i b > 0, operator P (·) spełnia warunek (1.6). Zatem, na mocy twierdzenia 1.19
istnieje taki ograniczony zbiór A ∈ B(X), że
inf
µ∈M1(X)
lim inf
n→∞ µP
n(A) > 0,
a w konsekwencji zbiór (uwaga 1.20)
E(P ) = {ε > 0 : inf
µ∈M1(X)
lim inf
n→∞ µP
n(C) > 0 dla pewnego C ∈ Cε(X)}
jest niepusty.
Pokażemy, że inf E(P ) = 0, co na mocy uwagi 1.21 pozwoli nam stwierdzić, że operator
(·)P jest semikoncentujący. Dowód poprowadzimy nie wprost, wyszczególniając przy tym
dwa przypadki w zależności od stałej α występującej w założeniu (A2).
Przypuśćmy zatem, że
ε∗ = inf E(P ) > 0.
Przypadek I: Załóżmy najpierw, że α < 0 oraz wybierzmy takie z0 ∈ Y i r > 0, że
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inf
µ∈M1(X)
lim inf
n→∞ µP
n(B(z0, r)× I) > 0. (2.12)
Zważywszy na ujemność α, możemy dobrać takie t∗ > 0, że
ε = 4rLLqeαt∗ < ε∗. (2.13)
Ustalmy dowolne µ ∈M(X) oraz rozważmy zbiór
C ε
2
=
⋃
i∈I
⋃
t∈[t∗,2t∗]
⋃
θ∈Θ
(B(qθ(Si(t, z0)),
ε
2
)× I).
Zauważmy, że C ε
2
∈ Cε(X).
Dla każdego y ∈ B(z0, r), i ∈ I oraz t ∈ [t∗,∞) rozważmy zbiór:
Θ0(y, i, t) = {θ ∈ Θ : ρ(qθ(Si(t, y)), qθ(Si(t, z0))) ¬ 2Lqρ(Si(t, y), Si(t, z0))}.
Pokażemy, że ∑
θ∈Θ0(y,i,t)
pθ(Si(t, y)) > 1/2 (2.14)
dla każdego i ∈ I, y ∈ B(z0, r), t ∈ [t∗,∞). Korzystając z warunku (A3) zauważmy, że
Lqρ(Si(t, y), Si(t, z0)) ­
∑
θ∈Θ\Θ0(y,i,t)
ρ(qθ(Si(t, y)), qθ(Si(t, zo)))pθ(qθ(Si(t, y)))
> 2Lqρ(Si(t, y), Si(t, z0))
∑
θ∈Θ\Θ0(y,i,t)
pθ(qθ(Si(t, y))).
Zatem ∑
θ∈Θ\Θ0(y,i,t)
pθ(qθ(Si(t, y))) <
1
2
,
co uzasadnia postulowaną nierówność (2.14).
Na mocy (A2) oraz (2.13), dla dowolnych y ∈ B(z0, r), t ∈ [t∗, 2t∗], i ∈ I oraz
θ ∈ Θ0(y, i, t) otrzymujemy
ρ(qθ(Si(t, y)), qθ(Si(t, z0))) ¬ 2Lqρ(Si(t, y), Si(t, z0))
¬ 2LLqeαtρ(y, z0) ¬ ε2 ,
stąd (qθ(Si(t, y)), j) ∈ C ε2 dla wszystkich i, j ∈ I, y ∈ B(z0, r) oraz t ∈ [t∗, 2t∗].
Wobec (2.2) oraz (2.14) otrzymujemy
µP n+1(C ε
2
) ­
∫
B(z0,r)×I
∫ 2t∗
t∗
λe−λt
[∑
j∈I
piij(qθ(Si(t, y)))
][ ∑
θ∈Θ0(y,i,t)
pθ(Si(t, y))
]
dtµP n(dy, di)
>
1
2
λ
λ
e−λt∗(1− e−λt∗)µP n(B(z0, r)× I) dla wszystkich µ ∈M1(X).
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Biorąc pod uwagę (2.12), powyższe oszacowanie pozwala nam stwierdzić, że
inf
µ∈M1(X)
lim inf
n→∞ µP
n(Cε) > 0,
co prowadzi do sprzeczności, gdyż E(P ) 3 ε < ε∗ = inf E(P ).
Przypadek II: Załóżmy teraz, że α ­ 0. Przekształcając odpowiednio nierówność (2.7),
otrzymujemy
LLq + αλ
−1
< λλ
−1 ¬ 1.
Zatem, w szczególności LLq < 1. Dobierzmy η, t∗ > 0 tak, aby
2(1 + η)LLqeαt∗ < 1.
Ponadto, niech ε0 > ε∗ będzie takie, że
ε = 2(1 + η)LLqeαt∗ε0 < ε∗. (2.15)
Z przypuszczenia, że ε∗ = inf E(P ) > 0 wnioskujemy istnienie takiego zbioru C ∈ Cε0(X),
że
β = inf
µ∈M1(X)
lim inf
n→∞ µP
n(C) > 0. (2.16)
Bez straty ogólności możemy założyć, że
C =
m⋃
k=1
(B(zk,
ε0
2
)× I) (2.17)
dla pewnego m ∈ N oraz z1, . . . , zm ∈ Y . Ustalmy µ ∈ M1(X) oraz zdefiniujmy zbiór
C ε
2
∈ Cε(X) następująco
C ε
2
=
⋃
i∈I
⋃
t∈[0,t∗]
⋃
θ∈Θ
m⋃
k=1
(B(qθ(Si(t, zk)),
ε
2
)× I).
Z postaci (2.17) zbioru C oraz z nierówności (2.16) wnioskujemy, że istnieje taki ciąg {kn}n∈N,
o wyrazach w zbiorze {1, . . . ,m}, że
µP n(B(zkn , ε0)× I) ­
β
m
dla każdego n ∈ N. (2.18)
Dla każdego n ∈ N oraz dowolnych y ∈ B(zkn , ε0), i ∈ I oraz t < t∗ definiujemy
Θ0(n, y, i, t) = {θ ∈ Θ : ρ(qθ(Si(t, y)), qθ(Si(t, zkn)))
¬ (1 + η)Lqρ(Si(t, y), Si(t, zkn))}.
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Podobnie jak w przypadku pierwszym, pokażemy, że
∑
θ∈Θ0(n,y,i,t)
pθ(Si(t, y)) > η/(1 + η) (2.19)
dla każdego n ∈ N, y ∈ B(zkn , ε0), i ∈ I, t ∈ [0, t∗). Korzystając z warunku (A3) zauważmy,
że
Lqρ(Si(t, y), Si(t, z0)) ­
∑
θ∈Θ\Θ0(n,y,i,t)
ρ(qθ(Si(t, y)), qθ(Si(t, zo)))pθ(qθ(Si(t, y)))
> (1 + η)Lqρ(Si(t, y), Si(t, z0))
∑
θ∈Θ\Θ0(y,i,t)
pθ(qθ(Si(t, y))).
Zatem ∑
θ∈Θ\Θ0(n,y,i,t)
pθ(qθ(Si(t, y)) <
1
1 + η
,
co uzasadnia (2.19).
Na mocy warunku (A3) oraz (2.15), dla dowolnych n ∈ N, y ∈ B(zkn , ε0), t ∈ [0, t∗), i ∈ I
oraz θ ∈ Θ0(y, i, t), zachodzi
ρ(qθ(Si(t, y)), qθ(Si(t, zkn))) ¬ (1 + η)Lqρ(Si(t, y), Si(t, zkn))
¬ (1 + η)LLqeαtρ(y, zkn) ¬ (1 + η)LLqeαt∗ε0 =
ε
2
.
Zatem (qθ(Si(t, y)), j) ∈ C ε2 dla wszystkich n ∈ N, y ∈ B(zkn , ε0), t ∈ [0, t∗), i, j ∈ I oraz
θ ∈ Θ0(y, i, t). Stąd, na podstawie (2.2) oraz (2.19) otrzymujemy
µP n+1(C ε
2
) ­
∫
B(zkn ,ε0)×I
∫ t∗
0
λe−λt
[∑
j∈I
piij(qθ(Si(t, y)))
][ ∑
θ∈Θ0(y,i,t)
pθ(Si(t, y))
]
dtµP n(dy, di)
>
1
1 + η
[ ∫ t∗
0
λe−λtdt
]
µP n(B(zkn , ε0)× I) =
λ
λ(1 + η)
(1− e−λt∗)µP n(B(zkn , ε0)× I).
Korzystając z (2.18) ostatecznie otrzymujemy, że
lim inf
n→∞ µP
n(C ε
2
) ­ λβ
mλ(1 + η)
(1− e−λt∗) > 0,
co prowadzi do sprzeczności, gdyż E(P ) 3 ε < ε∗ = inf E(P ).
Wniosek 2.4. Załóżmy, że spełnione są warunki (A1)− (A5) oraz nierówność (2.7). Wów-
czas operator (·)P postaci (2.9), posiada probabilistyczną miarę niezmienniczą.
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Dowód. Na mocy twierdzenia 2.2 operator (·)P jest nierozszerzający względem metryki ϕ◦ρc
równoważnej metryce ρc. Z twierdzenia 2.3 wynika natomiast, że jest on semikoncentrujący.
Stosując twierdzenie 1.24 otrzymujemy zatem tezę.
Twierdzenie 2.5. Załóżmy, że spełnione są założenia (A1) − (A5), przy czym dla stałych
α, L, Lq zachodzi nierówność (2.7) oraz Lq < 1. Ponadto, przypuśćmy, że
δp := inf{pθ(y) : y ∈ Y, θ ∈ Θ} > 0; (2.20)
δpi := inf{piii(y) : y ∈ Y, i ∈ I} > 0 dla pewnego i ∈ I. (2.21)
Wówczas operator Markowa dany wzorem (2.9) jest asymptotycznie stabilny.
Dowód. Na podstawie twierdzenia 2.2 wiadomo, że operator (·)P jest nierozszerzający wzglę-
dem metryki ϕ ◦ ρc dla pewnej funkcji ϕ ∈ Φ, natomiast twierdzenie 2.3 gwarantuje, że (·)P
jest również semikoncentrujący. Ponadto, na mocy wniosku 2.4, istnieje miara probabilistycz-
na niezmiennicza względem (·)P . Zważywszy na twierdzenie 1.22 oraz uwagę 1.23, wystarczy
zatem pokazać, że dla dowolnego ε > 0 istnieje takie γ > 0, że dla dowolnych µ1, µ2 ∈M1(X)
oraz pewnego zbioru A ∈ B(X) spełniającego warunek diamϕ◦ρcA < ε i liczby n ∈ N zachodzi
µkP
n(A) ­ γ dla k = 1, 2.
Korzystając z twierdzenia 1.24 otrzymujemy, że rodzina L(M1(X)) jest ciasna. Zatem ist-
nieje taki zbiór zwarty F ⊂ X, że
µ(F ) ­ 4
5
dla każdej miary µ ∈ L(M1(X)).
Dla zwięzłości zapisu przyjmijmy następujące oznaczenia:
qθn(y) = (qθn ◦ . . . ◦ qθ1)(y),
(qθn ◦ Sin−1)(tn, y, i) = qθn(Sin−1(tn, qθn−1(Sin−2(tn−1 . . . qθ1(Si(t1, y)))))),
(Sin−1 ◦ qθn−1)(tn, y, i) = Sin−1(tn, qθn−1(Sin−2(tn−1 . . . qθ1(Si(t1, y))))),
dtn = dtn . . . dt1,
gdzie θn = (θ1, . . . , θn) ∈ Θn, in−1 = (i1, . . . , in−1) ∈ In−1, tn = (t1, . . . , tn) ∈ Rn+ dla n ­ 2.
Dla n ­ 2 rozważmy funkcje:
Πn : Y × In+1 × Rn+ ×Θn → [0, 1],
Λn : Y × In × Rn+ ×Θn−1 → R+,
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Pn : Y × In × Rn+ ×Θn → R+,
Σn : Y × In × Rn+ ×Θn−1 → R+ zadane wzorami:
Πn(y, i, in, tn,θn) = piii1(qθ1(Si(t1, y)))pii1i2(qθ2(Si1(t2, qθ1(Si(t1, y)))))
× . . . · piin−1in((qθn ◦ Sin−1)(tn, y, i)),
Λn(y, i, in−1, tn,θn−1) = λ(Si(t1, y))λ(Si1(t2, qθ1(Si(t1, y)))) · . . . · λ((Sin−1 ◦ qθn−1)(tn, y, i)),
Pn(y, i, in−1, tn,θn) = pθ1(Si(t1, y))pθ2(Si1(t2, qθ1(Si(t1, y)))) · . . . · pθn((Sin−1 ◦ qθn−1)(tn, y, i)),
Σn(y, i, in−1, tn,θn−1) = e−L(t1,y,i)e−L(t2,qθ1 (Si(t1,y)),i1) · . . . · e−L(tn,(qθn−1◦Sin−2 )(tn−1,y,i),in−1).
Ustalmy ε > 0. Ponieważ ϕ jest ciągła i niemalejąca oraz ϕ(0) = 0, możemy dobrać takie
ε˜ > 0, że ϕ(ε˜) < ε. Korzystając z tego, że Lq < 1, dobierzmy takie n ∈ N, że
LnqdiamρcF <
ε˜
2
. (2.22)
Zdefiniujmy zbiór
FY = {y ∈ Y : (y, i) ∈ F dla pewnego i ∈ I}.
Z ciągłości funkcji (y, θ)→ qθ(y), (t, y)→ Si(t, y), oraz ze zwartości zbioru FY , istnieje taka
stała δ > 0, że
ρ((qθn ◦ Sin−1)(tn, y, i),qθn(y)) ¬
ε˜
8
(2.23)
dla dowolnych i ∈ I, in−1 ∈ In−1, θn ∈ Θn, tn ∈ [0, δ]n oraz y ∈ FY .
Dla każdego z ∈ FY definiujemy zbiór
U(z) = {y ∈ FY : ρ(qθn(z),qθn(y)) <
ε˜
8
dla θn ∈ Θn}. (2.24)
Wobec zwartości zbioru FY , istnieją takie z1, . . . , zm0 ∈ FY , że
F ⊂
m0⋃
l=1
(U(zl)× I) := G, (2.25)
przy czym zbiór G jest zbiorem otwartym w X.
Niech µ1, µ2 ∈M1(X). Rozważmy µ = (µ1+µ2)/2. Z twierdzenia 1.24(ii) wnioskujemy, że
L(µ) 6= ∅. Możemy zatem wybrać taki dążący do ∞ ciąg liczb naturalnych nk, że µP nk w→ ν
dla pewnej miaru ν ∈ L(µ). Korzystając z twierdzenia Aleksandrowa otrzymujemy
lim inf
k→∞
µP nk(G) ­ ν(G) ­ 4
5
.
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Stąd, możemy wskazać takie n0 ∈ N, że
µP n0(G) =
µ1P
n0(G) + µ2P n0(G)
2
­ 3
4
,
co w szczególności zapewnia, że
µkP
n0(G) ­ 1
2
dla k = 1, 2.
Zważywszy na definicję (2.25) zbioru G oraz powyższą nierówność, stwierdzamy, że ist-
nieją takie l1, l2 ∈ {1, . . . ,m0} oraz j1, j2 ∈ I, że
µkP
n0(Vk) ­ 12m0N dla k = 1, 2, (2.26)
gdzie
Vk = U(zlk)× {jk} dla k = 1, 2.
Korzystając z założenia (A3) wnioskujemy, że istnieje takie θ01 ∈ Θ, że
ρ(qθ01(zl1), qθ01(zl2)) ¬ Lqρ(zl1 , zl2).
Istotnie, gdyby dla pewnych y1, y2 ∈ Y oraz wszystkich θ ∈ Θ zachodziła nierówność
ρ(qθ(y1)), qθ(y2)) > Lqρ(y1, y2),
to z założenia (A3) mielibyśmy
Lqρ(y1, y2) ­
∑
θ∈Θ
ρ(qθ(y1), qθ(y2))pθ(y1) >
∑
θ∈Θ
Lqρ(y1, y2)pθ(y1),
co dawałoby sprzeczność, ponieważ 1 =
∑
θ∈Θ pθ(y1) < 1. Analogicznie, dla qθ01(zl1) oraz
qθ01(zl2), możemy wybrać takie θ02 ∈ Θ, że
ρ(qθ02(qθ01(zl1)), qθ02(qθ01(zl2))) ¬ Lqρ(qθ01(zl1), qθ01(zl2)).
Kontynuując tę procedurę indukcyjnie, znajdziemy takie θn = (θ01, . . . , θ0n) ∈ Θn, że
ρ(qθn(zl1),qθn(zl2)) ¬ Lnq ρ(zl1 , zl2). (2.27)
Zdefiniujmy zbiór
A = (B(qθn(zl1),
ε˜
4
) ∪B(qθn(zl2),
ε˜
4
))× {i}.
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Na mocy (2.22) oraz (2.27) mamy diamϕ◦ρcA < ϕ(ε˜) < ε. Korzystając teraz z (2.23) oraz
(2.24), dla dowolnych y ∈ U(zlk), k = 1, 2, i ∈ I, in−1 ∈ In−1, tn ∈ [0, δ]n, otrzymujemy
ρ((qθn ◦ Sin−1)(tn, y, i), qθn(zlk)) ¬ ρ((qθn ◦ Sin−1)(tn, y, i),qθn(y))
+ ρ(qθn(y),qθn(zlk)) <
ε˜
4
.
Stąd wnioskujemy, że ((qθn ◦ Sin−1)(tn, y, i), i) ∈ A dla dowolnych y ∈ U(zlk), i ∈ I, in−1 ∈
In−1, k = 1, 2 oraz tn ∈ [0, δ]n. Zestawiając powyższą obserwację z (2.26) oraz z założeniami
(2.20) i (2.21) otrzymujemy
µkP
n0+n(A) =
∑
in∈In
∫
X
∫
Rn+
∑
θn∈Θn
1lA((qθn ◦ Sin−1)(tn, y, i), in)
× Πn(y, i, in, tn,θn)Λn(y, i, in−1, tn,θn−1)P (y, i, in−1, tn,θn)
× Σn(y, i, in−1, tn,θn−1)dtn(µkP n0)(dy, di)
­ λnδnp
∑
in−1∈In−1
∫
Vk
∫
[0,δ]n
1lA((qθn ◦ Sin−1)(tn, y, i), i)
× Π(y, i, (in−1, i), tn,θn)e−λ(t1+...+tn)dtnµkP n0(dy, di)
­ λnδnp δpi
∫
[0,δ]n
e−λ(t1+...+tn)dt(µkP n0)(Vk) ­ δnp δpi
(
λλ
−1)n (1− e−λ)n
2m0N
=: γ.
Stała γ nie zależy od wyboru µk dla k = 1, 2 co kończy dowód.
2.2 Geometryczna ergodyczność
W tej części pracy skupimy się na wykazaniu geometrycznej ergodyczności operatora (·)P ,
w przypadku gdy Θ jest dowolną przestrzenią topologiczną z miarą σ−skończoną ∆. Wpro-
wadzone w rozdziale 2 założenia (A1)−(A5) uzupełniamy o warunek:
(A2
′
) Istnieje taka funkcja L : Y → R+ ograniczona na zbiorach ograniczonych, że
ρ(Si(t, y), Sj(t, y)) ¬ tL(y) dla t ∈ R+, y ∈ Y, i, j ∈ I.
W tym przypadku operator Markowa (2.5) przyjmuje postać
µP (A) =
∑
j∈I
∫
Θ
∫
X
∫ ∞
0
1A(qθ(Si(t, y)), j)λ(Si(t, y))e−L(t,y,i)
× piij(qθ(Si(t, y))pθ(Si(t, y))dtµ(dy, di)∆(dθ)
(2.28)
dla µ ∈M(X) oraz A ∈ B(X), a operator dualny P (·) : B(X)→ B(X) jest dany wzorem
Pf(y, i) =
∑
j∈I
∫
Θ
∫ ∞
0
f(qθ(Si(t, y)), j)λ(Si(t, y))e−L(t,y,i)
× piij(qθ(Si(t, y))pθ(Si(t, y))dt∆(dθ)
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dla f ∈ B(X) oraz (y, i) ∈ X.
Metrykę ρc, zadaną wzorem (2.1), będziemy rozpatrywać ze stałą c, spełniającą nierów-
ność
c ­ max
{
λ
λ− α, supT,
1
λ
}(λ− α)ML
λL
+
2(λ− α)
λL
, (2.29)
gdzie T ⊂ R+ jest pewnym ustalonym zbiorem ograniczonym, o tej własności, że
eαt ¬ λ
λ− α dla każdego t ∈ T, (2.30)
oraz
ML := sup{L(y) : ρ(y, y∗) < R},
gdzie R := 4b1−a , a stałe a, b zdefiniowane są równościami (2.6).
Dla przejrzystości zapisu, dla x1 = (y1, i1), x2 = (y2, i2) ∈ X, t ∈ R+, θ ∈ Θ przyjmujemy
następujące oznaczenia
pθ(x1, x2, t) = pθ(Si1(t, y1)) ∧ pθ(Si2(t, y2)),
pij(x1, x2, t, θ) = pii1j(qθ(Si1(t, y1))) ∧ pii2j(qθ(Si2(t, y2))),
qj(x1, x2, t, θ) = ((qθ(Si1(t, y1)), j), (qθ(Si2(t, y2)), j)),
λ(x1, x2, t) = λ(Si1(t, y1)) ∧ λ(Si2(t, y2)),
L(x1, x2, t) = e−L(t,y1,i1) ∧ e−L(t,y2,i2).
gdzie ∧,∨ oznaczają odpowiednio minimum i maximum.
W przestrzeni X2 rozpatrujemy metrykę
ρc((x1, x2), (z1, z2)) = ρc(x1, z1) + ρc(x2, z2) dla (x1, z1), (z2, z2) ∈ X2.
Dla t ∈ R+ rozważmy funkcje Γt : X2 × B(X2)→ [0, 1] opisaną wzorem
Γt(x1, x2, A) =
∑
j∈I
∫
Θ
1A(qj(x1, x2, t, θ))pij(x1, x2, t, θ)pθ(x1, x2, t)∆(dθ),
oraz Q : X2 × B(X2)→ [0, 1] daną wzorem
Q(x1, x2, A) =
∫ ∞
0
λ(x1, x2, t)L(x1, x2, t)Γt((x1, x2), A)dt. (2.31)
Oczywiście, funkcja Q jest jądrem podstochastycznym, które spełnia warunki (1.5).
Przejdźmy do sformułowania głównego twierdzenia w tej części pracy.
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Twierdzenie 2.6. Przypuśćmy, że spełnione są warunki warunki (A1) − (A5) oraz (A2′),
przy czym dla stałych α, L, i Lq zachodzi nierówność (2.7), a funkcje Ψ1 i Ψ2 występujące
w (A5) mają postać ψ1(t) = Lpit oraz ψ2(t) = Lpt. Ponadto, załóżmy, że istnieją takie stałe
δpi i δp, że ∑
j∈I
min{pii1j(y1), pii2j(y2)} ­ δpi dla y1, y2 ∈ Y oraz i1, i2 ∈ I,∫
Θ(y1,y2)
min{pθ(y1), pθ(y2)}∆(dθ) ­ δp dla y1, y2 ∈ Y,
(2.32)
gdzie Θ(y1, y2) = {θ ∈ Θ : ρ(qθ(y1), qθ(y2)) ¬ ρ(y1, y2)}. Wówczas operator Markowa (·)P
postaci (2.28), posiada dokładnie jedną niezmienniczą miarę probabilistyczną µ∗. Ponadto
µ∗ ∈Mρc,11 (X) oraz istnieją takie x∗ ∈ X, C ∈ R oraz β ∈ [0, 1), że
||µP n − µ∗||FM ¬ Cβn(
∫
X
ρc(x∗, x)(µ+ µ∗)(dx) + 1) (2.33)
dla każdej miary µ ∈Mρc,11 (X) oraz n ∈ N.
Dowód. Pokażemy, że dla P i Q zdefiniowanych odpowiednio wzorami (2.4) oraz (2.31) speł-
nione są warunki (B1)−(B5) twierdzenia 1.25. Fellerowskość operatora (·)P wynika z zało-
żonej ciągłości dla funkcji: y → piij(y), y 7→ Si(t, y), y 7→ pθ(y) oraz y → qθ(y) dla wszystkich
i, j ∈ I, t ∈ R+, θ ∈ Θ. Z nierówności (2.7) wynika, że α < λ co gwarantuje, że całka∫∞
0 e
(α−λ)tdt jest skończona.
Krok 1. Na podstawie lematu 2.1, warunek (B1) jest spełniony dla funkcji Lapunowa
V danej wzorem V (y, i) = ρ(y, y∗), gdzie y∗ jest punktem spełniającym warunek (A1), zaś
i∗ dowolnie ustalonym elementem zbioru I. Definiując x∗ := (y∗, i∗), otrzymujemy V (x) ¬
ρc(x∗, x) dla każdego x ∈ X, a zatem teza twierdzenia 1.25 w istocie zapewnia nierówność
(2.33).
Krok 2. Niech R := 4b/(1− a) oraz rozważmy następujące podzbiory przestrzeni X2:
F1 := {((y1, i1), (y2, i2)) : i1 = i2},
F2 := {((y1, i1), (y2, i2)) : V (y1, i1) + V (y2, i2) < R}.
Ponadto zdefiniujmy F := F1 ∪ F2.
Najpierw pokażemy, że
supp Q(x1, x2, ·) ⊂ F dla każdego (x1, x2) ∈ X2.
Niech (x1, x2) := ((y1, i1), (y2, i2)) ∈ X2 oraz (z1, z2) := ((u1, k1), (u2, k2)) ∈ X2\F . Dla
k1 6= k2, otrzymujemy
ρc(qj(x1, x2, t, θ), (z1, z2)) ­ c(δ(j, k1) + δ(j, k2)) ­ c dla j ∈ I, t ∈ R+.
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Zatem dla γ ∈ (0, c) mamy
qj(x1, x2, t, θ) 6∈ B((z1, z2), γ) dla każdego j ∈ I oraz t ∈ R+.
Stąd Γt(x1, x2, B((z1, z2), γ)) = 0 dla wszystkich t ∈ R+, a w konsekwencji
Q(x1, x2, B((z1, z2), γ)) = 0.
Zatem (z1, z2) ∈ X2\ supp Q(x1, x2, ·) co wobec dowolności wyboru (z1, z2) ∈ X2\F dowodzi,
że supp Q(x1, x2, ·) ⊂ F dla każdego (x1, x2) ∈ X2.
Rozważmy łańcuch sprzęgający {(X1n, X2n)}n∈N0 dla P o takiej funkcji przejścia B, że
Q ¬ B. Niech
τ = inf{n ∈ N0 : (X1n, X2n) ∈ F, V (X1n) + V (X2n) < R}.
Zdefiniujmy funkcję Lapunowa V : X2 → R+ postaci
V (x1, x2) = V (x1) + V (x2) dla (x1, x2) ∈ X2.
Ponieważ V (x1, x2) < R dla (x1, x2) ∈ F , otrzymujemy
τ = inf{n ∈ N0 : V (X1n, X2n) < R}.
Korzystając z (1.6), mamy
BV (x1, x2) ¬ V (x1, x2) + 2b dla (x1, x2) ∈ X2.
Ostatecznie, na mocy lematu 1.26, założenie (B2) twierdzenia 1.25 jest spełnione.
Krok 3. Niech (x1, x2) := ((y1, i1), (y2, i2)) ∈ F . Z założenia (A3) mamy
Γtρc(x1, x2) =
∫
Θ
ρc(qj(x1, x2, t, θ))pθ(x1, x2, t)
[∑
j∈I
pij(x1, x2, t, θ)
]
∆(dθ)
¬
∫
Θ
ρ(qθ(Si1(t, y1)), qθ(Si2(t, y2)))pθ(Si1(t, y1)) ∆(dθ)
¬ Lqρ(Si1(t, y1), Si2(t, y2)) dla t ∈ R+.
(2.34)
Dla i1 6= i2 mamy (x1, x2) ∈ F\F1 = F2, a stąd L(y2) ¬ ML. Na mocy założeń (A2) i (A2′)
otrzymujemy
ρ(Si1(t, y1), Si2(t, y2)) ¬ Leαtρ(y1, y2) + tMLδ(i1, i2) dla t ∈ R+. (2.35)
Zatem z oszacowania (2.34) wynika, że
Γtqc(x1, x2) ¬ Lq(Leαtρ(y1, y2) + tMLδ(i1, i2)) dla t ∈ R+. (2.36)
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Mając teraz na uwadze założenia (2.2) oraz (2.29) otrzymujemy, że
Qqc(x1, x2) ¬
∫ ∞
0
λ(Si(t, y))e−L(t,y,i) Γtqc(x1, x2)dt
¬
∫ ∞
0
λe−λt Γtqc(x1, x2)dt
¬ λLLq
[ ∫ ∞
0
e(α−λ)t dt ρ(y1, y2) +
ML
L
∫ ∞
0
teλt dt δ(i1, i2)
]
¬ λLLq
λ− α(ρ(y1, y2) +
(λ− α)ML
λ2L
δ(i1, i2)) ¬ qρc(x1, x2).
Krok 4. Niech T ⊂ R+ będzie ograniczonym zbiorem o dotatniej mierze Lebesgue’a, dla
którego zachodzi (2.30) oraz niech
δ := δpiδp
∫
T
λe−λtdt.
Korzystając z (2.7) oraz (2.30) otrzymujemy
LLqe
αt ¬ a dla t ∈ T. (2.37)
Niech (x1, x2) = ((y1, i1), (y2, i2)) ∈ F . Zdefiniujmy zbiór
U := {(u1, u2) ∈ X2 : ρc(u1, u2) ¬ aρc(x1, x2).}
Pokażemy, że Q(x1, x2, U) ­ δ. Rozważmy w tym celu zbiory postaci:
R1(t) = {θ ∈ Θ : ρ(qθ(Si1(t, y1)), qθ(Si2(t, y2))) ¬ Lqρ(Si1(t, y1), Si2(t, y2))},
R2(t) = {θ ∈ Θ : ρ(qθ(Si1(t, y1)), qθ(Si2(t, y2))) ¬ aρc(x1, x2)}.
Pokażemy, że dla dowolnego t ∈ T zachodzi inkluzja R1(t) ⊂ R2(t). W tym celu ustalmy
t ∈ T oraz θ ∈ R1(t). Korzystając z założenia (A3) oraz biorąc pod uwagę oszacowania
(2.35), (2.37) i warunek (2.29) otrzymujemy
ρ(qθ(Si1(t, y1)), qθ(Si2(t, y2))) ¬ Lqρ(Si1(t, y1), Si2(t, y2))
¬ LqLeαtρ(y1, y2) + LqML supTδ(i1, i2)
¬ aρ(y1, y2) + λLLq
λ− α
(λ− α)ML
λL
supTδ(i1, i2)
¬ aρ(y1, y2) + acδ(i1, i2) = aρc(x1, x2),
co dowodzi postulowanej inkluzji.
Ponieważ R2(t) = {θ ∈ Θ : qj(x1, x2, t, θ) ∈ U}, więc
1U(qj(x1, x2, t, θ)) = 1R2(t)(θ) ­ 1R1(t)(θ).
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Zważywszy zatem na fakt, iż R1(t) = Θ(Si1(t, y1), Si2(t, y2)) oraz założenie (2.32), otrzymu-
jemy
Γt(x1, x2, U) =
∑
j∈I
∫
Θ
1U(qj(x1, x2, t, θ))pij(x1, x2, t, θ)pθ(x1, x2, t) ∆(dθ)
­ δpi
∫
R1(t)
pθ(x1, x2, t)∆(dθ) = δpiδp.
Ostatecznie, korzystając z (2.2) otrzymujemy
Q(x1, x2, U) ­
∫
T
λ(x1, x2, t)L(x1, x2, t)Γt(x1, x2, U)dt
­ δpiδp
∫
T
λe−λtdt = δ,
co kończy dowód warunku (B4).
Krok 5. Ustalmy (x1, x2) := ((y1, i1), (y2, i2)) ∈ F oraz przyjmijmy oznaczenia
z1(t) := Si1(t, y1) oraz z2(t) := Si2(t, y2) dla t ∈ R+.
Wykorzystując nierówność
(u1 ∧ u2)(v1 ∧ v2) ­ u1v1 − u1|v1 − v2| − v1|u1 − u2| (2.38)
otrzymujemy następujące oszacowanie dla Γt(x1, x2, X2), mianowicie
Γt(x1, x2, X2) =
∑
j∈I
pij(x1, x2, t, θ)pθ(x1, x2, t)∆(dθ)
­∑
j∈I
∫
Θ
pii1j(qθ(z1(t)))pθ(z1(t)) ∆(dθ)
−∑
j∈I
∫
Θ
pii1j(qθ(z1(t)))|pθ(z1(t))− pθ(z2(t))|∆(dθ)
−∑
j∈I
∫
Θ
|pii1j(qθ(z1(t)))− pii2j(qθ(z2(t)))|pθ(z1(t)) ∆(dθ).
Oczywiście
C1(t) =
∑
j∈I
∫
Θ
pii1j(qθ(z1(t)))pθ(z1(t)) ∆(dθ) = 1 dla każdego t ∈ R+.
Wobec założenia (A5) otrzymujemy
C2(t) =
∑
j∈I
∫
Θ
pii1j(qθ(z1(t)))|pθ(z1(t))− pθ(z2(t))|∆(dθ) =
∫
Θ
|pθ(z1(t))− pθ(z2(t))|∆(dθ)
¬ Lpρ(z1(t), z2(t)).
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Z kolei, z założeń (A3) oraz (A5) mamy
C3(t) =
∑
j∈I
∫
Θ
|pii1j(qθ(z1(t)))− pii2j(qθ(z2(t)))|pθ(z1(t)) ∆(dθ)
¬
∫
Θ
[∑
j∈I
|pii1j(qθ(z1(t)))− pii1j(qθ(z2(t)))|
]
pθ(z1(t)) ∆(dθ)
+ δ(i1, i2)
∫
Θ
[∑
j∈I
|pii1j(qθ(z2(t)))− pii2j(qθ(z2(t)))|
]
pθ(z1(t)) ∆(dθ)
¬ Lpi
∫
Θ
ρ(qθ(z1(t)), qθ(z2(t)))pθ(z1(t)) ∆(dθ) + 2δ(i1, i2)
¬ LqLpiρ(z1(t), z2(t)) + 2δ(i1, i2).
Zatem
Γt(x1, x2, X2) ­ C1(t)− C2(t)− C3(t)
­ 1− (Lp+ LqLpi)ρ(Si1(t, y), Si2(t, y))− 2δ(i1, i2)
­ 1− (Lp+ LqLpi + 1) [ρ(Si1(t, y), Si2(t, y)) + 2δ(i1, i2)] .
Zestawiając powyższe oszacowanie z (2.36) otrzymujemy
Γt(x1, x2, X2) ­ 1− L(Lp + LqLpi + 1)
[
eαtρ(y1, y2) +
tML + 2
L
δ(i1, i2)
]
. (2.39)
Korzystając po raz kolejny z nierówności (2.38) mamy∫ ∞
0
λ(x1, x2, t)L(x1, x2, t) dt ­
∫ ∞
0
λ(z1(t))e
−
∫ t
0
λ(z1(s)) ds dt
−
∫ ∞
0
λ(z1(t))
∣∣∣∣e− ∫ t0 λ(z1(s)) ds − e− ∫ t0 λ(z2(s)) ds∣∣∣∣ dt− ∫ ∞
0
e−
∫ t
0
λ(z1(s)) ds|λ(z1(t))− λ(z2(t))| dt.
(2.40)
Przyjmując
I1 =
∫ ∞
0
λ(z1(t))e
−
∫ t
0
λ(z1(s)) ds dt
otrzymujemy, że
I1 = −
∫ ∞
0
d
dt
e−
∫ t
0
λ(z1(s)) ds = 1. (2.41)
Niech
I2 :=
∫ ∞
0
λ(z1(t))
∣∣∣∣e− ∫ t0 λ(z1(s)) ds − e− ∫ t0 λ(z2(s)) ds∣∣∣∣ dt.
Korzystając z nierówności
|eu − ev| ¬ emax(u,v)|u− v| dla u, v ∈ R,
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otrzymujemy
I2 ¬ λ
∫ ∞
0
e
max
(
−
∫ t
0
λ(z1(s)) ds, −
∫ t
0
λ(z2(s)) ds
) [∫ t
0
|λ(z1(s))− λ(z2(s))| ds
]
dt.
Korzystając teraz z założenia (A4) oraz (2.2) dostajemy
I2 ¬ λLλ
∫ ∞
0
e−λt
[∫ t
0
ρ(Si1(s, y1), Si2(s, y2)) ds
]
dt.
Zestawiając powyższe oszacowanie z założeniami (A2) i (A2
′
) mamy
I2 ¬ λLλ
∫ ∞
0
e−λt
[∫ t
0
(Leαsρ(y1, y2) +MLs δ(i1, i2)) ds
]
dt
¬ λLλ
∫ ∞
0
e−λt
[
L
α
(eαt − 1)ρ(y1, y2) + ML2 t
2δ(i1, i2)
]
dt
= λLλ
[
L
α
∫ ∞
0
(e(α−λ)t − e−λt) dt ρ(y1, y2) + ML2
∫ ∞
0
t2e−λt dt δ(i1, i2)
]
= λLλ
[
L
λ(λ− α)ρ(y1, y2) +
ML
λ3
δ(i1, i2)
]
=
λLLλ
λ(λ− α)
[
ρ(y1, y2) +
ML(λ− α)
Lλ2
δ(i1, i2)
]
,
co wraz z założeniem (2.29) daje
I2 ¬ λLLλ
λ(λ− α)ρc(x1, x2). (2.42)
Niech
I3 :=
∫ ∞
0
e−
∫ t
0
λ(z1(s)) ds|λ(z1(t))− λ(z2(t))| dt.
Korzystając kolejno z (2.2), (A4) oraz (A2) i (A2
′
) dostajemy
I3 ¬ Lλ
∫ ∞
0
e−λtρ(Si1(t, y1), Si2(t, y2))dt
¬ Lλ
∫ ∞
0
e−λt(Leαtρ(y1, y2) +MLtδ(i1, i2))dt
¬ Lλ L
λ− α
(
ρ(y1, y2) +
ML
λ2
δ(i1, i2)
)
¬ LLλ
λ− α
(
ρ(y1, y2) +
ML(λ− α)
Lλ2
δ(i1, i2)
)
.
Zatem, biorąc pod uwagę (2.29), widzimy, że
I3 ¬ LLλ
λ− αρc(x1, x2) ¬
λLLλ
λ(λ− α)ρc(x1, x2). (2.43)
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Korzystając kolejno z (2.40), (2.41), (2.42) oraz (2.43) otrzymujemy
∫ ∞
0
λ(x1, x2, t)L(x1, x2, t) dt ­ 1− 2λLLλ
λ(λ− α)ρc(x1, x2).
Biorąc teraz pod uwagę otrzymaną wyżej nierówność oraz założenie (2.2) i oszacowanie
(2.39), mamy
Q(x1, x2, X2) =
∫ ∞
0
λ(x1, x2, t)L(x1, x2, t)Γt(x1, x2, X2) dt
­ 1− 2λLLλ
λ(λ− α)ρc(x1, x2)−
∫ ∞
0
λ eλtL(Lp + LqLpi + 1)
[
eαtρ(y1, y2) +
tML + 2
L
δ(i1, i2)
]
dt.
Zdefiniujmy
I0 :=
∫ ∞
0
λ eλtL(Lp + LqLpi + 1)
[
eαtρ(y1, y2) +
tML + 2
L
δ(i1, i2)
]
dt.
Po obliczeniu całki oraz zastosowaniu (2.29) otrzymujemy
I0 = λL(Lp + LqLpi + 1)
[
1
λ− αρ(y1, y2) +
(
ML
Lλ2
+
2
Lλ
)
δ(i1, i2)
]
=
λL(Lp + LqLpi + 1)
λ− α
[
ρ(y1, y2) +
(
(λ− α)ML
Lλ2
+
2(λ− α)
Lλ
)
δ(i1, i2)
]
­ λL(Lp + LqLpi + 1)
λ− α ρc(x1, x2).
Ostatecznie wnioskujemy, że
Q(x1, x2, X2) ­ 1−
(
2λLLλ
λ(λ− α) +
L(Lp + LqLpi + 1)
λ− α
)
ρc(x1, x2)
co stanowi treść warunku (B5). Dowód twierdzenia jest zatem ukończony.
Wnioskiem z powyższego twierdzenia jest mocne prawo wielkich liczb dla pewnych funk-
cjonałów łańcucha Markowa o funkcji przejścia zadanej wzorem (2.4). Dowód przeprowadzi-
my w oparciu o twierdzenie 1.27 autorstwa A. Shirikyana, będącego pewną wersją prawa
wielkich liczb.
Wniosek 2.7.
lim
n→∞
1
n
n−1∑
k=0
f(Yk, ξk) = 〈f, µ∗〉 probx − p.n.,
gdzie µ∗ jest niezmienniczą miarą probabilistyczną dla operatora (·)P postaci (2.28).
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Dowód. Udowodnimy powyższy wniosek, wykazując, że spełnione są warunki twierdzenia
1.27. Na mocy twierdzenia 2.6 wnioskujemy, że dla operatora Markowa (·)P istnieje miara
niezmiennicza µ∗ ∈M1(X). Stąd warunek (C1) twierdzenia 1.27 jest spełniony.
Ponadto, twierdzenie 2.6 gwarantuje istnienie takich stałych C ∈ R oraz β ∈ [0, 1), że
∣∣∣∣∣∣δ(y,i)P n − µ∗∣∣∣∣∣∣
FM
¬ Cβn(ρ(y∗, y) + 1) dla każdego (y, i) ∈ X,
gdzie y∗ ∈ Y jest punktem określonym w założeniu (A1). Istotnie, niech x¯ = (y, i) ∈ X oraz
x∗ = (y∗, i∗), gdzie i∗ ∈ I. Korzystając z twierdzenia 2.6, dla µ = δx¯ otrzymujemy
||δx¯P n − µ∗||FM ¬ Cβn
[
ρc(x∗, x¯) +
∫
X
ρc(x∗, x)µ∗(dx) + 1
]
¬ Cβn
(
ρ(y∗, y) + c+D + 1
)
¬ C(c+D + 1)βn(ρ(y∗, y) + 1),
gdzie D =
∫
X ρc(x∗, x)µ∗(dx) oraz C = C(x + D + 1). Zdefiniujmy funkcję g : X → R
następująco:
g(y, i) = V (y, i) + 1 dla (y, i) ∈ X,
gdzie V dana jest wzorem (2.8). Wówczas, dla każdej ograniczonej funkcji lipschitzowskiej f
oraz (y, i) ∈ X zachodzi nierówność:
|P nf(y, i)− 〈f, µ∗〉| ¬ Cβng(y, i)(||f ||+ |f |Lip).
Wystarczy bowiem zauważyć, że dla f¯ := f/(||f ||+ |f |Lip) mamy f¯ ∈ FρcFM(X), skąd
|P nf¯(x¯)−
〈
f¯ , µ∗
〉
| ¬ ||δx¯P − µ∗||FM .
Wobec tego warunek (C2) jest spełniony.
Korzystając z lematu 2.1 wnioskujemy, że istnieją takie stałe a ∈ (0, 1), b > 0, że
PV (y, i) ¬ aV (y, i) + b dla każdego (y, i) ∈ X. Zatem
P nV (y, i) ¬ anV (y, i) + b
n−1∑
k=0
ak ¬ V (y, i) + b
1− a dla (y, i) ∈ X, n ∈ N.
Na podstawie powyższego oszacowania otrzymujemy
E(y,i)(g(Yn, ξn)) = P ng((y, i)) = P nV ((y, i)) + 1 ¬ V (y, i) + 1 + b1− a dla (y, i) ∈ X.
Stąd, przyjmując h(y, i) := V (y, i) + 1 + b(1− a)−1 dla (y, i) ∈ X, stwierdzamy, że warunek
(C3) również zachodzi, co kończy dowód.
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3 Zastosowanie uzyskanych wyników do stochastycz-
nego równania z zaburzeniem i poissonowskim
3.1 Miary losowe oraz proces punktowy Poissona
Niech będą dane: przestrzeń mierzalna (S,ΣS) oraz przestrzeń probabilistyczna (Ω,F , prob).
Definicja 3.1. Odwozorowanie m : ΣS × Ω→ [0,∞] nazywamy miarą losową, jeżeli:
i) dla każdego A ∈ ΣS, odwzorowanie m(A, ·) : Ω→ [0,∞] jest zmienną losową,
ii) dla każdego ω ∈ Ω, odwzorowanie m(·, ω) : ΣS → [0,∞] jest miarą σ− skończoną.
Definicja 3.2. Miarę losową m : ΣS × Ω → [0,∞] nazywamy miarą losową Poissona z
intensywnością λm : ΣS → [0,∞], gdy:
i) dla każdego A ∈ ΣS, zmienna losowa m(A, ·) ma rozkład Poissona z wartością średnią
E[m(A, ·)] = λm(A), czyli
prob(m(A, ·) = k) = λ
k
m(A)
k!
e−λm(A) dla każdego k ∈ N0;
ii) dla dowolnych parami rozłącznych zbiorów A1, . . . , An ∈ ΣS, zmienne losowe
m(A1, ·), . . . ,m(An, ·) są niezależne.
Uwaga 3.3. W powyższej definicji przyjmujemy, że 0·∞ := 0. W konsekwencji, gdy λm(A) =
∞ dla A ∈ ΣS, to prob(m(A, ·) = k) = 0 dla każdego k ∈ N0, a wtedy m(A, ·) = 0 prob −
p.n.
Rozważmy przestrzenie mierzalne (Θ,ΣΘ) oraz (SΘ,ΣSΘ), gdzie SΘ := R+ × Θ oraz
ΣSΘ := B(R+)× ΣΘ.
Definicja 3.4. Odwzorowanie p : Dp → Θ nazywamy funkcją punktową, jeżeli zbiór Dp
jest przeliczalnym podzbiorem (0,∞). Zbiór wszystkich funkcji punktowych o wartościach
w zbiorze Θ oznaczamy symbolem Π(Θ).
Z każdą funkcją punktową p ∈ Π(Θ) możemy związać miarę liczącą Np : ΣSΘ → N0∪{∞}
daną wzorem
Np([0, t]× A) := card{s ∈ Dp : s ¬ t, p(s) ∈ A} dla t > 0 oraz A ∈ ΣΘ.
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Dla każdej funkcji p : Ω→ Π(Θ) rozważmy odwzorowanie Np : ΣSΘ ×Ω→ N∪{∞} postaci
Np(B,ω) := Np(ω)(B) dla B ∈ ΣSΘ oraz ω ∈ Ω.
W przypadku, gdy B = [0, t]×A, gdzie A ∈ ΣΘ i t > 0, zamiast Np([0, t]×A) będziemy pisać
Np(t, A). Jeżeli odwzorowanie Np jest miarą losową (Poissona), to funkcję p : Ω → Π(Θ)
nazywamy procesem punktowym (Poissona). Wówczas Np nazywana jest losową miarą liczącą
(Poissona). Przez intensywność punktowego procesu Poissona p rozumiemy intensywność
miary Poissona Np, to jest λNp(B) = E[Np(B, ·)] dla B ∈ ΣSΘ . Jeżeli
λNp([0, t]× A) = tκ(A) dla t > 0, A ∈ ΣΘ,
dla pewnej nieujemnej miary κ na ΣΘ, to p nazywamy stacjonarnym procesem Poissona, o
mierze charakterystycznej κ.
Dowód poniższego twierdzenia znajduje się w książce [33].
Twierdzenie 3.5. Niech κ : ΣSΘ → R+ będzie dowolną miarą σ−skończoną. Wówczas na
pewnej przestrzeni probabilistycznej (Ω,F , prob) istnieje stacjonarny proces punktowy Poisso-
na p : Ω→ Π(Θ), dla którego κ jest miarą charakterystyczną. Jeżeli κ jest miarą skończoną,
to proces ten można zdefiniować w taki sposób, że dla każdego ω ∈ Ω, p(ω) : Dp(ω) → Θ oraz
p(ω)(τn(ω)) := ηn(ω) dla ω ∈ Ω,
gdzie Dp(ω) = {τn(ω) : n ∈ N} oraz
i) τn : Ω → R+, n ∈ N, tworzą ściśle rosnący ciąg zmiennych losowych, a przyrosty
∆τn := τn − τn−1, τ 0 = 0 są niezależne oraz mają jednakowy rozkład wykładniczy ze
stałą κ(Θ);
ii) ηn : Ω → R+, n ∈ N, tworzą ciąg niezależnych zmiennych losowych o wspólnym
rozkładzie κ/κ(Θ) o tej własności, że {τn}n∈N oraz {ηn}n∈N są niezależne.
W szczególności, losowa miara licząca Poissona odpowiadająca procesowi p ma postać:
Np(t, A) =
∞∑
n=1
1{τn¬t,ηn∈A} dla t ∈ R+, A ∈ ΣΘ, (3.1)
oraz Np(t, A) <∞ prob − p.n. dla każdego t ∈ R+ oraz A ∈ ΣΘ.
Jeżeli losowa miara licząca ma postać (3.1), to dla każdego A ∈ ΣΘ, zmienne τn można
postrzegać jako momenty skoków procesu {Np(t, A)}t∈R+ .
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Rozważmy teraz przestrzeń Banacha (H, ||·||) oraz proces punktowy p : Ω → Π(Θ).
Ponadto, w przestrzeni probabilistycznej (Ω,F , prob) rozważmy taką filtrację {Ft(p)}t∈R+ ⊂
F , że Np(t, A) jest Ft(p) − mierzalne dla każdego A ∈ ΣΘ.
Symbolem G(p) oznaczmy zbiór wszystkich funkcji F : R+ × Θ× Ω→ H spełniających
warunki:
i) dla każdego (θ, ω) ∈ Θ× Ω, odwzorowanie t→ F (t, θ, ω) jest prawostronnie ciągłe,
ii) dla każdego t > 0, odwzorowanie Θ × Ω 3 (θ, ω) → F (t, θ, ω) jest B(H) × Ft(p)
−mierzalne.
Dla każdego t > 0 oraz dowolnej funkcji F ∈ G(p) spełniającej warunek
∑
{s∈Dp(·):s¬t}
||F (s,p(·)(s), ·)|| <∞ prob − p.n.,
możemy zdefiniować całkę z funkcji F względem miary Np w następujący sposób∫ t
0
∫
Θ
F (s, θ, ·)Np(ds, dθ) :=
∑
{s∈Dp(·):s¬t}
F (s,p(·)(s), ·) prob − p.n. (3.2)
Dalej, zdefiniujmy całkę względem Np(Λ(ds), dθ), gdzie (Λ(t))t∈R+ jest procesem stochastycz-
nym o wartościach rzeczywistych oraz ściśle rosnących trajektoriach, spełniającym warunki:
Λ(0) = 0 i Dp(ω) ⊂ {Λ(t)(ω) : t > 0} dla każdego ω ∈ Ω.
W tym celu rozważmy odwzorowanie pΛ : Ω → Π(Θ), gdzie pΛ(ω) : DpΛ(ω) → Θ, dane
wzorem
pΛ(ω)(s) := p(ω)(Λ(s)(ω)), s ∈ DpΛ(ω) :=
⋃
s∈Dp(ω)
{s > 0 : Λ(s)(ω) = s} (3.3)
dla każdego ω ∈ Ω. Wówczas
Np(Λ(t), A) = card {s ∈ Dp : s ¬ Λ(t),p(s) ∈ A}
= card {s ∈ DpΛ : Λ(s) ¬ Λ(t),p(Λ(s)) ∈ A}
= card {s ∈ DpΛ : s ¬ t,p(s) ∈ A} = NpΛ(t, A).
Wobec tego, biorąc pod uwagę (3.2), dla funkcji F ∈ G(pΛ), naturalnym będzie przyjąć
następującą definicję:∫ t
0
∫
Θ
F (s, θ, ·)Np(Λ(ds), dθ) :=
∑
{s∈DpΛ(·) :s¬t}
F (s,pΛ(·)(s), ·) prob − p.n. (3.4)
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3.2 Opis modelu
Niech (H, 〈·|·〉) będzie ośrodkową przestrzenią Hilberta z normą ||·|| indukowaną przez iloczyn
skalarny 〈·|·〉, a Y dowolnym niepustym i domkniętym podzbiorem przestrzeni H. Dalej,
rozważmy skończony zbiór I = {1, . . . , N} oraz macierz prawdopodobieństw złożoną z funkcji
ciągłych piij : Y → [0, 1], i, j ∈ I. Ponadto, niech Θ będzie dowolnie ustalonym przedziałem
zwartym, zaś κ : B(Θ)→ [0, 1] miarą probabilistyczną o ciągłej gęstości h : Θ→ R+, tzn.
κ(A) :=
∫
A
h(θ)dθ dla A ∈ B(Θ).
Załóżmy ponadto, że dane są odwzorowania σ : Y ×Θ→ Y, λ : Y → (0,∞) oraz a : Y ×I →
Y , które spełniają następujące warunki:
(W0) λ spełnia (2.2);
(W1) σ jest odwzorowaniem ciągłym;
(W2) istnieje Lσ > 0 taka, że∫
Θ
||σ(y1, θ)− σ(y2, θ)||κ(dθ) ¬ Lσ ||y1 − y2|| dla wszystkich y1, y2 ∈ Y ;
(W3) odwzorowania a(·, i), i ∈ I, są ograniczone na zbiorach ograniczonych oraz spełniają
warunki:
(W3.1) istnieje taka stała α < λ − (2 + Lσ)λ, że każda funkcja a(·, i), i ∈ I jest
α−dysypatywna, to znaczy, dla dowolnych y1, y2 ∈ Y zachodzi nierówność
〈a(y1, i)− a(y2, i)|y1 − y2〉 ¬ α ||y1 − y2||2 ;
(W3.2) istnieje takie T > 0, że zbiór Y zawiera się w zbiorze wartości funkcji idY −ta(·, i)
dla wszystkich t ∈ (0, T ) oraz i ∈ I;
(W4) istnieje taka stała Lλ > 0, że
|λ(y1)− λ(y2)| ¬ Lλ ||y1 − y2|| dla y1, y2 ∈ Y ;
(W5) istnieje taka stała Lpi > 0, że
∑
j∈I
|piij(y1)− piij(y2)| ¬ Lpi ||y1 − y2|| dla y1, y2 ∈ Y, i ∈ I;
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(W6) istnieją takie stałe δpi > 0 oraz δh > 0, że∑
j∈I
min{pii1j(y1), pii2j(y2)} ­ δpi dla y1, y2 ∈ Y, i1, i2 ∈ I
oraz
κ({θ ∈ Θ : ||σ(y1, θ)− σ(y2, θ)|| ¬ ||y1 − y2||}) ­ δh dla y1, y2 ∈ Y.
Rozważmy stochastyczne równanie różniczkowe postaci
dY (t) = a (Y (t), ξ(t)) dt+
∫
Θ
σ(Y (t), θ)Np(Λ(dt), dθ) (3.5)
z warunkiem początkowym
Y (0) = Y0, (3.6)
gdzie proces {Y (t)}t∈R+ przyjmuje wartości w przestrzeni Y oraz (3.6)
Λ(t) =
∫ t
0
λ(Y (s))ds,
ξ(t) = ξn jeżeli tylko Np(Λ(t),Θ) = n, n ∈ N0 dla t ∈ R+.
(3.7)
Zakładamy, że Y0,p oraz ξn, n ∈ N0, są zmiennymi losowymi określonymi na pewnej prze-
strzeni probabilistycznej (Ω,F , prob) w następujący sposób:
1. (Y0, ξ0) : Ω→ Y × I jest zmienną losową o ustalonym rozkładzie;
2. p : Ω → Π(Θ) jest stacjonarnym procesem Poissona z miarą charakterystyczną κ.
Zgodnie z twierdzeniem 3.5 możemy przyjąć, że proces ten wyznaczony jest przez ciągi
zmiennych losowych {τn}n∈N0 oraz {ηn}n∈N0 spełniające warunki (i) i (ii) (podane w
wypowiedzi tego twierdzenia), w taki sposób, że
p(ω)(τn(ω)) = ηn(ω) dla ω ∈ Ω. (3.8)
W szczególności {ηn}n∈N jest wówczas ciągiem niezależnych zmiennych losowych o war-
tościach w przedziale Θ oraz o wspólnej gęstości h;
3. {ξn}n∈N jest ciągiem zmiennych losowych o wartościach w zbiorze I oraz o rozkładach
warunkowych
prob(ξn = j|Y (τn) = y, ξn−1 = i) = piij(y) dla i, j ∈ I, y ∈ Y,
gdzie τn : Ω → R+, n ∈ N, są momentami skoków procesu {NpΛ(t, ·)}t­0 odpowiada-
jącym procesowi Poissona pΛ postaci (3.3), czyli
Λ(τn) = τn dla n ∈ N0. (3.9)
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Przez rozwiązanie problemu (3.5)−(3.7) będziemy rozumieć taki proces {Y (t)}t∈R+ o wła-
sności cadlag (tzn. o prawostronnie ciągłych trajektoriach posiadających w każdym punkcie
lewostronne granice), że
Y (t) = Y0 +
∫ t
0
a(Y (s), ξ(s))ds+
∫ t
0
∫
Θ
σ(Y (s−), θ)Np(Λ(ds), dθ), (3.10)
gdzie {Λ(t)}t∈R+ oraz {ξ(t)}t∈R+ spełniają warunki (3.7).
Ponieważ τn, n ∈ N, są momentami skoków procesu {NpΛ(t, ·)}t∈R+ oraz Np(t, ·) =
NpΛ(t, ·) dla każdego t ∈ R+, więc warunek (3.7), określający proces {ξ(t)}t∈R+ , można
równoważnie zapisać w postaci:
ξ(t) = ξn dla t ∈ [τn, τn+1), n ∈ N0. (3.11)
Mając na uwadze definicję procesu pΛ, wyrażoną poprzez formułę (3.3), oraz tożsamości (3.8)
i (3.9) widzimy, że
DpΛ(ω) = {τn(ω) : n ∈ N},
pΛ(ω)(τn(ω)) = p(ω)(τn(ω)) = ηn(ω) dla ω ∈ Ω, n ∈ N.
Wobec tego, stosując definicję całki (3.4) dla F (s, θ, ω) := σ(Y (s−)(ω), θ) otrzymujemy∫ t
0
∫
Θ
σ(Y (s−), θ)Np(Λ(ds), dθ) =
∑
{s∈DpΛ :s¬t}
σ(Y (s−),pΛ(s))
=
∑
{n∈N:τn¬t}
σ(Y (τn−), ηn).
(3.12)
Dla każdego i ∈ I rozważmy teraz problem Cauchy’ego postaci
v′(t) = a(v(t), i), v(0) = y, gdzie y ∈ Y. (3.13)
Założenie (W3) gwarantuje, że dla każdego i ∈ I oraz y ∈ Y zagadnienie (3.13) ma dokładnie
jedno rozwiązanie t→ Si(t, y), a generowany przezeń potok Si spełnia warunki:
||Si(t, y1)− Si(t, y2)|| ¬ eαt ||y1 − y2|| dla y1, y2 ∈ Y, (3.14)
||Si(t, y)− y|| ¬ t ||a(y, i)|| dla y ∈ Y. (3.15)
Stwierdzenie to jest konsekwencją pewnych ogólnych rezultatów odnoszących się do dysy-
patywnych równań różniczkowych w przestrzeniach Hilberta (lub ogólniej, w przestrzeniach
refleksywnych). Jego uzasadnienie może stanowić [17, Theorem 5.11], gwarantujące istnienie
i jedyność rozwiązań dla pewnej klasy równań dysypatywnych, w połączeniu z [17, Theorem
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5.3] (twierdzenie Crandalla–Liggetta), które zapewnia, iż potoki opisujące ewolucję równań
tej klasy wykazują pewne szczególne właściwości, których konsekwencją są wyżej podane wa-
runki (3.14) i (3.15). Poniżej przytaczamy twierdzenie, które stanowi połączenie tych dwóch
rezultatów.
Twierdzenie 3.6. Niech A : Y → H będzie operatorem η −dysypatywnym dla pewnego
η ¬ 0, tzn.
〈Ay1 − Ay2|y1 − y2〉 ¬ η||y1 − y2||2 dla dowolnych y1, y2 ∈ Y.
Ponadto, załóżmy, że dla pewnego T > 0 zachodzi
Y ⊂ (idY −tA)(Y ) dla wszystkich t ∈ (0, T ).
Wówczas, dla każdego y ∈ Y , problem Cauchy’ego
u′(t) = Au(t), t ∈ R+, u(0) = y,
ma dokładnie jedno rozwiązanie uy : R+ → Y , a generowany przez niego potok S : R+×Y →
Y , dany wzorem S(t, y) = uy(t), spełnia warunki:
||S(t, x)− S(t, y)|| ¬ eηt ||x− y|| dla t ∈ R+, x, y ∈ Y
oraz
||S(t, y)− S(s, y)|| ¬ (t− s)eηs ||Ay||
dla s ∈ [0, t] oraz y ∈ Y.
Biorąc pod uwagę powyższe rozumowanie wykażemy, że proces postaci
Y (t) := Sξn(t− τn, Y (τn)) dla t ∈ [τn, τn+1), (3.16)
gdzie
Y (τn) := Y (τn−) + σ(Y (τn−), ηn). (3.17)
jest rozwiązaniem problemu (3.5)− (3.7). W tym celu symbolem U(t) oznaczmy prawą stro-
nę (3.10). Rozumując indukcyjnie, przypuśćmy, że równość ta jest spełniona dla pewnego,
dowolnie ustalonego n ∈ N. Wówczas korzystając z założenia indukcyjnego oraz (3.12) otrzy-
mujemy
U(τn+1) = Y (τn) +
∫ τn+1
τn
a(Y (s), ξ(s))ds+ σ(Y (τn+1−), ηn+1).
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Korzystając z (3.11) oraz podstawiając u = s− τn mamy∫ τn+1
τn
a(Y (s), ξ(s))ds =
∫ τn+1
τn
a(Sξn(s− τn, Y (τn)), ξn) ds
=
∫ ∆τn+1
0
a(Sξn(u, Y (τn)), ξn)du
=
∫ ∆τn+1
0
d
du
Sξn(u, Y (τn))du
= Sξn(∆τn+1, Y (τn))− Sξn(0, Y (τn)) = Y (τn+1−)− Y (τn),
co w konsekwencji daje
U(τn+1) = Y (τn+1−) + σ(Y (τn+1−), ηn+1) = Y (τn+1).
Ustalmy teraz dowolne n ∈ N. Wówczas, dla każdego t ∈ [τn, τn+1), otrzymujemy
U(t) = U(τn) +
∫ t
τn
a(Y (s), ξ(s))ds = Y (τn) +
∫ t
τn
a(Sξn(s− τn, Y (τn)), ξn)ds
= Y (τn) +
∫ t−τn
0
a(Sξn(u, Y (τn)), ξn)du
= Y (τn) +
∫ t−τn
0
d
du
Sξn(u, Y (τn))du = Sξn(t− τn, Y (τn)) = Y (t).
Stąd Y (t) spełnia równanie (3.10) dla każdego t ∈ R+ i tym samym proces {Y (t)}t∈R+ jest
rozwiązaniem zagadnienia (3.5)−(3.7).
3.3 Ergodyczność operatora skoku związanego z pewną wersją sto-
chastycznego równania Poissona
Rozważmy proces {Y (t)}t∈R+ zadany przez (3.16) i (3.17), stanowiący rozwiązanie proble-
mu (3.5) − (3.7), oraz ciąg {(Yn, ξn)}n∈N0 opisujący stany procesu {(Y (t), ξ(t))}t∈R+ tuż po
skokach, tj.
Yn = Y (τn), ξ(t) = ξn dla n ∈ N0. (3.18)
Dodatkowo przyjmijmy, że zmienne losowe Y0, ξ0, τn, ηn oraz ξn, n ∈ N, spełniają założenia
warunkowej niezależności odpowiadające tym, wyszczególnionym na początku rozdziału 2.
Jak nietrudno sprawdzić, ciąg {(Yn, ξn)}n∈N0 jest wówczas jednorodnym łańcuchem Markowa
o przestrzeni fazowej X := Y × I. Naszym celem, stanowiącym zwieńczenie rozdziału 3.,
będzie wykazanie, iż warunki (W0) − (W6), zdefiniowane w paragrafie 3.2, zapewniają
istnienie rozkładu stacjonarnego oraz geometryczną ergodyczność operatora przejścia tego
łańcucha. W realizacji tego celu, posłuży nam twierdzenie 2.6.
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Niech P oznacza funkcję przejścia wspomnianego łańcucha Markowa {(Yn, ξn)}n∈N0 . Wy-
każemy najpierw, że P pokrywa się z jądrem stochastycznym (2.4), stanowiącym przedmiot
rozważań w poprzednich rozdziałach pracy, zdefiniujmy
qθ(y) := y + σ(y, θ) oraz pθ(y) := h(θ) dla y ∈ Y, θ ∈ Θ. (3.19)
Oczywiście Yn, n ∈ N0 spełniają wówczas równość
Yn = qηn(Sξn−1(∆τn, Yn−1)) dla n ∈ N.
Mając na uwadze konstrukcję układu dynamicznego zdefiniowanego w rozdziale drugim,
wystarczy zatem pokazać, że zachodzi warunek (2.3). W tym celu, zauważmy najpierw, że
L(∆τn+1, Yn, ξn) =
∫ ∆τn+1
0
λ(Sξn(s, Yn))ds =
∫ ∆τn+1
τn
λ(Sξn(u− τn, Yn))du
=
∫ ∆τn+1
τn
λ(Y (u))du = Λ(τn+1)− Λ(τn) = ∆τn+1.
Wobec tego, onaczywszy przez H(·, y, i) funkcję odwrotną do L(·, y, i) : R+ → R+ (dla każdej
pary (y, i) ∈ X), możemy napisać:
∆τn+1 = H(∆τn+1, Yn, ξn) dla n ∈ N0.
Stąd otrzymujemy
prob(∆τn+1 ¬ t|Yn = i, ξn = y) = prob(H(∆τn+1, Yn, ξn) ¬ t|Yn = i, ξn = y)
= prob(∆τn+1 ¬ L(t, y, i)) = 1− e−L(t,y,i),
co ostatecznie uzasadnia, że funkcja przejścia łańcucha {(Yn, ξn)}n∈N0 w istocie ma postać
(2.4) i tym samym łańcuch ten można traktować jako szczególny przypadek modelu rozwa-
żanego w poprzedniej części pracy.
Twierdzenie 3.7. Niech funkcje σ : Y × Θ → Y, λ : Y → (0,∞), a : X → Y speł-
niają założenia (W0) − (W6) oraz niech {(Y (t), ξ(t))}t∈R+ będzie procesem stochastycznym
stanowiącym rozwiązanie problemu (3.5) − (3.7). Ponadto, rozważmy łańcuch Markowa
{(Yn, ξn)}n∈N0 zadany przez (3.18) oraz oznaczmy przez P operator przejścia tego łańcucha.
Wówczas, istnieje dokładnie jedna miara niezmiennicza µ∗ ∈ M1(X) dla operatora (·)P .
Ponadto, µ∗ ∈Mρc,11 (X) oraz (dla dostatecznie dużych c) istnieje punkt x∗ ∈ X i takie stałe
C ∈ R, β ∈ [0, 1), że
||µP n − µ∗||FM ¬ Cβn
(∫
X
ρc(x∗, x)(µ+ µ∗)(dx) + 1
)
dla każdej µ ∈Mρc,11 (X) oraz n ∈ N.
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Dowód. Niech funkcje p(θ, ·) i qθ, θ ∈ Θ, będą zadane przez (3.19). Zważywszy na twierdzenie
2.6, wystarczy pokazać, że warunki (A1) − (A5) i (A2′) zachodzą dla stałych L,Lq, λ, λ, α
spełniających nierówność (2.7), zaś piij, i, j ∈ I, oraz p spełniają warunek (2.32). Jak już
wcześniej wspomnieliśmy, twierdzenie 3.6 wraz z założeniem (W3) gwarantują, że potoki Si,
i ∈ I, generowane przez zagadnienie początkowe postaci (3.13), spełniają warunki (3.14)
i (3.15). Stąd łatwo wywnioskować, że warunki (A2) i (A2′) zachodzą dla L = 1, α <
λ− (1 + Lσ)λ oraz L danego wzorem L(y) := maxi∈I ||a(y, i)|| .
Wykażemy teraz, że spełniony jest warunek (A1). Na podstawie (W1), czyli ciągłości σ,
możemy zdefiniować stałą:
M := sup
θ∈Θ
||σ(y∗, θ)|| <∞ dla dowolnie ustalonego y∗ ∈ Y.
Korzystając następnie z (W2) wnioskujemy, że∫
Θ
||qθ(Si(t, y∗))− y∗||h(θ)dθ =
∫
Θ
||Si(t, y∗) + σ(Si(t, y∗), θ)− y∗||h(θ)dθ
¬
∫
Θ
||Si(t, y∗)− y∗||h(θ)dθ +
∫
Θ
||σ(Si(t, y∗), θ)− σ(y∗, θ)||h(θ)dθ
+
∫
Θ
||σ(y∗, θ)||h(θ)dθ ¬ t ||a(y∗, i)||+ Lσt ||a(y∗, i)||+M
¬ (1 + Lσ) max
i∈I
||a(y∗, i)|| t+M dla każdego i ∈ I.
Wobec tego, kładąc K := (1 + Lσ) maxi∈I ||a(y∗, i)|| , otrzymujemy∫ ∞
0
e−λt
∫
Θ
||qθ(Si(t, y∗))− y∗||h(θ)dθdt ¬ K
λ2
+
M
λ
<∞ dla każdego i ∈ I,
co dowodzi, iż spełniony jest warunek (A1).
Na podstawie założenia (W2) otrzymujemy, że∫
Θ
||qθ(y1)− qθ(y2)||h(θ)dθ ¬ ||y1 − y2||+
∫
Θ
||σ(y1, θ)− σ(y2, θ)||κ(dθ)
(1 + Lσ) ||y1 − y2|| ,
co pokazuje, iż (A3) zachodzi ze stałą Lq = 1 + Lσ.
Założenia (W4) i (W5) są równoważne odpowiednio warunkom (A4) i (A5).
Korzystając z (W6) oraz z faktu, że
{θ ∈ Θ : ||σ(y1, θ)− σ(y2, θ)|| ¬ Lσ ||y1 − y2||}
⊂{θ ∈ Θ : ||qθ(y1)− qθ(y2)|| ¬ Lq ||y1 − y2||}
wnioskujemy, że spełniony jest również warunek (2.32). Ponadto, mając na uwadze górne
ograniczenie stałej α, określone przez warunek (W3.1), wnosimy, że
λLLq = λ(1 + Lσ) + α < λ,
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co kończy dowód.
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