Abstract. We present two minimum residual methods for solving sequences of shifted linear systems, the right-preconditioned shifted GMRES and shifted Recycled GMRES algorithms. These methods are compatible with general preconditioning of all systems, and when restricted to right preconditioning, require no extra applications of the operator or preconditioner. These methods perform a minimum residual iteration for the base system while improving the approximations for the shifted systems at little additional cost. The iteration continues until the base system approximation is of satisfactory quality. The method is then recursively called for the remaining unconverged systems. We present both methods inside of a general framework which allows these techniques to be extended to the setting of flexible preconditioning and inexact Krylov methods. We present some analysis of such methods and numerical experiments demonstrating the effectiveness of the algorithms we have derived.
1. Introduction. We develop techniques for solving a family (or a sequence of families) of linear systems in which the coefficient matrices differ only by a scalar multiple of the identity. There are many applications which warrant the solution of a family of shifted linear systems, such as those arising in lattice quantum chromodynamics (QCD) (see, e.g., [9] ) as well as other applications such as Tikhonov-Philips regularization, global methods of nonlinear analysis, and Newton trust region methods [3] . The goal is to develop a framework in which minimum residual methods can be applied to shifted systems in a way that: (a) allows us to exploit the relationships between the coefficient matrices (b) is compatible with general (right) preconditioning.
Consider a family of shifted linear systems, which we parameterize by ℓ, i.e.,
A + σ (ℓ) I x (ℓ) = b for ℓ = 1, . . . , L.
(1.1)
We call the numbers σ (ℓ) L ℓ=1 ⊂ C shifts, A the base matrix, and A + σI a shifted matrix. Systems of the form (1.1) are called shifted linear systems. Krylov subspace methods have been proposed to simultaneously solve this family of systems, see, e.g., [7, 8, 26] . These methods satisfy requirement (a) but are not compatible with general preconditioning strategies, as they rely on the invariance of the Krylov subspace under constant shift of the coefficient matrix; cf. (2.5).
We can introduce an additional parameter i, which indexes a sequence of matrices {A i } ⊂ C n×n , and for each i, we solve a family of the form
Augmented Krylov subspace methods have been proposed for efficiently solving a sequence of linear systems with a slowly changing coefficient matrix, allowing important spectral information generated while solving A i x i = b i to be used to augment the Krylov subspace generated when solving A i+1 x i+1 = b i+1 ; see, e.g., [19, 24, 31] . In cases such as a Newton iteration, these matrices are available one at a time, while in a case such as an implicit time-stepping scheme, the matrix may not change at all. In [28] , the authors explored solving a family of shifted systems over an augmented Krylov subspace. Specifically, the goal was to develop a method which solved the family of systems simultaneously, using one augmented subspace to extract all candidate solutions, which also had a fixed storage requirement, independent of the number of shifts L. It was shown that in general within the framework of GMRES for shifted systems [8] and subspace recycling [19] , such a method, does not exist.
A conclusion one can draw from [28] is that we should consider avoiding methods relying on the invariance of Krylov subspaces under a constant shift of the identity; cf. (2.5) . Relying on this invariance imposes restrictions on our ability to develop an algorithm. Furthermore, relying on this shift invariance means we cannot use arbitrary preconditioners, an unfortunate limitation.
Learning from the results in [28] , we focus on methods which do not rely on the shift invariance. Rather than focusing on specific Krylov subspace techniques (augmented or not), we instead begin by developing a general framework of minimum residual projection techniques for shifted linear systems. In this framework, we extract candidate solutions for all shifted systems from one subspace and we select each candidate solution according to a minimum residual Petrov-Galerkin condition. This framework is compatible with arbitrary right preconditioners, and the computational cost for each additional shifted system is small. By specifying subspaces once the framework is developed, we derive GMRES and recycled GMRES (rGMRES) methods for shifted systems that are compatible with general right preconditioning. Though not considered in this paper, the framework is also compatible with flexible and inexact Krylov methods.
In this work, we restrict ourselves to right preconditioned methods. In theory, everything we develop is compatible with left or two-sided preconditioning; but by restricting to right preconditioning, we derive methods which require extra storage but no extra applications of the operator or preconditioner. Furthermore, in a right preconditioned minimum residual method, we are minimizing the unpreconditioned residual 2-norm rather than in some other norm; see [25] , for more details.
The rest of this paper is organized as follows. In the next section, we review the minimum residual Krylov subspace method GMRES as well as two GMRES variants, one for shifted linear systems and the other extending GMRES to the augmented Krylov subspace setting, i.e., Recycled GMRES. In Section 3, we present a general framework to perform minimum residual projections of the shifted system residuals with respect to the search space generated for the base system. In Subsection 3.1 we use this framework to derive our shifted GMRES method and in Subsection 3.2 we derive a shifted Recycled GMRES method. In Section 4, we present some analysis of the expected performance of methods derived from this framework. In Section 5, we present some numerical results.
Preliminaries.
We begin with a brief review of Krylov subspace methods as well as techniques of subspace recycling and for solving shifted linear system. Recall that in many Krylov subspace iterative methods for solving
with A ∈ C n×n , we generate an orthonormal basis for
with the Arnoldi process, where u is some starting vector. Let V j ∈ C n×j be the matrix with orthonormal columns generated by the Arnoldi process spanning K j (A, u). Then we have the Arnoldi relation
with H j ∈ C (j+1)×j ; see, e.g., [22, Section 6.3] and [27] . Let x 0 be an initial approximation to the solution of a linear system we wish to solve and r 0 = b − Ax 0 be the initial residual. At iteration j, we choose x j = x 0 + t j , with t j ∈ K j (A, r 0 ). In GMRES [23] , t j satisfies
which is equivalent to solving the smaller minimization problem
where e
J denotes the Jth Cartesian basis vector in C i . We then set x j = x 0 + V j y j . Recall that in restarted GMRES, often called GMRES(m), we run an m-step cycle of the GMRES method and compute an approximation x m . We halt the process, discard V m , and restart with the new residual. This process is repeated until we achieve convergence. An adaption of restarted GMRES to solve (1.1) has been previously proposed; see, e.g., [8] .
Many methods for the simultaneous solution of shifted systems (see, e.g., [5, 7, 8, 9, 14, 26] ) take advantage of the fact that for any shift σ ∈ C, the Krylov subspace generated by A and b is invariant under the shift, i.e., 5) as long as the starting vectors are collinear, i.e.,b = βb for some β ∈ C, with a shifted Arnoldi relation similar to (2.3)
where
. This collinearity must be maintained at restart. In [28] , this was shown to be a troublesome restriction when attempting to extend such techniques augmented Krylov methods. Furthermore, note that the shift-invariance no longer holds if general preconditioning is used; e.g., in the case of right preconditioning
does not hold in general. It should be pointed out that specific polynomial preconditioners can be constructed (see, e.g., [1, 13, 32] ) for which shift invariance can be maintained. The invariance (2.5) can lead to great savings in memory costs, since one needs only generate a basis for a single Krylov subspace to solve multiple linear systems. However, because of the restrictions imposed, we avoid basing our method on it, while still exploiting the relationships between the shifted matrices. We briefly review the Recycled GMRES method (sometimes referred to as rGM-RES for brevity) described in [19] . Deflation and augmentation techniques designed specifically for symmetric linear systems have also been proposed; see, e.g., [24, 31] . For a more general framework for these types of methods, see [10] . Gaul and Schlömer describe recycling techniques in the context of self-adjoint operator equations in a general Hilbert space [11] .
The Recycled GMRES algorithm represents the confluence of two approaches: those descending from the implicitly restarted Arnoldi method [15] , such as Morgan's GMRES-DR [16] , and those descending from de Sturler's GCRO method [29] . GMRES-DR is a restarted GMRES algorithm, where at the end of each cycle, harmonic Ritz vectors are computed, and a subset of them are used to augment the Krylov subspace generated at the next cycle. The GCRO method allows the user to select the optimal correction over arbitrary subspaces. This concept is extended by de Sturler in [30] , where a framework is provided for selecting the optimal subspace to retain from one cycle to the next so as to minimize the error produced by discarding useful information accumulated in the subspace for candidate solutions before restart. This algorithm is called GCROT, where OT stands for optimal truncation. A simplified version of the GCROT approach, based on restarted GMRES (called LGMRES) is presented in [2] . Parks et al. in [19] combine the ideas of [16] and [30] and extend them to a sequence of slowly-changing linear systems. They call their method GCRO-DR (which we will denote Recycled GMRES).
Suppose we are solving (2.1), and we have a k-dimensional subspace U whose image under the action of A is C = A U. Let P be the orthogonal projector onto C ⊥ . Let x 0 be such that r 0 ∈ C ⊥ (this is always cheaply available). We generate the Krylov subspace with respect to the projected operator PA, K m (PA, r 0 ). At iteration m, the Recycled GMRES method generates the approximation
where s m ∈ U and t m ∈ K m (PA, r 0 ). The corrections s m and t m are chosen according to the minimum residual, Petrov-Galerkin condition over the augmented Krylov subspace, i.e.,
At the end of the cycle, an updated U is constructed, the Krylov subspace basis is discarded, and we restart. At convergence, U is saved, to be used when solving the next linear system. In terms of implementation, Recycled GMRES can be described as a modification of the GMRES algorithm. Let U ∈ C n×k have columns spanning U, scaled such that C = AU has orthonormal columns. Then we can explicitly construct P = I−CC * . At each iteration, applying P is equivalent to performing k steps of the Modified GramSchmidt process to orthogonalize the new Arnoldi vector against the columns of C. The orthogonalization coefficients generated at step m are stored in the mth column of B m = C * AV m , and B m+1 is simply B m with one new column appended. Let H m and V m be defined as before, but for the projected Krylov subspace K m (PA, r 0 ). Enforcing (2.7) is equivalent to solving the GMRES minimization problem (2.4) for K m (PA, r 0 ) and setting
This is a consequence of the fact that the Recycled GMRES least squares problem, as stated in [19, Equation 2 .13] can be satisfied exactly in the first k rows.
3. A direct projection framework. We develop a general framework of minimum residual methods for shifted linear systems which encompasses both unpreconditioned and preconditioned systems. For simplicity, we restrict our description to two model problems: the unpreconditioned problem
and the right-preconditioned problem
where w 0 = Mx 0 and w 0 (σ) = Mx 0 (σ), and after m iterations we set x m = M −1 w m and we set x m (σ) = M −1 y m (σ). However, what we develop is fully applicable to sequences of linear systems of the form (1.2).
We describe these techniques in terms of a general sequence of nested subspaces
This allows us to cleanly present these techniques as minimum residual projection methods and later to give clear analysis, applicable to any method fitting into this framework.
Then we can derive different methods by specifying S m , e.g.,
be the nested sequence of subspaces produced by some some iterative method for solving (3.1) or (3.2), after m iterations. In the unpreconditioned case (3.1), suppose we have initial approximations x 0 and x 0 (σ) for the base and shifted systems, respectively. For conciseness, let us denote A(σ) = A+σI. At iteration m, we compute corrections t m , t m (σ) ∈ S m which satisfy the minimum residual conditions
In the preconditioned case (3.2), suppose we begin with initial approximations w 0 = Mx 0 and w 0 (σ) = Mx 0 (σ). Let us denote the preconditioned operators
At iteration m, we compute corrections t m , t m (σ) ∈ S m which satisfy the minimum residual conditions
We emphasize that the same preconditioner is used for all systems.
In this framework, we assume that the Gallerkin condition for the base case is applied via a predefined iterative method, the method which generates the sequence {S m }. Therefore, it suffices to describe the residual projection for the shifted system. We can write the update of the shifted system approximation by explicitly constructing the orthogonal projector which is applied during a Petrov-Gallerkin projection.
Let {s 1 , s 2 , . . . , s m } be a basis for S m which we take as the columns of S m ∈ C n×m . Then we can write this projection and update
is the projection scaling matrix, since we assume that A(σ)S m does not have orthonormal columns. For an arbitrary sequence of subspaces, constructing such projectors could be quite costly. However, for special choices (i.e., Krylov subspaces), the projections can be built from already-computed quantities.
In the following subsections, we derive new methods by specifying subspaces {S m } and a matrix S m which has as columns a basis for S m . This will define our projection scaling matrix N m (σ). For each S m we then show that N m (σ) is composed of blocks which can be built from already-computed quantities. Thus, for appropriate choices of S m , the projection, i.e., either (3.3) or (3.4), can be inexpensively applied.
We highlight that a strength of this framework is the ease with which it can be used to develop a method for shifted systems on top of an existing iterative method, with few modifications. As the framework only requires a sequence of nested linear systems, it is completely compatible with with both standard Krylov subspace methods as well as flexible and inexact Krylov subspace methods.
A GMRES method for shifted systems.
In the case that we apply the GMRES iteration to the base system, at iteration m, our search space S m ← K m (A, r 0 ) is the mth Krylov subspace. The matrix S m ← V m has the first m Arnoldi vectors as columns. The projection and update (3.5) can be simplified due to the shifted Arnoldi relation (2.6). The matrix
can be constructed from the already computed upper Hessenberg matrix. Thus the projection (3.3) can be rewritten
As it can be appreciated, applying this Petrov-Gallerkin condition is equivalent to solving the least squares problem
and setting x m (σ) = x 0 (σ) − V m y m (σ). It should be noted that this method differs from the GMRES method for shifted systems of Frommer and Glässner [8] , which is derived from the invariance (2.5).
3.1.1. Preconditioning. Introducing preconditioning into this setting presents complications. No longer can we use the shifted Arnoldi relation (2.6) as we could in the unpreconditioned case. However, by storing some extra vectors, we can apply the same Petrov-Gallerkin condition with no additional application of the operator or preconditioner.
Recall that in right-preconditioned GMRES (see, e.g., [22, Sections 9.3.2 and
This space is never explicitly constructed, though, since if y m is the solution to the GMRES least squares problem (2.4) in the preconditioned case, we simply set
However, in the right-preconditioned Arnoldi process, one can store a basis for the subspace
and let these vectors be the columns of Z m ∈ C n×i so that
With these vectors, we can perform the minimum residual projection for the shifted system such that it requires no additional applications of the operator or the preconditioner. Observe that we can write A p (σ) = A p + σM −1 . As in the unpreconditioned case, we explicitely project the residual, but this time orthogonal
We can then use the right-preconditioned shifted Arnolid relation
Thus, the approximation update and the residual projection (3.6) can be rewritten
This projection process involves only matrices (H m , V m+1 , and Z m+1 ) which have already been computed in the course of right-preconditioned GMRES for the base system. The matrices H * m H m , H * m V * m+1 Z m , and Z * m Z m can be computed once, regardless of the number of shifted systems. The only the operation whose cost depends on the number of shifts is the solving of a linear system for N m (σ), which must be performed for each σ. This solution of a symmetric m × m linear system costs O(m 3 ) flops. The right-preconditioned shifted GMRES algorithm (sometimes referred to as sGMRES) is shown in Algorithm 3.1. Observe that an implementation can rely heavily on an existing GMRES code. It should be noted that all but one step of the shifted residual projections can be formulated in terms of block/BLAS-3 operations so that computations for all shifts are performed simultaneously. Only the computation of y m (σ) must be performed for each shift separately, in a loop, as it involves N m (σ).
3.
2. An rGMRES method for shifted systems. Suppose now that our iteration for the base system is Recycled GMRES.
We begin by projecting the initial residual r −1 (σ) associated to initial approximation x −1 (σ), so that we begin with r 0 (σ) ⊥ A(σ)U. This is equivalent to computing the minimum residual correction t 0 (σ) ∈ U and setting x 0 (σ) = x −1 (σ) + t 0 (σ). In Recycled GMRES, such a projection is necessary to correctly derive the algorithm. For the shifted system, the projection is not necessary, but it does allow for some simplifications later in the derivation,
. Since A(σ)U = C + σU, this projection can be simplified and cheaply computed,
where we rewrite N 0 (σ) = I k×k + σC * U + σU * C + |σ| 2 U * U. The matrices C * U and U * U must only be computed once, regardless of the number of shifts, and for each shift, the solution of N 0 (σ)y 0 (σ) = (C + σU) * r −1 (σ) must be computed. After a cycle of Recycled GMRES for the base system, the projection and update (3.
, we have the identity
Thus, in the unpreconditioned case, for the augmented Krylov subspace, we can rewrite (3.3) 
For all ℓ = 2, . . . L compute and overwrite x(σ ℓ ) by recursively calling
, ε, and m 
This projection can be performed using already computed quantities, and the matrices + k) 3 ).
3.2.1. Preconditioning. Introducing right preconditioning creates some difficulties which we can again surmount by storing some extra vectors. In this case, for right preconditioned Recycled GMRES, the search space for the base system is S m ← M −1 {U + K m (PA, r 0 )}, but the basis for this space does not need to be stored. However, it is available at no additional cost during the computation and can be saved. Let Z U = M −1 U and Z m = M −1 V m , as in Section 3.1. Using Z U , we can cheaply perform the initial residual projection,
We can write
The subspace U either is available from at the start of the algorithm (in which case U must be scaled so that A p U = C has orthonormal columns), or it is constructed at the end of a restart cycle. In either case, Z U is available in the course of the computation and can be saved. Thus the projection (3.7) can be performed with already computed quantities, and this computation is similar to the unpreconditioned case,
where we rewrite y 0 (σ) = N 0 (σ) −1 (C + σZ U ) * r −1 (σ ℓ ) and
After a cycle of right-preconditioned Recycled GMRES, we must perform the projection (3.4) for each shifted system. We proceed slightly differently in this derivation than in the unpreconditioned case. We have
Following from [19] , we define
which yields the augmented Arnoldi relation
Using the relation (3.11), an identity for the shifted operator with right preconditioning follows,
We use the relation (3.12) to derive the expansion
Thus, the projection can be performed for each shift using already computed quantities. This yields the following updates of the approximation and residual
We observe that because of the initial projection of the shifted residual (3.9), we can simplify
, and thus we can rewrite
The matrices in the sum (3.13) must be computed only once. As before, for each shift, a linear system with coefficient matrix N m (σ) must be solved at a cost of O (m + k) 3 . The right-preconditioned shifted Recycled GMRES algorithm (sometimes referred to as srGMRES) is shown in Algorithm 3.2. Observe that an implementation can rely heavily on an existing Recycled GMRES code. As in the case of Algorithm 3.1, all but one step of the shifted residual projections can be formulated in terms of block/BLAS-3 operations so that the computations are performed simultaneously for all shifts. However, we again must compute y m (σ) for each shift separately, as this computation involves the inverse of N m (σ).
Analysis of direct projection methods.
In this section, we provide some analysis of the direction projection methods. For ease of notation and to provide analysis which applies to all methods which fit into this framework including those developed in Section 3, this analysis is developed in the general framework setting and then interpreted for the individual methods.
Before going further, we note that since all residual corrections are minimum residual projections, we can expect that, at worse, the projection of the shifted residual will achieve no improvement. This procedure will not increase the shifted residual norm.
Our analysis proceeds in two distinct directions:
• recognizing that they are related to techniques developed in the 1980's for symmetric linear systems with multiple right-hand sides.
Algorithm 3.2: Right preconditioned shifted Recycled GMRES (srGMRES())
Input : 
18
Compute and overwrite
Compute updated U, Z U , and C
25
, U, ε, and m 26 else 27 while r(σ 1 ) /γ 1 > ε do 28 Compute and overwrite x(σ 1 ), r(σ 1 ) by calling rGMRES() for A + σ 1 I, M, b, x(σ 1 ), and m
• studying the projection scaling matrix N m (σ), showing that it can be related to an eigenvalue approximation problem associated to the search space. Direct applying a projection of this type to each shifted system is an application (in the non-Hermitian case) of the Lanczos-Galerkin technique; see, e.g., [4, 20, 21] . Using analytic tools developed for such methods, we can derive a bound on the residual norm for a shifted system after projection.
Following from [21] , we analyze the direct projection methods by decomposing the residual in a particular way, described in the following lemma.
Lemma 4.1. Let the sequence of subspaces {S m } be defined as in Section 3, and additionally let
Let T m = T m +σS m−1 , and define P m to be the orthogonal projector onto (A+σI)S m and P T m to be the orthogonal projector onto T m . If r 0 (σ) is the initial residual for the shifted system, and r m (σ) is the residual produced by projecting r 0 (σ) according to (3.4), then we have that
Proof. Using the property of projectors, we can decompose
The minimum residual projection (3.4) can be written,
From (4.1) and the definition of T m , we have that
which in turn yields the reverse containment of the orthogonal complements,
and thus
This yields the result. 
Proof. We simply take the norm of both sides of (4.2) and apply the triangle inequality.
From (4.4), we can see that the residual norm bound depends on both the effectiveness of the Petrov-Galerkin minimization projection applied to the orthogonal projection of r 0 (σ) in T m+1 and the size of the part of the residual which lies in T ⊥ m+1 . As an aside, to connect this analysis back to the two proposed methods, we observe that in the case of the right-preconditioned shifted GMRES algorithm (Algorithm 3.1), we have
, and,
In the case of the preconditioned rGMRES method for shifted systems (Algorithm 3.2), we have
We turn now to the matrix N m (σ), and show that it is connected to an eigenvalue approximation problem associated to the search space (i.e., computation of the harmonic Ritz values [17, 18] ). Recall that for a matrix A and a subspace S, a pair (u, 1/µ) with u ∈ R n and µ ∈ C is called a harmonic Ritz pair (harmonic Ritz value and vector individually) with respect to A and S if u ∈ AS and the pair satisfies the orthogonality condition is simply the first column of H * m , which is also the first column of H * m . Thus, we can rewrite (4.8)
Furthermore, we can write explicitly the GMRES projection
and we see the same matrix appear. We see here that the GMRES minimum residual projection scaling matrix is H * m H m , the matrix whose inverse appears in the harmonic Ritz matrix as well as in the solution of the GMRES least squares problem.
Can we derive similar relations in our general framework? Certainly, there is no underlying residual polynomial interpolation problem, but we can still compute harmonic Ritz values for the search space S in our framework. Proof. From (4.7), at iteration m, we seek u = A(σ)S m y and µ such that
which we can also write as the equation
yielding the result.
Thus we see that as in the GMRES case, the inverse of our projection scaling matrix N m (σ) appears as a factor in the resulting generalized eigenvalue problem. We can also recover the minimum residual correction in S m (which is computed directly in the projector) as the solution of a small linear system by following from the general description of projection methods described in [22, Section 5.2.3]. However, we make this observation and omit the redundant computations for the sake of brevity.
We comment that the preceding analysis does not paint a full picture of the expected behavior of the proposed methods. As we will see in numerical experiments, the amount of residual improvement derived from the shifted system projections degrade as the magnitude of the shifts increases, though this was not consistently observed, c.f. Figure 5 .4. However, we do observe that, in these experiments, the resulting residuals do seem to produce a quickly converging iteration when the systems to which they are associated become the base systems upon a recursive function call. Our analysis does not yet pinpoint the cause of this phenomenon or describe it quantitatively.
5. Numerical Results. We performed a series of numerical experiments to demonstrate the effectiveness of our algorithms as well as to compare performance (as measured in both matrix-vector product counts and CPU timings) with other algorithms. All tests were performed in Matlab R2013a (8.1.0.604) running on a Macbook Pro with a 2.3 GHz Intel Core i5 processor and 8 GB of 1333 MHz DDR3 main memory. For these tests, we use two sets of QCD matrices downloaded from the University of Florida Sparse Matrix Library [6] . One set of matrices is a collection of seven 3072×3072 complex matrices and the other is a collection of seven 49152×49152 complex matrices. For all experiments, we chose the right-hand side b = 1, the vector of ones and the requested relative residual tolerance ε = 10 −8 . For all experiments, we preconditioned with an incomplete LU-factorization (ILU) constructed using the Matlab function ilu() called with the default Matlab settings. We comment that the usage of ILU was a matter of convenience and effectiveness for these sample problems. Its usage is meant to demonstrate proof-of-concept rather than as advocating the usage of ILU for large-scale QCD problems.
We also comment about two methods which we have omitted from testing, the shifted restarted GMRES method [8] and the recursive Recycled GMRES method for shifted systems proposed in [28] . We have omitted these methods from the tests as they do not admit general preconditioning. As such, they require substantially more iterations in many experiments. However, with the method of Frommer and Glässner, there would be some number of shifts for which this method would be superior to those presented in this paper, as cost of recursion in our methods, even with preconditioning, would be greater than simply solving the unpreconditioned problems simultaneously with their shifted GMRES method [8] .
Since these experiments involve solving shifted systems with shifts of varying magnitudes, it is useful to know information about the norms of our test matrices. Therefore, we provide both the one-and two-norms for these matrices (computed respectively with the Matlab functions norm(·, 1) and svds(·, 1)) in Tables 5.1 and 5.2. In our first experiment, we solved a sequence of families of shifted linear systemms to show a sample convergence history for Algorithm 3.2 for the large QCD matrices, see Figure 5 .1.
We then tested Algorithm 3.2 with the smaller set of matrices for various recycle space dimension sizes and restart cycle lengths. We solve for shifts σ ∈ {.01, .02, .03, 1, 2, 3}. We calculated total required matrix-vector products. In Table 5 .3, we show the results. We see in the table that for these particular QCD matrices, good results can be achieved for a small recycled subspace dimension as long as the cycle length is sufficiently long. . In each subplot, we display the residual curves sequentially to reflect that the algorithm is called for each shifted linear system in sequence. The order in which the systems were solved is the same as the order of the listed shifts.
For the remaining tests, we use the larger set of QCD matrices. In Table 5 .4 we compare time and matrix-vector product counts. Based on results from Table 5 .3, we chose (m, k) = (100, 5) and use this pair for all experiments except for the one shown in Figure 5 .2. We choose a smaller recycled subspace dimension and a longer cycle length, in order to maintain lower per-iteration costs (the subspace recycling itself naturally has some overhead) For each family of linear systems, the experiment was performed ten times and the average time over these ten runs was taken as the run time. We solved for a larger number of shifts of varying magnitudes, σ ∈ {.001, .002, .003, .04, .05, .06, .07, .8, .9, 1, 1.1, 10, 11, 12} .
We compared four methods (Algorithm 3.1, Algorithm 3.2, sequentially applied GM-RES and sequentially applied Recycled GMRES). We see that for this problem with these shifts, both proposed algorithms outperform the sequential applications of GM-RES and rGMRES both in terms of matrix-vector product counts and run times. In this case, the shifted GMRES algorithm is superior in time to shifted rGMRES but not in terms of matrix-vector products. We speculate this is due to the recycling overhead of the shifted rGMRES algorithm being more costly than those of shifted GMRES, as we have implemented them in MATLAB.
In Figure 5 .2, for a total fixed augmented subspace dimension of 100, we investigate how many matrix vector products are required to solve the same sequence of problems with the same shifts as in the previous experiment for different values of (m, k) such that m + k = 100 where m is the dimesion of the projected Krylov subspace and k is the dimension of the recycled subspace. With this we demonstrate a reduction in iterations as we allow more information to be retained in the subspace. In Table 5 .5, we study matrix-vector product counts for different methods for shifts of varying magnitudes. For each shift, we solve just two systems, the base system and one shifted system. Thus we can see how many additional matrix-vector products are required for shifts of different magnitudes. What we see is that for this set of matrices, overall performance does not depend on shift magnitude. For larger shifts, we see that Algorithm 3.2 and sequentially applied rGMRES are comparable when there is only one shift. However, we have seen for larger numbers of shifts that Algorithm 3.2 exhibits superior performance. This raises the question, what are the marginal costs of solving each additional linear system for Recycled GMRES and shifted Recycled GMRES, i.e., how many more matrix-vector products does each new shifted system require? For two sets of twenty shifts, we calculated the marginal cost of solving each additional shifted system using Algorithm 3.2 as compared to Recycled GMRES. The first set of shifts (left-hand figure) were evenly space points from the interval [0, 1], and the second set of shifts (right-hand figure) were evenly spaced points from the larger interval [1, 10] . In Figure 5 .3, we see that for the smaller interval, the cost of each , and in the right-hand figure, the shifts were evenly spaced points from the larger interval [1, 10] new shifted system drops for both algorithms but that Algorithm 3.2 has the lower marginal cost per shift. For the larger set of shifts, we see that the marginal costs for both algorithms actually increases for each new shift. However, the marginal cost of each new shifted system for Algorithm 3.2 becomes more stable (it levels off). For sequentially applied Recycled GMRES, the marginal costs increases steadily for all twenty shifts.
In Figure 5 .4, we show the residual histories for systems solved using Algorithm 3.2 for shifts of various magnitudes, σ ∈ 10 −3 , 10 −2 , 10 −1 , 1, 10 −1 , 10 −2 , 10 3 .
When viewing Figure 5 .4, we see (in this example) that the amount of improvement for the shifted residuals is somewhat predicted by the shift magnitude, though we observe that once shift magnitude reaches roughly 10 2 , we again see improvement in the shifted residuals due to the projection, with the projection being less effective for residuals associated to shifted systems with larger shifts.
Omitted here is a study of the eigendecomposition of the residuals, which yielded no discernible damping of certain eigenmodes or other interesting observable phenomena after the projection of the shifted residuals.
6. Conclusions. We have presented two new methods for solving a family (or a sequence of families) of shifted linear systems with general preconditioning. These methods are derived from a general framework, which we also developed in this paper. These methods use subspaces generated during the minimum residual iteration of the base system to inexpensively perform the projections for the shifted systems. This technique is fully compatible with right preconditioning, requiring only some additional storage. The strength of methods derived from this framework is that preconditioned methods for shifted systems easily can be built on top of existing minimum residual projection algorithms (and existing codes) with only minor modifications. We developed two algorithms: shifted GMRES and shifted Recycled GMRES. We demonstrated with numerical experiments that both methods can perform competitively.
Finally, we note that our framework is fully compatible with flexible and inexact Krylov subspace methods.
