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Abstract
Decision making processes and their outcomes can be affected by a number of factors. Among them, the quality of
the data is critical. Poor quality data causes poor decisions. Although this fact is widely known, data quality (DQ) is
still a critical issue in organizations because of the huge data volumes available in their systems. Therefore, literature
suggests that communicating the DQ level of a specific data set to decision makers in the form of DQ metadata
(DQM) is essential. However, the presence of DQM may overload or demand cognitive resources beyond decision
makers’ capacities, which can adversely impact the decision outcomes. To address this issue, we have conducted an
experiment to explore the impact of DQM on decision outcomes, to identify different groups of decision makers who
benefit from DQM and to explore different factors which enhance or otherwise hinder the use of DQM. Findings of
a statistical analysis suggest that the use of DQM can be enhanced by data quality training or education. Decision
makers with a certain level of data quality awareness used DQM more to solve a decision task than those with no
data quality awareness. Moreover, those with data quality awareness reached a higher decision accuracy. However,
the efficiency of decision makers suffers when DQM is used. Our suggestion would be that DQM can have a positive
impact on decision outcomes if it is associated with some characteristics of decision makers, such as a high data
quality knowledge. However, the results do not confirm that DQM should be included in datawarehouses as a general
business practice, instead organizations should first investigate the use and impact of DQM in their setting before
maintaining DQM in datawarehouses.
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1. Introduction
Although the importance of DQ has been recognized
for more than decades, different DQ problems continue
to exist even in simple traditional systems because of
huge data volumes and their complexity [4]. The prob-
lem is exacerbated by the fact that decision support sys-
tems are becoming vital to support decision making pro-
cesses. The DQ level in decision support systems may
not be good for different reasons. One reason is that
DQ problems can be aggravated when data are merged
or integrated from different sources which is typically
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the case in decision support systems or datawarehouses.
The other reason can be that soft data analysis is needed
for strategic planning. Soft data is a subjective assess-
ment or a future trend forecast which can be used for de-
cision making [9]. For example, decision makers need
to utilize soft data, such as the marketing strategies of
competitors in order to change or adapt the marketing
strategy of the company accordingly. Most of the time,
managers make decisions without considering the DQ
level of the data. Decision makers who are familiar
with the data have an intuitive knowledge about the data.
However, this intuitive knowledge can be missed when
data are used by different decision makers for purposes
other than the original purpose for which the data were
created, which is becoming more and more the case with
the increasing use of datawarehouses. Decision mak-
ers who do not have prior experience with the data may
avoid using them because they can’t verify the quality of
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the data [9]. Because of such and other reasons, DQ is
very important for decision making processes, but orga-
nizational datawarehouses are still facing different DQ
problems [9].
As one of different ideas to reduce the impact of poor
DQ on decision outcomes, the literature suggests the in-
clusion of metadata about the quality of data (DQM) for
two reasons [4, 9, 33, 41]. First, decision makers must
adjust their decision making processes accordingly by
recognizing the DQ level of the given data [38]. Sec-
ond, DQ is context-dependent, meaning that data with
good quality for one use may not be appropriate for
other uses. For instance, the extent to which data is re-
quired to be complete for accounting tasks may not be
required for sales prediction tasks. Therefore, DQM can
help decision makers to determine the appropriateness
of the DQ level in the context of the task at hand [25].
Additionally, DQ practitioners have acknowledged the
importance of providing DQM to facilitate the decision
making process [7, 22].
Maintaining DQM into databases means maintaining
the level of DQ measured along DQ dimensions such
as accuracy, completeness and timeliness. However, the
advantage of providing DQM to decision makers along
with the actual data should be fully studied because it
would be expensive to collect, maintain and manipu-
late DQM. Additionally, DQM can be difficult to cap-
ture and measure, and may require training and soft-
ware tools. Moreover, the impact of DQM on decision
outcomes can be negative. In response, prior DQM re-
search investigated the use of DQM for decision mak-
ing processes, although there is no full consensus on
the results [4, 9, 23]. Some researchers have found that
DQM is used in certain situations [9], and others didn’t
find any statistical evidence that DQM is actually used,
even when it is available [34]. The difference in the re-
sults may be attributed to the different approaches used
by prior researchers. In addition, the impact of DQM
on the effectiveness of decision outcomes is not studied
adequately. To fill this gap, this paper investigates the
impact of DQM on decision outcomes in a different set-
ting from previous research. We have developed a crit-
ical decision task (bankruptcy prediction) based on an
Altman-Z model [1] to understand the impact of DQM
on the effectiveness of decision outcomes, to identify
different groups of decision makers who benefit from
DQM and to explore different factors which enhance or
otherwise hinder the use of DQM. This study aims to
provide a concise set of guidelines for system designers
to determine the importance of DQM for their specific
case and to justify the associated cost of capturing and
maintaining it. The study incorporated all the variables
studied in previous DQM research in addition to novel
variables such as DQA which makes the study inclu-
sive. This, in turn, helped to measure the effect of the
variables on the use of DQM in a similar environment
where similar subjects are used, consequently removing
the impact of an experimental design. The main contri-
bution of this study, apart from the inclusion of the DQA
variable, is the way in which the decision outcome mea-
sures were defined.
The paper is structured as follows. The next section
reviews previous research in DQM. The third section
discusses the research design and the fourth section ex-
plains the results. Finally, the paper ends by giving con-
cluding remarks and indicating future research ideas.
2. Literature Review
2.1. Data Quality
Recently, data quality (DQ) is becoming a concern to
organizations where plenty of data are available. Sim-
ilarly, DQ is constantly growing as a crucial research
topic in academic world. DQ research can be cate-
gorized into two broad types, intrinsic and contextual
DQ studies. The intrinsic DQ research concerns about
the intrinsic value of the data. It depends on the data
themselves without considering the context in which the
data is used. The contextual DQ study considers fac-
tors such as the purposes for which the data is used and
the characteristics of the data users. Prior research has
indicated that these contextual factors can strongly af-
fect the way DQ is assessed for daily use. For exam-
ple, Wang and Strong [46] have indicated the impor-
tance of recognizing the multi-dimensionality nature of
DQ and measure data items accordingly using users’
perceptions. However, the importance of considering
contextual DQ assessment may increase the complexity
level of DQ management. For example, consider a pro-
duction company sales sheet which shows “item codes”,
“quantities”, “cost” and “selling prices” where some
values for the “cost” column are missing. For decisions
regarding production efficiency, the sheet with missing
“cost” data would be considered incomplete. However,
the same sales sheet can be considered as complete for
making inventory decisions (reconciling the amount of
quantities on the sheet and the physical quantities in a
store) because all the values for the “quantities” column
are present. Although not easy, considering the con-
textual nature of DQ can improve DQ management in
databases. In line with this, it is important that decision
makers can determine the level of DQ for the task at
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hand. This is also one of the reasons why recent DQ re-
search has suggested the integration of DQM along with
the data in decision support systems [34].
2.2. Data quality metadata (DQM)
Data quality metadata (DQM) is information about
the quality level of stored data in organization
databases, and is measured along different dimensions
such as accuracy, currency, and completeness. Also,
DQM is considered to be intrinsic to the data because
the metadata is usually produced objectively. DQ tag-
ging is the process by which DQM is created [40].
There are different types of metadata in information sys-
tems which are maintained and managed, such as data
dictionary metadata, administrative metadata, and meta-
data about the system infrastructure (see Table 1).
Types of metadata Description
Data quality metadata It indicates the quality level of spe-
cific data in databases. For ex-
ample, it can be indicated that
sales data are 90% complete for the
month of January 2014.
Descriptive metadata It describes the data in terms of e.g.
purpose, author, title etc.
Terms and conditions metadata It describes the conditions under
which the data can (not) be used,
e.g. intellectual property rights.
Administrative metadata It indicates when and how the data
are created, and who can access
them.
Data dictionary metadata It indicates the meaning of and re-
lationships within the data.
Structural metadata It describes the syntactical aspects
of the data, e.g. the structure and
base type of the data records.
Table 1: Different types of metadata as discussed in literature
[3, 12, 14].
DQM formats Description
Ordinal It indicates whether the data quality level is
above average or below average, or it cat-
egorizes the DQ level as excellent, good,
average and so forth.
Interval It represents the DQ level using a 0-100 in-
terval scale, where a higher DQ level indi-
cates higher accuracy.
Probability It represents the DQ level using a 0-1 prob-
ability scale which indicates the chances
that the data are correct.
Range It gives the lower and the upper limit where
a specific data set.
Graphical It uses colors to indicate the DQ level of a
specific data set.
Table 2: Different DQM formats explored in literature
However, there are different issues in DQ tagging.
First, there are no established rules, to the best of our
knowledge, at which level DQM should be maintained
in databases. It is possible to have DQM at the level
of the individual data item, at an attribute/column level
and at the level of a relational table [4, 9]. However, the
merits and demerits of these levels of DQM representa-
tions are not fully discussed in the literature. The most
common level of DQM representation used by previous
researchers is at the data item level [4, 9, 33, 40].
Second, determining the DQ dimension(s) for which
quality measures should be stored as DQM is context-
dependent. The most commonly used DQ dimen-
sion in the literature is the accuracy DQ dimension
[4, 9, 33, 40]. This may acknowledge the importance of
the accuracy dimension for different tasks [25]. This pa-
per also uses the measure of the accuracy dimension as
DQM in order to facilitate comparison with prior stud-
ies.
The third important consideration is the format of
DQM, in particular how DQM is created, maintained
and represented to the end users. The format in which
DQM is represented can affect the decision making pro-
cess and should be designed to facilitate the process
[33, 43]. There are different DQM representations used
in previous DQM research. Chengalur-Smith et al. [4]
considered two approaches: 0-100 interval and n-level
ordinal representation.
The n-level ordinal representation categorizes the DQ
level as excellent, good, average, and so forth. The n-
level ordinal representation could also be mapped into
a two-point scale with a value of “above average” and
“below average.” Fisher et al. [9] used the interval DQM
representation. Shankaranarayanan et al. [38] used a
percentage DQM representation where the quality level
of the data represented with an 80% accuracy or com-
pleteness level is better than the quality of data repre-
sented by a 70% level. Moges et al. [24] conducted a
pilot study to evaluate DQM representations by using
two different types of DQM formats. These are DQM
with lower and upper value limits (range representation)
and probability representation. The range DQM format
shows the minimum and maximum possible values for
specific data where, for example, a specific data item
can be in a range between 50-70. The probability DQM
format presents the likelihood that the value of a specific
data item represents its real value. Their pilot survey in-
dicated the understandability of the probability DQM
format. However, the probability and the interval DQM
representation can be considered as similar with a minor
distinction. On the other hand, Even et al. [8, 47] used
a graphical representation of process metadata as an in-
formation product map (IPMAP) which uses colors to
describe the quality level of data. Although there is no
standard for DQM representations, many of prior DQM
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researchers agreed on the understandability of an inter-
val, a percentage and a probability DQM representation
[4, 9, 24, 37]. As can be inferred from the text above,
these three representations are similar.
The use of DQM for decision making purposes and
the impact of DQM on the outcomes of decisions de-
pend on the three issues discussed above. Therefore, the
use of DQM should be investigated in consideration of
those three elements. Although providing DQ metadata
(DQM) along with the actual data set is considered to
regain or complete the intuitive knowledge that is lost,
it is important to identify whether decision makers are
not complacent to the DQM (see Table 3). In addition, it
is important to identify the impact of DQM on the out-
comes of decision making. Including DQM in databases
together with the actual data would be beneficial only if
DQM is used and improves the decision outcome. As
a result, many information systems researchers have re-
sponded to this need.
Chengalur-Smith et al. [4] investigated the use of
DQM by using two DQM formats (ordinal and interval)
and two decision strategies (conjunctive and weighted
additive) (see Table 4). Their results indicated that when
an ordinal DQM format was implemented, compla-
cency was accepted for the conjunctive decision strategy
but rejected for the weighted additive strategy for both
simple and complex tasks. However, when the inter-
val DQM format was implemented, complacency was
rejected for both decision strategies for the simple de-
cision task. Yet, complacency couldn’t be rejected for
both decision strategies for the complex task scenario
which was further explained by the interaction effect of
task complexity and DQM formats. The interval DQM
representation gives detailed information about DQM
unlike the ordinal DQM representation. To summarize,
their results indicated an information overload. Infor-
mation overload happens when the information given
for solving a specific task is too much to be used by
decision makers [2].
Fisher et al. [9], on the other hand, investigated how
the experience of the decision maker, the available deci-
sion time, the time pressure and task complexity influ-
ence the use of DQM in decision making using an inter-
val scale DQM representation. Their results indicated
that complacency was rejected for experienced decision
makers but couldn’t be rejected for novices. However,
these researchers haven’t taken different types of deci-
sion making strategies into account.
Price et al. [33], investigated the use of DQM for
two kinds of decision making strategies, namely addi-
tive and elimination by attributes (EBA) (see Table 4).
Their results indicated that complacency couldn’t be re-
jected for both decision strategies. However, decision
time has been significantly extended.
Summarizing, Chengalur-Smith et al. [4] reported
DQM use for the weighted additive decision strategy
when an ordinal DQM is implemented for both sim-
ple and complex task scenarios. Yet, they reported
DQM use for both decision strategies (weighted addi-
tive and conjunctive) when an interval DQM is imple-
mented for only the simple decision task. On the other
hand, Shanks and Tansley [41] reported DQM use for
an EBA decision strategy when an interval DQM is im-
plemented. However, Price et al. [34] couldn’t reject
complacency for both EBA and WA decision strategies.
Although the above studies reported the use of DQM
in some circumstances, they didn’t investigate the im-
pact of DQM on the effectiveness of decision outcomes.
In other words, those studies didn’t report whether the
presence of DQM positively or negatively impacted the
outcomes of decision making. Yet, in contrast to all the
above studies, Shankaranarayanan et al. [38] investi-
gated the impact of DQM on the accuracy of the deci-
sion outcomes. They reported that DQM has a positive
impact on the decision outcome.
Although many researchers have investigated the
complacency of decision makers about DQM associ-
ated with many variables such as decision strategy, de-
cision makers’ experience and task complexity, to the
best of our knowledge, with the exception of the study
by Shankaranarayanan et al. [38], research on the im-
pact of DQM on the effectiveness of decision outcomes
lags behind. To fill this gap, this study analyzes the im-
pact of DQM on the effectiveness of decision outcomes
along with different variables such as the level of ed-
ucation, experience, DQ awareness, different decision
making strategies and task complexity.
Mostly, prior DQM studies used an attribute level of
DQ tagging, an interval DQM representation, two types
of task complexity (simple and complex) and two types
of decision making strategies in order to investigate the
use of DQM for decision making purposes [4, 9, 23, 33,
41]. Additionally, these researchers define DQM usage
in terms of the change in the preferred decision choice
or the inclusion of a specific attribute in the decision
processes.
Although two levels of task complexity (simple and
complex tasks) and an attribute DQ tagging are imple-
mented in this paper’s experiment to enhance compari-
son with the above studies, our paper contributes a dif-
ferent method which is used to identify whether deci-
sion makers incorporated DQM given along with the
data. In other words, the complacency of decision mak-
ers towards the DQM is clearly known in the decision
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Decision outcome as-
sessment
Description How to measure
Complacency Measures whether or not decision makers used the
new variable, in this case the DQM, in their de-
cision making process. If the decision outcome
is similar for decision processes with and without
DQM, then the decision maker is complacent to
DQM.
Complacency measures whether the preferred
choice is different between groups with DQM or
without DQM.
Consensus Measures the extent to which decision makers
agreed on their decision making outcomes with
and without DQM.
Consensus compares proportion of the best choice
in both groups (with DQM and without DQM)
such that the best choice for both groups may be
different.
Consistency Refers to the rankings of all alternatives from the
most preferred to the least preferred.
Consistency can be measured by correlating the
average rankings of each alternative for the two
groups of decision makers, with and without
DQM.
Efficiency The time used by decision makers to accomplish a
specific decision task.
Can be measured by comparing the difference be-
tween the time used in groups with DQM and
without DQM.
Confidence Measures the extent to which the decision con-
fidence of decision makers is affected with and
without DQM. It can be defined as the confidence
level that decision makers have for the correctness
of decision choices they made.
Can be measured by comparing the confidence
level recorded for a specific decision task by dif-
ferent test groups.
Table 3: Measurements of decision outcomes discussed in DQM literature [4, 9, 39]
making strategies which subjects used to perform the
decision task instead of a vague association of DQM
usage in the change of preferred decision choices like
previous studies [4, 9, 23, 33, 41]. Additionally, the pa-
per measures the impact of DQM on the effectiveness of
decision outcomes.
2.3. Relevant variables for the use of DQM
2.3.1. Decision making strategy
Many researchers have investigated different decision
strategies in the past decades [42]. Simon [42] stated de-
cision making as the process where decision makers can
consider all attributes of all alternatives before selecting
one. On the other hand, Nutt [28] identified four differ-
ent decision making processes which aid decision mak-
ers to investigate different alternatives in order to choose
the optimal one. These are analytical, judgmental, sub-
jective and bargaining. As their name indicates, the
judgmental, subjective and bargaining decision making
processes depend mainly on the subjective analysis of
the decision makers and their characteristics. Yet, the
analytical decision making strategy allows the objective
assessment of alternatives to reach to an optimal deci-
sion outcome [45]. In a structured task where a decision
maker collects all relevant information, designs a deci-
sion scenario with a set of alternatives and chooses the
optimal one, the analytical decision strategy is preferred
because of its objectivity.
Payne et al. [31] explored three types of decision
making strategies under the analytical decision making
processes which are Weighted additive (WA), Conjunc-
tive (CON) and Elimination by attribute (EBA). Table 4
shows the description of these decision strategies.
2.3.2. Experience
It can be reasonable to assume that experience is an
important variable in decision making because it aids
the decision process by incorporating life-time knowl-
edge. Experienced decision makers can easily iden-
tify errors. They are also able to identify important as-
pects of a decision problem which may lead to a better
decision outcome than inexperienced decision makers
[18, 29].
An important consideration is the cognitive capacity
limit of decision makers which might be positively af-
fected by life-time knowledge [17]. The interaction be-
tween working-memory (WM) and long-term memory
(LM) creates a cognitive capacity limit. WM stores data
for a short period of time while LM stores data associ-
ated with life-time experiences. WM stores data for a
while to merge with the data in the LM so that the spe-
cific decision task is conceptually represented. If the
conceptual representation of the task is not enough to
solve the decision problem, then WM draws data from
the LM and applies logical rules to explore other con-
ceptual representations of the decision task. This pro-
cess will continue until the optimal solution for the task
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Decision Strategy 
(DS) 
Elimination 
By Attribute 
(EBA) 
Weighted 
Additive 
(WA) 
Simple  
(12 cells) 
Complex  
(32 cells) 
Task (TA) 
Domain  
Specific 
(DE) 
Level of  
Experience 
(WE) 
Experience  
Demographics 
Education 
(EDU) 
Data quality 
Awareness (DQA) 
High 
Moderate 
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Data Quality 
Metadata (DQM) 
Decision Outcome 
Decision 
Accuracy 
(DA) 
Complacency 
(DQMU) 
Decision 
Confidence 
(CONF) 
Decision 
Time (DT) 
Figure 1: The research setup which shows the use and impact of DQM on decision outcomes, and its interaction with other
variables.
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is found or the capacity of the WM is exceeded [29].
Prior research reported that experienced decision mak-
ers can create a well-organized conceptual representa-
tion of decision tasks which can lead to an optimal so-
lution compared to inexperienced decision makers [36].
However, it is not entirely correct to assume that ex-
perience is always good to arrive at the optimal solu-
tion for a decision task. Prior experience with the data
may affect the feelings towards a specific data set. As
a result, decision makers may rely more on their prior
knowledge instead of using all the available data objec-
tively. Therefore, decision makers may end the decision
making processes early which, in turn, may negatively
impact the outcomes of decisions [5]. Mao and Benbast
[21] stated that experienced decision makers may con-
sider their life-time knowledge more than the given in-
formation. Yet, they suggested that specialization may
improve performance. For example, decision makers
who had prior programming experience performed well
in the given programming task.
Prior research indicated that when the level of expe-
rience increases, so will the use of DQM for decision
making purposes. However, the level and type of experi-
ence are also found to have a different impact on the use
of DQM. Fisher et al. [9] indicated that decision mak-
ers who have more managerial experience used DQM
more but managers who have domain-specific experi-
ence used DQM to a lesser extent. In our work, we dis-
tinguish between domain-specific experience, where we
assess whether the participant solved similar problems
before and work experience, indicating whether the par-
ticipant has any kind of general working experience.
2.3.3. Time
Decision time is a scarce resource for decision mak-
ers. Therefore, it needs to be utilized in a very efficient
way. If providing DQM increases the decision time but
doesn’t increase the effectiveness of the decision output,
then providing DQM can be assumed to have a negative
impact on decision making.
Some researchers studied decision making with time
pressure. Time pressure was measured differently by
different researchers. Some researchers measured time
pressure only by determining a specific time duration
for a task [27]. However, other researchers differen-
tiated between the time constraint and time pressure.
They defined time constraint as a specific time allowed
and time pressure was defined as a subjective reaction
about the specific time allowed for performing a deci-
sion task [9]. Time pressure can happen whenever deci-
sion makers perceive the allowed time as not sufficient
to complete the decision task [44].
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Surprisingly, Fisher et al. [9] indicated that some de-
cision makers may feel greater time pressure when they
are given a longer time limit. In the same study, it is
indicated that the time constraint didn’t affect the use
of DQM, while the time pressure was found to have a
positive impact on the use of DQM. Decision makers
who felt time pressure integrated DQM more than those
who didn’t feel time pressure in the same time constraint
group. Conversely, a study by Price et al. [33] showed
that providing DQM can significantly extend decision
time.
In this study, the experiment didn’t impose any time
constraint on subjects. However, they were asked to reg-
ister the time at which they started and finished working
on the experiment.
2.3.4. Data Quality Awareness
One of the major goals of marketing is to make and
maintain brand awareness. This is particularly impor-
tant in an era when consumers actively search for infor-
mation to assess their brand choices. Brand awareness is
believed to have an impact on consumers’ decision mak-
ing, whereby the probability of brands being considered
and selected can increase with the brand awareness level
of the customers [19]. For example, customers are usu-
ally heard as being saying “I chose the brand I know,”
and, “I have heard of the brand so many times, I think it
must be good.”
Likewise, decision makers without DQ awareness
may not fully use the DQM available in decision sup-
port systems. Similarly, DQ practitioners indicated the
importance of creating DQ awareness to bring DQ prob-
lems into consideration [31].
Although at present many organizations are facing
DQ problems, DQ awareness is often not considered
thoroughly. One reason can be that the impact of poor
DQ on organizations’ performance is not clearly known.
Although there is an intuitive feeling that DQ awareness
improves the use of DQM by making decision makers
alert, the impact of DQ awareness on the use of DQM
and its effect on decision performance are not studied.
Therefore, in the experiment of this paper, the impact
of DQ awareness on the use and effect of DQM on de-
cision performance is investigated.
2.3.5. Task complexity
Task complexity can be determined by different fac-
tors, such as the amount of relevant information (the
number of decision alternatives and attributes) and de-
cision time available [31]. Task complexity increases
with the amount of data that needs to be processed for
a specific decision task [48]. Prior research has defined
task complexity using number of cells in the matrix of
decision alternatives and decision criteria. A task which
has 20 or less cells is categorized as a simple task, while
a decision task with more than 20 cells is categorized as
a complex task [31]. This study used this threshold to
classify the task as simple or complex.
3. Research Methodology
The research methodology is developed by consider-
ing different factors which would have an impact on the
use of DQM as depicted in Figure 1.
3.1. Research aim
Prior research indicated the importance of providing
DQM along with the actual data so that decision mak-
ers can gauge the appropriateness of the DQ level for
the task at hand [4]. However, there are two impor-
tant questions which should be answered before decid-
ing to include DQM into databases because of the as-
sociated cost of creating, maintaining and manipulat-
ing it. First, the question of whether DQM positively
impacts the effectiveness (the accuracy/quality) of deci-
sion outcomes should be answered. Second, it should
be clearly known whether decision makers are not com-
placent to the new information provided, in this case
DQM. The latter question is adequately investigated in
the DQ literature though there is no consensus about the
results [4, 9, 34, 39, 40]. However, with the exception
of a study by Shankaranarayanan et al. [38], the for-
mer has not been investigated sufficiently, to the best of
our knowledge. Although both questions are important,
the first one is more critical as the impact of DQM on
the effectiveness of the decision outcomes can be either
positive or negative.
In order to investigate the first research question, we
employed three decision outcome measures, decision
accuracy (effectiveness), decision confidence and de-
cision time (efficiency). In other words, the impact
of DQM on decision outcomes is measured in terms
of those three dependent variables. Also, the interac-
tion that DQM will have with other important variables
such as experience level of decision makers and deci-
sion strategy is addressed under this research question.
H1 Decision makers who are less educated equally in-
corporate DQM into their decisions in comparison
to decision makers who are more educated.
H1a Educated decision makers include DQM more
into their decisions compared to less educated de-
cision makers.
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When the education level increases, the compla-
cency to the new information decreases [9, 37].
H2 Decision makers who are less experienced equally
incorporate DQM into their decisions in compari-
son to decision makers who are more experienced.
H2a Experienced decision makers include DQM more
into their decisions compared to inexperienced de-
cision makers. H2 and H2a are dealing with the
general work experience level of the decision mak-
ers.
Experienced decision makers are less complacent
to new information than novices [4, 9].
H3 Decision makers who have no domain-specific ex-
perience equally incorporate DQM into their deci-
sions in comparison to decision makers who have
domain specific experience.
H3a Decision makers without domain-specific experi-
ence (DE) include DQM more into their decisions
than those with domain specific experience.
Specialization may prevent the use of all informa-
tion objectively [9, 13].
H4 Decision makers who have prior DQ awareness
equally include DQM into their decisions in com-
parison to decision makers who have no prior DQ
awareness.
H4a Decision makers with DQ knowledge include
DQM more into their decisions than those with no
DQ knowledge.
Generally, decision makers are inclined to base
their decisions on the known variables by ignoring
the unknown variables [35]. Therefore, decision
makers who have no prior DQ awareness are less
likely to include DQM into their decisions for the
reason that DQM is an unknown variable for them.
In other words, the knowledge about DQ or DQ
awareness triggers the use of DQM for decision
making purposes. The latter lead to the following
hypotheses:
H5 Decision makers who use a relatively simple de-
cision making strategy to solve a decision task
equally integrate DQM into their decisions in com-
parison to decision makers who use a relatively
complex decision making strategy to solve a de-
cision task.
More data and more choices may complicate the
decision task. Decision makers can avoid cognitive
overload by being complacent to additional vari-
ables such as DQM [32]. This can be explained
by two well-known concepts in literature: infor-
mation overload and cognitive capacity limit. In-
formation overload can happen when a decision
maker is asked to process more information than
he/she is capable of. The second concept, the cog-
nitive capacity limit, is the result of the interaction
between working memory and long-term memory
[2]. Processing more data and many alternatives
may demand a high cognitive capacity level from
the decision maker to hold and process the data
used in the decision process. Therefore, solving
a complex decision scenario may demand a high
cognitive capacity unlike the simple decision task,
resulting in some information being omitted. How-
ever, the feeling of information overload and cog-
nitive capacity limit varies with the characteristics
of decision makers. Prior research found that for
the same amount of information novices may feel
an information overload while experienced deci-
sion makers may not [6].
H5a Decision makers who use a relatively simple deci-
sion strategy (DS) include DQM more into their
decisions than those who use a relatively complex
decision strategy.
As reported above, if the decision process taxes
cognitive capacity, decision makers tend to sim-
plify the process by being complacent to new vari-
ables [17]. Prior research has indicated that the
simplicity of a decision strategy can depend on the
type of task [28]. A previous study by Moges et
al. [26] identified the EBA decision strategy as rel-
atively complex and WA as relatively simple be-
cause of its compensatory nature. Therefore, we
expect that decision makers who use a WA deci-
sion strategy include DQM more into their deci-
sion process than those who use an EBA strategy.
The hypotheses from H1(H1a) to H5(H5a) are simi-
larly assumed in both the simple and complex decision
task scenarios. Therefore, in Section 4, Results and dis-
cussions, we use those hypotheses to present the results
for both simple and complex decision environments.
H6 Decision makers facing either a simple or a com-
plex task include DQM equally into their deci-
sions.
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H6a Decision makers facing a simple task include
DQM into their decisions more than those who
are assigned to solve a complex task.
3.2. Experimental setting
3.2.1. Pilot study
To determine the appropriate DQM representation, in
a previous study [26], we have conducted a pilot exper-
iment using two different types of DQM formats. These
are DQM with lower and upper value limits (interval
representation), and probability representation. The in-
terval DQM format shows the minimum and maximum
possible values for specific data. The probability DQM
format presents the likelihood that the value of a spe-
cific data item represents its real value. Three groups
were formed for the experiment, one that received inter-
val DQM, one that received probability DQM and one
without DQM. For experimental control, the decision
strategies were limited to additive and EBA, and the ex-
perience level was limited to PhD students in Applied
Economics.
The PhD students were randomly assigned to one of
the three groups, each consisting of 10 students. A χ2
statistical test indicated that there is no significant differ-
ence in the use of DQM between the interval and proba-
bility DQM format groups at the 95% confidence level.
Thus, we conducted an exit-interview with the PhD stu-
dents in the two groups (interval and probability) to find
out (1) how they incorporated DQM in their decision-
making, (2) how they understand the meaning of DQM
and, (3) what kind of DQM format they would pre-
fer. The interview analysis indicated that the PhD stu-
dents in the interval DQM group didn’t find an easy and
uniform way of including the DQM in their decision-
making process, which was also confirmed by a slightly
higher time usage to finish the decision task compared
to the other two groups. In contrast, the groups with
the probability DQM format could easily understand the
meaning of the DQM and used it all in a similar manner
at the 95% confidence level.
Therefore, in the final experiment of this study, we
employed a probability DQM format. In addition, we
incorporated the usability study results that Price et al.
[33] found. For example, we used the term accuracy for
tag nomenclature and gave a detailed explanation of the
meaning of the DQM with an example in the instruction
section of the experiment.
Similarly, in this study, a pilot experiment with
10 PhD students was conducted in order to investi-
gate the clarity and understandability of the experi-
ment. In addition, the pilot study helped to deter-
mine the three decision strategies (Elimination by at-
tribute (EBA), Weighted additive (WA), and Conjunc-
tive (CON)) which subjects implemented to solve the
decision tasks. The final experiment was designed to
have the same decision solution using these three de-
cision strategies so that the decision accuracy of each
subject can be evaluated using a similar decision solu-
tion. Finally, the pilot study confirmed that there are no
ambiguities in the experiment.
3.2.2. Final task
It has been indicated that the nature of the applica-
tion domain used in DQM experiments may influence
the extent to which DQM is used [33]. This is ex-
plained by the fact that participants may be less con-
cerned that basing decisions on poor quality data nega-
tively affects the decision outcome for a particular do-
main. Thus, previous research has suggested that the
use of DQM for decision making should be investi-
gated in different decision making environments, par-
ticularly in critical environments [33]. We therefore
developed a new decision making environment which
is a bankruptcy prediction task1. This task is based
on the Altman-Z model of bankruptcy prediction for
non-manufacturing companies [1]. We employed all
the four criteria ( Retained earningstotal assets ,
Market value equity
Book value o f total liabilities ,
Earnings be f ore interest & taxes
Total assets and
working capital
Total assets ) to deter-
mine the financial health of a firm. The relative im-
portance of each criterion is directly adopted from the
Altman-Z model. The decision task was developed sim-
ilarly to previous studies to facilitate comparison of the
results [4, 10, 41]. Therefore, the decision making pro-
cess in this study is described as the process of rank-
ing firms according to their financial health from best
to worst, based on the given criteria. In addition, we
incorporated the usability study results that Price et al.
[33] found in the experiment. According to the results
of the pilot study in Section 3.2.1, the experiment was
designed to have the same ranking result using any of
the three decision mechanisms (EBA, WA and CON)
(see Table 4) so that the ranking of the experiment can
be evaluated using one correct answer. However, it was
found that subjects in the final experiment used only the
two decision strategies (EBA and WA) in their decision
processes. Therefore, Figure 1 displayed only these two
decision strategies.
The task was categorized into two types, simple
and complex. The simple task asked subjects to rank
the financial health of four banks based on the first
1see Appendix
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three criteria ( Retained earningstotal assets ,
Market value equity
Book value o f total liabilities , and
Earnings be f ore interest & taxes
Total assets ), which has a total of 12
cells. Meanwhile, the complex task asked subjects
to rank the financial health of eight banks based on
the four criteria ( Retained earningstotal assets ,
Market value equity
Book value o f total liabilities ,
Earnings be f ore interest & taxes
Total assets and
working capital
Total assets ), which has
a total of 32 cells. Both the simple and complex tasks
were further grouped into two types where some sub-
jects receive DQM upfront and other subjects receive
DQM later in the experiment. Subjects who didn’t get
DQM upfront with the experiment were provided with
DQM later and asked if they would change their deci-
sions because of the DQM provided. This is done par-
ticularly to increase the sample size for the complacency
test. The four types of the experiment (simple task with
upfront DQM, simple task with later DQM, complex
task with upfront DQM, complex task with later DQM)
were distributed randomly to subjects. Using a Fried-
man test at α = 5%, it was verified that no statistically
significant differences exist in the DQM usage between
subjects who were provided with DQM upfront and who
were provided with DQM later on.
A clear description which explains the contents of the
experiment, the meaning of each attribute and the ex-
pectations from subjects was also included in the exper-
iment. The experiment was conducted in a controlled
environment. An exit survey which consists of 28 ques-
tions was also conducted to gather demographic infor-
mation after the experiment was finished. Finally, the
subjects of the experiment were asked to register the
time when they started and finished working on the ex-
periment.
3.2.3. Participants
A total of 106 (80 business information systems stu-
dents and 26 other students) subjects participated in the
experiment. The participants have been further seg-
mented based on the exit survey provided with the ex-
periment. 60 students solved a decision task with DQM
upfront and 46 students solved a decision task with
DQM later. 42 and 64 participants solved the complex
and simple decision task respectively. 30 of 106 partic-
ipants have work experience. 35 have domain experi-
ence. 77 of the 106 participants have medium or high
prior data quality awareness and 29 participants have no
prior data quality awareness.
3.2.4. Variables
All the dependent and independent variables, and
their descriptions and acronyms are included in Table 5.
3.3. Statistical Analysis
In order to test the significance of the obtained results,
a number of statistical tests are applied in accordance
with the literature. Each of the different tests is assessed
at a significance level of 5% unless stated otherwise.
3.3.1. Chi-square
The χ2 test basically investigates the null hypothesis,
whether the frequency distribution of observed events in
a sample is equal to an expected frequency distribution
of the same events derived from a particular theoreti-
cal distribution or from the control groups in the ob-
served samples. A χ2 analysis can also be used to deter-
mine whether paired observations on two variables are
independent from each other (e.g. the education level
of subjects and their DQM usage). In this paper, a χ2
test is used in this latter way to investigate the com-
placency level of the decision outcomes between dif-
ferent groups, to determine if there is a relationship be-
tween subject characteristics and DQM usage for deci-
sion making purposes [20].
3.3.2. Regression trees - Leave-one-out-cross valida-
tion
Regression trees
Tree-building algorithms generally define a set of
logical environments by which different cases can be
predicted or classified with some degree of accuracy.
Regression trees are non-linear and non-parametric al-
gorithms which predict continuous dependent variables
using one or more continuous or categorical indepen-
dent variables [15]. Regression trees are non-parametric
and avoid the assumptions where tests such as Analy-
sis Of Variance (ANOVA) and t-tests rely on, namely
that data are normally, and independently and identi-
cally distributed (iid) [15]. In most cases, interpreting
the results from the trees is very straightforward. More-
over, the trees do not assume any relationship (linear,
non-linear or monotonic) between the predictor and the
dependent variables. For example, decision accuracy
can be negatively related to the use of DQM, but can
also be positively related to the use of DQM if subjects
have a high data quality awareness or high experience
level whereby the tree can reveal such a non-monotonic
relationship between the variables. Thus, linear regres-
sion trees are good methods for cases where there is
little or no prior knowledge about the relationship be-
tween the dependent and independent variables. There-
fore, they are particularly suited to analyze this experi-
ment’s data where there is no prior assumption about the
three dependent variables i.e., decision accuracy (DA),
11
Va
ri
ab
le
D
es
cr
ip
tio
n
D
ec
is
io
n
A
cc
ur
ac
y
(D
A
)
It
is
a
di
sc
re
te
va
ri
ab
le
w
hi
ch
is
m
ea
su
re
d
us
in
g
th
e
ra
nk
in
g
of
th
e
fir
m
s
fo
r
bo
th
co
m
pl
ex
an
d
si
m
pl
e
ta
sk
s.
If
a
su
bj
ec
t
ge
ts
th
e
ra
nk
in
g
en
tir
el
y
co
rr
ec
t,
th
e
ac
cu
ra
cy
is
sa
id
to
be
10
/1
0.
O
th
er
w
is
e,
if
a
pe
rs
on
ge
ts
on
e
ra
nk
in
g
w
ro
ng
,t
he
ac
cu
ra
cy
le
ve
ld
ec
re
as
es
by
1.
25
or
2.
5
m
ar
ks
fo
r
th
e
co
m
pl
ex
an
d
si
m
pl
e
ta
sk
re
sp
ec
tiv
el
y.
A
lth
ou
gh
in
a
re
al
lif
e
sc
en
ar
io
,i
ti
s
no
ta
lw
ay
s
po
ss
ib
le
to
a
pr
io
ri
de
te
rm
in
e
th
e
op
tim
al
de
ci
si
on
w
ith
un
ce
rt
ai
nt
ie
s
su
ch
as
po
or
qu
al
ity
da
ta
,w
e
de
si
gn
ed
th
e
ex
pe
ri
m
en
tt
o
ha
ve
a
re
la
tiv
el
y
co
rr
ec
tr
an
ki
ng
or
de
rb
y
co
ns
id
er
in
g
th
e
D
Q
le
ve
l
gi
ve
n
us
in
g
th
e
th
re
e
co
m
m
on
ly
us
ed
de
ci
si
on
st
ra
te
gi
es
a
in
de
ci
si
on
m
ak
in
g
pr
oc
es
se
s.
T
he
re
fo
re
,t
he
de
ci
si
on
ac
cu
ra
cy
of
ea
ch
su
bj
ec
tc
an
be
ev
al
ua
te
d
us
in
g
a
si
m
ila
rd
ec
is
io
n
so
lu
tio
n.
A
s
su
ch
,t
he
de
fin
iti
on
of
a
10
0%
de
ci
si
on
ac
cu
ra
cy
in
th
is
ex
pe
ri
m
en
t’s
co
nt
ex
ti
s
th
at
on
e
ha
s
ac
hi
ev
ed
th
e
pr
ed
efi
ne
d
re
la
tiv
el
y
co
rr
ec
tr
an
ki
ng
or
de
rw
ith
ou
tm
ak
in
g
an
y
ra
nk
in
g
er
ro
ru
si
ng
on
e
of
th
e
th
re
e
de
ci
si
on
st
ra
te
gi
es
.
In
sh
or
t,
ac
cu
ra
cy
m
ea
su
re
s
th
e
nu
m
be
ro
fe
rr
or
s
th
at
a
de
ci
si
on
m
ak
er
m
ak
es
in
so
lv
in
g
th
e
de
ci
si
on
ta
sk
.
T
he
er
ro
rs
in
cl
ud
e
ca
lc
ul
at
io
n
an
d
in
co
ns
is
te
nc
ie
s
in
th
e
de
ci
si
on
m
ak
in
g
pr
oc
es
s.
D
ec
is
io
n
C
on
fid
en
ce
(C
O
N
F)
It
is
an
or
di
na
lv
ar
ia
bl
e
w
hi
ch
is
m
ea
su
re
d
w
ith
a
5-
L
ik
er
ts
ca
le
w
hi
ch
ra
ng
es
fr
om
-2
to
2.
-2
an
d
-1
re
pr
es
en
tv
er
y
lo
w
or
lo
w
co
nfi
de
nc
e
ab
ou
tt
he
de
ci
si
on
ou
tc
om
e
re
sp
ec
tiv
el
y,
w
hi
le
0
re
pr
es
en
ts
a
ne
ut
ra
lf
ee
lin
g
ab
ou
tt
he
de
ci
si
on
ta
sk
.F
in
al
ly
,1
an
d
2
re
pr
es
en
th
ig
h
an
d
ve
ry
hi
gh
co
nfi
de
nc
e
ab
ou
tt
he
de
ci
si
on
ou
tc
om
es
.
D
ec
is
io
n
Ti
m
e
(D
T
)
It
is
a
co
nt
in
uo
us
va
ri
ab
le
w
hi
ch
is
m
ea
su
re
d
by
su
bt
ra
ct
in
g
th
e
st
ar
tt
im
e
fr
om
th
e
fin
is
h
tim
e
of
th
e
ex
pe
ri
m
en
t.
It
is
m
ea
su
re
d
us
in
g
m
in
ut
es
.
D
at
a
Q
ua
lit
y
M
et
ad
at
a
U
se
d
(D
Q
M
U
)
It
is
a
ca
te
go
ri
ca
lv
ar
ia
bl
e
w
ith
a
“y
es
”
or
“n
o”
la
be
l.
It
is
m
ea
su
re
d
ba
se
d
on
tw
o
di
ff
er
en
tq
ue
st
io
ns
.F
ir
st
,s
ub
je
ct
s
ar
e
as
ke
d
to
w
ri
te
th
e
fo
rm
ul
a
or
m
et
ho
d
w
hi
ch
th
ey
us
ed
to
so
lv
e
th
e
ta
sk
,
if
th
ei
rm
et
ho
d
co
nt
ai
ns
D
Q
M
as
on
e
de
ci
si
on
va
ri
ab
le
an
d
th
e
de
ci
si
on
so
lu
tio
n
be
lo
ng
s
to
th
e
so
lu
tio
n
w
ith
D
Q
M
ca
te
go
ry
,t
he
n
th
e
D
Q
M
U
va
ri
ab
le
w
ill
ge
ta
“y
es
”
la
be
l.
A
ls
o,
th
e
re
sp
on
se
to
th
e
qu
es
tio
n
“w
hi
ch
va
ri
ab
le
s
w
er
e
im
po
rt
an
tt
o
so
lv
e
th
e
de
ci
si
on
ta
sk
”
is
ch
ec
ke
d
fo
ri
ts
co
ns
is
te
nc
y
to
th
e
so
lu
tio
n
pr
ov
id
ed
.I
n
al
m
os
ta
ll
ca
se
s,
th
e
su
bj
ec
ts
’r
es
po
ns
es
to
th
e
tw
o
di
ff
er
en
t
qu
es
tio
ns
w
er
e
co
ns
is
te
nt
.T
he
re
fo
re
,t
he
us
e
of
D
Q
M
is
co
rr
ec
tly
de
te
rm
in
ed
.
D
at
a
Q
ua
lit
y
M
et
ad
at
a
(D
Q
M
)
It
is
a
ca
te
go
ri
ca
lv
ar
ia
bl
e
w
ith
a
“y
es
”
or
“n
o”
la
be
l.
It
is
m
ea
su
re
d
ba
se
d
on
th
e
ty
pe
of
th
e
ex
pe
ri
m
en
t.
Fo
r
th
e
ex
pe
ri
m
en
tt
yp
es
w
hi
ch
in
cl
ud
e
D
Q
M
up
fr
on
t,
th
e
D
Q
M
va
ri
ab
le
ha
s
a
“y
es
”
la
be
l,
ot
he
rw
is
e,
it
ha
s
a
“n
o”
la
be
l.
D
ec
is
io
n
St
ra
te
gy
(D
S)
It
is
ca
te
go
ri
ze
d
in
to
tw
o
br
oa
d
ty
pe
s,
W
ei
gh
te
d
A
dd
iti
ve
(W
A
)a
nd
E
lim
in
at
io
n
by
A
ttr
ib
ut
e
(E
B
A
).
Su
bj
ec
ts
ar
e
as
ke
d
to
ex
pl
ai
n
w
hi
ch
ki
nd
of
de
ci
si
on
st
ra
te
gy
th
ey
us
ed
to
so
lv
e
th
e
de
ci
si
on
ta
sk
.B
as
ed
on
th
ei
re
xp
la
na
tio
ns
,t
he
de
ci
si
on
st
ra
te
gy
is
cl
as
si
fie
d
in
to
ei
th
er
E
B
A
or
W
A
.
Ta
sk
C
le
ar
(T
A
cl
ea
r)
It
is
a
ca
te
go
ri
ca
lv
ar
ia
bl
e
w
hi
ch
is
m
ea
su
re
d
by
su
bj
ec
ts
’r
es
po
ns
es
to
th
e
qu
es
tio
n
“w
he
th
er
th
e
ex
pe
ri
m
en
tw
as
fu
lly
cl
ea
r”
.I
th
as
a
“y
es
”
or
“n
o”
la
be
l.
Ta
sk
Ty
pe
(T
A
)
It
is
a
ca
te
go
ri
ca
lv
ar
ia
bl
e
w
ith
“C
om
pl
ex
”
or
“S
im
pl
e”
la
be
lw
hi
ch
is
de
te
rm
in
ed
fr
om
th
e
ty
pe
of
th
e
ex
pe
ri
m
en
t.
D
at
a
Q
ua
lit
y
Aw
ar
en
es
s(
D
Q
A
)
It
is
a
ca
te
go
ri
ca
lv
ar
ia
bl
e
w
hi
ch
is
m
ea
su
re
d
by
su
bj
ec
ts
’
re
sp
on
se
s
to
th
e
si
x
ba
si
c
da
ta
qu
al
ity
re
la
te
d
qu
es
tio
ns
as
ke
d
in
th
e
ex
it
su
rv
ey
.
If
a
su
bj
ec
ta
ns
w
er
s
th
e
fo
ur
im
po
rt
an
tq
ue
st
io
ns
b
c
d
e
co
rr
ec
tly
,a
su
bj
ec
ti
s
sa
id
to
ha
ve
fu
ll
da
ta
qu
al
ity
aw
ar
en
es
s.
If
a
su
bj
ec
ta
ns
w
er
s
tw
o
or
th
re
e
of
th
e
fo
ur
im
po
rt
an
tq
ue
st
io
ns
co
rr
ec
tly
,t
he
n
th
e
su
bj
ec
ti
s
sa
id
to
ha
ve
m
ed
iu
m
da
ta
qu
al
ity
aw
ar
en
es
s.
Su
bj
ec
ts
w
ho
an
sw
er
ed
on
ly
on
e
qu
es
tio
n
or
di
d
no
ta
ns
w
er
an
y
of
th
e
qu
es
tio
ns
co
rr
ec
tly
,a
re
sa
id
to
ha
ve
no
da
ta
qu
al
ity
aw
ar
en
es
s.
W
or
k
E
xp
er
ie
nc
e
(W
E
)
It
is
a
ca
te
go
ri
ca
lv
ar
ia
bl
e
w
hi
ch
sh
ow
s
th
e
w
or
k
ex
pe
ri
en
ce
le
ve
lo
f
su
bj
ec
ts
.
It
is
de
te
rm
in
ed
by
th
e
re
sp
on
se
to
th
e
qu
es
tio
n
“h
ow
m
an
y
ye
ar
s
of
w
or
k
ex
pe
ri
en
ce
do
yo
u
ha
ve
”
in
th
e
ex
it
su
rv
ey
.
D
om
ai
n
E
xp
er
ie
nc
e
(D
E
)
It
is
a
ca
te
go
ri
ca
lv
ar
ia
bl
e
w
hi
ch
sh
ow
s
th
e
le
ve
lo
f
pr
ev
io
us
si
m
ila
r
ex
pe
ri
en
ce
w
ith
th
at
of
th
e
ex
pe
ri
m
en
tt
ha
ts
ub
je
ct
s
ha
ve
.
It
is
al
so
de
te
rm
in
ed
by
th
e
re
sp
on
se
to
th
e
qu
es
tio
n
“h
ow
m
an
y
tim
es
di
d
yo
u
so
lv
e
th
is
ki
nd
of
ex
er
ci
se
pr
ev
io
us
ly
”.
If
th
e
an
sw
er
to
th
e
qu
es
tio
n
is
ze
ro
,t
he
pe
rs
on
is
sa
id
to
be
w
ith
no
do
m
ai
n
ex
pe
ri
en
ce
.Y
et
,i
ft
he
an
sw
er
to
th
e
qu
es
tio
n
is
1
an
d
ab
ov
e,
th
e
pe
rs
on
is
sa
id
to
be
w
ith
do
m
ai
n
ex
pe
ri
en
ce
.
E
du
ca
tio
n
(E
D
U
)
It
is
a
ca
te
go
ri
ca
lv
ar
ia
bl
e
w
hi
ch
sh
ow
s
th
e
le
ve
lo
fe
du
ca
tio
n
th
at
a
su
bj
ec
th
as
ac
hi
ev
ed
.
Ta
bl
e
5:
Su
m
m
ar
ie
s
of
th
e
di
ff
er
en
tv
ar
ia
bl
es
in
th
e
ex
pe
ri
m
en
t
a s
ee
Ta
bl
e
4
b H
ow
do
yo
u
de
fin
e
ac
cu
ra
cy
in
th
e
da
ta
qu
al
ity
co
nt
ex
t?
c C
an
yo
u
pl
ea
se
gi
ve
on
e
ex
am
pl
e
of
in
ac
cu
ra
te
da
ta
?
d C
an
yo
u
pl
ea
se
ex
pl
ai
n
w
ha
ti
s
m
ea
nt
by
da
ta
qu
al
ity
di
m
en
si
on
s/
at
tr
ib
ut
es
?
e C
an
yo
u
pl
ea
se
m
en
tio
n
so
m
e
da
ta
qu
al
ity
di
m
en
si
on
s/
at
tr
ib
ut
es
?
12
decision confidence (DC) and decision time (DT), and
their predictors [16].
Leave-one-out cross-validation
Cross-validation is used to assess the performance of
a regression or classification model on previously un-
seen data. Assessing the performance of the model is
mainly the case in prediction analysis, where one pre-
dicts a model and determines its performance in prac-
tice. In general, model performance is measured by
splitting the data in a training and test set. The model
is estimated using the training set; the test set assesses
its performance. However, in cross-validation, the orig-
inal data set is split into several subsets, each of which is
once used for testing purposes to assess the model’s per-
formance after the training phase. This technique helps
to minimize overfitting and gives an insight on how the
model will work on an independent real-life data set.
In addition, it is very useful when a small sample size
makes it difficult to split the data into separate training,
validation and test sets. Leave-one-out cross-validation
is one type of cross validation where each observation
in the sample is used once as the validation data and the
remaining observations as training data [11].
In this paper, we implemented a regression tree with
leave-one-out cross-validation in order to predict the
values of the three dependent variables (decision accu-
racy (DA), decision confidence (DC) and decision time
(DT) from all the available independent variables.
3.3.3. Stepwise regression
A stepwise linear regression was also implemented
in order to choose predictive variables with their in-
teraction effect for each dependent variable, Decision
Accuracy (DA), Confidence (CONF) and Time (DT).
However, the results from the leave-one-out-cross vali-
dation and the stepwise regression are found to be simi-
lar with some minor distinctions. In addition, the results
of leave-one-out cross-validation outperformed those of
the stepwise regressions when the models were com-
pared by the mean squared error (MSE). Therefore, in
this paper, we will only present the results from the
leave-one-out cross-validation tests [16].
4. Results and discussions
4.1. The use of DQM in decision making processes
4.1.1. Education, Experience, Data Quality Aware-
ness and Decision Strategy - Simple decision
task
As defined in Table 3, complacency measures the de-
gree to which DQM is used in decision making pro-
cesses. A χ2 test is conducted on the variable DQMU
(see Table 5) in order to investigate the complacency
level of different decision makers towards the DQM.
The χ2 test results are depicted in Table 6 and indi-
cate that for the simple decision task, the complacency
level about DQM of decision makers who are more or
less educated is not significantly different at the 95%
confidence level. Similarly, the complacency level be-
tween decision makers who have work experience and
no work experience; and who have domain experience
and no domain experience is not significantly different.
In addition, there is no relationship between the com-
placency level and the decision strategies implemented.
Therefore, H1-H3 and H5 are accepted, and H1a-H3a
and H5a are rejected at the 95% confidence level for
the simple decision task. Yet, there is a significant re-
lationship between the complacency level of the deci-
sion makers and their DQA level at the 95% confidence
level. In other words, subjects who have a high DQA
integrated DQM more into their decision processes than
subjects who have little or no DQA. Among 24 subjects
who have little or no DQA, 17 of them didn’t integrate
DQM into their decision processes, yet, from 40 sub-
jects who have a high DQA, only 15 of them didn’t in-
tegrate DQM to solve the decision task. Therefore, H4
is rejected in favor of H4a at the 95% confidence level.
Simple Task
Variables DQMU Obs. Complacency
EDU (H1)
Under graduates Yes 20 χ2 = 0.2591No 18
Post graduates Yes 12 p = 0.6107No 14
WE (H2)
No experience Yes 23 χ2 = 1.6967No 18
With experience Yes 9 p = 0.1927No 14
DE (H3)
Without DE Yes 22 χ2 = 0.2771No 20
With DE Yes 10 p = 0.5986No 12
DQA (H4)
Without DQA Yes 7 χ2 = 6.6667No 17
With DQA Yes 25 p = 0.00098∗∗No 15
DS (H5)
WA Yes 18 χ2 = 1.0667No 22
EBA Yes 14 p = 0.3017No 10
Table 6: The complacency level of different groups of sub-
jects on their decision outcomes when Data Quality Meta-
data (DQM) is given and the decision task is relatively simple.
∗∗ = p < 0.05.
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4.1.2. Education, Experience, Data Quality Aware-
ness and Decision strategy - Complex decision
task
The χ2 test results in Table 7 indicate that for the com-
plex decision task, the complacency level about DQM
of the decision makers who are more or less educated is
not significantly different at the 95% confidence level.
Similarly, the complacency level between decision mak-
ers who have work experience and no work experience
is not significantly different. In addition, there is no re-
lationship between the complacency level and the de-
cision strategies implemented. Therefore, H1, H2 and
H5 are accepted and H1a, H2a and H5a are rejected
at the 95% confidence level for the complex decision
task. Yet, the complacency level between subjects who
have DE and who have no domain experience is signif-
icantly different at the 95% confidence level. Subjects
who have prior DE on the decision task are more com-
placent towards the given DQM to solve the decision
task than those subjects who have no domain experi-
ence. In other words, among 13 subjects who have prior
DE, only 3 of them integrated DQM, yet, among 29 sub-
jects who have no prior DE, 23 of them integrated DQM
into their decision making processes. Similarly, there is
a significant relationship between the complacency level
of decision makers towards DQM and the DQA level
of the decision makers at the 95% confidence level. In
other words, subjects who have more DQA integrated
DQM more than subjects who have no DQA, similar to
the simple decision task. Among 5 subjects who have
little or no DQA, 4 of them didn’t integrate DQM to
solve the decision task, yet, from 37 subjects who have
a high DQA, only 12 of them didn’t integrate DQM to
solve the decision task, though both groups (subjects
with DQA and subjects without DQA) were provided
with DQM. Therefore, H3 and H4 are rejected and in-
stead H3a and H4a are accepted at the 95% confidence
level.
To summarize the results from Table 6 and 7, for
both simple and complex decision tasks, the DQA level
of decision makers have high impact on the degree
to which decision makers are complacent towards the
DQM. The higher the DQA level is, the more the deci-
sion makers integrate DQM into their decision making
processes. This reinforces the suggestion from an ear-
lier study by Fisher et al. [9] that organizations should
conduct a seminar and DQM education prior to main-
taining DQM in databases in order to fully benefit from
it. Similarly, the results in Table 7 reveal that decision
makers with domain experience used DQM less than
those without domain experience for the complex de-
cision task. This confirms earlier findings by Gilliland
et al. [13] and Fisher et al. [9] that more specializa-
tion may prevent the use of all the information objec-
tively, whereby subjects with domain experience report-
edly used DQM significantly less than those subjects
without domain experience. On the other hand, the re-
sults in Table 6 and 7 indicate that there is no relation-
ship between the level of education, work experience
and the use of different decision strategies, and the com-
placency level of decision makers towards DQM. These
results agree with the earlier findings that the education
level and the type of decision strategy didn’t affect the
use of DQM for decision making processes [9, 34].
Complex Task
Variables DQMU Obs. Complacency
EDU (H1)
Under graduates Yes 21 χ2 = 0.1958No 12
Post graduates Yes 5 p = 0.6581No 4
WE (H2)
No experience Yes 22 χ2 = 0.0808No 13
With experience Yes 4 p = 0.7763No 3
DE (H3)
Without DE Yes 23 χ2 = 12.0361No 6
With DE Yes 3 p = 0.0005∗∗No 10
DQA (H4)
Without DQA Yes 1 χ2 = 4.2262No 4
With DQA Yes 25 p = 0.0398∗∗No 12
DS (H5)
WA Yes 19 χ2 = 1.2620No 9
EBA Yes 7 p = 0.2613No 7
Table 7: The complacency level of different groups of sub-
jects on their decision outcomes when Data Quality Metadata
(DQM) is given and the decision task is relatively complex.
∗∗ = p < 0.05.
4.1.3. Task type
As the results of the χ2 test in Table 8 indicate there
is no significant difference found between the compla-
cency level of decision makers who solved the sim-
ple and complex decision task at the 95% confidence
level. The well-known information overload theory
would suggest that complex decision tasks would show
more complacency to DQM than simple decision tasks.
However, the results did not confirm this. Therefore, H6
is accepted and H6a is rejected. This result may be ex-
plained by the fact that both decision tasks (simple and
complex) entailed a similar problem, with the task com-
plexity determined only by the number of alternatives.
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Complacency for the decision task when DQM is provided
Variables DQMU Obs. Complacency
TA (H6)
Simple Yes 32 χ2 = 1.4505No 32
Complex Yes 26 p = 0.2285No 16
Table 8: The complacency level of subjects on their deci-
sion outcomes when Data Quality Metadata (DQM) is given
in combination with the complexity of the decision task.
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Figure 2: A regression tree for the decision accuracy (DA)
with MSE=0.5715. The minimum score is zero and the maxi-
mum is 10.
4.2. Data quality metadata and its impact on decision
outcomes
4.2.1. Decision accuracy
The regression tree in Figure 2 indicates that the de-
pendent variable, decision accuracy (DA), can be pre-
dicted by the independent variables DQM, DQA, DS
and TA with a low mean squared error of 0.5715. The
DA variable is measured on a scale of 0 to 10, with the
lowest value 0 and highest value 10. If decision mak-
ers have a high DQA, the probability of having a good
level of decision accuracy is high. Yet, if decision mak-
ers have little or no DQA, decision accuracy depends
on the presence of the DQM, DS and TA variables. In
general, if decision makers who have no DQA integrate
DQM into their decision processes, the decision accu-
racy will be very low. However, if decision makers who
have moderate DQA integrate DQM into their decision
processes and use a weighted additive decision strat-
egy, their decision accuracy will be high. Conversely, if
decision makers do not integrate DQM into their deci-
sion processes, the decision accuracy depends on the the
level of difficulty of the decision task, whereby a com-
plex decision task leads to a lower decision accuracy.
Summarizing the results, decision accuracy mainly de-
pends on the level of DQA that decision makers have.
Similarly, decision makers who have a high DQA use
DQM more than those decision makers who have little
or no DQA (see Table 6 and 7) and reach a high decision
accuracy on their results.
In general, the results indicate that decision makers
who have a high DQA can have high decision accuracy
regardless of the decision strategy or the complexity of
the task they dealt with. This may be explained by the
fact that decision makers who have a high DQA are
more educated as DQA knowledge is mostly acquired
from the extra training in addition to the formal educa-
tion.
4.2.2. Decision confidence
The regression tree in Figure 3 indicates that the de-
pendent variable, decision confidence, can be predicted
by the independent variables DQM, DQA, TAclear,
EDU and DS with a MSE of 0.089. If decision mak-
ers do not integrate DQM into their decision processes
and the decision task is not clear, the decision confi-
dence is very low. Yet, if decision makers do not inte-
grate DQM into their decision processes and the deci-
sion task is clear, then the decision confidence depends
on the DQA level, as such, a high DQA leads to a better
decision confidence. Similarly, if decision makers who
have a high DQA integrate DQM into their decision
processes, the decision confidence will be high. How-
ever, if decision makers who have little or no DQA in-
tegrate DQM into their decision processes, the decision
confidence depends on the education level and decision
strategy, whereby a high education level and an EBA
decision strategy lead to a relatively high decision con-
fidence. Summarizing the results, DQM usage, a high
DQA level, the clarity of the decision task, a high ed-
ucational level and a complex decision strategy have a
positive impact on the confidence of decision makers on
their decision outcomes. In other words, decision mak-
ers with a good prior data quality awareness and a high
educational background, and who understand the deci-
sion task clearly will have a high decision confidence
when they integrate DQM into their decision processes
and use a more complex decision strategy such as EBA.
Although Figure 3 depicts the interaction effects of dif-
ferent variables with DQM on the decision confidence
and should be compared with other studies with inter-
action effect, the results can partially be compared with
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Figure 4: A regression tree for the decision time measured in
minutes with MSE=0.0118.
the findings of Moges et al. [26] where the confidence
level of decision makers was slightly higher for decision
makers who used an EBA decision strategy to integrate
DQM into their decision processes.
4.2.3. Decision time
The regression tree in Figure 4 indicates the predic-
tion of the decision time in terms of the different inde-
pendent variables. The results indicate that, in general,
decision makers who have work experience will take
more time to solve a similar task than those who do not
have many years of work experience. Yet, for decision
makers who have no work experience the decision time
will depend on their integration of DQM into their de-
cision processes. Those without experience who do not
use DQM will have a low decision time. Those with-
out experience who do integrate DQM will vary their
decision time based the education and the domain ex-
perience level of the decision makers. A high level of
educational background and domain experience extends
the decision time. In other words, a high DQA, a high
educational background and experience level extend the
decision time. One possible explanation would be that
those decision makers who have a high DQA and ed-
ucational background can integrate other knowledge or
information from their prior encounters rather than lim-
iting themselves only to the given information to solve
the decision task. This can increase the decision time
compared to novices who likely rely on only the given
information to solve the decision task. In the same way,
decision makers who integrate DQM can have extended
decision time compared with those who didn’t integrate
DQM into their decision processes. This result con-
firmed previous findings by Price et al. [34] that the
use of DQM can increase decision time.
5. Conclusion
In this study, a new experiment was conducted in or-
der to investigate the use of DQM for decision making
purposes and its impact on decision outcomes. The ex-
periment was motivated by prior research results where
there was no agreement on the use of DQM for decision
making processes [9, 34, 40].
This study addressed different notions either sug-
gested by previous studies or inferred from missing fac-
tors in their experimental designs. One of the sugges-
tions addressed is that we created an equal or a similar
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understanding of DQM among the participants by using
a clear description and an example of what DQM repre-
sents which, consequently, helped to clear ambiguities.
Also, the study incorporated all the variables studied in
previous DQM research in addition to novel variables
such as DQA which makes the study inclusive. This,
in turn, helped to measure the effect of the variables on
the use of DQM in a similar environment where similar
subjects are used, consequently removing the impact of
an experimental design.
Apart from the addition of the DQA variable, a sec-
ond main contribution of this study is the way in which
the decision outcome measures were defined and ana-
lyzed. First, the complacency of decision makers to-
wards DQM, one of the most widely recognized de-
cision outcome measures in the DQM literature, is in-
ferred from three standards instead of association com-
placency indirectly with the change of the first decision
choice or the usage of one attribute as in prior studies
[4, 9, 34]. First, complacency is determined by partici-
pants’ decision strategy where they explicitly indicated
the formula they used to reach the decision solution.
Second, it is derived from the category of the decision
solution where the decision solution can either be cate-
gorized as a solution with DQM or without DQM. Fi-
nally, complacency is measured by the responses to the
question “which variables were important in the deci-
sion processes”. In nearly all cases, the three indicators
of complacency were consistent for each subject. Sec-
ond, the decision accuracy of each subject was evalu-
ated using one possible decision solution. This could be
possible because the experiment was designed to have
one possible decision outcome for the three decision
strategies (WA, EBA, and CON).
Another main contribution is that the way the three
decision outcome measures, decision accuracy, decision
time and decision confidence were analyzed. We used a
tree-based algorithm to identify the impact of DQM and
its interaction effect with other independent variables on
these three measures. The results gave new insights on
the impact of DQM on decision outcomes.
The use of DQM for decision making purposes was
investigated using a χ2 test. The results in Table 6, 7
and 8 indicated that the use of DQM is enhanced by
prior data quality awareness of decision makers where
decision makers with prior DQ awareness integrated
DQM into their decision processes significantly more
than those with no prior DQ awareness. One possible
explanation would be that prior DQ awareness could in-
crease the understanding of potential consequences of
making decisions using incorrect data. Understanding
the consequence of using flawed data encourages the
incorporation of DQM into decision processes. An-
other explanation can be, as prior market research in-
dicated, that brand awareness increases the chance of
the brand being purchased by users. Similarly, the more
decision makers are familiar with the variable, the more
they use it into their decision making processes [19].
Hereby, we can suggest that organizations should con-
duct a seminar or DQM training prior to maintaining
DQM in datawarehouses. The results in Table 7 also
indicate that the use of DQM decreases with domain
experience level, whereby a high domain experience or
specialization level is associated with a lower usage of
DQM to solve the complex decision task. This result
is consistent with the findings by Fisher et al. [9] that
more specialization may avert the use of all available
information. Additionally, decision makers who have
more experience about the decision task may be more
influenced by their prior experience than by other infor-
mation given, such as DQM. On the contrary, education
level, work experience level and decision strategy are
found to have no effect on the use of DQM. Based on
these results, we can suggest that special effort should
be made to encourage users with domain experience to
still make use of DQM.
The regression trees in Figure 2 suggest that in order
to reach a high decision accuracy, DQM should be used
by those who have prior DQ awareness. Yet, in general,
the tree indicated that those who haven’t used DQM
reached a high decision accuracy though they solved
a complex decision task. Put differently, although de-
cision makers who have prior DQ awareness benefited
from using DQM, decision makers who didn’t use DQM
could still reach a high decision accuracy. This can be
explained by the preference of decision makers to use
a complex decision strategy such as EBA to integrate
DQM into their decision making processes. To clarify,
among 38 subjects who used an EBA decision strategy,
26 integrated DQM into their decision processes.
The regression tree in Figure 3 indicates that, in gen-
eral, decision confidence decreases when decision mak-
ers used DQM. Yet, decision confidence is found to be
very high when decision makers have a high DQA. Sim-
ilarly, when decision makers who have a high DQA
solved the decision task using DQM, the confidence
level is said to be high. In the same way, the regression
tree in Figure 4 indicates that a high DQA and DQM
use increased the decision time.
Although the decision accuracy and the decision con-
fidence can be improved when decision makers who
have a high DQA integrate DQM, the decision time in-
creases. As DQ is contextual, for tasks which are critical
and where the consequence of flawed data is high, pro-
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viding DQM seems advantageous. Yet, for tasks which
need a high efficiency, DQM seems rather counterpro-
ductive.
The general conclusion we can draw from this anal-
ysis is that DQM can be used and impacts the decision
outcome when it is associated with certain character-
istics of decision makers, some decision strategies and
some task types. Therefore, it is clear that the cost of
maintaining DQM can not be justified for all applica-
tions. Therefore, we suggest practitioners to investigate
the benefits of DQM for their specific situation before
justifying the cost of maintaining DQM in dataware-
houses as DQ is indeed task-dependent.
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Appendix
In this section, the complex decision task is given as
an example of the experiment.
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Please write the hour and the minutes at which you started to complete this assignment in the following format (example 14:30
for 2:30 pm in the afternoon or 12:02 for 12:02 pm in the noon......)
financial health or bankruptcy prediction Task Genet is working as a consultant in an accounting firm. She has been given
8 firms and was asked to rank them according to their solvency (financial health). Hence, she has begun the decision process
of examining the firms. First, she identified four solvency determinant criteria and indicated the importance of each criterion
using a weight based on an Altman Z-score model for non-manufacturing firms. The weight indicates the relative importance
of each criterion in predicting the solvency of a company. The higher the weight, the higher the importance of a particular
criterion in predicting the solvency of the company. Next, she represented the value for each criterion in euros, where higher
values refer to more healthy firms. For example, a value of 90 euros for working capitalTotal assets ratio indicates a firm which is more
healthy compared to a firm with a value of 50 euros.
Yet, she realized that the values may not be completely accurate as they are not consistent among different databases she
checked. Thus, she decided to incorporate this uncertainty into her decision making process by using a [0, 1] accuracy
measure where 0 indicates an inaccurate value and 1 indicates a perfectly accurate value. For example, an accuracy of 0.8 for
a criterion’s value indicates a 80% chance for the value to be correct.
However, because she is assigned to other work, she was unable to finish her ranking decision. Hence, her supervisor asked
you to continue her work and to decide upon the ranking of the firms. You can assume that the accuracy, the value and the
weight of the firms are correctly retrieved by Genet. Please rank the firms below according to their solvency from the most
healthy firm (Rank 1) to the least healthy firm (Rank 8). Also, please explain why.
You can find the excel sheet of the experiment in the following link to facilitate your decision!
http://www.econ.kuleuven.be/helen.moges/public/Experiment/ExperimentspreadsheetWDQM.xlsx
Firm Criterion Accuracy Value Weight
Firm A
Retained earnings
total assets 0.8 84 3
Market value equity
Book value o f total liabilities 0.8 24 1
Earnings be f ore interest & taxes
Total assets 0.5 80 7
working capital
Total assets 0.5 16 6.5
Firm B
Retained earnings
total assets 0.8 20 3
Market value equity
Book value o f total liabilities 0.8 16 1
Earnings be f ore interest & taxes
Total assets 1 48 7
working capital
Total assets 1 30 6.5
Firm C
Retained earnings
total assets 0.4 100 3
Market value equity
Book value o f total liabilities 0.2 80 1
Earnings be f ore interest & taxes
Total assets 0.1 90 7
working capital
Total assets 0.1 80 6.5
Firm D
Retained earnings
total assets 0.6 52 3
Market value equity
Book value o f total liabilities 0.8 48 1
Earnings be f ore interest & taxes
Total assets 0.8 54 7
working capital
Total assets 0.8 26 6.5
Firm E
Retained earnings
total assets 0.7 76 3
Market value equity
Book value o f total liabilities 0.8 24 1
Earnings be f ore interest & taxes
Total assets 1 55 7
working capital
Total assets 1 40 6.5
Firm F
Retained earnings
total assets 0.8 24 3
Market value equity
Book value o f total liabilities 0.5 18 1
Earnings be f ore interest & taxes
Total assets 0.2 20 7
working capital
Total assets 0.2 56 6.5
Firm G
Retained earnings
total assets 1 50 3
Market value equity
Book value o f total liabilities 0.8 40 1
Earnings be f ore interest & taxes
Total assets 1 50 7
working capital
Total assets 1 28 6.5
Firm H
Retained earnings
total assets 0.7 52 3
Market value equity
Book value o f total liabilities 0.3 48 1
Earnings be f ore interest & taxes
Total assets 0.3 51 7
working capital
Total assets 0.2 29 6.5
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