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DOI: 10.1039/c2ee03466bWe developed a new method to accurately extract the singlet exciton diffusion length in organic
semiconductors by blending them with a low concentration of methanofullerene[6,6]-phenyl-C61-
butyric acid methyl ester (PCBM). The dependence of photoluminescence (PL) decay time on the
fullerene concentration provides information on both exciton diffusion and the nanocomposition of the
blend. Experimentally measured PL decays of blends based on two narrow band gap dithiophene–
benzothiadiazole polymers, C–PCPDTBT and Si–PCPDTBT, were modeled using a Monte Carlo
simulation of 3D exciton diffusion in the blend. The simulation software is available for download. The
extracted exciton diffusion length is 10.5 1 nm in both narrow band gap polymers, being considerably
longer than the 5.4  0.7 nm that was measured with the same technique in the model compound
poly(3-hexylthiophene) as a reference. Our approach is simple, fast and allows us to systematically
measure and compare exciton diffusion length in a large number of compounds.1. Introduction
Organic semiconductors are very interesting for material
research since they can be structurally manipulated by means of
organic synthesis to achieve better performances in optoelec-
tronic devices. In the last few years the external power conversion
efficiency of organic solar cells has been almost doubled fromaZernike Institute for Advanced Materials, University of Groningen,
Nijenborgh 4, 9747 AG Groningen, The Netherlands. E-mail: alex@
mikhnenko.com; m.a.loi@rug.nl
bDutch Polymer Institute, P.O. Box 902, 5600 AX Eindhoven, The
Netherlands
cKonarka Austria Forschungs und Enwicklungs GmbH, Altenbergerstr. 60,
4040 Linz, Austria
dHolst Centre, High Tech Campus 31, 5605 KN Eindhoven, The
Netherlands
Broader context
Recently the efficiency of bulk heterojunction organic solar cells has
keeping the same device structure. However, it is not entirely clear w
Systematic studies of these physical properties are needed to underst
of even more efficient materials. The exciton diffusion length is one o
exciton diffusion length in organic semiconductors. With this metho
gap dithiophene–benzothiadiazole polymers (C–PCPDTBT and Si–
is the influence of the Si atom inserted into the polymer backbone
coefficient is twofold smaller in Si–PCPDTBT as compared to the ca
is the same in both materials. Additionally, this method gives inform
blends with fullerene concentration from 0.01 to 10 wt%, providing
semiconductor blends.
6960 | Energy Environ. Sci., 2012, 5, 6960–69654–5% (ref. 1) up to 8.3% (ref. 2) by synthesizing new narrow band
gap materials but keeping the same device structure. However, it
is not entirely clear what physical properties make the perfor-
mance of these new materials better. More knowledge is needed
to understand the design criteria for more efficient materials.
Exciton diffusion is a key process in the operation of organic
solar cells.3 Excitons are bound electron–hole pairs that are
created in organic semiconductors by light absorption, and have
to be separated into free charges in order to generate photocur-
rent. Such a separation is normally achieved at the interface with
an electron accepting material, for instance PCBM (see Fig. 1).
Excitons reach this interface by incoherent hopping that can be
described in terms of diffusion. Therefore the characteristic
distance that excitons are able to diffuse, the diffusion length,
determines the amount of excitons that can contribute to the
photocurrent and consequently to the device efficiency. Thus,been doubled from 4–5% up to 10% by using new materials but
hat material properties are responsible for better performances.
and the key parameters and provide guidelines for the synthesis
f such parameters. Here we presented a new method to measure
d we extracted the exciton diffusion length in two narrow band
PCPDTBT). Moreover, this work answers the question of what
on the exciton diffusion. We found that the exciton diffusion
rbon bridged material. Remarkably, the exciton diffusion length
ation about the morphology of the polymer–fullerene blends in
one of the unique tools to test nano-size morphology in organic
This journal is ª The Royal Society of Chemistry 2012




hexylthiophene) (P3HT) and methanofullerene[6,6]-phenyl-C61-butyric




























































View Onlinesystematic measurements of exciton diffusion length are required
to develop the synthetic guidelines for the enhancement of the
solar cell efficiency.
Various techniques to measure the exciton diffusion length
have been reported in the literature.3–32 The most popular
method is the fluorescence quenching in thin films of organic
semiconductors, in which one or both interfaces act as an exciton
quenching wall.4,9,14,19,24–27,29,31 In this technique the dependence
of the exciton quenching efficiency on the semiconductor thick-
ness is measured and modeled with 1D diffusion equation to
extract the diffusion length. This is a direct measurement,
however it is rather difficult to apply due to many experimental
requirements and difficulties in modeling. A sharp boundary is
necessary between the semiconductor and the quenching wall.27
The variation of the exciton density due to optical interference
and absorption,13,31,33 the effect of the polymer–vacuum inter-
face34 and Forster energy transfer9,18,31 should be carefully eval-
uated and taken into account in the modeling. Finally, high
precision thickness measurements are needed to accurately
determine the exciton diffusion length. Other measurement
techniques include exciton density modulation due to light
absorption;15–18,23 exciton–exciton annihilation;11,13,30 photocur-
rent modeling in solar cells;20–22,35 and microwave conductivity.32
These methods have their advantages and also limitations that
are related to the difficulties in sample preparation and/or
sophisticated measurement technique, complicated modeling
with many fitting parameters, etc.
Fluorescence quenching in thin films with randomly distrib-
uted quenchers is an interesting approach to measure the exciton
diffusion length.10,12,24,36 If the concentration of quencher sites is
well controlled then the comparison of the photoluminescence
(PL) decay of the blend with that of the pristine semiconductor
gives the value of the exciton diffusion length. On the experi-
mental side, the sample preparation is very simple as well as the
measurement of PL decays. However, the analytical model is
rather tedious and can be applied only within certain limita-
tions.12,24,36–39 Furthermore the knowledge about the nano-
composition of the blend is required for accurate measurements.
Quenching molecules can form phase separated domains, leading
to the reduction of the quenching efficiency and underestimation
of the exciton diffusion length.
Here we developed a simple method to verify if quencher
molecules are intimately mixed or form clusters in the blends
with conjugated polymers and accurately evaluate the exciton
diffusion length. The technique is based on a Monte Carlo
simulation that models PL decays in semiconductor–quencherThis journal is ª The Royal Society of Chemistry 2012mixtures. As interesting testing materials we have chosen the
narrow band gap polymers C–PCPDTBT and Si–PCPDTBT
that show superior performance in bulk heterojunction solar cells
(for full names and chemical structures refer to Fig. 1).40 We
measured for the first time the 3D exciton diffusion length in
these polymers, which is the same for both of them and equals to
10.5  1 nm. This value is considerably longer than 5.4  0.7 nm
that was measured in P3HT with the same method. Our meth-
odology has numerous advantages compared to other tech-
niques, including simple sample preparation and easy
experimental measurements, which allows a systematic study of
exciton diffusion length in a large number of materials.2. Experimental
C–PCPDTBT and Si–PCPDTBT were synthesized by Konarka
Technologies; PCBM and regio-regular P3HT were purchased
from Solene BV and Sigma-Aldrich, respectively. Solutions of C–
PCPDTBT and P3HT in chlorobenzene were mixed with various
fractions of PCBM dilute solution, and spin-coated on glass
substrates to produce 100 nm thick films of polymer–PCBM
blends. Si–PCPDTBT was processed from o-dichlorobenzene
using the doctor blading technique. Samples were prepared
under inert nitrogen atmosphere and encapsulated with a glass
substrate to further protect films from air during the optical
measurements. No annealing steps have been applied to the
blends. The C–PCPDTBT- and Si–PCPDTBT-based blends
were excited at 760 nm by the principal harmonics of a 100 fs
pulsed Ti-sapphire laser. P3HT-based blends were excited at
380 nm by frequency doubled pulses of the same laser. The initial
exciton density was kept well below 1015 cm3. PL decays were
measured by two Streak cameras sensitive in the near infrared
and the visible spectral parts, respectively. The PL decays were
spectrally integrated and fitted as mono- or bi-exponential
decays for further analysis. Software for Monte Carlo simula-
tions has been specifically developed to model exciton diffusion
in polymer–PCBM blends. TheMersenne twister algorithm41 has
been used as a pseudo-random number generator, implemented
by A. Fog.42 The simulation is available for download at ref. 43.
The PCBM volume fraction is the volume occupied by PCBM
molecules, which are assumed to be balls with a diameter of 1 nm,
divided by the total volume of the blend. The polymer density is
an important parameter for determination of the PCBM volume
ratio. In our simulation we took a P3HT density of 1.1 g cm3
(ref. 44 and 45). The densities of C–PCPDTBT and
Si–PCPDTBT have not been reported yet, however conjugated
polymers typically have densities in the range of 0.9–1.4 g cm3
(ref. 44–48). From considerations about the monomer density we
found it reasonable to set the polymer density to 1.3 g cm3 in our
simulations, resulting in the exciton diffusion length of 10.6 nm.
Generally, the fitting results depend only weakly on the polymer
density. Thus settings of 1.2 or 1.4 g cm3 in the simulation lead
to an exciton diffusion length of 11.1 and 10.2 nm, respectively,
giving a change of approximately 0.5 nm per 0.1 g cm3.3. Results and discussion
Fig. 2 shows photoluminescence decays of C–PCPDTBT:PCBM
blends of various PCBM volume fractions. Higher content ofEnergy Environ. Sci., 2012, 5, 6960–6965 | 6961
Fig. 2 Measured photoluminescence decays in blends of C–PCPDTBT
with PCBMof various volume fractions. The data were normalized to the




























































View OnlinePCBM results in shorter PL decay times also in Si–
PCPDTBT:PCBM and PH3T:PCBM blends (not shown). The
reduction of the PL decay time is a result of the diffusion limited
exciton quenching at the polymer–PCBM interface. Consider-
able quenching is observed when the average distance between
PCBM molecules is comparable to—or smaller than—the
exciton diffusion length in the polymer phase. In this case the
measured PL decay time represents the average diffusion time to
quenchers, rather than the natural decay time.
The PL decay time strongly depends on the nanocomposition
of the polymer–PCBM blends. For a certain volume fraction of
PCBM, the largest quenching surface—consequently the shortest
PL decay time—is achieved when PCBM molecules intimately
mix with the polymer matrix and form a homogeneous spatial
distribution. If the quencher molecules cluster together in phase
separated domains, then the PL decay will show a slower
dynamics due to the reduction of the quenching surface. To
model exciton diffusion in the polymer–PCBM blends it is
therefore very important to be aware of the nanocomposition in
the blend.
We developed a Monte Carlo simulation of 3D exciton
diffusion in a medium with a morphology of arbitrary
complexity, including intimate mixture and clustered quencher
distribution. Non-interacting excitons undergo a random walk in
this medium and decay non-radiatively when they touch
a quenching site during their lifetime. The inputs of the simula-
tion are the sample morphology, the measured PL decay time of
the pristine polymer film, the measured PL decay time of the
specific polymer–PCBM blend, and the PCBM volume fraction
in that sample. The only fitting parameter is the exciton diffusion
coefficient. As output we get a PL decay, that is, the number of
radiatively decayed excitons versus time. The simulation is
repeated with the adjusted fitting parameter until the modeled
and experimental PL decays converge, resulting in the value of
exciton diffusion length.
A cubic simulation box with the edge length of 50 nm and
periodic boundary conditions is considered to be a continuous
medium of polymer phase, in which PCBMquenchers are placed.
PCBM molecules are approximated as balls of 1 nm in diameter.
Two types of morphologies have been considered, intimate
mixture and phase separated PCBM clusters of a certain size.
The intimate mixture is modeled by randomly placing PCBM6962 | Energy Environ. Sci., 2012, 5, 6960–6965molecules into the simulation box. A cluster of N molecules is
modeled by a center molecule with N – 1 nearest neighbors in the
triclinic crystal structure of PCBM.49 The overlapping configu-
rations are not accepted when randomly placing a new quencher
or cluster into the box. A Boolean 3D grid of 0.05 nm pitch size is
superimposed with the simulation box. Each 3D cell of the grid is
given the value true or false if it overlaps or not with a PCBM
molecule. Excitons are described as balls of 1 nm diameter in our
Monte Carlo simulation. Since they interact only with quenchers,
we can simplify the exciton representation to point particles by
increasing the quencher size by the exciton radius. The spatial
coordinates of the excitons are not restricted to the Boolean grid
nodes.
The use of such a simple50–52 simulation to model exciton
diffusion is justified at room temperature, when exciton hopping







where n is the exciton density,D is the diffusion coefficient, and s
is the PL decay time in a pristine polymer film. According to the
Einstein’s theory of random walks normal diffusion can be
modeled as a random walk with constant step size.29,55–58 For
each time iteration dt every exciton is moved in a random 3D
direction for a fixed distance ds, which is bound to the diffusion





The time interval dt is chosen such that ds is several times
smaller than the typical quencher size. The exciton diffusion






where a depends on the dimensionality of the diffusion process.
In the literature about exciton diffusion length measurements the
value of a is often considered to be 3 for 3D diffusion. To have
our values directly comparable to the previously reported exciton
diffusion lengths we set here a ¼ 3. However, it is important to
note that the value of a of 6 corresponds to the true root mean
square displacement in 3D.59 The exciton is considered to be
quenched if its new position overlaps with a grid cell that values
true. Radiative recombination is assumed if an exciton i has not
been quenched after time ti, which had been fixed at the begin-
ning of the simulation by:
ti ¼ sln(wi), (4)
where wi is a random number between 0 and 1.
Fig. 3 illustrates the measured PL decays (dotted lines) of
polymer:PCBM blends with a PCBM volume fraction of 0.05%
for P3HT, C–PCPDTBT and Si–PCPDTBT. The PL decays,
which were modeled with the Monte Carlo simulation, are
depicted as solid lines. Our model fits the experimental data
remarkably well and results in the values of the exciton diffusion
coefficient of 2.2  104, 27  104 and 9  104 cm2 s1 that
correspond to the diffusion length of 5.5, 10.8 and 9.8 nm in
P3HT, C–PCPDTBT and Si–PCPDTBT, respectively. AnThis journal is ª The Royal Society of Chemistry 2012
Fig. 4 Measured (circles) and modeled (lines) dependencies of relative
quenching efficiency versus volume fraction of polymer–PCBM blends.
Solid lines represent the fitting of the experimental data with Monte
Carlo simulation by setting the blend morphology of intimate mixture.
(a) C–PCPDTBT. The fitting yields LD¼ 10.6 nm (solid line). The dotted
lines were modeled assuming the same blend morphology, but with
exciton diffusion lengths of two nanometres above and below 10.6 nm.
(b) Si–PCPDTBT and (c) P3HT. The fitting results in exciton diffusion
lengths of 10.5 and 5.4 nm, respectively (solid lines). The dashed lines
were modeled assuming the phase separated morphology of two or seven
PCBM molecules per cluster. The insets schematically show these
morphologies. The total number of PCBM molecules (black dots) is the
same in each inset.
Fig. 3 Fitting of experimentally measured PL decays (dotted lines) of
polymer–PCBM blends with Monte Carlo simulation (solid lines). The
volume fraction of PCBM was 0.05% in all three blends. Data were




























































View Online‘‘intimate mixture’’ blend morphology was assumed when
modeling these PL decays; we will verify this assumption below.
PL decays of blends with other volume fractions were also
modeled resulting in average values of exciton diffusion coeffi-
cients and lengths of (2.2  0.3)  104 cm2 s1 and 5.4  0.7 nm
in P3HT; (26  3)  104 cm2 s1 and 10.6  0.6 nm in C–
PCPDTBT; and (11  2)  104 cm2 s1 and 10.5  1 nm in Si–
PCPDTBT, respectively. The error is the standard deviation in
the mean value. The exciton diffusion length in P3HT has been
previously reported in the range of 3 and 8.5 nm.4,12,13,32 Our
measurements result in 5.4 nm, which is in agreement with the
literature and confirms the validity of our method.
PL decay times of samples of various PCBM fractions can be







where PLblend and PLpristine are normalized to the value at time
zero PL decays of a polymer–PCBM blend and pristine polymer,
respectively. Nearly zero values of Q indicate that the exciton
quenching is insignificant, which is typical for low concentrations
of quenching molecules. At high PCBM concentrations most of
the excitons are quenched, resulting in a short PL decay time and
a close to unity values of Q.
Fig. 4 shows the measured relative quenching efficiency versus
PCBM volume fraction in polymer–PCBM blends (circles). The
solid lines were modeled using the Monte Carlo simulation by
setting previously extracted exciton diffusion length for each
material and assuming the blend morphology of intimate
mixture. The measured data of C–PCPDTBT (Fig. 4a) are
excellently described by the simulated curve in all the studied
range of PCBM volume fractions. The dotted lines were modeled
by setting the exciton diffusion length two nanometres above and
below 10.6 nm to demonstrate high sensitivity of the relative
quenching efficiency to the exciton diffusion length. Fig. 4b and c
show that in the case of Si–PCPDTBT and P3HT the solid line
follows the experimental data points only up to a PCBM volume
fraction of 0.3% and 0.8%, respectively. Deviation from the
measured values is observed for samples of higher PCBMThis journal is ª The Royal Society of Chemistry 2012content. The dashed lines are modeled assuming blend
morphologies, in which PCBM molecules form clusters of two
and seven molecules per cluster.
The deviation between modeled curve (solid lines) and exper-
imental data points (circles) in Fig. 4b and c can be explained by
the cluster formation in the polymer–PCBM blends. It is
reasonable to assume that the formation of clusters during the
solvent evaporation is more likely in blends of higher PCBM
fractions. An increase of the cluster size results in the reduction
of the interfacial area between polymer and PCBM. Conse-
quently the relative quenching efficiency is smaller in the phase
separated sample as compared to the intimately mixed blends of
the same PCBM fraction. Indeed, the experimental data at higher
volume fractions are much better described by the simulation, in
which PCBM molecules are set to form clusters (dashed lines in




























































View Onlinein P3HT at PCBM volume fractions in the range of 0.8–1.1%. In
the case of Si–PCPDTBT the cluster size gradually increases
from two to seven molecules per cluster upon increasing PCBM
volume fraction from 0.3% to 3%.
Contrarily, the MC simulation accurately describes the
experimentally acquired data in C–PCPDTBT:PCBM blends
assuming the formation of the intimate mixture (Fig. 4a).
Therefore we conclude that PCBM molecules do not form clus-
ters in C–PCPDTBT in the studied concentration range.
Formation of clusters would be indicated by the deviation
between the modeled and experimental dependencies at higher
PCBM concentrations. One can imagine that fullerene molecules
could form clusters of fixed size in the whole concentration range.
For instance, if PCBM molecules in blends with C–PCPDTBT
would form dimers, then the obtained value for the exciton
diffusion length of 10.6 nm would be underestimated. The
modeling of the experimental data (Fig. 4a) assuming the dimer





times the above obtained value of the exciton
diffusion length. It is important to note, however, that cluster
formation of constant size at each PCBM concentration within
the range of three orders of magnitude is highly improbable.
Both, regio-regular P3HT and Si–PCPDTBT are known
to form polycrystalline domains,40,60 while thin films of
C–PCPDTBT are amorphous if processed without addi-
tives.40,61–64 Naturally, PCBM molecules are excluded from the
polycrystalline domains of P3HT and Si–PCPDTBT leading to
phase separation, which we observe as formation of PCBM
clusters. We did not detect phase separation in C–
PCPDTBT:PCBM blends that is consistent with the amorphous
character of this polymer.
Remarkably, the modeled curves in Fig. 4 do not cross in the
intermediate concentration range, but rather replicate each other
by a translation along the horizontal axis. Therefore we can
summarize our methodology as follows: if the experimental data
can be described by one of the curves then the quencher mole-
cules form either an intimate mixture with the polymer or clusters
of fixed size in the whole concentration range. The latter option is
unlikely because the cluster formation probability is increasing
with the concentration of quenchers. If the measured relative
quenching efficiency grows with the PCBM volume fraction
more slowly than a typical modeled curve, then quenchers form
larger phase separated domains in that concentration range.
The developed methodology of exciton diffusion measurement
has numerous advantages as compared to other techniques. The
only fitting parameter is the exciton diffusion length; the model
does not require assumptions, for instance, about the exciton–
exciton annihilation cross-section.11,13,30 The measured exciton
diffusion length corresponds to the diffusion in three dimensions,
which is the case in the bulk heterojunction solar cells. The effects
at interfaces of thin films can be safely neglected because the
samples are much thicker than the exciton diffusion length. The
exciton density variations due to optical interference and light
absorption do not influence the PL decay in the blends because
samples are isotropic and low exciton densities have been
induced—well below 1015 cm3—which are insufficient for the
considerable exciton–exciton annihilation. The simplicity of
sample preparation and experimental methods makes it practical
to systematically measure and compare exciton diffusion length6964 | Energy Environ. Sci., 2012, 5, 6960–6965in a large number of materials. Finally, we can access the poly-
mer-quencher morphology of low quencher concentrations using
the MC simulation. To the best of our knowledge, this question
has not been addressed before in the PCBM concentration range
of 0.01–5 wt%.
Interestingly, the silicon bridged PCPDTBT shows the same
exciton diffusion length as the carbon bridged material, while
the exciton diffusion coefficient is about two times smaller in
Si–PCPDTBT. Mathematically such a contrast is possible due to
the fact that PL decay time of the silicon-bridged polymer in
pristine film is about two times longer than PL decay time of the
carbon bridged one (see eqn (3)). A similar result has been shown
by Markov et al. in a family of poly(p-phenylene vinylene)
derivatives, in which increase of the exciton diffusion coefficient
was compensated by the decrease of the PL decay time leading
to the same values of the exciton diffusion length.28 Although
Si–PCPDTBT and C–PCPDTBT have the same exciton diffu-
sion length, the performance of the former material in bulk
heterojunction solar cells is higher.40 Thus other factors such as
blend morphology, charge carrier mobility and different loss
mechanisms40,63,65,66 are responsible for higher efficiency of solar
cells in the case of these two specific polymers.4. Conclusions
Using a newly developed method we found that PCBM mole-
cules form intimate mixtures with C–PCPDTBT in blends with
fullerene concentration ranging from 0.01 to 5 wt%. Phase
separated domains have been detected in Si–PCPDTBT and
P3HT at concentrations above 0.9 wt% and 1.8 wt%, respec-
tively. The knowledge about the blend morphology allows us to
model 3D diffusion and accurately determine the exciton diffu-
sion coefficients and diffusion lengths of (26  3)  104 cm2 s1
and 10.6  0.6 nm in C–PCPDTBT; (11  2)  104 cm2 s1 and
10.5  1 nm in Si–PCPDTBT; and (2.2  0.5)  104 cm2 s1 and
5.4  0.7 nm in P3HT. Since the exciton diffusion length is the
same in both narrow band gap polymers, the higher perfor-
mances of Si–PCPDTBT are not correlated to the process of
exciton diffusion. Compared to other techniques, the proposed
method for exciton diffusion measurement has numerous
advantages and is suitable for systematic studies in a large
number of materials.Acknowledgements
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