Abstract-This paper examines some aspects of the usage of applications specific interconnection networks for higly parallel processors. The networks are based on permutations. Hence, group theoretic methods may be applied to systematically find good networks. Three methods are presented in this paper: partial Schreier Trees, reduced stabilizer chains, and scaling. These methods allow optimum performance for the application specific transfers, and offer compromises between performance of the remaining transfers, and the effort for finding the solution. The combination of all three methods is shown in a case study with a permutation network for a 16-fold processor.
I. INTRODUCTION

I
N recent years the field of telecommunications has changed tremendously due to digital communication. One of the key technologies of this digitization is digital signal processing. It has a high demand on processing power, especially on flexible (i.e. programmable) processing power. In connection with mobile communication systems, efficiency in terms of energy consumption is also required. Digital signal processors fulfill these demands to a great extent. In particular the introduction of parallelism as well as application tailored hardware help to enhance the processing power while energy consumption is kept moderate. Parallel processors need a connection unit which allows communication between the parallel units. Today's interconnection networks often comprise of crossbar switches or buses. For crossbar switches, the number of edges is n 2 for a n node network which results in enormous area and power consumption. A bus network is sparsed but slow. While these drawbacks do not count much for a small degree of parallelism (i.e. up to four nodes), the negative effects of these networks grow tremendously with the number of nodes. Hence the interconnection network has to be sparsed and tailored, especially for highly parallel processors.
This paper presents an excerpt of the first author's PhD theses [1] . In this work, static permutation networks are developed. These networks provide efficient solutions for the demands of highly parallel application specific digital signal processors. They also allow a mapping to mathematical group theory and thus a systematic construction of networks [2] . This mapping includes the parallel units of the processor: data transfer instructions, physical network connections as well as the routing (the combinations of data transfer instructions forming new data transfers). While permutation networks with up to ten nodes may be calculated and optimized with the help of the full enumeration method, this does not hold for larger networks. The complexity increases by the faculty of the number of nodes. Thus, some kind of simplification is This project was supported by the German Research Foundation (DFG) needed. Basically, three methods are developed by the authors, which help reduce complexity and are hence applicable to larger permutation networks. These methods allow optimum performance for the application specific data transfers and offer compromises between performance of all other data transfers and the effort for finding the solution. The first of these methods published in [3] uses the observation that two possible network solutions are comparable at an early stage (i.e. before the complete solution is calculated). This method uses partial Schreier Trees. The second method [4] reduces the degree of freedoms of the solution space. This is referred to as the usage of reduced stabilizer chains. Finally, it is possible to use solutions for small networks which are scaled to larger ones. This last method is covered in this paper. All three methods may be combined to allow even less complex solutions.
This paper is structured as follows: At the beginning permutation networks are described. This is done in terms of group theory as well as in terms of processor descriptions. The design process of application specific permutation networks, which includes an iteration loop to optimize the network, is also described. Then the two main optimizations are discussed with help of full enumeration: optimizing the instruction set and optimizing the speed of the network (i.e. the number of data transfers needed to fulfill a desired data transfer). To reduce the complexity of optimization, the three methods Partial Schreier Trees, Reduced Stabilizer Chains and Scaling are introduced, while the focus in this paper is the latter. At the end of this paper, results for an interconnection network for the 16-fold parallel M5-DSP are shown.
II. PERMUTATION NETWORKS
In parallel processors, data has to be exchanged between the parallel processing units. This holds in particular for single instruction multiple data (SIMD) processors where one algorithm is partitioned to the parallel units. For the data exchange, the parallel units have to be connected either logically (e.g. shared memory), which may cause a lag in performance, or physically with interconnection networks, which are the topic of this paper.
In processors, instructions are used to cause the processor to exchange data through the interconnection network. We call these instructions data transfer instructions. The needed data transfers for a program depend on the algorithms and their implementation on the specific processor with its network. If we want to address all possible data transfers directly via an instruction, the number of instructions is n n for a n-fold parallel processor. For an eight-fold processor this results in 24-bit instruction words for only the data transfers, which is already not acceptable. Hence the network, as well as the instruction set, must be application-specific or tailored. For this, the data transfers needed for the algorithms, which run on the processors, have to be taken into account. They form the instruction set as well as the network.
Analysis of networks is often done by taking a wellknown network topology and analyzing the network performance for the application-specific problem [5] , [6] . Structured approaches led to algebraic modeling of networks. Group theoretic models, which use so-called Cayley Graphs as interconnection networks, were formulated [7] . These graphs are constructed from permutation groups and belong to the family of group action graphs [8] . Here we take a different member of group action graphs which we call generator action graph. These graphs allow a direct mapping from permutation data transfers to interconnection networks. Hence the data transfers in this model are restricted to permutation data transfers. But it is easily possible to extend the model to different data transfers.
In the following, some group theoretic terms and models are used and translated into parts of the processor model. We refer the reader to [9] , [10] as well as to [2] , [3] , [4] for an introduction into these group theoretic topics. The description here of the graph of the permutation network is formally slightly different than in earlier papers, but much more elegant.
Consider a set of n points p i ∈ Ω n . We call a bijection of this set into itself a permutation α. If we take the points in relation to the parallel units of a processor, a permutation data transfer permutes data from the parallel units. Thus we call the parallel units of processor, points in terms of group theory. And we call the permutation data transfers "permutations".
A group G is a set of elements and a binary operation such that Closure Law, Associative Law, Existence of an Identity Element, and Existence of Inverse are satisfied. A permutation group is a group whose elements are permutations. Translating this into terms of a processor model, the binary operation of a permutation group, often called a multiplication, is the concatenation of two permutation data transfers which results again in a permutation data transfer. This is denoted by γ = αβ where α, β and γ are all permutations.
A permutation group G can be generated by a subset of members of that group. The set of these permutations is called the set of generators X of that group. We denote this by G = X . This means that with a subset of data transfers we are able to perform an arbitrary data transfer (of the group) via concatenation. Hence the set of generators is the set of data transfer instructions of the instruction set. We are able to perform many data transfer instructions resulting in a (possibly) new data transfer instruction, which may not be part of the instruction set itself.
A. Generator Action Graphs
A group action graph is based on nodes v i ∈ V and permutations α ∈ Π of the nodes. Here V is the set of all network nodes and Π is the set of all permutations of th network nodes. A node v is connected with the edge α to node v α where v α is the action of the permutation on the node. A group action graph Γ G is then a graph with an arbitrary set of nodes V and a set of edges E which is described by a set of permutations Π.
One kind of group action graphs has nodes that are the points Ω of a generated permutation group G = X and has edges that are the permutations which are the elements of the generating set X. In this graph all edges have a direction. Also more than one edge between two nodes are possible.
If we modify this graph in such a way that all edges between two nodes are combined into one and the directions are turned around, we call this graph a generator action graph Γ P (X).
Looking from the processor site, an interconnection network based on this generator action graph can be directly constructed from the data transfer instructions: Think of a fixed instruction set while seeking for the smallest network with direct edges. Then you end up with this generator action graph, which is the graph of the permutation network.
B. Application Specific Permutation Networks
As stated above, for application specific networks, the needed data transfers of the relevant algorithms have to be taken into account. The process of developing application specific permutation networks proposed here is depicted in figure 1 .
1) Target Application: For a tailored permutation network the target application with its specific constraints has to be analyzed. This results in detecting the relevant algorithms of the application as well as the timing constraints according to the run-time.
2) Processor Architecture: According to the target application, a target processor architecture excluding its network is developed. It has to fulfill all constraints of the target application and is based on suitable algorithms running on the processor realizing the application.
3) Target Algorithms: The algorithms found during the analysis of the application have to be adapted to the processor architecture and vice versa. The interconnection network is considered to be fully connected. Thus there are no restrictions concerning the data transfers.
4) Architecture Driven Network Constraints:
The target architecture determines some properties of the network. Most of all, the number of network nodes, as well as the size of the instruction set, is determined by the processor architecture. Further limitations, like the amount of area for the network or the restriction to low power consumption, are also architecture driven.
5) Algorithm Driven Network Constraints:
Other properties of the network are determined by the target algorithms. These include the needed data transfers as well as the corresponding timing constraints (i.e. how many data transfer instructions may be taken in series at most to realize the specific data transfer). 6) Optimization Loop: All these constraints according to a priority list form the network with its instruction set and the corresponding routing. With the help of these three components of the network solution, all network properties can be described from the topological aspect. In a first step, the needed data transfers are taken as data transfer instructions, so that the network is easily derived and the routing can be found. This means the time constraints are not exploited. Within the optimization loop better networks are derived while the time constraints are tried to fully exploy. In this paper this optimization is done via group theoretic methods which, are explained in the next sections.
III. FULL ENUMERATION
Looking only at the (data transfer) instruction set and the (permutation) network (we will use the shortcuts for the rest of the paper) and not looking at the routing, we will easily find the optimal solution no matter which data transfers are needed. For a n-node network we just need two instructions: A cyclic transfer which includes all n nodes and an arbitrary other cyclic transfer. With these two instruction we can obtain any desired permutation data transfer by combinations of the two instructions. The resulting network with n nodes has n+1 edges. This is well known. Figure 2 shows an example of such a network [2] . In terms of group theory the two cyclic data transfer instructions are the generating set which generates the symmetric group of degree four (S 4 ). This group comprises all 24 possible permutations on four points.
This means if we set application specific data transfers directly to be the instruction set, it may be possible that not all arbitrary permutations can be constructed from the instruction set. But when adding the two cyclic data transfers described above, all data transfers are possible. So this is an easy way to ensure to generate the symmetric group. As an example, take an application with a finite impulse response (FIR) filter and a Fast Fourier Transform (FFT) on a processor with eigth nodes. The permutation which is needed by the FIR filter is a cyclic transfer over all nodes e.g. (1, 2, 3, 4, 5, 6, 7, 8) . The FFT in Cooley-Tukey form needs three butterfly transfers e.g. (1, 2)(3, 4)(5, 6)(7, 8), (1, 3)(2, 4)(5, 7)(6, 8) and (1, 5)(2, 6)(3, 7) (4, 8) . These for permutations generate a group of degree 64, but not of degree 8! = 40320 which is the number of all permutations. But adding e.g. the data transfer (1, 2) to the instruction set, all 40320 permutations are possible instead of 64.
Let us go back to the example of figure 2. By also taking the routing into account, we can find that one of the worst data transfers in terms of how many instructions have to be combined is (2, 4) , the exchange between node two and node four. This data transfer needs at least five instructions namely (1, 2, 3, 4) 2 (2, 3, 4)(1, 2, 3, 4) 2 = (2, 4). This not not evident.
In group theory we say the maximum word length of the generated group is five. If we want to detect the smallest number of instructions needed for a data transfer assuming a fixed network with fixed instruction set, we have to build a complete tree of all possible combinations of instructions. This tree is called Schreier Tree and has as many leaves as there are permutations in the generated permutation group, e.g. n! for the symmetric group of degree n. A systematic approach to change the number of instructions needed for a data transfer with the help of group theory is the usage of Tietze Transformations [11] . Tietze Transformations use the generators of a group and the relations between the generators. With the help of the relations new generators can be added to or deleted from the generating set without changing the generated group. But this change in the generators also changes the size of the instructions set, the underlying network and the routing. Repeated usage of Tietze tranformations allow to find all possible generating sets. But there is no other systematic way to find the optimum generating set than trying all possibilities and hence using the full enumeration method. The reason for this is the so called word problem which is described in detail in [12] and [11] . In our example in figure 2 we can find with the Tietze Transformations and the full enumeration method that adding the permutation (2, 3) or the permutation (3, 4) to the instruction set results in an network with only one more edge while the longest combination of needed instructions for a data transfer is reduced from five to three.
We see that the the complexity of finding the optimum solution increases dramatically by the number of network nodes. This is the reason why the full enumeration method does not work for symmetric groups of a degree larger than ten. Hence we have to reduce the complexity while allowing not only optimum solutions, but also good solutions.
IV. PARTIAL SCHREIER TREES
In the last section we described the Schreier Trees which are used to get the optimum routing for each data transfer in the underlying permutation group. Regarding the different shapes of possible trees, one obvious property can be found: The smaller the height of the tree, the less combinations of instructions are needed in the worst case to realize an arbitrary data transfer. Besides, two rules of thumb can be found: The wider the tree on the top, the smaller is the average number of needed combinations of instructions over all data transfers, or the smaller is the average word length of the generated group. Furthermore the wider the tree on the top, the higher is the probability of less combinations of instructions needed in the worst case to realize an arbitrary data transfer. These two rules of thumb stated in [3] are confirmed in [1] .
The consequence of these rules is that comparing the routing properties (average and highest number of needed instructions for the data transfers) two instruction sets can be compared without building the complete Schreier Tree, but only the top part of it. As soon as one tree has more leaves at the same stage as the other we can state that with high probability this tree with more leaves will have the better routing properties. It can be seen that most trees differ in an early stage. Furthermore if two trees differ only at a late stage the routing properties are alike with higher probability the later the stage is. This method of constructing only partial Schreier Trees helps a lot in reducing the complexity for finding a suitable, but not necessarily optimum instruction set.
V. REDUCED STABILIZER CHAINS
A much more difficult method to reduce the complexity of finding a good solution is the usage of stabilizer chains or being more specific reduced stabilizer chains. Stabilizer chains were introduced by Sims [13] . The idea is to divide large permutation groups into smaller parts, special subgroups called stabilizers and corresponding cosets. The stabilizers separate both, the permutation network into sets of nodes as well as the group into sets of cosets. For the following definitions and conclusions we refer to [12] , [10] and [4] .
A. Cosets
A subset of a group G which forms a group itself is called a subgroup H of G and is denoted by H ≤ G.
Let G be a group acting on the set Ω and p be an arbitrary point in Ω. Then the set of all permutations in G which fix the point p,
Multiplying every element in a subgroup H ≤ G with a single permutation β ∈ G forms a (right) coset of H in G with H · β = {α · β | α ∈ H}. The index of H in G is the number of right cosets of H in G and is denoted by |G : H|. According to Lagrange the order (the number of elements) of a group is equal to the index of a subgroup in the group multiplied by the order of the subgroup:
The orbit of a point p ∈ Ω is the set of points under the action of the group G: 
Following the definitions and conclusions above, we see that a group can be described by coset representatives and a corresponding stabilizer. With the help of stabilizers the underlying network is broken down into two parts: one including the node of the stabilizing point and the other part holding the rest of the nodes. In the following we use this concept to show how to generate an arbitrary element of the group in terms of generators.
B. Base and strong generating set
In section V-A we introduced the stabilizers of a group which fix a single point. Taking a stabilizer of a stabilizer of a stabilizer etc. a stabilizer of any number of points is created. A chain of stabilizers is then defined to be {ε} = G p1,p2,...,pz ≤ G p1,p2,...,pz−1 ≤ . . . ≤ G p1 ≤ G  ∃ p1,p2,. ..,pz∈Ω where z is the number of points which have to be fixed to result in a group of order one. The sequence of the points . For short we write
. These representatives allow the calculation of the factorization of a permutation α in the group G. After calculating the appropriate coset representative α is represented as a word in the strong
. This is demonstrated in the following.
Consider the group G = S 4 as in figure 2 . A base for G is B = [4, 3, 2] . Then the stabilizers according to the base are G 4 = S 3 , G 4,3 = S 2 and G 4,3,2 = S 1 = {ε}. A strong generating set according to the base B is X = { (1, 2, 3, 4), (1, 2, 3 ), (1, 2)}, because G = (1, 2, 3, 4), (1, 2, 3) , G 4 = (1, 2, 3), (1, 2) and G 4,3 = (1, 2) . The sets of coset representatives are e.g.
U G
(
Then the representatives υ can be calculated e.g. for α = (3, 4):
Thus, the factorization of α in the strong generators is α = 2 i=0 υ (3, 4) (3, 4) . The enumeration of all group elements is calculated by the product of one element of each set of coset representatives respectively. Thus the set of all group elements is
Investigating the word length l of generated elements, the maximum length l max over all these words l max (G) is the sum of the maximum length of each set of coset representatives
) . The average word length over all these group elements l avg (G) is the sum over the length of all elements divided by the number of all elements or shorter the sum of the lengths of representatives multiplied by the order of the corresponding stabilizer all divided by the order of the group.
Continuing the example above the maximum word length of G is l max (G) = 3 + 2 + 1 = 6
which is the word length of element
The average word length is
C. Reduced chain of stabilizers
The usage of a base and strong generating set for designing interconnection network results in lowest complexity with suboptimal solutions. One way to improve the solutions by adapting the complexity is to start with more than two nodes which are not fixed and adding more than one node per step. This means for small parts of the group the full enumeration method is used which ensures an optimal solution for this parts. Then the parts are merged with the help of the methods introduced in section V-B. The approach is discussed in the following paragraph.
We define the reduced chain of stabilizers as  G b1,b2,...,bi m < G b1,b2,...,bi m−1 < . . . < G b1,b2,. ..,bi 1 < G with i 1 < i 2 < . . . < i m ≤ k which starts with a stabilizer of less than or equal to all base points and which iterates through the base points with steps greater or equal to one. Thus the basis B is divided into the sets
Then the Schreier Vectors corresponds to graphs which represent the action of the generators on the base point sequences of the base parts instead of single base points. Hence the coset representatives υ(B i , J) move ordered sets of base points to ordered sets of points J. The complexity of this approach is related to the complexity of calculating the coset representatives in terms of generators. This corresponds in building a minimum spanning tree with complexity O(|G : G Bi | · |X| · l max (G Bi )). The expected runtime r of an algorithm building a spanning tree allows an adapted choice of a reduced chain of stabilizers.
We presented a modified approach of a chain of stabilizers. With the help of this reduced chain, the complexity of the calculation of coset representatives can be adjusted and hence the quality of the solution in terms of average and maximum word length is enhanced. So far we did not care about regularity in the data transfers. This is covered in the following section.
VI. SCALING
One special property of many signal processing algorithms is the scalability. That means the number of parallel units in the processor is variable and the algorithms can be easily adapted to a variety of different numbers of parallel units. We already touched this in the example of data transfers for a FIR filter and a FFT in section III. Allowing this scalability for the processor and the algorithms, this scalability has also be taken into account for the network with its instructions and routing: It should be the result that network, data transfers and routing do not differ in their structure for a different degree of parallelism. If this holds we also call the network scalable.
For these scalable networks only a small permutation group has to be examined. Then the solution can be scaled to the desired permutation group. However, extra data transfers which arise and which are not part of the scalable transfers are not covered and must be realized by the methods discussed in the earlier sections of this paper. In the following, different scaling rules are set up. Then a strong and a weaker constraint is formulated for the routing of the scaled transfers. The scaling rules are analyzed according to these two constraints incorporating the needed instructions for the corresponding data transfers, the size and structure of the instruction set and the number of edges of the permutation network.
A. Scaling Rules
Scaling of the processor's parallel data paths is unique: The old number of parallel units n is scaled by the scale factor s to the new number of parallel units: P = s · n. this is exactly how the number of data paths is scaled. For data transfers this is changed: There are different possible meanings of scaling data transfers. Here we analyze three possibilities which seem to be reasonable:
1) The number of cycles is proportionally enlarged. The lengths of the cycles remain the same as before.
2) The lengths of the cycles are proportionally enlarged.
The number of cycles remain the same. The scaled data transfers are part of the group G. This group has the action Ω s·n G to the set of points Ω s·n = 1, . . . , s · n. Here such a group is called a scaled group. For the analysis of scaled data transfers in permutation groups two definitions are important: homomorphisms and the free product. For a detailed discussion the reader is referred to [9] , [14] . 1) Homomorphism: A mapping f : G → H : α → α f of a group G into a group H is called homomorphism, if the image of the product of the two elements α, β of the group G is equal to the product of the images of the two elements:
B. Scaled Routing
It is desirable that for scaled data transfers the network, the instruction set and the routing scale in the same way. In the strong case the routing has to remain the same. (I.e. if the permutation γ is equal to αβ, where α and β are data transfer instructions, then the scaled permutation γ must be equal to α β.) These permutations α and β are corresponding to α and β and part of the scaled instruction set.
This means, for the strong case, we need a homomorphism from the original group G into the scaled group G. Then the size of the instruction set remains the same while the network is changing.
In the weak case, only similar routing is demanded. Then we do not need a homomorphism any more. It is sufficient if the scaled data transfer is realized by the corresponding scaled instructions and one new instruction. It is not necessary that this new instruction is part of the scaled instruction set. But it seems to be realistic that there exists exactly one additional new instruction which is the same for all scaled data transfers. Otherwise the growing of the instruction set and the routing itself is hard to be estimated. With this in mind we formulate the weak case as follows:
C. Fixed Routing
For the strong case all three scaling rules are analyzed.
1) Same Lengths of Cycles:
If the lengths of the cycles remain the same while the number of cycles is proportionally enlarged, then the degree of parallelism has to be enlarged from n to s · n with s ∈ N. Then there exists s − 1 multiples of the original cycle. There exists the special case where the original cycles of the scaled permutations remain and the multiples have an action to the points Ω n,si = Ω si·n = {(s i − 1) · n + 1, . . . , s i · n}. This is formally explained as follows:
Then the whole set of points Ω s·n falls into s totally separated sets of points while the action of all scaled permutations to the s partial sets of points is equal. This means that we have a homomorphism from G into the scaled group G, which means that we use the same routing for the scaled network as for the original one.
To generalize from this special case, isomorphism is taken into account: It is sufficient if the scaled group G is composed of isomorphic groups of the original group G and if no permutation is in more than one of these isomorphic groups besides the zero permutation.
2) Scaled Cycle Lengths: It can be shown that, for scaled cycle lengths, no homomorphism can be found. Hence the same routing can not be applied to the scaled network: If the original group G comprises a permutation α of order |α| then the scaled permutation α ∈ G. This scaled permutation has cycles which are enlarged by the scaling factor s. While the order of the permutation is the least common multiple of the different cycle lengths, the order of the scaled permutation may be the s-fold of the original permutation. Now we can easily find that there is no homomorphism between the group and the scaled group: The inverse of a permutation α ∈ G is α |α|−1 . But the inverse of the scaled permutation α ∈ G cannot.
3) Constant enlargement of Cycle Lengths: For this scaling rule, the same argument holds as for scaled cycle lengths. No homomorphism can be found and hence the same routing is not possible for the scaled network.
4) Conclusion:
The strong demand for a same routing can only be achieved by the scaling in such a way that the cycle lengths remain the same. It follows that the instruction set size as well as the average and maximum number of instructions needed for arbitrary data transfers remain constant. The number of network edges increases by the scaling factor s. To support the full symmetric group of degree s · n, the instruction set as well as the network has to be slightly enlarged. In the minimum case, this is possible as in the example in section III.
D. Similar Routing
For the weaker case, similar routing is analyzed. (I.e. a scaled transfer has the same routing as the original one besides one for all transfers fixed additional instruction.) This is analyzed for the two letter scaling rules while it is obvious that the first rule satisfies this weaker constraint.
1) Constant enlargement of Cycle Lengths:
For the analysis we refer to paragraph VI-C.1. According to the first scaling rule, the scaled set of points falls into s parts. Each part has n points. (I.e. with (s − 1) · · · n transpositions (cycles of length two) or also with with n cycles of length (s−1) the partial sets can be connected.) Consider the special partial sets Ω n,si = Ω si·n = {(s i − 1) · n + 1, . . . , s i · n}. Then the first cycle of the first points of all s partial sets can be calculated as:
The j th point of the parts i 1 and i 2 is connected the same way with the transpositions ((i 1 − 1 
Switching back to the second scaling rule, all permutations with constantly enlarged cycles can be connected in the same way. For each original cycle s − 1 transpositions are needed. That is the two permutations α and β ∈ G the weaker constraint can be fulfilled:
This equation shows also the additional edges needed in the scaled network. If the original network has |E| edges, then the scaled network has s · |E| edges. Additionally, 2 · (s − 1) · n) edges have to be added to realize the (s − 1) transpositions.
2) Scaled Cycle Lengths: In a similar way as for the second scaling rule, a permutation γ can be found. The original permutation can be connected with the cycle (n + 1, . . . , s · n) of length (s − 1) · n, which has no action to the points of the set Ω n . For this n different transpositions of the form (p, n+1) with p ∈ Ω n are needed at maximum. Hence, also the third scaling rule meets the weaker conditions as shown in the following formula.
with z = number of cycles in α · β (9) The additional edges for the scaled network can be read from equation (9) . The original network has |E| edges. In the scaled network, |E| have to be taken into account as well. Additionally n edges for the permutation (n + 1, . . . , s · n) and for the n transpositions 2 · n edges must be added. The number of edges can be reduced by constructing γ from scaled instruction set. But this results in larger average and maximum word lengths.
3) Conclusion: We have seen that similar routing is possible for all three scaling scenarios. Just one additional instruction is needed. The instruction set has to be enlarged by n instructions at maximum. Additional edges have to be added to the network. This depends on the scaling rule as well as the scaling factor. In one extreme case, scaling from a very small network to a very huge network, almost a fully connected network is created. On the other hand we can scale the network just by the scaling factor. Fig. 3 . Resulting average and maximum word length of the given network compared to a fully connected network. The number of data transfer instructions is limited to 4,5,6 or 7 bits.
VII. RESULTS
As an example for the combination of all methodologies presented in this paper, a permutation network for a 16-fold DSP processor is chosen. It was optimized for the key algorithms in a digital video broadcast receiver (DVB-T). The goal was to limit the data transfer instructions to 32 while allowing an arbitrary permutation data transfer in a small number of steps. This sparse network comprises 16 nodes and 56 edges.
All application specific timing constraints are met with this approach. All other transfers are at least have as fast as a fully connected network. The results are shown in figure 3 . In the first part of the table, the results for the partial base B 1 is listed. Compared to a fully connected network, the sparse network in the average needs between 4% and 34% more steps as the fully connected one for an instruction set that comprises 2 or 128 data transfer instructions respectively. The more instruction allowed, the greater the difference between the two networks. This also holds for the other partial bases. The difference for network regarding the full base composed of the partial bases is little worse than the difference of the unconnected parts. This difference (25% for 128 instructions to +50% for 16 instructions) shows the loss in quality because of using a reduced stabilizer chain compared to the fully enumeration method. For sparse networks and an instruction set which is limited to a little number of bits for the data transfers, this method provides good and fully satisfying results.
VIII. CONCLUSION
We presented a concept for construction of interconnection networks for highly parallel application specific processors. This was motivated by the missing possibility of tailorization, difficulties of routing techniques and lack of systematization in traditional approaches. Typical properties of processors were mapped to algebraic models of group theory. With this, a systematic application specific approach to construct interconnection networks was possible. The combination of different heuristic approaches allowed the enhancement to larger networks with more than ten nodes. In particular, this approach produces good results for sparse application specific networks with small instruction set, which support arbitrary permutation data transfers. But the more nodes a network comprises, the higher the loss in quality of solutions, and hence the approach is not recommended for large networks with more than fifty nodes.
The methodologies presented in this paper are a first step towards the design automation of application specific interconnection networks. High potential arises for automation especially in connection with a compiler that extracts all data transfers and constraints from the target algorithms, and thus feeds the methods presented here allowing an application tailored network.
