Assuming GCH and that there is a measurable cardinal, we give a topostheoretic proof of Shelah's eventual categoricity conjecture for abstract elementary classes (AEC's). We also show that the large cardinal assumption can be spared assuming instead that the AEC satisfies a weak version of the amalgamation property, which together with categoricity in a high enough cardinal is actually equivalent to eventual categoricity. This improves the state of knowledge about the open problems stated by Shelah, including one for L ω1,ω sentences, dating back to the 1970's. We do this by first providing an axiomatization of AEC's in terms of an infinitary logic that includes game quantification, namely, Vaught's closed game logic. This allows to use the machinery of categorical logic to study the problem of eventual categoricity. By means of a topos-theoretic characterization of κ-categorical theories, together with some results on κ-classifying toposes, we then prove under our assumptions that if an AEC is categorical in two cardinals, it is also categorical in all cardinals in between. As a corollary we get information about the categoricity spectrum of an AEC, and using Hanf numbers, we also get eventual categoricity.
Introduction
Shelah's eventual categoricity conjecture asserts that for any AEC there is a cardinal κ such that if the AEC is categorical in some λ > κ, it is categorical in all λ > κ. This general conjecture was stated in [She09] , while the version for the particular case of sentences in L ω 1 ,ω was conjectured circa 1977. Both conjectures are still open so far, though several approximations are known (for an account of these see, e.g., [Vas17a] and [Vas17b] ). For example, when the AEC has amalgamation and a weak version of the Generalized Continuum Hypothesis (GCH) holds, the conjecture was proven to be true (see [SS18] ). We will instead assume eventual GCH, but we will prove that only a certain eventual weak amalgamation for L κ,ω is needed, which is provable assuming in addition the existence of a mesurable cardinal (see [SO96] ), so that the result can be cast entirely within ZF C + GCH + {"there is a measurable cardinal"}. The proof runs through categorical methods that rely on a completeness theorem for L κ + ,κ (see [Esp19b] ). This theorem allows to generalize to the infinitary case the omitting types theorem, by means of which a topos-theoretic characterization of categoricity is possible. We then use results about κ-classifying toposes (introduced in [Esp17] ) to derive the eventual categoricity result. The structure of this paper is as follows: first we study an axiomatization of AEC's in Vaught's closed game logic (see [Bur77] ), an infinitary logic with game quantifiers.
Through the analysis of heterogeneous logic made in [Esp19a], we can then apply the machinery of categorical logic to every such AEC. The basic facts about κ-classifying toposes are subsequently explained, including a topos-theoretic characterization of categoricity. Finally, we apply these results to derive information about the categoricity spectrum of AEC's. It follows, for example, under our assumptions, that the set of cardinals where the AEC is categorical is always an interval (finite or infinite), which extends results of Vasey in [Vas18] . Eventual categoricity follows then from an easy observation about Hanf numbers.
Axiomatizing abstract elementary classes
We start by observing that any AEC is a projective class on L κ,ω for appropriate κ, which is essentially a result of Shelah:
Lemma 2.1. (Shelah's presentation theorem) For every AEC (K, ≺) over a signature Σ there is an extended signature Σ ′ a first-order theory T over Σ ′ and a set of partial types (p i = {φ i j } j ) i such that:
1. The models of K are the reducts M | Σ of models M of T that omit all types (p i ) i .
For every
For a proof of this see, for example, [Bal09] . Note that in particular this theorem guarantees that the models of an AEC coincide with the models of an existential secondorder sentence of the form:
where ψ i and φ i j are first-order. Indeed, we can assume without loss of generality that the extended signature Σ ′ is entirely relational, i.e., no function or constant symbols appear (as these are definable in terms of new relations). We will now apply a series of transformations to this expression, first described by Vaught in [Vau73] , that will allow us to express this as sentence in the so called Vaught closed game logic (cf. [Bur77] ). This is a logic containing infinitely deep sentences of the form:
There is a game semantics associated to the sentence (1) as follows: the first player chooses an element x 0 and a conjunct b 0 , then the second player chooses an element y 0 and a disjunct c 0 , and the game continues with ω many moves, after which the second player wins if with the choices made during the game it is the case that each φ b 0 c 0 b 1 c 1 ...b i c i i (x 0 , y 0 , ..., x i , y i ) is satisfied in the structure M , for every i < ω. Since the formula in the matrix corresponds to a closed subset of |M | ω × I ω , by determinacy for closed games it follows that the game is determined, and hence the formula is said to be true in M if the second player has a winning strategy, while it is said to be false if the first player has a winning strategy, i.e., if:
holds. What we will prove, therefore, is that the models of any AEC coincide with the models of a sentence like (1). Before doing so, we note the following:
Lemma 2.2. The category of models of any sentence of the form (1) in the fragment F that it generates in Vaught's closed game logic, with F-elementary embeddings, is an AEC.
Proof. The non-trivial axioms to prove are the Löwenheim-Skolem axiom and the Tarski-Vaught chain axioms. For the first, one simply notes that the sentence (1) is asserting the existence of a strategy for the second player in the form of a sequence of functions y n = f b 0 ...b n−1 n (x 0 , ..., x n−1 ) such that for all i and all x 0 , ...,
can then be taken as Skolem functions and applied iteratively to any substructure, resulting in a closure operator that does not increase its cardinality.
For the Tarski-Vaught chain axioms, assume that (1) holds at every model of a chain (M α ) α<β but that (2) holds at M β . We define a subsequence of models as follows: take the x 0 and b 0 given by (2) and take M α 0 to be a model that contains x 0 . By (1), there are y 0 and c 0 in M α 0 given by (1), which plugged into (2), valid at M β , give in turn x 1 and b 1 . Choose α 1 ≥ α 0 such that M α 1 contains the element x 1 and repeat the procedure above. After β steps, we end up with a sequence x 0 , y 0 , ...,
., x j , y j ), contradicting the elementarity of the embedding M α j ֒→ M β . This shows that M β does model (1); the rest of the verification is straightforward.
We proceed now to show a sort of converse of the previous lemma, by proving that any AEC has the same models as some sentence of the form (1), and that if L is the fragment that it generates in Vaught's closed game logic, any L-elementary embedding corresponds to a morphism of the AEC. This means that the original AEC contains the category of models and L-elementary morphism of sentences of the form (1) as a sub-AEC; this will be enough to prove the results on its categoricity spectrum. As we mentioned, we will now transform the expression (0) into a sentence of the form (1), following similar developments in [Vau73] . Given a Σ-structure M satisfying (0), consider the set S of all subformulas of the L κ,ω formula (call it φ) between parentheses, and let B = ω S. We will now consider the two-sorted structure of the form (M, B), with x, y, ... naming variables of sort M while m, j, k, ... name variables of ω and s, t, ... name variables of S. Consider the following relations over B:
• N eg(s, t) if and only if t is ¬s R n (R, a 0 , .., a n−1 ) if and only if R is a n-ary relation of Σ ′ and M |= R(a 0 , ..., a n−1 )
(3)
It is easy to see that (M, B) admits, automatically, a relation Sat(K, d) where d (defined below) is only technical and Sat expresses the satisfaction relations K n (t, x 0 , ..., x n−1 ) defined by induction on the complexity of subformulas. More precisely, add a new constant d such that each tuple (a 0 , ..., a k−1 ) can be considered as an infinite sequence (a 0 , ..., a k−1 , d, d, d, ...), and putting x (n) for x 0 , ..., x n−1 , define Sat(K, d) as the following formula:
where x m is d for m ≥ n and p = max(n, k + 1). Inspection of this formula shows evidently that we have the following: The effect of this transformation has been to pass from an existential second-order sentence ∃ i<ω S i φ to an existential second-order sentence of the form ∃ k<ω T k m∈ω ψ m , where the ψ m are all first-order formulas (indeed, remember we can code the constant d introducing a new relation). It is this latter expression ∃ k<ω T k m∈ω ψ m which we will now transform into a sentence of the form (1) which will be equivalent in all structures (M, B). Finally, we will make a final transformation to pass back to the structures M .
In order to do the second transformation we will need the following: For a proof of this lemma see [HP76] , where the authors deduce it using the ultrafilter lemma (in fact, it is equivalent to it over ZF ). We have now the following: Proposition 2.5. Given first-order formulas (ψ m ) m<ω over the signature L, there exists a game formula of the form ∀x 0 ∃y 0 ∀x 1 ∃y 1 ... l<ω φ l (x 0 , y 0 , ..., x l , y l ), where the φ l are first-order quantifier-free formulas, that is equivalent to ∃ k<ω T k m∈ω ψ m in all infinite L-structures.
Proof. The proof is an extension of the proof presented in [Vau73] . Adding existentially quantified functions symbols, if needed (properly coded as new relations), we can assume by Skolem normal form that each ψ m is of the form ∀u 0 , ..., u k(m)−1 ∃vθ m where θ m is quantifier-free. Consider an enumeration of all tuples (m; j 0 , ..., j k(m)−1 ) such that in the n-th tuple each j i is at most n. Let η n be the formula θ m (x j 0 , ..., x j k(m)−1 , y n ) where (m, j 0 , ..., j k(m)−1 ) is the n-th tuple. By an easy application of Craig's interpolation theorem for propositional logic, we can now find an L-formula φ l equivalent to the formula ∃ i<q(l) T i n≤l η n (x 0 , ..., x n , y n ), for each l, where the (T i ) i<q(l) are all the T i 's appearing in η 0 , ..., η l (indeed, it is enough to replace the second-order formula by a disjunction of all formulas of the form n≤l η n (x 0 , ..., x n , y n ), in which each appearance of a relation T i (x k 0 , ..., x km , y n ) is replaced by each possible truth value).
Suppose an L-structure N models ∃ k<ω T k l<ω ∀u 0 , ..., u k(l)−1 ∃vθ l . Then there is an expansion to L ′ = L∪{T i } i<ω interpreting the T i 's such that each tuple (x 0 , ..., x l ) determines an y l such that θ l holds. Using these functions as strategies for the second player, we see that then N must model the formula ∀x 0 ∃y 0 ∀x 1 ∃y 1 ... l<ω ∃ i<q(l) T i n≤l θ m(n) (using the same interpretation of the T i 's), which is precisely equivalent to the formula ∀x 0 ∃y 0 ∀x 1 ∃y 1 ... i<ω φ i .
Conversely, suppose that N models ∀x 0 ∃y 0 ∀x 1 ∃y 1 ... l<ω ∃ i<q(l) T i n≤l θ m(n) . Then the strategies for the second player define functions y n = f n (x 0 , ..., x n−1 ) which witness the validity in N of the formula l<ω ∀x 0 ∃y 0 ...∀x l ∃y l ∃ i<q(l) T i n≤l θ m(n) (using the same interpretation of the T i 's). Assume first that N is countable and that, in the game, the first player exhausts the structure N (i.e., he plays an enumeration (x i ) i<ω of the underlying domain of N ). In that case, for each l there is an interpretation of the (T i ) i<q(l) which provides an expansion of {x 0 , ..., x l , y 0 , ..., y l } ⊆ N to an L ′substructure where each θ m(n) , for n = 0, ..., l, holds. Since for each l there are only finitely many interpretations of the (T i ) i<q(l) over {x 0 , ..., x l , y 0 , ..., y l }, and for each such interpretation the restriction to the substructure {x 0 , ..., x l ′ , y 0 , ..., y l ′ } for l ′ < l makes still all θ m(n) , for n = 0, ..., l ′ , true, it follows by König's lemma that there is an interpretation of the (T i ) i<ω in N such that each ∀u 0 , ..., u k(l)−1 ∃vθ l , for l < ω, holds. This says precisely that ∃ k<ω T k l<ω ∀u 0 , ..., u k(l)−1 ∃vθ l holds in N . Assume now that N has arbitrary (infinite) cardinality; in this case we will apply Lemma 2.4. Consider the local system L 0 consisting of all countable F-elementary submodels H of N (satisfying ∀x 0 ∃y 0 ∀x 1 ∃y 1 ... i<ω φ i ), where F is the fragment generated by this latter heterogeneous sentence, and that have been obtained by taking Skolem hulls of finite subsets using the functions f n . By what we have proven in the previous paragraph, for each H there is an interpretation T H i of the T i 's which makes ∀u 0 , ..., u k(0)−1 ∃vθ 0 true in H. Let F 0 = {0, 1} q(0) , and consider the func-
is the maximum of the arities a i of the T H i for i < q(0) and π i : H n(0) G G H a i are the projections to the first a i coordinates. By Lemma 2.4, we can globally define T 0 , ..., T q(0)−1 in the whole N satisfying the properties mentioned in the lemma. We claim that with this definition, ∀u 0 , ..., u k(0)−1 ∃vθ 0 is true in N . To see this, note that in N the formula ∀u 0 , ..., u k(0)−1 ∃vφ 0 holds; therefore, given u 0 , ..., u k(0)−1 , we can find v 0 making φ 0 true. The set {u 0 , ..., u k(0)−1 , v 0 } will be then contained in an H in which the
Since v 0 has been obtained through the functions f n , if (0, j 0 , ..., j k(0)−1 ) is the n-th tuple we also have that v 0 = y n . By construction, it follows that one choice of (
when restricted to {u 0 , ..., u k(0)−1 , v 0 }, and hence will coincide there with the globally defined (T i ) i<q(0) . Taking now v = v 0 makes θ 0 true and thus shows that ∀u 0 , ..., u k(0)−1 ∃vθ 0 is true in N , as we wanted.
Finally, the process above can be iterated countably many times. That is, consider for each 0 < l < ω the local system L l consisting of those H ∈ L l−1 satisfying the property of Lemma 2.4, i.e., such that any finite subset
then an entirely similar proof shows that ∀u 0 , ..., u k(l)−1 ∃vθ l is true in N . This inductive procedure defines globally the (T k ) k<ω in N in such a way that ∀u 0 , ..., u k(l)−1 ∃vθ l holds for each l < ω. In other words, we have proven that ∃ k<ω T k l<ω ∀u 0 , ..., u k(l)−1 ∃vθ l holds in N , as we wanted. This finishes the proof.
Now we can finish the proof of our main result. Remember that
. This latter expression is of the form ∃ k<ω T k m∈ω ψ m for first-order formulas ψ m . Lemma 2.5 applies, and then we can deduce that:
where each φ l is a first-order, quantifier-free formula. We are now going to pass back to structures M , for which the formulas satisfied by (M, B) (with its extended signature) can be transformed back into formulas on the signature of M . For this purpose, we use the mapping φ (M,B) → φ M defined as follows:
This fact, together with (4), allows us to finally derive the following:
Theorem 2.6. For every AEC there is a formula of the form:
are first-order quantifier-free formulas, whose models coincide precisely with the models of the AEC. Moreover, if F is the fragment in Vaught's closed game logic generated by (5), then every F-elementary embedding between models of (5) is a morphism of the AEC.
Proof. We have already established the first part. For the part about morphisms, consider an F-elementary embedding M ֒→ N between models of (5). Lemma 2.5 allows us to prove that (N, B) |= ∃ k<ω T k m∈ω ψ m by finding the T k applying the Patching lemma 2.4 to the corresponding T k 's of countable submodels of (N, B). Since the restriction to (M, B) of such patchings are evidently patchings of the T k 's corresponding to countable submodels covering (M, B), it follows that the T k | (M,B) make ∃ k<ω T k m∈ω ψ m true in (M, B), while the passage from (M, B) (resp. (N, B)) to M (resp. N ) and back preserves the property that the relations in the substructure are the restriction of the relations in the bigger structure. Therefore, the F-elementary embedding corresponds to a Σ ′ -substructure embedding which, by Shelah's presentation theorem (Lemma 2.1) corresponds to a morphism M ≺ N of the AEC.
The interest of Theorem 2.6 lies in that the axiomatization in Vaught's closed game logic is more manageable than second-order assertions. For example, there is the approximation theory developed in [Bur77] (see also [Vau73] ) which allows to express the formula (5) as a formal conjunction over all ordinals of formulas in L ∞,ω . Moreover, for the purposes of categorical logic, the machinery developed in [Esp19a] becomes now applicable to AEC's, most notably the Morleyization process that we now explain.
Given an AEC axiomatized by a formula φ of the form (5), consider the resulting theory T, in the fragment F generated by φ within Vaught's closed game logic. We now define its Morleyized theory T m , over a signature Σ m that extends the original signature Σ by adding for each formula ψ ∈ F over Σ with free variables x two new relation symbols C ψ (x) and D ψ (x), and whose axioms are:
(iii) C ψ ⊣⊢ x ψ for every atomic formula ψ;
(iv) ⊤ ⊢ C φ where φ is the sentence of the form (5) axiomatizing T;
for each formula of the form (5);
for each formula of the form (5).
Note that these axioms are all geometric and they ensure that the interpretations of (x, C ψ (x)) and (x, D ψ (x)) in any structure in Set will coincide with those of (x, ψ(x)) and (x, ¬ψ(x)), respectively, for every ψ ∈ F. Moreover, T m -models coincide with T-models in such categories, while Σ m -homormophisms coincide with F-elementary embeddings. To see this, note that the particular form of formula (5) guarantees that the first preservation axiom and the axiom of determinacy (axioms 10 and 11 in [Esp19a]) are automatically satisfied in all structures. That is, we have:
This implies that we have:
in any model M of T m . Let us see that the other inclusion will also hold in any such M . Indeed, take (e 0 , f 0 , ..., e j−1 , f j−1 ) belonging to the right hand side of the inclusion above, in a model M . Then we have that the following instance of the second preservation axiom:
.., f j−1 , y 2j−1 , y 2j , ..., x β , x β+1 , ...) will hold in M . Therefore, in M we will have:
Remark 2.7. As a result of the previous discussion, it follows that given any AEC, there is a geometric theory T m in a signature which extends Σ by adding new relation symbols, whose interpretation is uniquely determined by the interpretation of Σ, and which has exactly the same models of the AEC. In practice, this fact shows that the methods of categorical logic apply to AEC's, by considering appropriate Morleyizations of its axiomatization that do not change the category of models. This will be of use in the next sections.
The omitting types theorem for infinite quantifier languages
We will assume from now on that κ <κ = κ. A κ-fragment of L κ + ,κ will be a subset of formulas formed in a language with a signature of cardinality at most κ and a supply of κ many fresh variables, that in addition is closed under κ-small conjunctions, disjunctions and quantification, negation and formal negation, subformulas and substitution. It follows that for any sentence φ of L κ + ,κ there is a smallest κ-fragment containing φ, and it has κ many formulas. By a type we understand a consistent set of formulas in a given tuple of variables. It is complete when the set is maximal. The goal of this section is to prove the following:
Theorem 3.1. (Omitting types theorem for infinite quantifier languages) Let κ be a regular cardinal such that κ <κ = κ. Let F be a κ-fragment of L κ + ,κ (resp. L κ,κ ) containing a consistent theory T and let {p i : i < κ} be a set of non-isolated types. Then there is a model of T that simultaneously omits all the types.
Note that this version of the omitting types theorem can be expressed in an entirely semantical way:
Theorem 3.2. Let T be a satisfiable theory in a κ-fragment of L κ + ,κ and let p i , for each i < κ, be a set of formulas of the fragment. Suppose that whenever ψ is such that T ∪ ∃xψ is satisfiable, there is φ in p i such that T ∪ ∃x(ψ ∧ ¬φ) is satisfiable. Then the theory:
Proof. Consider the (Boolean) syntactic category of T in L κ + ,κ and the subcategory C T given by those formulas in context [x, φ] belonging to the κ-fragment generated by T. For each type p i = {φ i (x)} i<κ consider the family of arrows
Put a κ-Grothendieck topology τ on C T (see [Esp17] ) generated by:
1. all κ-small jointly epic families of arrows and the κ + -small jointly epic families of arrows corresponding to axioms of (the κ-geometric Morleyization of) T
the families U i for each type p i
It follows that a κ-flat continuous functor C T G G Set, i.e., a κ-point of the corresponding κ-topos of sheaves, is exactly a model of T omitting all of the p i . This topos is clearly κ-separable, so that as proven in [Esp17] , it will have enough κ-points. However, we need to verify that it is non-degenerate to guarantee that there will be at least one non-trivial such model (it is easy to see that, if on of the types is isolated, the topos is degenerate, but we will see that this is the only obstruction).
It is enough to verify that the representable functor [−, 0] is a sheaf for any τ -covering family, since then the conservativity of Yoneda embedding will imply that Sh(C T , τ ) is non-degenerate. Now any such τ -covering family is built via pullbacks and transfinite composites from the two types of covers specified above. Clearly, [−, 0] is a sheaf for the first type of covers. The covering U i becomes, in the κ-classifying topos E of T (that is, when sheafifying with respect to only the first type of covers) a family {¬C i G G A}, not necessarily epimorphic. But since the type p i was non-isolated, it follows that i<κ C i = 0 in E, or, what is the same, A = ¬¬ i<κ ¬C i there. This means that the family {¬C i G G A}, while not necessarily covering, is covering up to a double negation. The same is, of course, true for pullbacks of such families, and in fact for a transfinite composite of such families (for this latter fact we use the transfinite transitivity rule from [Esp17] and the fact that C T is Boolean). In particular, this means that if the domains of the arrows in a τ -covering family are 0, so is the common codomain. This says precisely that [−, 0] is a sheaf for the τ -covering family, as we wanted.
Categoricity and the λ-classifying topos
We will prove now a connection between λ-categoricity and λ-classifying toposes which will be useful. It is essentially a consequence of the omitting types theorem we proved before (Theorem 3.1), and is inspired by model-theoretic arguments of Vaught on atomic and prime models and topos-theoretic results from Blass andŠčedrov on Boolean classifying toposes. Proof. ( =⇒ ) Suppose T is λ-categorical and consider the syntactic category C of the theory T∪{"there are λ distinct elements"}, axiomatized in an appropriate fragment of L λ + ,λ . This latter theory is clearly complete, since by (downward) Löwenheim-Skolem theorem it follows that all models are L λ + ,λ -elementarily equivalent to the model M of cardinality λ. Therefore, its λ-classifying topos must be two-valued. To see that it is Boolean, we will prove first that C is atomic, i.e., each Boolean algebra of subobjects of a given object is atomic.
Let [x, ψ(x)] be non-zero in C; then it is satisfiable in a model of cardinality λ by the completeness theorem for L λ + ,λ , so that there is a in M with M |= ψ(a). Let p be the type {φ(x) : M |= φ(a)}. If p was non-isolated, there would be a model omitting it, i.e., there would exist a model N of:
¬φ(x)} This is impossible since, again by Löwenheim-Skolem, any model of T of cardinality at least λ must contain M as a L λ + ,λ -elementary submodel. Therefore, p must be isolated by some θ(x), which must then be an atom in the Boolean algebra of subobjects of [x, ⊤]. It follows from this that such algebra is atomic.
Let us now see that the λ-classifying topos must be Boolean. Such a topos is built by considering sheaves on C when equipped with the κ-topology τ generated by those jointly epic families of cardinality at most λ that corresponds to axioms of (the κgeometric Morleyization of) the theory. Let C ′ be the full subcategory of C consisting of non-zero objects, and τ ′ the κ-topology induced by τ . Then the topos Sh(C ′ , τ ′ ) is still the λ-classifying topos, but now the κ-topology τ ′ coincides with the coverage ρ consisting of stable nonempty sieves. Indeed, the nontrivial part is showing that a ρ-covering sieve R on an object [x, φ] of C ′ is also τ ′ -covering. Since φ is a union of at most λ atoms, for each atom there is an arrow in R factoring through it, and since its domain is nonzero, its image must be the whole atom. Choosing one such morphism of R for each atom we get a jointly epic family from τ contained in R. Finally, it follows that the λ-classifying topos is equivalent to the topos of sheaves on C ′ for the double negation topology, which is Boolean.
( ⇐= ) Suppose that the λ-classifying topos of the theory T ∪ {"there are λ distinct elements"} is two-valued and Boolean. Since it is also λ-separable, it has enough λ-points (see [Esp17] ), and in particular it must be atomic. Hence, C is also atomic. Let
where for each i < κ, x i = x 0 x 1 ... up to (but excluding) i. Then p i is a non-isolated type for each i < κ, and so (by the proof of Theorem 3.1) the family [
is sent by Yoneda embedding to a family in the λ-classifying topos that is covering up to a double negation. Since the topos is Boolean, this family must be actually covering. Therefore, any point of the topos corresponds to a model of the theory omitting each p i , i.e., to an atomic model of T of cardinality at least λ. Since the topos is also twovalued, all such atomic models are L λ + ,λ -elementarily equivalent. Hence, a back and forth argument shows that any two such models of cardinality λ must be isomorphic. To complete the proof, notice that atomic toposes are Boolean, while a Boolean topos with enough points must be atomic, and Boolean toposes are two-valued if and only if they are connected.
Using Theorem 4.1 we can now get rid of the Booleanness assumption on C: has it, which is by Theorem 4.1 equivalent to being Boolean and two-valued, equivalent in turn to having no proper non-degenerate subtoposes. Therefore, by considering the surjection-embedding factorization of t, this is equivalent to either t being a surjection or T being degenerate. In the first case, it follows that the composite st is a surjection, and since st ≃ is ′ , that i must be a surjection, in which case E is equivalent to Set[T]. In the second case, since s ′ is a surjection, it follows that E must be degenerate. This completes the proof.
The λ-classifying topos of a κ-theory
In this section fix κ < λ such that κ is regular and λ <λ = λ. Let T be a κ-coherent theory in L κ + ,κ , C T be its syntactic category and M od λ (T) be the full subcategory of λ-presentable models. Assume that the category of models of T is λ-accessible (this is the case, e.g., if λ = κ + or, more generally, if κ ⊳ λ). Let T ′ be the theory in L λ + ,λ with the same axioms as those of T. An important result we will prove here is the following:
Theorem 5.1. The λ-classifying topos of T ′ is equivalent to the presheaf topos Set M od λ (T) . Moreover, the canonical embedding of the syntactic category C T ′ ֒→ Set M od λ (T) is given by the evaluation functor, which on objects acts by sending (x, φ) to the func-
Proof. By hypothesis every model of T ′ is a λ-filtered colimit of models in M od λ (T). Note first that the following diagram: M i is the canonical λ-filtered colimit of λ-presentable models associated to the model M . Note also that since λ-filtered colimits commute with λ-small limits, M ′ will preserve, in addition to all colimits, also λ-small limits.
Let now Set[T ′ ] λ be the λ-classifying topos of T ′ . We shall prove that this latter is equivalent to Set M od λ (T) by verifying in this presheaf topos the universal property of Set[T ′ ] λ , i.e., that models of T ′ in a λ-topos E corresponds to λ-geometric morphisms from E to the presheaf topos. It is enough to prove this universal property in the particular case in which E = Set[T ′ ] λ .
Given then the λ-classifying topos E of T ′ , by the completeness theorem of [Esp17] it will have enough λ-points. Hence, there is a conservative λ-geometric morphism with inverse image E : E G G Set I such that composition with the evaluation at i ∈ I, ev(i)E gives a λ-point of E. Now each model of T ′ in E, N : C T ′ G G E gives rise to models in Set by considering their images through each ev(i)E. These correspond to unique (up to isomorphism) λ-geometric morphisms with inverse image Set M od λ (T) G G Set, which in turn induce a λ-geometric morphism with inverse image G : Set M od λ (T) G G Set I and with the property that the composition G • ev :
In other words, considering E as a subcategory of Set I , the image of G • ev belongs to E.
Set
On the other hand, every object F in Set M od λ (T) can be canonically expressed as a colimit of representables,
; since λ <λ = λ, C T ′ has size at most λ and the latter limit is λ-small. It follows that:
where the last isomorphism follows from Yoneda lemma. Now G preserves λ-small limits and colimits, and so we will have:
and similarly on arrows. Therefore, G is completely determined (up to isomorphism) by its value on the objects ev(φ ij ). Since the value of G on such objects belongs to E, and E preserves λ-small limits and colimits, it follows that G itself factors through E. Moreover, it is the unique (up to isomorphism) inverse image of a λ-geometric morphism corresponding to the given model in E. This finishes the proof.
Eventual categoricity
Throughout this section we will assume GCH (note however that since our goal is to prove eventual categoricity, then eventual GCH would suffice). It follows that each regular κ satisfies κ <κ = κ. If T is a κ-geometric theory, we will denote by T λ the theory:
T ∪ {"there are λ distinct elements"} axiomatized in an appropriate fragment of L λ + ,λ for each λ ≥ κ (observe as well that each T λ is a λ-coherent theory, for such λ). Likewise, we will denote by Set[T] λ the λ-classifying topos of T, i.e., the λ-classifying topos of the theory in L λ + ,λ which has the same axioms as T.
Consider now an arbitrary AEC (K, ≺) axiomatized by a sentence φ of the form (5), over a signature Σ. Consider the syntactic category C T of the theory so axiomatized. We will assume that T has been properly Morleyized, as explained in Section 2 (cf. Remark 2.7), so as to be axiomatized by geometric sequents over a signature Σ m in such a way that the models are precisely the unique expansions of models of the AEC and the Σ m -homomorphisms are precisely the F-elementary embeddings between models of φ. Note in addition that these embedding are all morphisms of the AEC, so by Lemma 2.2 they form a sub-AEC (K, ≺ ′ ) with the same models. In particular, they will satisfy the Tarski-Vaught chain axioms.
Suppose now that T is λ-categorical for a cardinal λ > κ above the Hanf number of K for model existence and also for (non-)categoricity, say, µ; i.e. with the property that if the AEC is (non-)categorical in some ν 0 ≥ µ, it is (non-)categorical in arbitrarily large ν. Let M 0 be the model of cardinality λ. By Theorem 5.1, Set[T λ ] λ + is equivalent to the presheaf topos Set M 0 , where M 0 is the category consisting of just one object, M 0 , with all endomorphisms. The λ + -classifying topos of the theory T λ + (which is a quotient of T λ ) will be a subtopos Set[T λ + ] λ + ֒→ Set[T λ ] λ + . Since it is non-degenerate (given that there is a model of cardinality λ + ), it will necessarily be dense (this is because there is only one object in M 0 , so it cannot be covered by the empty cover). It follows that the double negation subtopos of Set[T λ ] λ + will be also a subtopos of Set[T λ + ] λ + . The double negation subtopos is in turn given by the topos of sheaves with the dense topology Sh(M op 0 , τ D ). Because of Tarski-Vaught chain axioms, any λ + -small chain of endomorphisms of M 0 gives rise to a model of cardinality λ, being thus isomorphic to M 0 itself. This readily implies that the dense topology τ D is a λ + -topology in the sense of [Esp17] , and so, as proved in [Esp19b] , the sheaf topos will be a λ + -topos and the sheafification functor a will preserve λ + -small limits. Therefore, the sheafification functor
, being the composite of a and the embedding Set[T λ + ] λ + ֒→ Set M 0 , will also preserve λ + -small limits. Assume now that the sub-AEC (K, ≺ ′ ) has amalgamation for models of cardinality ≥ λ. This is the case, e.g., if λ is above a measurable cardinal, since then the methods of [SO96] can be applied to (K, ≺ ′ ). Since this readily implies the right Ore condition for M op 0 , it follows that the dense topology there coincides with the atomic topology, and is thus generated by single morphisms. This shows that the site of Sh(M op 0 , τ D ) is λ + -separable, and thus as proven in [Esp17] , the sheaf topos, being non-degenerate, will have a λ + -point M 1 :
But the topos is clearly two-valued and Boolean, so that by Corollary 4.2 the theory T 1 classified by the sheaf topos (which corresponds to a quotient of T λ + ) will be λ + -categorical, M 1 being its unique model up to isomorphism. Note as well that M 1 is also a model of T.
Observe now that Sh(M op 0 , τ D ) is obtained from Set[T λ + ] λ + by sheafifying with respect to a dense (Lawvere-Tierney) topology. We claim that this implies that any model of T λ + of size λ + ill have a homomorphism to M 1 (corresponding, of course, to a morphism in the AEC). To see this, let N 1 be a λ + -point of Set[T λ + ] λ + . For any tuple a in (the underlying set of) N 1 consider the type p = {ψ i (x) : N 1 |= ψ i (a)}. This is a complete, consistent type, and hence its image through the morphism C T λ G G C T 1 , namely p = {ψ i (x) : N 1 |= ψ i (a)} will be a complete consistent type in the same context (indeed, since the topology of the sheafification is dense, it preserves ⊥ and λ +intersections). Therefore, since Sh(M op 0 , τ D ) is atomic, there will exist a θ(x) isolating the type p, and since T 1 is complete (for λ + -coherent sentences), M 1 |= ∃xθ(x), so that p can be realized. This observation allows us to define an homomorphism N 1 G G M 1 as follows: first fix a well-ordering (a i ) i<λ + of the underlying set of N 1 ; take the type p a 0 and realize it in M 1 at b 0 . Take now the type p a 0 a 1 and realize it in M 1 at c 0 c 1 . It follows in particular that c 0 , c 0 c 1 satisfy the complete types p a 0 , p a 0 a 1 , respectively. If these are isolated by θ a 0 , θ a 0 a 1 , it follows, since θ a 0 is a complete formula, that M 1 |= ∀x(θ a 0 (x) G G ∃yθ a 0 a 1 (x, y)). In particular, M 1 |= ∃yθ a 0 a 1 (b 0 , y), so we can choose b 1 ∈ M 1 such that θ a 0 a 1 (b 0 , b 1 ). Continuing in this manner, and inductive argument finishes constructing the homomorphism N 1 G G M 1 by mapping a i → b i . Consider now the topos Set[T 1 ] λ ++ , which by Theorem 5.1 is equivalent to the presheaf topos Set M 1 . We claim that the subtopos Set[T 1
λ ++ ] λ ++ ֒→ Set M 1 is non-degenerate, for which it is enough to show that T 1 has a model of cardinality λ ++ . To simplify, we assume that there is a measurable cardinal below λ and later show how to deduce the same conclusion from merely knowing that (K, ≺ ′ ) has amalgamation above λ. Now, if T 1 had no model of size λ ++ , Set M 1 would have only one model up to isomorphism (namely, M 1 ), which by (the proof of) Theorem 4.1 would imply that it is two-valued and Boolean. In particular, M 1 would be a groupoid, which is absurd since one can always build an embedding of M 1 into an ultrapower of bigger cardinality, so that by Löwenheim-Skolem it is possible to find an endomorphism of M 1 which is not an isomorphism. It follows then that indeed the subtopos Set[T 1
λ ++ ] λ ++ ֒→ Set M 1 is non-degenerate, so that by an argument similar as before, we deduce it must be dense. Now the double negation subtopos Sh(M op 1 , τ 1 D ) ֒→ Set M 1 will be a λ ++ -topos by exactly the same reasons as before. First, the dense topology τ 1 D is a λ ++ -topology due to the Tarski-Vaught chain axiom (indeed, although the limits of λ ++ -small chains in M 1 is in principle only a model of M 0 , it embeds, by what we have proven above, into M 1 , making it possible to continue the chain). Amalgamation for (K, ≺ ′ ) implies the right Ore condition for M op 1 , so it follows that the dense topology there coincides with the atomic topology, and is thus generated by single morphisms. This shows that the site of Sh(M op 1 , τ 1 D ) is λ ++ -separable, and thus it will have a λ ++ -point
The topos, being two-valued and Boolean, will also λ ++classify by Corollary 4.2 a λ ++ -categorical theory T 2 (a quotient of T λ ++ ), with M 2 being its unique model up to isomorphism and also a model of T.
Set
It is now clear how to continue this, as suggested by the picture (there, only the inverse images of the geometric morphisms are depicted). However to be able to do so we need to prove that every model N 2 of size λ ++ (corresponding to a λ ++ -point of Set[T λ ++ ] λ ++ ) embeds into M 2 , for which we need to prove that the embedding λ ++ ] λ ++ ֒→ Set M 1 is dense, φ must be non-zero, as we wanted to prove.
Continuing in this manner we define successive theories T n , each categorical in λ +n , with a model M n of size λ +n , and that is λ +n -classified by the topos Sh(M op n−1 , τ n−1 D ). Consider at the limit cardinal λ +ω the theory T ω = ∪ n∈ω T n . Observe that the theory T ω is evidently λ +ω -classified by the (pseudo-)colimit (in the opposite of the 2-category of toposes) of the chain:
We claim that T ω is λ +ω -categorical. First, note that the completeness theorem of [Esp19b] still applies to C = lim − →n C T n , even though λ +ω is singular. The reason is that any sequent of T ω is a sequent in L λ +n ,λ +n for some n ∈ ω, and analogously any proper subobject in C is a proper subobject in C T n for some n; hence, since λ +n is regular we can build a model preserving the properness of such subobject much in the way as it is done in [Esp19b] , but taking care to deal at stage λ +n of the induction with formulas of L λ +(n+1) ,λ +n . As a consequence, since T ω is non-degenerate (as Set[T ω ] λ +ω ֒→ Set[T λ +ω ] λ +ω is dense), Set[T ω ] λ +ω will have at least one model of size λ +ω . Let us see that it is unique up to isomorphism. For this, it is enough to prove that Set[T ω ] λ +ω is two-valued and Boolean (indeed, the proofs of theorems 3.1 and 4.1, based on completeness, go through). Now, if f * : E ֒→ Set[T ω ] λ +ω is the double negation subtopos, composing with the direct images of the geometric morphisms from Set[T ω ] λ +ω to each Sh(M op i , τ i D ) we get a surjection, since the surjection embedding factorization would imply that there is a proper subtopos of Sh(M op i , τ i D ), which is impossible (note that such subtopos cannot be degenerate because Set[T ω ] λ +ω is not). Therefore, there are conservative morphisms C T n G G E which induce a conservative morphism from the colimit C. This shows that, in Set[T ω ] λ +ω , each η A : A G G f * f * (A) is a monomorphism when A is a representable functor. On the other hand, since f * (0) = 0, given representable A, A ′ , f * f * (A) and f * f * (A ′ ) are disjoint subobjects of f * f * (A A ′ ), forcing both squares below to be pullbacks of i, j along η A A ′ :
y y j y y and therefore η A A ′ is necessarily a monomorphism. Hence, given any pair of morphisms p, q : B G G F from a representable B, they factor through some representable A p , A q F , and so if A = A p A q , they will factor through A via morphisms p ′ , q ′ . If η F p = η F q, we get η A p ′ = η A q ′ (since f * f * (A) f * f * (F ) is a monomorphism) and so p ′ = q ′ , which implies p = q. This shows that η F is a monomorphism and thus f * is a surjection. Since f * was an embedding, it is an isomorphism and Set[T ω ] λ +ω ∼ = E is two-valued and Boolean, as we wanted to show. This allows us to define M ω as the unique model of T ω of size λ +ω , and continue along the same lines. The previous argument can be of course iterated transfinitely, proceeding in the way explained at successor cardinals and at limit cardinals, and noticing that in the latter case, the embeddings Set[T β ] λ +β ֒→ Set[T λ +β ] λ +β are also dense. We are now going to prove that if for some ordinal α it is the case that the AEC is λ +α -categorical, and, thus, the embedding Sh(M op α , τ α D ) ֒→ Set[T λ +α ] λ +α is an isomorphism (using Corollary 4.2, since two-valued-Boolean toposes have no proper non-degenerate subtoposes), the AEC will be categorical in all cardinals δ with λ ≤ δ ≤ λ +α . This is the content of the following:
Theorem 6.1. Assume the AEC (K, ≺ ′ ) is categorical in λ and λ ′ = λ +α , where µ < λ is the cardinal above which GCH and amalgamation hold. Then K is also categorical at any δ with λ ≤ δ ≤ λ ′ .
2. (K, ≺) is categorical in some λ ≥ µ, and every pair of F-elementary embeddings f, g : M G G M has an amalgam g ′ , f ′ : M G G N by F-elementary embeddings, whenever |M | ≥ µ.
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