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Symbols and abbreviations
Roman Symbols
A constant
a matrix coefficient
B constant for the log-law layer
BWL maximum beam at waterline
b body force
C Courant number
Cf skin friction coefficient
CD closure coefficient for the SST k − ω turbulence model
Cd draf coefficient
CT , CF , CR coefficients for total, friction and residual resistances
d vector between P and N
Fn Froude number
F1, F2 1st and 2nd blending functions for the SST k − ω turbulence model
H matrix term
h grid spacing parameter
i, j,k unit vectors in x, y and z directions
k turbulent kinetic energy
k hull form factor
LPP length between perpendiculars
LWL length at waterline
Lr reference length
le average size of energy containing eddies
m mass
N neighbouring cell centroid
P cell centroid
Pk production of turbulent kinetic energy
p pressure
Q arbitrary flow variable
q source term
Rc transverse curvature
RF friction resistance
RT total resistance
RR residual resistance
S invariant measure of strain rate
S wetted surface
S surface area vector
Sij mean strain rate tensor
T integration interval
T draft
t time
U instantaneous velocity in vector notation
viii
U reference velocity
Ur artificial velocity
U∞ free stream velocity
ui instantaneous velocity in tensor notation
uτ friction velocity
u+ dimensionless velocity
V volume
xi spatial coordinate in the ith direction
y wall distance
y+ dimensionless wall distance
Greek symbols
α under-relaxation factor
α1, α2 closure coefficients for the SST k − ω turbulence model
β1, β2, β
∗ closure coefficients for the SST k − ω turbulence model
δi,j Kronecker delta
δ∗ displacement thickness
δ2 displacement thickness in case of transverse curvature
 dissipation per unit mass
η Kolmogorov length scale
Θ momentum thickness
κ von Kármán constant
λ eigenvalue
µ dynamic viscosity
µt dynamic eddy viscosity
ν kinematic viscosity
νt kinematic eddy viscosity
ρ density
σk1, σk2, σω2, σω2 closure coefficients for the SST k − ω turbulence model
τ condition number
τw wall shear stress
φ volume fraction
ω specific dissipation rate
ω weight factor
Superscripts
n time level
T transpose
′ fluctuating around the mean value
mean value
◦ old time level
ix
Subscripts
f value on the cell face
m model
N neighbouring cells
P owner cell
s ship
Operators
∇ gradient
∇· divergence
D
Dt
material derivative
Abbreviations
CD Central Differencing Scheme
CFD Computational Fluid Mechanics
CV Control Volume
DNS Direct Numerical Simulation
FVM Finite Volume Method
GAMG Geometric Algebraic Multigrid Method
ITTC International Towing Tank Conference
LES Large Eddy Simulation
LTS Local Time Stepping
PBiCG Preconditioned Biconjugate Gradient
PDE Partial Differential Equation
PISO Pressure-Implicit with Splitting of Operator
RANS Reynold Averaged Navier-Stokes Equations
SIMPLE Semi-Implicit Method for Pressure-Linked Equations
SST Shear Stress Transport
UD Upwind Differencing
VOF The Volume of Fluid method
1 Introduction
Shipbuilding has been practised since pre-historical times, and advances in the field
have been essential in the rise of our modern society. Today safety demands together
with increasing ecological awareness lead to evermore stricter demands for new ships.
For the shipbuilding industry to meet these requirements, new and/or enhanced
methods have to be applied. In general, two different approaches can be taken,
namely experimental and mathematical.
While experimental methods have presumably been used throughout the history,
the first mathematical approaches to ship hydrodynamics can be traced back to
the 19th century [1]. Whereas experimental methods focus on measuring (most
often) real model scale bahviour of a ship or part of it, mathematical approaches
concentrate on modelling these.
The rapid growth of computer capacities during the past half-century has opened
new horizons for mathematical approaches. One of these is the use of computational
fluid dynamics (CFD). With CFD the governing equations of fluid flow are solved
numerically, and a numerical solution for the whole flow field is attained as a result.
As the flow around a ship hull is a highly complex problem, CFD demands a lot of
computational effort and has thus been out of the reach of hydrodynamicists until
lately. The development of CFD-tools has followed that of computers, more com-
putational capacity has led to more complex simulations. Modern supercomputers
can solve full scale problems with free surface flow and turbulence, a quantum leap
from the mathematical methods used before the emergence of CFD.
However, completely calculating all the different scales of a flow problem, known
as Direct Numerical Simulation (DNS), is still out of question even for the most
powerful supercomputers. This is due to the wide range of length scales involved
in turbulence. Thus, different methods have been developed where parts of the
flow problem are modelled instead of being completely solved. Currently the most
important such models are the different Reynolds-Avaraged Navier-Stokes Equations
(RANSE) where the fluctuations of the flow are not solved accurately in the spatial
dimension. Instead, only an averaged solution is attained. The RANSE solutions
are important for academia as well as many industrial fields as they produce high
quality results compared to their computational requirements.
Despite of the emergence of CFD, experimental methods are still today highly
important, and results from towing tanks are essential in the ship design process. As
the viscous forces and the free-surface effects cannot directly be scaled, the central
question with model scale results is the scaling to full-scale. The International
Towing Tank Conference (ITTC) has in 1957 determined a single correlation line [2]
to be used in ship model testing. As the total resistance is a sum of several factors,
and the flow around a ship hull exhibits complex behaviour, it is hard to separate the
different sources of resistance. With the ITTC-57 friction line, the total resistance is
divided into a friction term and a residual term. The friction resistance is estimated
as a function of Reynolds number, while the residual resistance is, as the name
suggests, the difference between the total resistance and the friction resistance.
Separation of these two resistance components as described above can be seen as
2highly superficial. As ITTC-57 is essentially only a correlation line, it does not take
into account different hull shapes at all. To better understand the different sources
of resistance, results from a double hull case with no free-surface and a towing tank
case with free-surface can be compared. Supposedly, the difference of these two
values of resistance should be the resistance caused by the free-surface. However,
this approach also has its flaws. The main problem being the fact that the flow for
a double hull is substantially different from a free-surface case. The free-surface will
deform and create a much different flow regime around the hull when compared to
the double hull. It is simply not correct to just separate the friction forces from the
free-surface forces, as these two are strongly coupled.
In this master’s thesis, the flow around a cruise ferry is simulated with OpenFOAM-
software. The aim of the work is to find the drag coefficient for a double hull and a
free-surface case, and to distinguish differences between the flow regimes of the two
cases. In case there are differences to be found, where are they and why do they
exist? For such a study, CFD is an excellent tool, as detailed data about the flow
can be extracted from the whole flow regime. At the same time, the suitability of
OpenFOAM-software for future projects at the Aalto University Ship hydrodynamics
group is also studied. Finally, this work aims to serve as an introduction to the
OpenFOAM-software for future work in the field of ship hydrodynamics.
In the thesis, both a double hull case without a free-surface as well as a free-
surface case are solved with OpenFOAM-software. The grids have been generated
with the HEXPRESS™software, and post-processing has been done with ParaView.
The simulations are done in a model scale of 1 : 22.713. Turbulence is modelled
with Menters SST k − ω model. The double hull cases were calculated with the
simpleFOAM solver, while the free-surface cases were computed with the LTSInterFOAM
solver. As OpenFOAM extensively uses its own terminology, all the jargon specific to
the software has been denoted with the typewriter font.
For both the double hull and the free-surface cases, five different grid densities
were used in order to complete a mesh refinement study. For a comparison of the flow
regimes between the two cases to be meaningful, the meshes were kept as similar to
each other as possible. However, some refinements to the free-surface case had to be
added in order to capture the relevant phenomena accurately. The mesh refinement
study could not be executed completely, as the finer mesh levels would not converge.
The reason for this is outside the scope of this work.
As a whole, this work has been an iterative process. As the free-surface mod-
elling turned out to be extremely cumbersome, emphasis was given to robustness of
the solution. The mesh as well as the discretization methods and all other param-
eters associated with the simulations are not necessarily optimal from an accuracy
standpoint, they have simply been iteratively found to be robust while providing
an acceptable level of accuracy. As a result, a complete reasoning for all the meth-
ods used cannot be given, nor is there any guarantee that these methods could be
extended to similar projects.
32 Background
2.1 The Ship Design Process
Ship design is a complex engineering decision-making process involving the integra-
tion of a multitude of different subsystems into a final solution. A design process
is unique in the sense that it always has to meet specific requirements and can-
not, therefore, be completed through a predefined scheme. Moreover, the process is
bounded by both time and financial limits.
The process is commonly described by a design spiral presented in Fig. 1. This
spiral was introduced by Evans in 1959 [3] and represents an iterative and step-wise
procedure that produces results which may be acceptable but not optimal. After
completing all the steps on the spiral, the results of an iteration round are analysed
and modified, whereafter the modified results are re-analyzed until the requirements
are satisfied. This iterative nature of ship design is due to the complexity of the
process. As the problem can not be described by a single set of equations which can
be solved directly, an iterative approach has to be taken.
Figure 1: The ship design spiral. [4]
In reality, the design process is not as sequential as the design spiral depicts. The
early stages of a design process might be highly unpredictable, the naval architects
4might in fact jump between the different spots on the spiral. Once a baseline concept
has been established in sufficient detail, the design work in the principal disciplines,
such as propulsion and weight estimations, can proceed in parallel. For each of these
disciplines, a series of tasks must be completed. As the tasks are completed, the
results for the discipline can be shared across the design team. These results might
very well require reworks of tasks already completed. [4]
Modern ship design is most often done with the help of computer-based tools. In
fact, these tools are basically a requirement in order to complete the design of modern
ships. Recent tools, known as the product model programs, aim to include all the
different aspects for the engineering, design, construction and maintenance of a ship
in a single package. Such tools provide a single source of updated and consistent
information to all involved in the design and production processes, something which
will be even more important in the future.
As the costs of shipbuilding increase, as do the requirements of new ships, com-
puter software will probably play an integral role in the future of ship design. The
ship designers of future cannot necessarily afford to follow the classical ship design
spiral where the key design parameters are fixed in the early stages of the design.
This approach makes late-state design fixes costly and often leads to sub-optimal
ship designs. Instead, the problem is approached by investing more resources up-
front. A versatile and robust design software is necessary for this up-front approach
to be possible. [5]
2.2 Computational Fluid Dynamics
Fluid flow is a complex problem which can mathematically be described through
partial differential equations. These equations are complicated and cannot be ana-
lytically solved in general cases. The field of Computational Fluid Dynamics (CFD)
focuses on obtaining numerical solutions to these equations. To obtain a numeri-
cal solution, the equations governing the fluid flow have to first be discretized, i.e.,
the partial differential equations are approximated by a set of algebraic equations.
These algebraic equations can then be solved on a computer. The approximations
are applied to small domains in space and time, so the solution provides results at
discrete locations in space and time as well. The typical workflow of a CFD problem
consists of three parts, namely pre-processing, simulation and post-processing.
The discretization of the real life problem is the first step of preprocessing. Here,
the real life geometry is subdivided into small subdomains. The most often used dis-
cretization method in CFD is the Finite Volume Method, where the solution domain
is subdivided into a finite number of small control volumes. After the computational
domain has been created, the problem has to be initialized by choosing which physi-
cal phenomena to model and how these will be modelled. The phenomena governing
ship flow will be presented in Sec. 3 and onwards, while the computational methods
for modelling these will be given in Chapt. 5.
The simulation part includes the actual computations of the discretized problem.
The computational requirements vary depending on the problem size and the level
of complexity of both the geometry and physics. Most often the computations are
5so demanding that supercomputers are used to attain a numerical solution. In
such cases, the case is solved in parallel with multiple processors working on their
respective part of the problem. Thus, the case has to be decomposed into multiple
smaller ones before the simulation can be done.
In the post-processing part the results of the simulation are analysed. Here
the raw numbers crunched from computations are visualized in a more illustrative
format. However, this stage is not limited only to visualization. Most importantly,
the results have to be confirmed to be reliable. In addition, post-processing often
includes calculation of new derived quantities, based on the original results. Most
often post-processing is the last step of a loop, as the relationship between different
stages of the workflow are iterative, i.e., when a problem is detected or a non-
satisfactory result is obtained, the whole process will start again by revising the
choices made at the pre-processing stage.
CFD has become an important tool in the field of fluid dynamics. As the com-
putational capacity of computers continue to grow, bigger and more complicated
problems can be solved. The benefits of CFD compared to traditional fluid flow
experiments are many, with the major ones being listed below [6]
• Relatively low cost, no need to set-up and run physical experiments.
• Speed, set-up for a CFD problem is faster than for a physical one. In addition,
changes to the original design can be made quickly.
• Comprehensive data can be extracted from CFD, whereas a physical test case
can only provide data from a limited number of locations. In addition, there
is no testing apparatus interacting with the flow.
• Greater control of the set-up of the experiment. Conditions which would be
difficult or impossible to achieve in a physical test can be easily created in
CFD.
Based on the list above, CFD appears to be too good to be true. In fact, the above
advantages for CFD are conditional on being able to solve the governing equations
of the fluid problem accurately. This is by no means a trivial task. As shall be seen
in this work, finding an accurate solution for a complex flow problem is currently
out of reach of modern supercomputers. Thus, the results obtained from CFD are
always approximations. The three major sources of inaccuracies are [6]
• Models or idealizations are used to make a numerical solution feasible. In
practise, turbulence is always modelled, other examples include combustion
and multiphase flow. Even if a model would be solved accurately, the solu-
tion itself is not a correct representation of reality. Thus, models introduce
inaccuracies to the results.
• Discretization errors arise when the problem is discretized. This error can
be reduced by using more accurate interpolations or by applying this to a
finer region. These will increase the computational cost, hence a compromise
between accuracy and cost is needed.
6• Iterative methods are used to solve the discretized equations. These meth-
ods usually solve the discretized equation only to a limited accuracy, and an
error is produced. Much like the case with discretization errors, even here a
compromise between accuracy and cost is needed.
Error estimation is an important part of CFD and it could be seen as an own
discipline. In this work, potential sources of errors are many, and they are mentioned
whenever a model or method with error potential is introduced.
2.3 CFD in Ship Design
As mentioned at the start of this chapter, computers have become an integral part
of the modern ship design process. This is also true for CFD, with the growing
computational capacities at hand more complex applications for CFD have been
made within naval architecture. The most important applications of CFD in ship
hydrodynamics are [7]
• Resistance in calm water is the most often used application for CFD. In the
early days of CFD, potential flow was used to get approximate solutions for
the ship resistance. During the last two decades, viscosity and wave making
have drifted into CFD applications.
• Manoeuvring considerations of ships have become more important with the
grown safety demands. CFD methods have become important in this field, as
model tests are expensive and time-consuming. Computational models have
progressed during the last years, but the large scatter of results between simu-
lations has kept CFD from becoming the preferred approach for manoeuvring
problems.
• Seakeeping studies have been dominated by panel methods, which do give sat-
isfactory results. Recently, more advanced CFD methods including turbulence
modelling have been introduced in order to solve problems characterized by
strong non-linearities.
• Propeller flows have been extensively studied by computational methods. In-
viscid lifting-surface methods have been shown to yield results comparable to
experiments. Viscous CFD methods can be applied to more complex propeller
configurations. In the future it is expected that CFD will be able to solve
problems involving the ship together with the rudder and propeller.
The value of CFD in ship hydrodynamics consists of the general benefits of CFD,
presented in Sec. 2.2. Firstly, we take into consideration the time benefits achieved
by CFD. As already mentioned, the shipbuilding industry works with evermore
complicated project and tighter schedules. In some cases, delivery time is the key
factor for getting a contract. CFD plays a special role in this context, as a numerical
pre-optimization can save time-consuming iterations in model tests and thus reduce
total development time. Early use also reduces development risks for new ships.
7This is especially important for unconventional ships where design cannot be based
on previous experience.
In addition to time, another important strength of CFD are cost benefits. Direct
cost savings are somewhat limited, as shipyards most often do not rely on CFD
alone, but also perform at least one model test. However, indirect cost savings,
although difficult to quantify, are obvious. Firstly, the time savings will directly
cut down on costs. In addition, the expensive modifications at late stages of ship
design projects can be avoided as different designs can quickly be reviewed with
CFD. Thus, CFD will lower the financial risk of the whole ship design project.
The third aspect associated with CFD is quality. Although towing tank tests are
considered reliable and have been used for a long time to determine ship resistance,
CFD provides insight in flow details not provided by experiments. This becomes
important if the results from the towing tank shows problems or the shipowner
is willing to pay extra for lower operating costs associated with a better hull. In
such cases, CFD allows the investigation of the flow in much greater detail than
experiments. CFD can indicate where and how a design could be improved, and it
also allows for rapid optimization of hull designs.
83 The Governing Equations
The aim of CFD is to solve the basic equations governing fluid flow, namely the
continuity equation and the Navier-Stokes equations. Together these equations con-
stitute a closed system for the pressure p and the three velocity components in the
x, y and z directions, i.e., u, v and w, respectively. Figure 2 presents the coordinate
system used throughout this work. Here x is directed towards the fore, y to port
side and z vertically upward.
Figure 2: The coordinate system.
3.1 The Continuity Equation
The continuity equation describes the conservation of mass in a control volume, i.e.,
mass cannot disappear nor can there be any generation of mass. In differential form,
the continuity equation is [8]
∂ρ
∂t
+∇ · (ρU) = 0, (1)
where ρ is fluid density, t is time and U is the velocity vector. For a steady state
flow, Eq. (1) is reduced to
∇ · (ρU) = 0. (2)
As all the fluids in this work will be treated as incompressible, the equation can be
further simplified to its final form
∂u
∂x
+
∂v
∂y
+
∂w
∂z
= 0. (3)
3.2 The Navier-Stokes Equations
The equation of motion for a fluid, know as the Navier-Stokes equation, is an exten-
sion of Newton’s second law to the motion of a fluid under the assumption that the
9total stress acting on a particle is the sum of a pressure term Fp , a viscous term Fv
and a body force term Fb.
The pressure term can be derived from Fig. 3. The force per mass m acting on
the body in the x-direction will be
dFpx
dm
= −1
ρ
∂p
∂x
(4)
In a similar way terms can be developed for the y and z-directions, thus pressure in
the final Navier-Stokes equation will be written as −∇p.
Figure 3: Pressure acting on the faces of a fluid element.
The viscous term turns out to be considerably more complicated. As Fig. 4
shows, the term consists of stresses acting on the sides of a fluid particle both in
the tangential as well as the normal directions.The stresses σ are identified by two
indices, the first one denotes the surface on which it acts while the second one its
own direction. From Fig. 4 the total viscous force acting on the fluid element in the
x-direction can be written as
dFvx
dm
=
1
ρ
[
∂σxx
∂x
+
∂σyx
∂y
+
∂σzx
∂z
]
. (5)
To determine the stresses, a constitutive relation between the viscous stresses
and the rate of strain is needed. This work will only treat Newtonian fluids which
obey the following conditions
σij = µSij, (6)
where µ is the dynamic viscosity and Sij is the rate of strain tensor, defined as
Sij =
∂ui
∂xj
+
∂uj
∂xi
. (7)
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Figure 4: Viscous stresses acting in the x-direction on a fluid element.
Through these conditions and Eq. (3), Eq. (5) can be rewritten as
dFvx
dm
=
µ
ρ
[
∂2u
∂x2
+
∂2u
∂y2
+
∂2u
∂z2
]
. (8)
As was the case for the pressure, a similar treatment can be given to the y and
z-directions as well, giving the total force due to viscosity as µ∇2U.
The only body force considered in this work will be the gravity, working in
the negative z-direction. Thus, the Navier-Stokes equation for an incompressible
Newtonian fluid can now be written as
ρ
DU
Dt
= −∇p+ µ∇2U+ ρg (9)
where DU
Dt
denotes the material derivative, i.e., DU
Dt
= ∂U
∂t
+U · ∇U and g is gravity.
The governing equations consist of partial differential equations (PDEs) which
are solvable only for a very limited number of simple cases. For engineering problems,
numerical approaches have to be taken and these will be presented in Chapt. 5.
3.3 Turbulence
Whereas laminar flow displays regular and smooth flow paths, turbulent flow is
characterized by a highly irregular and unsteady flow in both spatial and temporal
dimensions. A laminar flow will become unstable and a transition to turbulence
occurs when the Reynolds number reaches a critical value. The Reynolds number is
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a ratio between the inertial forces and viscous ones, and is defined as
Re =
ρULr
µ
=
ULr
ν
, (10)
where Lr is the reference length and µ and ν are the dynamic and kinematic viscosi-
ties, respectively. The value of the critical Reynolds number is always case specific,
e.g. for a flat plate the transition to turbulence occurs at a Reynolds number close
to 5 · 105. [8]
The difficulty to accurately predict turbulence lies in the wide range of different
scales contained in a high Reynolds number flow. In 1922 Richardson [9] introduced a
concept known as the energy cascade which explains the eddy motions of turbulence.
According to this concept, the large eddies are unstable and break up, transferring
energy to smaller eddies. The process continues and energy is transferred to succes-
sively smaller eddies, until at a sufficiently small size, the eddies become stable and
dissipate. Important findings about the small scale eddies were made in 1941 by
Kolmogorov [10], who found that these have a universal form uniquely determined
by dissipation. In addition he found the Kolmogorov length scale η which defines
the length at which, the eddies dissipate to heat as follows
η =
(
ν3

)
(11)
where  is dissipation of turbulent kinetic energy per unit mass. Assuming that the
velocity field can be decomposed into two parts, the averaged velocity u and the
turbulent fluctuation u′, dissipation can be expressed as
 =
Au′3
le
(12)
where A is a a constant of the order of unity and le is an average size of the energy
containing eddies. From Eq. (11) and (12), under the assumptions that le ∝ Lr and
u′ ∝ U , it follows that
Lr/η ∝ Re3/4. (13)
To resolve all the scales, the number of computational cells in every direction has
to be of the same order as the ratio of Lr/η. [11]
For a a full scale simulation of a ship hull, where the Reynolds number can go up
to 109, a grid of 1020 would be required in order to solve all the scales. This would
lead to a computational demand far beyond the capacity of modern super computers.
Thus, different strategies have been developed in order to predict turbulent motion.
3.3.1 Turbulence modelling
As turbulent flow occurs in nearly all practical applications, it has been the subject of
numerous studies in the field of CFD. Although an exact definition of turbulence has
eluded scientists, different methods have been developed to model it. As modern
supercomputers do not provide enough computational capacity to directly solve
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turbulent flows, different models for turbulence have been developed. The most
widely used tools for turbulence modelling are as follows
1. Direct Numerical Simulation (DNS), no turbulence model is used, the govern-
ing equations are solved at all the scales.
2. Large Eddy Simulation (LES), the large scales of the flow are resolved, while
the small scales are modelled.
3. Reynolds-averaged Navier-Stokes (RANS) equations are time-averaged equa-
tions for fluid motion. This averaging makes the model computationally
friendly, but gives birth to terms known as the Reynolds stresses that must be
modelled. Reynolds Stress Model (RSM) is a higher level turbulence model
where the Reynolds stresses are not modelled but calculated. [6, 12]
3.3.2 Reynolds-averaged Navier-Stokes equations
Of the three models mentioned above, the RANS approach is the most widely used
one for engineering applications. This approach is computationally more friendly
since it only solves the mean quantities of the flow and thus avoids the small scale
fluctuations of turbulence. By doing this, RANS offers a computationally feasible
approach to turbulence modelling. Although RANS is widely used, its capabilities
remain limited. The accuracy of a RANS solution often leaves something to be
desired as it cannot describe large energy containing eddies. In addition, it can
only produce time-averaged flow fields and cannot accurately predict important
phenomena such as flow separation.
In order to elude the computationally expensive small scales of turbulence, any
variable Q of a steady flow can be decomposed into a fluctuating part Q′ and a time
averaged part Q
Q = Q′ +Q, (14)
where the time-averaging is defined as
Q = lim
T→∞
1
T
∫ t0+T
t0
Q dt. (15)
Here T is the integration interval, which must be large compared to the time scale
of the fluctuations, but is not formally the limit T →∞.
Applying this decomposition to the velocity and pressure in the continuity Eq. (1)
and Navier-Stokes Eq. (9), and then taking the time average, yields the RANS equa-
tions, named after Osbourne Reynolds who proposed the idea in the 19th century.
For a constant density, both the fluctuating and the time averaged parts satisfy the
continuity equation separately. However, this is not true for the non-linear Navier-
Stokes equation which will now become
ρ
DU
Dt
+ ρ
∂
∂xj
(
u′iu
′
j
)
= −∇p+ µ∇2U+ b. (16)
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Clearly, the equation is now further complicated by the new term u′iu′j, known as
the Reynolds-stress tensor. The presence of this tensor means that the equation is
not closed, i.e., the number of unknowns is greater than the number of equations.
The terms u′iu′j are not only related to the fluid properties, but also to the flow
conditions. In essence, the procedure has introduced six new unknowns that can
only be defined through unavailable knowledge of the turbulent structure. [8]
In order to attain closure to the problem, a turbulence model has to be intro-
duced. Depending on the nature of the turbulence model, closure can be attained
through the following three models:
1. Zero-equation models are the simplest of all turbulence models. They com-
pute the Reynolds-stress tensor as the product of an eddy viscosity and the
mean strain-rate tensor, through the Boussinesq eddy-viscosity approximation.
Thus, the Reynolds stress tensor can be written as
(
u′iu
′
j
)
= µt
(
∂ui
∂xj
+
∂uj
∂xi
)
− 2
3
ρδijk = τij (17)
where µt is eddy viscosity, δij the Kronecker delta and k turbulent kinetic
energy , defined as
k =
1
2
(
u′iu
′
i
)
. (18)
The final term in Eq. (17) ensures that the equation remains correct when
the two indices are set equal. The eddy viscosity is not a physical parameter,
instead it depends on the flow conditions. In its simplest form, the eddy
viscosity can be described through two flow parameters, namely the turbulence
velocity q =
√
2k, and length scale L, giving the following expression
µt = CµρqL (19)
where Cµ is a dimensionless constant. However, Cµ is not really a constant, in
reality it is a ratio between the turbulent quantity to a a mean flow quantity.
Thus, by treating it as a constant, additional inaccuracy is introduced to the
model.
Through the Boussinesq approximation, the Reynolds stress tensor is replaced
by only one unknown, namely the eddy viscosity. This is of course a drastic
simplification, but the method is easy to implement and provides reasonably
accurate results for many flows.
2. One-equation models extend on the Boussinesq approximaion by introducing
a turbulence kinetic energy equation in order to attain closure to the RANS
equations. This equation is defined as
ρ
∂k
∂t
+ ρuj
∂k
∂xj
= τij
∂uj
∂xj
− CDρk
3/2
l
+
∂
∂xj
[
(µ+ µt/σk)
∂k
∂xj
]
, (20)
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where CD and σk are closure coefficients. There are a multitude of different
one-equation models based on k. However, the one-equation models based
on Eq. 20 are no longer being used. Especially more complicated flow with
abrupt changes from wall-bounded to free shear flow, or separation, cannot
be predicted accurately. Instead of k, modern one-equation models are based
on some other variable. For example the Spalart-Allmaras model, which have
been extensively used in aerodynamics, solves the transport equation for a
viscosity-like variable [13].
3. Two-equation models are based on the Boussinesq approximation Eq. (17)
and the equation for turbulent kinetic energy Eq. (20). In addition to the
turbulence kinetic energy, the two-equation models contain a second parame-
ter, most often the dissipation per turbulent kinetic energy ω, or dissipation
per unit mass . The two-equation models have served as the foundation for
much of the turbulence modelling done during the last decades. In this work,
turbulence will be modelled by a two-equation model know as the SST k − ω
model which will be presented in more detail later.
It is worthwhile to notice that all of these turbulence models are approximative,
and do not apply universally to all turbulent flows. The general approach is to
introduce a minimum amount of complexity while capturing the relevant physics of
the problem.
3.3.3 Menter Shear Stress Transport Model
The Shear Stress Transport (SST) model is a two-equation eddy-viscosity model,
introduced by Menter in 1994 [14]. The starting point for the development of the
model was the need to accurately predict aeronautics flows with adverse pressure
gradients and separation. As neither the k−ω nor the k−  model can manage this
alone, the principal idea of the SST model is to combine the two models in order to
enhance their capabilities. The k −  model is robust, but suffers from weaknesses
in the modelling of the boundary layer [15]. Meanwhile the k − ω model is more
accurate than the k −  model in the near wall layers and is better for predicting
flows with adverse pressure gradients, but is highly sensitive to the free-stream value
of ω [16].
In order to achieve a more accurate model, Menter proposed a combination of
the two. In his SST model, the k − ω formulation is used in the boundary layer,
whereafter a switch to the k− formulation is made for the free-stream flow. Hence,
the major problems associated with k −  (inaccuracy at the boundary layer) and
k − ω (free-stream dependency of ω) models are both solved. This zonal approach
is based on a blending function, which ensures a proper selection of models without
user interaction. This adds to the complexity of the SST model when compared
to the original models, as the blending functions require the computation of the
distance to the wall.
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The most recent version of the SST k − ω model, with a limited number of
modifications, was given by Menter in 2003 [17] and consists of the following formulas
∂k
∂t
+
∂(uik)
∂xi
=
∂
∂xi
[(
ν +
νt
σk
)
∂k
∂xi
]
+ Pk − β∗kω, (21)
∂ω
∂t
+
∂(uiω)
∂xi
=
∂
∂xi
[(
ν +
νt
σω
)
∂ω
∂xi
]
+ α
P˜k
νt
− βω2 + 2(1− F1)σω2 1
ω
∂k
xi
∂ω
∂xi
, (22)
where k is turbulent kinetic energy, ν kinematic viscosity, νt kinematic eddy vis-
cosity, Pk production of turbulent kinetic energy, ω specific dissipation rate and
σk, β, β
∗, σω, σω2 are closure coefficients. The blending function F1 is defined as
F1 = tanh

{
min
[
max
( √
k
β∗ωy
,
500ν
y2ω
)
,
4ρσω2k
CDkωy2
]}4 , (23)
where
CDkω = max
(
2ρσω2
1
ω
∂k
∂xi
∂ω
∂xi
, 10−10
)
, (24)
and y is the distance to the nearest wall. The turbulent eddy viscosity is defined as
νt =
a1k
max (a1ω, SF2)
, (25)
where S =
√
2SijSij is the invariant measure of strain and F2 is the second blending
function defined as
F2 = tanh
[max( 2√k
β∗ωy
,
500ν
y2ω
)]2 . (26)
To prevent the build-up of turbulence in regions of stagnation, a production limiter
is used
Pk = µt
∂ui
∂xj
(
∂ui
∂xj
+
∂uj
∂xi
)
→ P˜k = min(Pk, 10β∗ρkω) (27)
From Eq. (23) it is clear that F1 becomes zero away from the surface and the k − 
model will be activated, while the k − ω model will be used at the boundary layer
where F1 becomes close to one. Each of the constants is a blend of an inner (1) and
an outer (2) constant, blended via A = A1F1 +A2(1− F1), where A is an arbitrary
constant. The constants for the SST model are presented in Table 2.
The SST model was originally designed for aeronautics applications, but has
since become popular for a wide range of problems in both scientific and industrial
applications [17]. In ship hydrodynamics, the SST model is among the most widely
used turbulence models [18]. The models performance in flows involving separation
makes it a valuable tool in ship hydrodynamics, as separation often occurs in the
region of ship stern.
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Table 2: The constants of SST model.
β∗ α1 β1 σk1 σω1 α2 β2 σk2 σω2
0.09 5/9 3/40 0.85 0.5 0.44 0.0828 1 0.856
3.3.4 Near-wall Treatment
The turbulent boundary layer is most often presented on a logarithmic scale, with
the help of a dimensionless wall distance y+, and a dimensionless velocity u+, defined
as
y+ = uτy/ν
u+ = u/uτ
(28)
where uτ =
√
τω/ρ is the friction velocity and τw is the wall shear stress. The
velocity profile of a flow near a wall can be divided into three parts:
1. The viscous sublayer is the layer closest to the wall, at a y+ < 5 . Here the
velocity profile is linear, i.e., u+ = y+ and turbulence is damped out. The
layer is instead dominated by viscous shear. The layer is very thin, for a flat
plate around 500 times less than the entire boundary layer thickness.
2. Between 5 < y+ < 30 lies the overlap region. Here the velocity profile is a
smooth merge between the (inner) linear and (outer) logarithmic ones.
3. The part of the boundary layer at 30 < y+ < 300 is known as the log-law
layer. Here the velocity profile is logarithmic and can be expressed as
u+ =
1
κ
ln y+ +B, (29)
where κ = 0.41 is the von Kármán constant and B = 5.0.
4. The outermost part of the boundary layer will commence at y+ > 300. This
region is known as the outer layer. Here, the boundary layer starts to merge
with the free-stream flow. The velocity and turbulence fields approach their
respective free-stream values exponentially fast [19]. [8, 21]
A schematic overview of the near-wall region is presented in Fig. 5.
Treating near-wall flows with CFD presents two difficulties. Firstly, most two-
equation models (excluding the SST model) yield unsatisfactory results when in-
tegrated through the viscous sublayer. Secondly, integration through the viscous
sublayer is computationally expensive as the first cell height has to be y+ = 1 and a
fine grid is required throughout the boundary layer in order to capture the physics
of the problem accurately.
The problems described above can be circumvented through the introduction of
wall functions. Here, the flow is not accurately computed with the actual no slip
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Figure 5: A schematic view of the near-wall region. Modified after [8]
boundary condition U = 0, instead the velocity profile is modeled. Due to the similar
behaviour of different turbulent boundary layers, wall functions use the law of the
wall as the constitutive relation between velocity and shear stress. This allows the
use of a substantially coarser grid, with the height of the first cell y+ ≈ 30. Thus,
major computational savings are achieved.
Due to the nature of the wall functions, the use of them will reduce the accuracy
of the computation. As the velocity is not computed close to the wall, the physics in
this region are not captured. This is especially a concern with detached flows, as the
wall functions do not recognize this phenomenon. Additional concern is caused by
the cell height requirements. As the y+ values are not known a priori, the grid has
to be generated iteratively. Finally, failure to set the y+ within an appropriate range
will lead to inaccurate results. For ship hydrodynamics studies, it has been shown
that the viscous resistance attains an almost constant value when 30 < y+ < 125,
and hereafter decreases rapidly [20].
3.4 The Volume of Fluid Method
The free-surface between water and air plays an integral role in ship hydrodynamics,
and thus has to be treated carefully. In this work the volume of fluid (VOF) method
is used for the treatment of the free-surface. VOF is a widely used surface capturing
approach for flow problems involving multiple fluids, described by Hirt and Nichols
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in 1981 [22]. The method is based on a fraction function which defines the fluids
volume fraction in a cell. All fluids share a single set of momentum equations, while
the volume fraction of each fluid is tracked through every cell. With the m:th fluid’s
volume fraction in a cell denoted as φm, the following three conditions are possible:
φm = 0 the cell is empty of the fluid
φm = 1 the cell is full of the fluid
0 < φm < 1 the cell contains a fluid interface
The normal direction of the fluid interface is found where the gradient of Fm is
greatest. The tracking of the surface is attained by solving the continuity equation
of the volume fraction for the m:th fluid in a system of n fluids
∂φm
∂t
+ ui
∂φm
∂xi
= 0 (30)
with the following constraint
n∑
m=1
φm = 1, (31)
i.e., the volume of the fluids is constant. For each cell, properties such as density
and viscosity, are calculated by a volume fraction average of all liquids in the cell
ρ =
∑
ρmφm. (32)
Finally, the properties from Eq. (32) are used to solve a single momentum equation
through the domain, and the attained velocity field is shared among the fluids.
The VOF method is computationally friendly, as it introduces only one additional
equation for each fluid and thus requires minimal storage. The method is also
characterized by its capability of dealing with highly non-linear problems in which
the free-surface experiences sharp topological changes. By using the VOF method,
one also evades the use of complicated mesh deformation algorithms used by surface-
tracking methods. Finally, VOF allows for flexible and simple grid generation. [18]
The major problem with VOF is the difficulty to discretize Eq. (30) without
smearing the free-surface. This will be addressed in the section below. Additional
problem with the method is that the free-surface is not defined sharply, instead it
is distributed over a the height of a cell. Thus, in order to attain accurate results,
local grid refinements have to be done. The refinement criterion is simple, cells with
0 < φ < 1 have to be refined. A method for this, known as the marker and micro-cell
method, has been developed by Raad and his colleagues in 1997 [23].
3.4.1 Discretization Difficulties
The success of the VOF method depends heavily on the scheme used for advecting
the φ field. The main difficulty arises from the need to treat the discrete interface
as an averaged scalar value over a cell. This can be illustrated by considering
the advection of a rectangular fluid region over a time interval δt with a Courant
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number of 0.5 [24]. The upwind scheme gives the profile depicted in Fig. 6. The
profile shows heavy smearing, because the volume fraction is treated as a standard
scalar field rather than a discrete interface.
Figure 6: Advection of a fluid block at a Courant number of 0.5, using the upwind
scheme (left) and the exact solution (right) [24].
A more appropriate treatment would be to use a downwind interpolation. How-
ever, another difficulty associated with first-order schemes is the false diffusion prob-
lem, which arises when the flow is not oriented along a grid line as depicted in Fig. 7.
In practise, this phenomenon rules out the possibility of using simple first-order
schemes with VOF.
Figure 7: A shape of an initially round droplet after advection at four angles [24].
As the lower order schemes smear the interface and higher order methods are
unstable and induce oscillations, it has been necessary to develop advection schemes
that keep the interface sharp and produce monotonic profiles of the φ function.
Over the years, a multitude of different schemes for VOF have been proposed by
many researchers. In the original VOF-article by Hirt, a donor-acceptor scheme was
employed. This scheme acts as a basis for the modern differencing schemes. For
a scheme to be successful it has to be compressive by its nature, and in addition
fulfil the boundedness criterion, i.e., the value of φ has to be between 0 and 1 [25].
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However, there is no universal method which would be accurate in all cases. Thus,
the VOF scheme should be chosen depending on the flow problem and previous
experience from equivalent cases.
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4 Viscous Flow Around a Ship Hull
In a flow around a ship hull, viscous forces are concentrated in the region near the
hull and in the wake, i.e., regions with strong velocity gradients. Viscous effects
outside of these regions can be neglected due to a lack of velocity gradients, making
the viscous forces negligible. The surface of the hull fulfils a no-slip condition which
states that the fluid particles on the surface do not have any velocity. Moving away
from the surface, the velocity gradually increases within a small thickness until it
reaches the value of the free stream flow. This area close to the hull is the boundary
layer, it covers the whole surface and grows in thickness downstream.
The viscous effects are significant in the boundary layer, as it is dominated
by strong velocity gradients. The boundary layer starts as laminar, but quickly be-
comes unstable. The instabilities grow until transition to a fully turbulent boundary
layer occurs when a critical Reynolds number is exceeded. The value of the criti-
cal Reynolds number is always case specific, e.g. for a flat plate the transition to
turbulence occurs depending on the surface roughness, at a Reynolds number be-
tween 5 · 105− 3 · 106 [8]. Regardless of the case, however, the innermost part of the
boundary layer, known as the viscous sublayer, will stay essentially laminar.
4.1 The Boundary Layer of a Flat Plate
The flow over a flat plate will be used as a starting point for this boundary layer
analysis. The flat plate is considered smooth, infinitely wide and aligned with the
flow. A schematic view of a flat plate boundary layer is given in Fig. 8. As the pres-
sure along a flat plate can be considered undisturbed, the behaviour of the boundary
layer will be simple by its nature. The first solutions for the flat plate boundary
layer were given by Blasius in 1908 [26], who was able to derive the boundary layer
equations which greatly simplify the governing equations of fluid flow. Turbulent
flow over a flat plate has since been extensively studied, and numerous explicit for-
mulas have been proposed for the friction forces. These forces are often presented
in a non-dimensional form through the skin friction coefficient
Cf =
τw
1
2
ρU∞
, (33)
where τw represents the wall shear stresses and U∞ denotes the free stream velocity.
When comparing local skin friction coefficients in this work, the following formula
proposed by Kestin and Persen is used [8]
Cf =
0.455
ln2(0.06 ·Rex)
. (34)
The boundary layer thickness δ is the distance in y direction from the wall at
which the boundary layer merges with the free stream. Conventionally the edge of
the boundary layer is the point where the velocity equals 99% of the free stream
velocity. As the boundary layer merges smoothly to the outer flow, the boundary
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Figure 8: The boundary layer.
layer thickness cannot be defined directly. Instead, different boundary layer thick-
nesses can be defined, namely the displacement thickness δ∗, and the momentum
thickness Θ, defined as
δ∗ =
∞∫
0
(
1− u
U∞
)
dy (35)
Θ =
∞∫
0
u
U∞
(
1− u
U∞
)
dy. (36)
The displacement thickness is the distance by which the surface would have to be
moved in an inviscid fluid stream to give the same flow rate as occurs between the
surface and the reference plane in a real fluid. In a similar fashion, the momentum
thickness is defined as the distance by which the surface would have to be moved in
an inviscid fluid stream to give the same momentum as occurs between the surface
and the reference plane in a real fluid. [8]
The boundary layer behaviour described above is strictly for the case of a flat
plate flow. As a ship hull is a more complex problem, the flat plate analogy does
not give a complete scope of the viscous effects on a ship hull. However, the flat
plate does give a fundamental basis which can be extended by adding new flow
features. These features can roughly be divided in three categories, namely the two-
dimensional, three-dimensional and axisymmetric effects of a fully three-dimensional
body.
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4.2 2D effects
For a flat plate flow, a fluid element moving in the boundary layer is only affected
by viscous forces as the pressure is constant. This is in general not the case for a
two dimensional body. Instead, the pressure is not constant and pressure gradients
will appear. In regions where the pressure is diminishing along the body, the fluid
element will be accelerated while the fluid element in regions of increasing pressure
will be decelerated. Due to the negative pressure gradient, the velocity at the
boundary layer edge is in general larger than for a flat plate, thereby increasing the
friction on the body. This phenomenon is known as the form effect on the friction.
Pressure gradients play an integral role in the separation phenomenon. Sepa-
ration occurs when the increase in pressure exerts a decelerating force on the fluid
elements close to the surface. If this force is great enough, the longitudinal motion of
the fluid elements will stop, forcing the streamlines to leave the surface and instead
creating a zone of eddies and vortices. This separation region is characterized by
very small axial mean velocity, but large velocity fluctuations. Separation will cause
drastic changes to the flow and pressure fields, and increase the pressure drag of the
object.
4.3 3D effects
For a three dimensional body, the streamlines close to the surface will diverge out
from the stagnation point at the front. These streamlines will converge at the stern
stagnation point and will be the most spread at the section with the largest diameter.
This will have an effect on the boundary layer development. Due to continuity, the
boundary layer growth has to reduce at regions where the streamlines diverge, while
the opposite is true for regions where the streamlines converge. Thus, the boundary
layer thickness will grow slower at the fore and faster at the tail regions. Converging
streamlines might also lead to separation know as the vortex sheet separation. Here
converging streamlines near the surface will force the flow to leave the surface and
the boundary layer is swept out. Two different boundary layers will then meet, and
strong vortices will appear in the intermediate layer.
In addition to the longitudinal pressure gradients in a two dimensional case, a
three dimensional case will also introduce pressure gradients in the lateral direction,
i.e. in a direction parallel to the surface but at a right angle to the flow. This
pressure gradient will bend the flow resulting in a cross-flow development. The
boundary layer thickness δ2 has the following correlation to the flat plate [27]
δ2 =
δflatplate√
1 + δ2
3·Rc
, (37)
where Rc is the transverse curvature. As this boundary layer will be thinner than
that for a flat plate, the shear stresses as well as the friction resistance increase.
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4.4 Ship Resistance
Ship resistance is a complex issue comprising a number of different elements. The
total resistance of a ship can be divided in different manners, here the division is
done following [28]. The total resistance can be decomposed in two major compo-
nents, namely the wave resistance and the viscous resistance. This decomposition
is presented in Fig. 9 below.
Figure 9: The decomposition of ship resistance
The wave resistance consist of two parts, the wave making resistance and the
wave breaking resistance. As the ship moves along the free surface, water particles
are removed from their equilibrium position, thus creating waves and giving rise to
the wave making resistance. When the disturbances are large enough, the waves may
break down into eddies. The energy removed from the wave system through this
process is found in the wake of the ship and the corresponding resistance component
is known as the wave breaking resistance. The remaining wave energy is propagated
away from the ship and creates a wave pattern. This phenomenon gives rise to the
wave making resistance. Wave breaking is outside the scope of this work and will
thus not be covered in the following chapters.
The viscous resistance can be divided into four different parts: friction resistance,
roughness effect and form effect on both friction and pressure. The latter two
components are, as their names suggest, caused by the 3D shape of the ship hull. The
form effect on pressure is caused by the pressure imbalance between the forebody
and the afterbody. As the boundary layer develops along the surface of the ship,
the streamlines will be displaced outward at the stern. Therefore, the pressure at
the stern end of the ship will be reduced and the integrated pressure forces will not
cancel.
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The second form effect, i.e., the form effect on friction arises from the fact that
the flow approaching the ship has to go around the hull. Thus, the velocity of the
water close to the ship hull (but outside of the boundary layer) is different from that
of the undisturbed flow ahead of the ship. The flow velocity is reduced at the bow
and stern of the ship but over the main part of the hull the velocity is increased.
The friction resistance, also known as the skin friction, arises purely from the
tangential forces between the ship hull and the water. A boundary layer with large
velocity gradients is created close to the hull surface. This skin friction will be
effected by the surface roughness in case the roughness exceeds a certain limit. For
ship models, the surface roughness is negligible and is thus excluded from this work.
Another neglected factor associated with the skin friction is the fact that a pressure
loss will be induced by the skin friction and the water temperature at the hull will
rise. This phenomenon could be modelled by solving the energy equation, but has
not been included into this work.
4.5 Wave Making
Surface waves are created by local disturbances, such as the bow or other parts of a
ship. A local disturbance will generate a continuous set of wave components which
will propagate in various directions at angles between −90◦ < θ < 90◦. Waves with
small values of θ are known as transverse waves, while waves with large angles are
known as diverging waves. The waves will generate a fan-shaped pattern and will
thus not fill the entire area behind the disturbance. This is due to the fact that the
wave energy travels with the group velocity of the wave, which is only half of the
phase velocity. Thus, the energy leaving the point of disturbance will not stay with
the wave crest, but lag behind, which will ultimately lead to wave crest dying out.
[28]
4.5.1 The Kelvin Wave Pattern
The phenomenon described above is the reason for a typical wave pattern created
by a ship. Fig. 10 illustrates the features of a ship wave pattern, known as the
Kelvin wave pattern [1]. The wave pattern consists of transverse and diverging
waves, all contained within an wedge-shaped region, known as the Kelvin wedge,
with a half-angle of 19.5◦ to the longitudinal axis.
4.5.2 Interference Effects
The wave system generated by a real ship is more complex than that described
by the Kelvin wave pattern. A ship is not a single point disturbance, but has a
number of wave generating points, such as the bow and shoulders. All of these will
generate their own wave systems with separate transverse and diverging components,
contained in their respective Kelvin wedges. The different wave systems created will
overlap and interfere with each other.
In 1931, Wigley presented the interference between the different wave systems
and the effect on the wave resistance [29]. As the surface waves are generated by
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Figure 10: The Kelvin wave pattern. [7]
pressure disturbances, the most pronounced wave systems are created by the high
pressure at the bow and stern as well as the low pressures at the shoulders. The
latter two will produce waves starting with a trough, while the first two will generate
waves starting with a crest. Altogether, the wave profile along the hull will contain
the following five contributions [28]
1. The near field disturbance known as the Bernoulli wave.
2. The bow wave system, starting with a crest.
3. The fore shoulder wave, starting with a trough.
4. The aft shoulder wave, also starting with a trough.
5. The stern wave system, starting with a crest.
4.5.3 Wave Resistance
A body travelling on the surface will generate a wave pattern, and there will be a
pressure distribution on the body. The resultant net longitudinal force is the wave-
making resistance. This resistance must be of such a magnitude that the energy
expended in moving against it equals to the energy needed to maintain the wave
system. Although the foundations of theoretical methods for determining a ship
wave resistance were laid by Mitchell in 1898 [30], the wave resistance cannot be
calculated by simple design formulas. An important non-dimensional quantity when
considering wave resistance is the Froude number, defined as
Fn =
U√
gLr
. (38)
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The Froude number describes the ratio between the ship velocity and the gravita-
tional wave velocity.
As the wave energy is proportional to the square of the wave amplitude, so is the
wave resistance. Again, the interference of wave components plays an important role:
constructive interference where wave systems amplify each other will lead to a large
wave resistance, whereas destructive interference where wave systems cancel each
other corresponds to low wave resistance. The interference depends on the Froude
number, which will cause an oscillatory variation of the wave resistance with Fn.
The Froude number at which a certain interference will take place depends strongly
on the hull. It determines where the significant shoulder wave systems occur, what
the type and location of the stern wave system is and what wave components prevail.
4.6 Similarity
Most experiments or simulations in ship hydrodynamics are carried out in model
scale. In order for the model to accurately describe the real problem, similarity
requirements for the wave resistance (Fn) as well as the viscous resistance (Re)
have to be met. However, this is a dilemma as both of the requirements cannot be
satisfied simultaneously.
In practise this has been solved by Froude [31] by satisfying the Froude number
requirement and then correcting the errors on viscous resistance caused by the wrong
Reynolds number. During the years, different approaches have been used, such as
the ones proposed by Hughes [32] and Schoenherr [33]. In 1957 the 8th International
Towing Tank Conference (ITTC) proposed a new standard to be used, namely the
ITTC-57 friction line [2].
4.6.1 ITTC-57 Friction Line
The ITTC-57 friction line was formally accepted as a standard method in 1957 and is
still widely used today. The central idea of the method is to use the Reynolds number
to scale the friction from the model scale. The starting point for the method is to
decompose the total resistance RT into the friction resistance RF and the residual
resistance RR
RT = RF +RR, (39)
and then to express these as non-dimensional coefficients
Ci =
Ri
1
2
ρV 2S
(40)
where S is the wetted surface. The friction resistance coefficient is estimated for the
model and for the ship by the ITTC-57 friction line
CFi =
0.075
(logRei − 2)2
, (41)
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where i = m for model and i = s for ship. The measured model resistance RTm is
made non-dimensional by
CTm =
RTm
1
2
ρmV 2mSm
. (42)
The residual resistance coefficient CR is the same for the ship and the model
CR = CTm − CFm, (43)
and the total resistance coefficient for the ship will be
CTs = CFs + CR + Ca, (44)
where Ca is the correlation coefficient, specific for the basin. An often used approach
is to introduce a hull form factor k to describe the difference between the actual
resistance and that given by Eq. 41 as follows
CT = CF + CPV = (1 + k)CITTC−57, (45)
where CPV is the viscous pressure resistance coefficient.
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5 Materials and Methods
5.1 The OpenFOAM Software
OpenFOAM (Open Source Field Operation and Manipulation) is a general purpose
open-source CFD code. OpenFOAM is mainly a C++ library , used to create executa-
bles. These executables can either be solvers, that are designed to solve a specific
problem in continuum mechanics, or utilities, that are designed to manipulate data.
OpenFOAM contains a wide range of built-in solvers and utilities including turbulence
modelling and multiphase flows. Currently the C++ library includes over 80 solvers
and 170 utilities, all of which can be extended by the user to cover specific problems.
The OpenFOAM C++ library consists of not only the CFD solver itself, but a pre-
and post-processing environment as well. Basically the idea of OpenFOAM is that the
entire CFD process, from grid generation to post-processing, could be done through
the same C++ library, thus ensuring consistent data handling across the process.
However, ParaView which is the post processing software provided with the regular
OpenFOAM package is a stand-alone software and not an actual part of OpenFOAM
library. The overall structure of OpenFOAM is presented in Fig. 11. [34]
Figure 11: Overview of the OpenFOAM structure. [34]
As OpenFOAM is an open source project, it offers the user complete freedom to
customize existing executable and add new ones. In addition, as OpenFOAM does not
require any license, it can be executed in parallel without any licensing costs. This
is essential for complex problems, such as ship hydrodynamics, where parallelization
is required in order to achieve reasonable execution times for the simulations.
OpenFOAM is purely text based, and relies on a strict directory structure for each
case. The structure of an OpenFOAM case is presented in Fig. 12, consisting of the
following parts:
• The parameters associated with the solution procedure, such as the discretiza-
tion schemes, are located in the system folder.
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• The constant folder includes the constant properties of the problem, such
as fluid properties. In addition, it contains the polyMesh folder where the
geometry of the case is located.
• Time directories contain the data for each time step. The simulation is initial-
ized from the 0 directory, i.e., this is where the boundary condition are defined
at.
Figure 12: Overview of the case directory structure in OpenFOAM . [34]
All the free-surface cases were computed remotely at the Taito supercluster pro-
vided by CSC - IT Center for Science Ltd. Each case was computed in parallel with
16− 32 Intel Sandy Bridge 2.6 GHz processors, using OpenFOAM version 2.2.x.
5.2 Numerical Methods
The governing equations presented in Sec. 3 are all non-linear partial differential
equations with continuous solutions. Analytical solutions to these equations are
limited to only a small number of very simple cases. Thus, in order to solve these
equations, numerical methods have to be introduced. In practise, as the equations
are solved with computers, the equations will have to be brought into an algebraic
form and additionally linearized. As a result, a system of algebraic linear equations
is obtained and this set of equations is then solved.
In order for the continuous equations to be approximated by a set of discrete
algebraic equations, the governing equations have to be formulated for discrete points
in both space and time. There are different methods for doing this, with the most
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important once being the finite volume, finite difference and finite element methods.
Of these three, the finite volume method is the most often used approach in the field
of computational fluid dynamics. Thus, the remaining of this chapter will focus on
methods associated with the finite volume method.
5.2.1 The Finite Volume Approach
The finite volume method (FVM) is a numerical method for solving partial differen-
tial equations. As the name suggest, the FVM is based on subdividing the solution
domain into a finite number of small control volumes (CVs). These CVs are con-
tiguous, i.e., they completely fill the domain and do not overlap one another. The
governing equations are then integrated over each cell. The cell notation used in
OpenFOAM is depicted in Fig. 13. The notation of OpenFOAM will be used throughout
the following subsections.
Figure 13: The notation used in finite volume discretization. [35]
Variables are stored at the cell centroids P and N . Each cell is bounded by
faces f , and each face is owned by one adjacent cell while the other cell is called the
neighboring cell. Each face has an area of |Sf | and a unit normal vector n pointing
towards the neighbor. A surface area vector can thus be defined as Sf = |Sf |n. The
vector d in Fig. 13 points from the centre of the owner cell towards the centre of the
neighbor cell d = PN . Finally, the volume of the cell is denoted as VP . OpenFOAM
does not restrict the shape of the cells, nor the alignment of the faces. This is known
as an arbitrarily unstructured mesh, and it allows for flexible mesh generation in
cases involving complex geometries. [35]
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5.2.2 Equation Discretization
The FVM utilizes the integral forms of the governing equations presented in Sec. 3.
The basic concept here is to convert the partial differential equations to a set of
algebraic equations. A general conservation equation for a variable φ can be written
as
∂φ
∂t
+∇ · (Uφ) = ∇ · (µ∇φ) + qφ. (46)
In the FVM, the above equation is integrated over the volume of a CV as follows
time derivative︷ ︸︸ ︷∫
V
∂φ
∂t
dV +
convection︷ ︸︸ ︷∫
V
∇ · (Uφ) dV =
diffusion︷ ︸︸ ︷∫
V
∇ · (µ∇φ) dV +
source︷ ︸︸ ︷∫
V
qφ dV . (47)
Of the four terms above, the time derivative and the source term can be integrated
straightforward, by multiplying with the cell volume VP . The time derivative can
be approximated in different ways. This will be treated in Sec. 5.2.5.
On the other hand, the treatment of the convection as well as the diffusion terms
is not as straightforward. The volume integrals are converted to integrals over the
cell surface S bounding the volume, using Gauss theorem∫
V
∇ ? φ dV =
∫
S
φ ? dS, (48)
where φ represents any tensor field, S is the surface vector and ? represents either
the gradient ∇φ, divergence ∇ · φ or curl ∇ × φ. By applying the above to the
convective term, the volume integral will translate into a surface integral∫
V
∇ · (Uφ) dV =
∫
S
φU · dS. (49)
Further, by approximating the surface integral through a sum over discrete surfaces,
the convection term can be rewritten as∫
V
∇ · (Uφ) dV =
∫
S
φU · dS ≈
∑
f
φU · Sf . (50)
In a similar manner, the diffusion term can be rewritten through Gauss’s theorem
and then approximated through a sum over discrete surfaces as follows∫
V
∇ · (µ∇φ) dV =
∫
S
(µ∇φ) · dS ≈
∑
f
(µ∇φ) · Sf . (51)
by combining the results from above, the discrete transport equation can now be
written as
VP
∂φ
∂t
+
∑
f
φU · Sf =
∑
f
(µ∇φ) · Sf + VPqφ. (52)
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The variables U, α, φ,∇φ are usually expressed in cell centres, but as the above
equation indicates, these variables have to be expressed on the cell faces f in the
discrete formulation. Thus, a need for interpolation arises. A brief introduction to
different interpolation methods will be given in the following section.
5.2.3 Interpolation
The basic upwind and linear differencing schemes will be introduced in this chapter,
with the latter one being treated first. In central differencing (CD) the value of φ at
the CVs face center is interpolated by weighting the two adjacent cell center values
by their distances to the face
φf ≈ ωφP + (1− ω)φN , (53)
where the weight factor ω is defined as the ratio of the neighboring cell center
distance to the face fN and the owner cell center PN
ω = fN/PN, (54)
and the notation follows that of Fig. 13. By using the Taylor series expansion, the
CD scheme can be shown to be of second-order accuracy, i.e., the leading term of the
truncation error is proportional to the square of the grid spacing. Thus, CD is the
simplest second-order accurate method. However, as is the case with all higher order
approximations, this method may produce oscillatory solutions. The oscillations are
unbounded, and can at worst lead to unstable computations. [6]
Another straightforward method to attain the values at a face center is the up-
wind differencing (UD) scheme. Depending on the flow direction, either a backward-
or forward-difference is used. The variable φ is approximated as
φf =
{
φP , Uf · Sf ≥ 0
φN , Uf · Sf < 0.
(55)
This approximation unconditionally satisfies the boundedness criterion and will thus
not produce any oscillations. However, it is only first-order accurate. The truncation
error contains a first-order term which is diffusive by its nature and thus smooths
out any sharp peaks in the values of φ. In addition, the first-order error is also
greater in magnitude than one of the second-order. Thus, the UD scheme is robust
by its nature, but it cannot be used to obtain results of satisfactory accuracy. [6]
To circumvent the obvious shortcomings of the schemes presented above, a mul-
titude of different schemes and other approaches have been proposed. These include,
but are not limited to, blending of different schemes, using limiters to avoid oscil-
lations as well as using complex and/or higher order schemes. In this work, the
convective terms, with the exception of the free-surface equation, have been inter-
polated with the second-order upwind scheme linearUpwind.
34
5.2.4 Pressure-Velocity Coupling
The coupling of velocity and pressure is one of the central problems of CFD. As
can be seen from the governing equations, pressure does not have its own equation
in incompressible flow. The pressure gradient is a part of the source term in the
momentum equation, but there is no obvious way of obtaining it. To get around
this difficulty, the continuity equation can be used to correct the pressures iteratively
until both the continuity and momentum equations are satisfied. This approach was
introduced by Harlow and Fromm in 1965. In the 1970s Patankar developed the
famous and often used SIMPLE algorithm [36]. Since then, a multitude of different
derivatives of the method have been proposed, but they all have their roots in the
SIMPLE method. The LTSInterFoam uses the PIMPLE algorithm which is a merge
between the SIMPLE and PISO algorithms. Thus, a short introduction to these
two will be given below, following the notation used by Jasak [37], one of the main
contributors behind OpenFOAM.
In order to attain an equation for pressure, the Navier-Stokes equations are
written in a discretized form. The convective term Eq. (50) can be re-written as∑
f
U · SfU = aPUP +
∑
N
anUN , (56)
where aP and aN are functions ofU. As the fluxes above should satisfy the continuity
equation, Eq. (3) and (9) have to be solved together. This will result in a large
non-linear system. As a complex non-linear system is computationally heavy, the
equation above should be linearized. This implies that an existing velocity field
which satisfies Eq. (3) is used to calculate aP and aN . This is especially true for
transient flows, whereas a steady-state calculation is not affected by the linearization.
In order to derive the pressure equation, Eq. (9) will first be written in a semi-
discretized form
aPUP = H(U)−∇p, (57)
where the H(U) term consists of two parts, namely a transport part consisting of
matrix coefficients for all neighbours multiplied by the corresponding velocities, and
a source part including all other source terms than the pressure gradient:
H(U) = −
∑
N
aNUN +
U◦
∆t
. (58)
U can now be expressed through Eq. (57) as
UP =
H(U)
aP
− 1
aP
∇p. (59)
Further, the face velocities can be interpolated from the above equation as
U =
(
H(U)
aP
)
f
−
(
1
aP
)
f
(∇p)f . (60)
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When the above equation is substituted into the discretized continuity equation
∇ ·U =
∑
f
U · Sf = 0, (61)
one attains
∇ ·
(
1
aP
∇p
)
= ∇ ·
(
H(U)
aP
)
=
∑
f
S ·
(
H(U)
aP
)
f
. (62)
Finally, the discretized forms for Eq. (3) and (9) can now be written as
aPUP = H(U)−
∑
f
S(p)f , (63)
∑
f
S
[(
1
aP
)
f
(∇p)f
]
=
∑
f
S
(
H(U)
aP
)
f
. (64)
The face flux is calculated from
SUf = S
[(
H(U
ap
)
f
−
(
1
aP
)
f
(∇p)f
]
. (65)
There is a clear inter-equation coupling between the two equations above, and this
requires special treatment. Two such methods, namely the SIMPLE and PISO
algorithms, will be presented next.
The SIMPLE algorithm is used to solve steady-state problems iteratively. For
such a problem, it is not necessary to fully resolve the linear pressure-velocity cou-
pling, as the changes between consecutive time-steps is no longer small. The algo-
rithm is design to take advantage of this, as follows
• The momentum equation is solved to attain an approximation for the velocity
field. The pressure distribution from the previous iteration is used to calculate
the pressure gradient. This is known as the momentum predictor stage. The
equation is under-relaxed with the velocity under-relaxation factor αU .
• The pressure equation is constructed and solved using the predicted veloci-
ties. The solution of the pressure equation gives the first estimate of the new
pressure field.
• The conservative fluxes which are consistent with the new pressure field are
calculated from Eq. (65). Now, in order to attain a better approximation for
the pressure field, the pressure equation should be calculated again. However,
as this is not necessary for a steady-state problem, the new conservative fluxes
are only used to recalculate the coefficients in H(U). The pressure solution
is then under-relaxed in order to take into account the error caused by the
velocity
pnew = pold + αp
(
pp − pold) , (66)
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where pnew is the approximation of the pressure field to be used in the next mo-
mentum predictor, pold is the pressure field used in the momentum predictor, pp
is the solution of the pressure equation and αp is the pressure under-relaxation
factor. In this work, values of αp = 0.3 and αU = 0.7 were used.
For transient problems the PISO algorithm was originally proposed by Issa in
[38]. The method follows the same path as the SIMPLE algorithm described above.
However, an explicit velocity correction is done after the conservative fluxes for the
new pressure field have been calculated from Eq. (65). The velocities are corrected
using Eq. (59). However, only the pressure gradient term is considered, while the
corrections from neighbouring velocities is neglected. It is, therefore, necessary to
correct the H(U) term, formulate the new pressure equation and repeat the proce-
dure. Thus, the PISO loop consists of an implicit momentum predictor followed by
a series of pressure solutions and explicit velocity corrections. This loop is repeated
until a pre-determined limit is reached.
In the PIMPLE algorithm, the PISO algorithm is looped within one time-step. The
number of PISO loops within a time step is controlled by the nOuterCorrections,
where 1 corresponds to the PISO algorithm. Between the loops within a time-step,
under-relaxation is permitted, in contrast to the regular PISO. PIMPLE also allows for
an adjustable time-step, which is executed through local time stepping, presented
in the following section. Combining the adjustable time-step with looping of the
PISO algorithm within a time-step, PIMPLE should be a robust algorithm allowing
for large time-steps in order to quickly get the flow problem to a steady state.
5.2.5 Local Time Stepping
Time discretization suffers from the limitations of the time step due to stability
reasons, as the Courant number restricts the size of the time step through the local
cell size. This is especially true for a problem such as ship hydrodynamics, where
the cell size varies substantially throughout the domain. When a global time step
is used, it has to fulfil the restrictions defined through the smallest cell size. Hence,
the global time step becomes very small. The basic idea for local time stepping
is to circumvent this problem by using large time steps to advance the solution at
large scales, while small time steps are used to advance the solution at fine scales.
This will reduce the number of operations if fine scales are only required locally [39].
The reduction of operations will substantially reduce the computational costs, but
is only applicable to steady-state problems.
In OpenFOAM the solver with local time stepping for a multiphase problem is
named LTSInterFoam. In OpenFOAM, the time step will first be maximized accord-
ing to the local Courant number. Then the time-field is processed by smoothing the
variation in time step across the domain to prevent instability due to large conser-
vation errors caused by sudden changes in time step; spreading the most restrictive
time step within the interface region across the entire region to further reduce con-
servation errors. [34]
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5.2.6 Free-Surface Treatment
As has already been shown is Sec. 3.4.1, it turns out that the treatment of the
free-surface is not trivial. In order to capture the free-surface accurately, the ad-
vection scheme used has to be compressive by its nature and in addition fulfil the
boundedness criterion. In OpenFOAM, this is achieved through an approach where
the continuity equation of the volume function Eq. (30) is rewritten as
∂φ
∂t
+∇ · (Uφ) +∇ · (φ(1− φ)Ur) = 0, (67)
where Ur is an artificial velocity field which is defined in the vicinity of the inter-
face, in such a way that the local flow steepens the gradient of the volume fraction
function and the interface resolution is improved. The last term of the above equa-
tion is a compressive term, and it is only active at the interface. This compressive
term is discretized using the interface compression scheme interfaceCompression,
described in [40]. The convective term is treated with the Van Leer second-order
Total Variation Diminishing scheme [41], vanLeer. Thus, the free-surface is treated
with a compressive, stable and second-order accurate method.
5.2.7 Linear Solvers
The previously presented discretization of the governing equations will result in
a system of algebraic equations. By following the notation used in [6] a general
equation system can be written as
Aφ = Q. (68)
In CFD, these equation systems are very large and sparse, meaning that there are
only a few non-zero elements in the system above. Such systems require special
solution algorithms, and the ones used in this work will briefly be presented in
this chapter. These are the Preconditioned Biconjugate Gradient (PBiCG) and the
geometric-algebraic multi-grid (GAMG). The first one is used for the solution of the
velocities as well as the turbulent properties, while the latter is used for the pressure
equation. The PBiCG method is based on the conjugate gradient method, which in
turn is based on the fact that solving Eq. (68) is the equivalent to the problem of
finding the minimum of a new function F
F =
1
2
φTAφ− φTQ. (69)
The function is minimized with respect to multiple directions simultaneously while
searching in one direction at a time. In practice, every new direction is perpendicular
to all the previous ones and the error is reduced at every iteration. The rate of
convergence depends on the condition number τ of the matrix as follows
τ =
λmax
λmin
, (70)
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where λmax and λmin are the largest and smallest eigenvalues of the matrix. For a
typical CFD problem, this condition number is very large and the system will thus
suffer from slow convergence. One method to increase the rate of convergence is
to lower the condition number through preconditioning. Here the initial problem is
replaced with another one which has the same solution as the original, but a smaller
condition number. This can be achieved by multiplying the original equation with a
matrix, so that the resulting equation has the same solution but different eigenvalues.
As such, the conjugate gradient method is only applicable to symmetric prob-
lems. As seen in previous chapters, the systems encountered in CFD are in general
not symmetric. Thus, the asymmetric systems have to be converted into symmetric
ones. This can be done for example by increasing the size of the original system as
follows (
0 A
AT 0
)
·
(
ψ
φ
)
=
(
Q
0
)
. (71)
The system now consist of two subsystems, the original system and an additional
one which is irrelevant. Thus, the system has increased in size and has become
symmetric. The preconditioned conjugate gradient method can now be applied to
this system, this is the PBiCG.
The pressure equation is solved with GAMG. The method is based on the fact
that iterations are computationally more friendly when performed at coarser grids.
So the idea behind a multi grid solver is to use a coarse grid with fast solution
times to smoothen out high frequency errors and to generate a starting solution
for the finer grid. This can be achieved either by a geometric coarsening of the
grid (geometric multi-grid), or regardless of the geometry by applying the principles
directly to the matrix (algebraic multi-grid). The strength of GAMG lies in the fact
that the iterations are performed much faster at the coarse level. The computational
time is (almost) only dependent on the number of unknowns, and not the size of the
problem itself.
The original grid is first coarsened step by step and then refined while the equa-
tions are solved on each grid level. Mapping onto a finer grid is known as prolog-
nation, while the other way around is known as restriction. Both of these can be
done in a number of different ways, with the simplest one being linear interpolation.
Before mapping any solution to another grid level, the solution has to be smooth.
This is achieved by using an iterative method which produces smooth solutions, such
as Gauss-Seidel. A basic two-level method consists of the following parts [6]
1. Perform the iterations on a fine grid
2. Compute the residuals on this grid
3. Restrict these residuals onto the coarse grid
4. Iterate the correction equation on the coarse grid
5. Prolognate the correction to the fine grid
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6. Update the solution on the fine grid
7. Repeat the whole loop until desired accuracy is achieved.
In practise, the procedure should continue to a very coarse grid, as the number
of unknowns on the coarsest grid is so small that the equations can be solved at
an negligible cost. In this work, coarsening was done by one level at the time
(MergeLevels) to a coarsest level of 1000 cells (nCoarsestCells). For smoothing,
the default OpenFOAM method GaussSeidel, was used.
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6 Case Setup
In order to run a CFD simulation, a set-up of the problem has to be completed first.
The first step is to generate a grid around the original hull geometry. After this, the
boundary conditions are imposed, wherafter the computations will commence.
6.1 The Hull
The hull studied in this work is that of a cruise ferry. It has a slender body with
a surface piercing bulbous bow. The stern of the hull maintains almost constant
breadth and she has a centreline skeg. Model scale towing tank results are avail-
able. The geometry has been provided by STX Finland. Table 3 describes the hull
geometry, while the concept drawings of the hull are presented in Fig. 14.
Table 3: Dimensions of the hull.
Size Full scale Model scale
Scale 1.0 1 : 22.713
Main particulars
L = LPP (m) 200.8 8.8496
LWL(m) 204.8 9.0190
BWL(m) 35.0 1.5410
T (m) 6.8 0.2994
S(m2) 7815.4 15.1497
Test conditions
U 21.0 kn 2.2668 m/s
Re 2.21 · 109 20 · 106
Figure 14: Hull concept drawings, water line indicated in red.
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6.2 Grid Generation from the Geometry
The geometry described in the previous chapter was provided in IGES format. After
performing a check to make sure that the file is clean, i.e., there are no connectiv-
ity failures or other geometrical problems, it was imported to the grid generation
software.
6.2.1 Grid Generation in HEXPRESS™
The initial approach of using the built-in grid generation utilities blockMesh and
snappyHexMesh of OpenFOAM was abandoned after extensive research, as an satisfac-
tory grid was not obtained. The grid generation was instead done with HEXPRESS™
software, distributed by NUMECA International. For this software, the original
IGES file had to be converted to Parasolid format [42].
The grid generation in HEXPRESS™ was done through the following four steps.
Firstly, a background mesh was built around the ship hull. Secondly, the grid was
snapped around the hull geometry. Thirdly, refinements at the hull and the water-
air interface were made in order to accurately capture the flow close to the ship
hull and the free surface, respectively. Finally, layers around the hull were added in
order to capture the viscous effects. Exact parameters for the steps described above
can be found in Appendix A.
6.3 The Grid
Both the double hull and the free surface simulations were done on an identical
set of background meshes. The same background grid, with the dimensions of 7 ·
LPP × 2 · LPP × LPP was used for the double hull simulations, whereas a grid of
7 · LPP × 2 · LPP × 2 · LPP , was used for each free surface case. The longitudinal
direction of the hull was set in the x-direction, while the beam direction was set in
the y-direction. The stern of the ship was placed at x = 0, while the free surface
was set to z = 0.
The original aim was to double the amount of cells in the background mesh for
each refinement. In practice, this would have been achieved by using a multiplier
of 21/3 in each spatial direction. However, the simulations for the most finest grids
obtained through this refinement method were found not to converge. Thus, the
last two refinements of the background mesh were done with a factor smaller than
the original 21/3. This same approach was extended to the height of the first cell.
The amount of cells in z-direction was always set to an even number in order to
ensure that the free surface at z = 0 would coincide exactly at the line between two
cells and leaving an equal amount of cells on both sides of the free surface line. A
schematical view of the domain is given in Fig. 15, while the final number of cells
as well as the height of the first cell for each grid are presented in Table 4.
In order to capture the free surface accurately, different refinement approaches
around the free-surface were employed. The initial approach was to only have re-
finements in the vicinity of the hull and the wake. However, such refinements in the
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Figure 15: Dimensions of the computational domain.
Table 4: Number of cells and 1st cell height for each case.
Case Double Hull (106) Free-Surface (106) 1st Cell Height (10−3m)
1 0.14 0.62 2.8
2 0.21 1.04 2.2
3 0.35 1.72 1.8
4 0.40 1.89 1.7
5 0.44 2.16 1.6
z-direction caused erratic behaviour of the free surface. Another problem encoun-
tered were waves reflected backwards from the outlet. Thus, the final solution was
to begin refinements in the z-directions at the inlet, and extended to −3 × LPP .
For the wave pattern to be captured, refinements in x- and y-directions were made
around the ship hull and wake. These refinements were done between the points
(−2 × LPP , 0) and (1.5 × LPP , LPP ) . Finally, the domain was extended from
−3×LPP to −4×LPP without any refinements in order for all waves to dissipate
and thus not reflect from the outlet. Figure 16 depicts the refinements of the free
surface. A comparison between the coarsest and finest grids around the bow is given
in Fig. 17.
43
Figure 16: Free surface refinements around the ship hull.
Figure 17: The mesh around the bow for the coarsest grid (top) and the finest one
(bottom).
6.4 Boundary conditions
In OpenFOAM, the boundary conditions are implemented on the patches of the do-
main. All simulations were done with the same set of patches and boundary con-
ditions. Figure 18 shows the domain patches for the double hull cases and Table 5
explains the boundary conditions used. The free-surface patches are presented in
Fig. 19 and the respective boundary conditions are given in Table 6.
The fixed values of Table 5 and 6 are:
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• Due to the selected frame of reference, the inlet velocity has the direction
(−1, 0, 0). The magnitude is that of the reference velocity, 2.668 m/s.
• As the pressure only works as a reference pressure, it is set to zero, i.e., p∞ = 0.
This is the piezometric pressure.
• The turbulent kinetic energy k and the specific dissipation ω are calculated in
Sec. 6.5
• In OpenFOAM, α denotes the volume fraction of water in a cell. For the water
part of the inlet α = 1, while α = 0 for the air part of the inlet. In addition,
each cell in the internal field is given a value of 1 or 0 during the initialization
of the problem.
Figure 18: Domain patches for the double hull cases.
Table 5: Boundary conditions used for the double hull cases.
Patch name U p k ω
inlet fixed value zero gradient fixed value
top fixed value p = p∞ zero gradient
bottom fixed value p = p∞ zero gradient
side fixed value zero gradient zero gradient
mirror symmetry
outlet zero gradient
hull U = 0 zero gradient wall function
internal field fixed value
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Figure 19: Domain patches for the free-surface cases.
Table 6: Boundary conditions used for the free-surface cases.
Patch name U p k ω α
inlet_water fixed value zero gradient fixed value
inlet_air fixed value zero gradient fixed value
top_front fixed value p = p∞ zero gradient
top fixed value zero gradient zero gradient
bottom_front fixed value p = p∞ zero gradient
bottom fixed value p = p∞ zero gradient
side fixed value zero gradient zero gradient
mirror symmetry
outlet zero gradient
hull U = 0 zero gradient wall function zero gradient
internal field fixed value
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6.5 Turbulence Properties
The boundary values for k and ω are dependant on the problem geometry. Based
on earlier work done at the ship hydrodynamics group [43], the turbulence intensity
was set to I = 3.5%. Based on this intensity, the turbulent kinetic energy was
calculated as
k =
3
2
(IU)2 = 0.009442 m2/s2. (72)
The specific dissipation rate was calculated as suggested by Eça and Hoekstra [44]
through the following formula
ω = 10
U
LPP
= 2.564 s−1. (73)
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7 Results
In this chapter, the results of this work are presented. First, the results for the
double hull case are presented, followed by the results for the free-surface case. For
each case a grid refinement study based on the drag coefficient is presented, followed
by a presentation of the y+ and y+ values. Due to the sparse data available from the
measurements, only the total resistance from the free-surface case [46] can actually
be compared to the measured results.
In the last section a comparison between the two cases is done in an effort to
answer the original research problem. The differences between the flow regimes
are first presented qualitatively, through visualizations of the wetted surfaces and
streamlines. This is followed by an analysis of the pressure and shear stress distri-
butions, concluding in an quantitative analysis of the shear stresses and pressure
coefficients along different cuts of the hull.
7.1 Results for the Double Hull Case
The first computations were conducted for the double hull case. As these calculations
were the first ones made, they would also serve as an evaluation tool for the boundary
conditions as well as the discretization schemes and solver settings. However, the
results for these test cases are omitted in order to make the presentation clearer. The
double hull computations turned out to be a relatively straightforward, with only
little iterations between settings and meshes. The behaviour of the drag coefficient
was found to be stable after 25 s. The convergence histories for the drag coefficient
in each case together with other variables from case 5 are presented in Fig. 20.
The grid convergence was studied using five different grid densities. In order to
minimize the errors due to spatial discretization, the results are estimated on an
infinitely fine grid (zero grid spacing) by extrapolation of results from different grid
levels. This was done through Richardson extrapolation, which is the recommended
method of the the ITTC [45]. The results from different grid levels should display
asymptotic behaviour and the difference between two adjacent grid levels should
always decreases when going towards the finer grid. The grid spacing parameter h
is normalized relative to the grid spacing on the finest grid. As the amount of cells
in the background mesh doubles for each refinement step, the discrete points fall
at h = {1, 2, 4, 8, 16}. However, the two finest grids do not follow this refinement
pattern as the computations on these would not converge. Thus, the two finest grids
in Fig. 21 are not at h = {1, 2}.
The drag coefficient for the five different grids as well as the result from the
Richardson extrapolation are compared in Fig. 21 with the calculated value from
ITTC-57, Eq. (41). The results display asymptotic behaviour, with the Richardson
extrapolation overestimating the Cd by over 10 % when compared to the ITTC-57
friction line. However, as this friction line is a function of Re only and does not take
into account the hull form at all, the results attained are not necessarily inaccurate.
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Figure 20: Convergence of the drag coefficient Cd (upper), and case 5 (lower).
Figure 21: Drag coefficient for the double hull case.
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The y+ values of the first cell next to the wall are important in order for the
viscous effects to be captured accurately. As wall functions are used, y+ values
between 30 − 300 are allowed. The distribution of y+ is presented in Fig. 22. The
values for y+ are clearly within range, with small exceptions at the bow and stern
areas, where the value locally drops to around 10. The boundary layer is further
examined in Fig. 23 where the velocity distribution from x/LPP = 0.5, z//LPP =
−0.03 is compared to that of Eq. 29. The velocity profile in the log-law layer appears
to be correct, albeit a 5 % difference in the u+ values. However, there is a clear
error with the velocity at the cell nearest to the wall. A measure of turbulence is
presented in Fig. 24, where the ratio between the turbulent viscosity ratio, i.e., νt/ν
is presented.
Figure 22: The y+ distribution for the double hull case.
Figure 23: The u+ distribution in the boundary layer.
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Figure 24: Turbulent viscosity ratio νt/ν on the surface.
7.2 Results for the Free-Surface Case
Although the free-surface case is governed by substantially different physics, the
findings from the double hull case were used as a starting point for the free-surface
computations. The free-surface case turned out, not surprisingly, to be significantly
more complicated to calculate. A substantial amount of iterations between different
settings and meshes had to be executed before a stable solution was found. Es-
pecially the modelling of the free-surface turned out to be cumbersome, and the
final methods used for this section might not be ideal but at least somewhat robust.
Another problem encountered was the amount of non-orthogonal cells which appar-
ently cause stability issues in OpenFOAM. To circumvent these problems, a gradient
limiter cellMDLimiter was applied. However, even the final set-up used for the
computations was extremely fragile and would not converge with slightly modified
settings. Figure 25 depicts the convergence histories of the drag coefficient Cd for
the cases together with a more detailed convergence history for case 5.
In contrast to the relatively stable double hull cases, the free-surface cases exhib-
ited strong oscillatory behaviour. This oscillatory behaviour was of course expected,
as the free-surface experiences a totally non-physical acceleration immediately at
the start of the simulation. In order to attain a stable solution from the initially
transient problem, the amount of iterations was increased to 45 000. However, the
oscillatory behaviour could not be totally eliminated. Thus, an average of the last
5 000 rounds was used to calculate the drag coefficient, while the peak values from
the corresponding interval were used as the maximum and minimum values for the
error estimate. Special treatment was given to the coarsest grid, which does not
even fit in Fig. 25, where the simulation was extended to 60 000 iterations but the
solution was still heavily oscillatory.
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Figure 25: Convergence of the drag coefficient Cd (upper), and case 5 (lower).
A similar grid convergence study as made earlier for the double hull case, was
also made for the free-surface case. These results, compared with the measured value
of the corresponding hull are presented in Fig. 26. The coarsest grid did not yield
a result of any significance, as the oscillations could not be eliminated and thus the
error is around ± 10 % and does not even fit in the figure. Outside of the coarsest
grid, the results do display an asymptotic behaviour, with the final result from the
Richardson extrapolation overestimating the measured value of Cd by 3.7 %. This
can be considered as an acceptable level of accuracy.
Again, the y+ values are important in order for the viscous effects to be captured
accurately. As the same wall functions are used as previously, y+ values should stay
within 30−300. The distribution of y+ is presented in Fig. 27. The values for y+ are
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Figure 26: Drag coefficient for the free-surface case.
clearly within the range, with small exceptions at the stern areas, where the value
locally drops to around 10. As the heights of the first cells are the same as in the
double hull case, y+ values at the bulb rise higher because of the large shear stresses
caused by the surface piercing bulb. The boundary layer is, again, further examined
in Fig. 28 where the velocity distribution from x/LPP = 0.5, z//LPP = −0.03 is
compared to that of Eq. 29. The distribution follows that of Eq. 29, but there is a
5 % difference in the u+ values. Again, the velocity at the first cell is clearly wrong.
The somewhat erratic behaviour of y+ in the bottom and near the stern area
is explained by the fact that some air has been trapped at the surface of the hull.
This is illustrated in Fig. 29 by values smaller than unity on the hull. The trapped
air is believed to have its roots in the initial transient phase of the simulation,
when nonphysical accelerations govern the domain. A measure of turbulence is
presented in Fig. 30, where the ratio between the turbulent viscosity ratio, i.e., νt/ν
is presented.
Figure 27: The y+ distribution for the free-surface case. Only the wetted surface is
considered.
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Figure 28: The u+ distribution in the boundary layer.
Figure 29: The distribution of volume fraction α on the hull.
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Figure 30: Turbulent viscosity ratio νt/ν on the surface.
The wave profile generated by the hull is only considered qualitatively here,
as there is no data available from test cases. The wave pattern is presented in
Fig. 31. The pattern clearly follows that of the Kelvin wave pattern, presented
earlier in Fig. 10. The wave profile at the symmetry line (y = 0) is depicted in
Fig. 32. Qualitatively, it appears that the computations have been able to capture
the wave profile correctly. As explained in Sec. 4.5.2, large waves are created both
by the bow and stern, while the fore and aft shoulders create clear troughs. The
fluctuations on the hull are a result of uneven meshing in the z-direction. This can
be seen in Fig. 17 as the cells on the hull are not aligned in the z-direction the VOF
modelcannot capture the interface between water and air accurately.
Figure 31: The wave profile.
55
Figure 32: The wave profile on the hull and symmetry line.
7.3 Comparison Between the Cases
In this section, the flow characteristics of the two cases are compared. The effect
the free-surface has on the flow regime is clear, and the comparison between the
cases will thus begin by investigating the wetted surfaces. A comparison between
the wetted surfaces of the double hull and free-surface cases is given in Fig. 33. Not
surprisingly, there is a clear difference between the two. While the whole water
line is different from the simple straight line for the double hull, the most dramatic
changes caused by the free-surface are found in bow and stern waves. The midship
is characterized by the fore and aft shoulder systems. Finally, the free-surface raises
along the bottom of the stern, resulting in a completely different flow regime in this
area. The actual wetted area for the free-surface case is 7.835 m2, in contrast the
nominal area of 7.575 m2.
Figure 33: Comparison between the wetted surfaces.
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The free-surface effects on the flow regime can be qualitatively presented through
the use of streamlines. This is done in Fig. 34, where streamlines for the two cases
are compared. Clearly, the flow around the bulbous bow is substantially effected by
the free-surface. Whereas the flow around the double hull simply passes the bulb,
the situation is more complicated for the free-surface case. The fluid is forced to
flow over the bulb, giving rise to a wave system. This wave system influences the
whole flow regime, also forcing streamlines away from the hull, as can be seen in
the lower part of Fig. 34. Streamlines diverge from the fore part much more than
in the double hull case. The corresponding projections for the stern are presented
in Fig. 35. Once again the free-surface clearly complicates the flow regime with the
wave system being generated. The divergence away from the hull is however not as
clear as it is for the bow part.
Figure 34: Streamlines from the bulb for the free-surface case (upper) and the double
hull case (lower).
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Figure 35: Streamlines in the stern for the free-surface case (upper) and the double
hull case (lower).
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7.3.1 Shear Stresses
The distribution of shear stresses is presented in Fig. 36. The free-surface clearly
influences the shear stresses close to the waterline. This is due to the wave making,
which causes larger velocity gradients at the hull. The friction coefficient peaks at
the side of the bulbous bow. In this region the shear stresses are once again greater
for the free-surface case. The differences between the two cases are not as obvious
in the stern region. For the comparable parts, i.e., the region where the free-surface
has not risen along the stern, it appears that the shear stresses for both cases behave
homogeneously.
Figure 36: Comparison of the skin friction coefficients at different projections, free-
surface case (upper) and the double hull case (lower).
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In Fig. 37 the evolution of the skin friction coefficient is plotted along three
different waterline cuts, and the results are compared to the formula of Kestin and
Persen, Eq. 34. The findings made earlier are supported by Fig. 37. In fact, a
number of observations can me made. Firstly, the largest differences between the
cases can be found in the bow region of the hull where local discrepancies of around
70 % occur. Secondly, the distribution along a line displays similar shapes for both
cases, but the shear stresses for the free-surface case are substantially larger. An
exception to this being the z/T = −0.2 line, where the free-surface case displays
smaller shear stresses for x ≤ 0.7 · LPP . Finally, all the lines clearly overestimate
Eq. 34 at the midship where the flow should be reminiscent to that of a flat plate.
Interestingly, by studying line z/T = −0.2 for the free-surface case, a narrow region
going through the bottom of the hull with clearly lower shear stresses can be found.
This region is also visible in Fig. 39. It appears as if a corridor of low velocities
would pass the bow region and continue along hte bottom of the hull all the way to
the stern region.
Figure 37: Shear stresses along three different waterline cuts, solid lines represent
the double hull case, while the free-surface case is denoted with dotted lines.
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The evolution of the skin friction coefficient among five different longitudinal cuts
together with Eq. 34 is presented in Fig. 38. The findings made earlier are supported
by the analysis of the longitudinal cuts. Again, the biggest discrepancies are found
close to the bow region. The distribution along a line displays similar shapes for
both cases, but the shear stresses for the free-surface case are substantially larger.
As one would expect, this difference becomes smaller at larger depths. The formula
by Kestin and Persen, Eq. 34, gives a more accurate estimation at the midship than
for the waterline cuts.
Figure 38: Shear stresses along five different longitudinal cuts, solid lines represent
the double hull case, while the free-surface case is denoted with dotted lines.
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7.3.2 Pressure Coefficients
The pressure distribution for both cases is depicted in Fig. 39. In both cases the
pressure reaches its maximum at the bulb, is evenly distributed at the midship, and
grows toward the stern. At the bulb the pressure seems to reach greater values for
the double hull case. The pressure throughout the midship is lower for the free-
surface case. The pressures seem to behave somewhat identical in the stern region,
however the wetted surfaces are different so the results are not directly comparable.
The trapped air, explained in Fig. 29, is probably the cause of the vortex system
created at the bottom of the hull.
Figure 39: Comparison of the pressure coefficients at different projections, free-
surface case (upper) and the double hull case (lower).
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In Fig. 40, the evolution of the pressure coefficient is plotted along three different
waterline cuts. The qualitative findings made earlier can be supported by a number
of findings made here. The pressure coefficients along a line display similar behaviour
for both cases. The pressure coefficient reaches its maximum at the bulb, with the
double hull producing a maximum value of around 10 % greater than the free-surface.
The shoulders clearly cause another peak and once again the double hull produces
larger values. At the midship, the pressure is nearly constant within a case, but the
double hull displays substantially larger values (Cp ≈ −0.06) than the free-surface
(Cp ≈ −0.13). Towards the stern the pressure coefficient grows evenly for both cases
with the difference between the two staying relatively the same.
Figure 40: The pressure distribution along three different waterline cuts, solid lines
represent the double hull case, while the free-surface case is denoted with dotted
lines.
The evolution of the pressure coefficient among five different longitudinal cuts is
presented in Fig. 41. The findings made earlier are supported by the analysis of the
longitudinal cuts. Once again the pressure coefficients along a line display similar
behaviour for both cases, but the double hull gives greater values. However, this
difference diminishes with an increase in the y-coordinate, i.e., the further away from
the symmetry line one goes. The behaviour of the pressure coefficient at the bulb is
nearly identical for both cases, while it at the stern displays similar characteristics
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as in Fig. 40.
Figure 41: The pressure distribution along five longitudinal cuts, solid lines represent
the double hull case, while the free-surface case is denoted with dotted lines.
Finally, the friction and pressure resistance coefficients for both cases are com-
pared. Not surprisingly, the majority of the additional drag caused by the free-
surface comes as added pressure resistance. The pressure resistance coefficient dou-
bles after the introduction of the free-surface. As the wetted surface in the free-
surface case has a different area, the viscous coefficient is nondimensionalized by
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both the nominal and actual wetted surfaces. The friction resistance on the other
hand increases by approximately 7 % for the nominal wetted surface and 3 % for
the actual wetted surface. As the actual wetted surface is larger than the nominal
one, the friction resistance coefficient for the latter is slightly larger.
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8 Conclusions and Discussion
A CFD analysis of the flow around a cruise ferry hull has been conducted with
OpenFOAM software. Computations for both a double hull case as well as a free-
surface case were made. The results from each case were compared with each other
as well as with theoretical and experimental results. For each case, a grid refinement
study consisting of five different densities was done. However, as the highest mesh
densities would not converge, this refinement study could not be completed with the
planned rate of doubling the background mesh at each step. The finest grids thus
contained less cells than originally planned.
A lack of experimental data made it difficult to validate the findings made in this
work. Only the drag coefficient for the free-surface case was available from towing
tank tests. For this part, the results attained differ 3.7 % from the measured value.
This can be consider as an acceptable level of accuracy for the drag coefficient. The
drag coefficient for the double hull case exceeds the ITTC-57 friction line by 10 %.
However, as this friction line is a function of Reynolds number only, no definitive
conclusions can be made from the accuracy of the double hull case.
Other quantities from both cases could only be validated qualitatively. The shear
stresses at midship for both cases seem to exceed the values for a flat plate. The
pressure distributions are in line with the theory presented in this work. Finally,
the wave structure created in the free-surface case appears to be reasonable when
compared with the theory part.
To answer the original research question concerning the differences between a
double hull case and a free-surface case, results from both cases were compared. The
free-surface causes a significantly different flow regime around the ship hull, when
compared to the double hull case. This is evident when studying the evolution of
shear stresses along different cuts on the hull. The shear stresses are clearly larger
for the free-surface case. This is especially true the close to the bow area. Also
the global friction resistant coefficient is notably larger for the free-surface case.
Somewhat surprisingly, the shear stresses at the midship are not near the values for
a flat plate, i.e., Eq. 34.
Comparing the pressures along the same cuts, it is notable that the correspond-
ing cuts give results of the same shape. However, the free-surface case produces a
substantially smaller (more negative) pressure coefficient along the whole midship.
The shear stresses and pressures for both cases converge towards the stern. Espe-
cially the results for the pressure distribution are influenced by the trapped air in
the bottom region of the hull, causing heavy fluctuations along some lines.
As the double hull and free-surface cases are fundamentally different, they pro-
duce dissimilar flow regimes. As has been show in this work, clear differences both
in the pressure and shear stress distributions on the hull can be found. This in turn
leads to different values for both the friction, as well as the pressure resistances.
Clearly, the ITTC-57 friction line for approximating ship resistance as a function
of Reynolds number only is a gross simplification of the phenomenon. It would
be desirable for future studies to focus on developing new and more sophisticated
methods for ship resistance calculations.
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The secondary objective of this work was to study the suitability of OpenFOAM
for future work in the field of ship hydrodynamics. Evidently, the software can
produce results of an acceptable level. However, the process of finding suitable
run parameters among the myriad of choices offered by OpenFOAM turned out to be
extremely cumbersome. Thus, an emphasis was put on robustness of the solution,
possibly jeopardizing the accuracy of the results. Future studies could focus on
finding the optimal discretization schemes and other numerical methods out of an
accuracy standpoint. Also, it is possible that the run times for the simulations could
be lowered with optimal choice of schemes and methods.
In order to achieve a higher level of accuracy, future topics of interest could also
include abandoning the use of wall functions, or at least to decrease the y+ values
to 30. As Fig. 23 and 28 indicate, the velocity is not treated near the surface. By
extending the analysis all the way to the wall, the velocity could be captured with
more accuracy. This would in turn lead to a more accurate representation of the
shear stresses. It is possible that the current shear stresses are not correct, as can be
shown by the large difference compared to the flat plate results. One final source of
inaccuracy that could be treated in future studies is the trapped air at the bottom
region of the hull. This clearly leads to a confusing pressure distribution at the
region in question.
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Appendix A Grid Generation
The mesh generation in HEXPRESS™starts by creating a domain. This part consists
of building the initial geometry around the hull shape, whereafter the domain itself
is created. This part should be done with scripts, they are easy to write, save time,
and limit the amount of mistakes done. Below, a sample script for the generation
of the domain is given:
#first the parasolid (or other) geometry is imported
HXP.import_parasolid("/hull.x_t")
#here the box around the hull is created
#set appropriate dimensions of the box
HXP.create_cube("HULLBOX",Point(-40.0,0.0,0.0),Point(20.0,20.0,10.0))
HXP.create_cube("UWATER",Point(-40.0,0.0,-10.0),Point(20.0,20.0,0.0))
HXP.unite_bodies("HULLBOX",["UWATER"])
# Remove existing domain
HXP.create_cube("ANTIHULL",Point(-1,-1,-0.5),Point(10,1,0.5))
HXP.substract_bodies("HULLBOX",["ANTIHULL"])
#front box
HXP.create_cube("B2",Point(20,0,-10),Point(30,20,10))
HXP.unite_bodies("HULLBOX",["B2"])
#the domain itself is created here
#the "hexpress general advice" explains the meaning of the parameters
HXP.create_domain("/testAppendix.dom",["HULLBOX"],0.009,0.35,0.0001,1,0.0001,1)
#the domain is imported to the next phase
HXP.import_domain("/hull.dom")
HXP.set_mesh_generation_mode("3D")
The second step of the mesh generation is the manipulation of the recently gen-
erated domain. In this phase the faces were first merged, so that each patch consist
of only one face. After this the edges were merged in a similar fashion. Hereafter,
the patches were given names and boundary conditions. HEXPRESS™does not rec-
ognize the same boundary conditions as OpenFOAM, so here "mirror" or "solid" were
chosen for the corresponding patches and all other patches were set as "external".
Once the work on the domain had been completed, the generation of the mesh
could start. In HEXPRESS™this was a five step process consisting of the following
steps:
• Initial mesh, here the background mesh was created by dividing the cartesian
axes into a desired number of parts.
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• Adapt to geometry, in this step the mesh was refined around the hull ans
well as the free surface. The amount of refinement levels depends on the
background mesh and the desired cell size of the final mesh, so this step could
be considered iterative. For the hull, four refinements were used while the
target cells size was 0.0m in every direction.
As the free surface was not defined by a geometry, the refinement for it was
done through refinement boxes, defined by the following script:
HXP.delete_all_refinement_boxes()
#Box for the refinements in z-direction
HXP.create_refinement_cube(-26.5,0.0,-0.08, 30.0,20.0,0.08)
HXP.refinement_box(0).set_adaptation_flags(1,1)
HXP.refinement_box(0).set_target_size(1.0,1.0,0.0)
HXP.refinement_box(0).set_refinement_level(5)
HXP.refinement_box(0).set_diffusion_depth(0)
#Box for the refinements in the x- and y-directions
HXP.create_refinement_cube(-17.6,0.0,-0.08, 13.0,8.8,0.08)
HXP.refinement_box(1).set_adaptation_flags(1,1)
HXP.refinement_box(1).set_target_size(0.0,0.0,0.0)
HXP.refinement_box(1).set_refinement_level(3)
HXP.refinement_box(1).set_diffusion_depth(0)
• Snap to geometry, no user action is needed by default. However, problems
with the viscous layers at a later stages were handled by using a forced Type
II buffer insertion. This was done with the "set_typeII_on_mirror_faces
plugin" found in the Marine package of plugins. By doing this, the viscous
layers were guaranteed to extend around the hull all the way to the mirror-
plane.
• Optimize, here all the default settings were used.
• Viscous layers is the final step of the mesh generation. It creates a refinement
around the desired geometries, using three parameters: first layer thickness,
growth ratio of cell height and number of cells in the refinement. Values
0.001m, 1.1, 15 were used for the respective parameters. The number of cells
parameter is limited by HEXPRESS™, so the refinement will stop once the
inflation of layers will reach the mesh generated earlier.
Once the mesh had been finished, the last step was to export it from HEX-
PRESS™in OpenFOAM format. However, HEXPRESS™does not generate a working
"boundary" file for OpenFOAM. It does not recognize the "symmetryPlane" patch used
in OpenFOAM to define symmetry planes, and simply writes the symmetry planes as
patches. This was corrected manually by replacing the corresponding type "patch"
with type "symmetryPlane".
73
In order to ensure a better quality of the refinements around the free surface,
the inlet was not divided into a water part and an air part in HEXPRESS™. In-
stead, this was done with the topoSet and createPatch utilities in OpenFOAM. The
topoSet utility will pick user defined surfaces from the mesh, and the createPatch
utility will create new patches out of these selected surfaces. The topoSetDict and
createPatchDict used are given below.
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Appendix B Sample Boundary Conditions
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Appendix C Sample System Files
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Appendix D Sample Constant Files
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