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Abstract—We consider the problem of reconstructing a func-
tion from a finite set of noise-corrupted samples. Two kernel
algorithms are analyzed, namely kernel ridge regression and ε-
support vector regression. By assuming the ground-truth function
belongs to the reproducing kernel Hilbert space of the cho-
sen kernel, and the measurement noise affecting the dataset
is bounded, we adopt an approximation theory viewpoint to
establish deterministic error bounds for the two models. Finally,
we discuss their connection with Gaussian processes and two
numerical examples are provided. In establishing our inequalities,
we hope to help bring the fields of non-parametric kernel learning
and robust control closer to each other.
Index Terms—Deterministic error bounds, kernel ridge regres-
sion, support vector machines, Gaussian processes.
I. INTRODUCTION
As opposed to classical system identification techniques,
where the structure of a finite-dimensional model is chosen a
priori, kernel-based methodologies deal with possibly infinite-
dimensional hypothesis spaces. In the latter, the number of
parameters to be determined is not fixed, but depends on
the number of available data-points. This non-parametric ap-
proach to building models is popular in many disciplines,
usually in the form of Gaussian processes (GPs)—whose
means are weighted sums of kernels—or plain radial basis
functions (RBFs) [1]–[3]. Among systems and control re-
searchers, kernel methods have also been studied with the
aim of adapting and improving existing tools (see [4]–[6] for
recent reviews). For instance, an in-depth analysis of linear
system identification through stable kernels, which encode
the asymptotic decay of the plant impulse response, was
carried out in [7]–[9]; see also the work [10] for a frequency
domain perspective of the same problem, and [11] for the case
of non-causal dynamical systems. Kernel-based identification
of Hammerstein and Wiener systems, i.e. linear systems in
cascade with a static nonlinearity, was studied from a similar
point of view in [12], [13].
When nonlinear dynamics are considered in their full gen-
erality as in this work, a commonly adopted approach is to
directly assume the availability of pairs of current and next
states—usually in a discrete-time setting [14]–[16]. The goal
then is to reconstruct the complete vector field rather than
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the time-response of the unknown system (see [17] for an
exception to this statement), a function reconstruction problem
remarkably similar to the ones found in machine learning.
Certainly, embedding prior knowledge regarding for instance
stability can be quite challenging in this context [16].
Exploiting machine learning techniques to model and sub-
sequently control physical systems requires caution, especially
in safety-critical applications. The fact that GPs provide users
with not only nominal predictions, but also confidence inter-
vals, is arguably one of the main reasons for their popularity
[18]–[20]. This probabilistic uncertainty measure can then be
used to assess the risk associated with actions, thus enabling
the use of stochastic analysis techniques [21], [22]. If a non-
probabilistic viewpoint is taken instead, it is possible to derive
hard prediction-error bounds for the learned models, such that
the unknown ground-truth cannot lie outside the established
‘prediction envelope’. These types of guarantees are widely
known in the field of approximation theory [23]–[26], where
authors often only consider the problem of interpolating noise-
free observations. Whereas having access to perfect mea-
surements might be common in domains such as computer
graphics, it is definitely not the case in power networks,
robotics, building automation systems, etc. Our goal herein
is to extend such theory to the scenario where the designer is
confronted with unknown but bounded noise, hence providing
new tools for robust safety analysis and control.
Contributions: In this note, we study the problem of learning
an unknown real-valued function f from a set of evaluations
corrupted by noise. To achieve this goal, we employ two
distinct non-parametric kernel techniques, namely the popular
kernel ridge regression (KRR), and ε-support vector regression
(SVR) [27]. Two main assumptions are made1: firstly, the
measurement noise is bounded by a known finite quantity;
secondly, given a kernel k, the unknown f belongs to the
reproducing kernel Hilbert space (RKHS) H of k, and an
upper bound for its norm ‖f‖H is known. The same RKHS
assumptions were also exploited in the works [14], [28]–[30].
We then establish deterministic prediction-error bounds for
our models, which extend classical results valid for noise-free
interpolants only. Our final expressions are moreover given
in closed-form, requiring only the solution of a simple box-
constrained quadratic program in the KRR case. Finally, two
numerical experiments are presented and a comparison with
an existing alternative is provided.
Notation: N := {1, 2, . . . }, Rn is the n-dimensional Eu-
clidean space, and Rn≥0 (Rn>0) its positive (strictly positive)
1Note that these are fundamentally different compared to the ones made
in the Gaussian processes setting. For more information, please refer to the
discussion in Subsection IV-C.
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2orthant. Given a matrix A, A> denotes its transpose, and
A  0 indicates that A is positive-definite. I and 0 are
respectively the identity and the zero matrices of appropriate
sizes. Unless otherwise specified, f denotes a map and f(x),
its particular evaluation at a point x. Given two vectors a and
b, the inequality a ≤ b, and the absolute value |a| are to be
read element-wise. ‖a‖1 and ‖a‖2 will be used respectively
for the 1-norm and 2-norm of a vector, whereas ‖f‖H, for the
RKHS functional norm.
II. PROBLEM SETTING
Consider the problem of learning an unknown map f : X →
R, referred to as the ground-truth or target function2. Herein
X ⊂ Rm is assumed to be compact. In order to reconstruct f ,
we collect a finite dataset
D = {(xn, yn) |n = 1, . . . , N} (1)
composed of sites xn and noisy evaluations of the ground-truth
yn = f(xn) + δn, n = 1, . . . , N (2)
Assumption 1. The data sites x1, . . . , xN in D are assumed
to be pairwise distinct.
Assumption 2. The measurement noise δ =
[
δ1 . . . δN
]>
is bounded |δ| ≤ δ¯, with δ¯ ∈ RN≥0 known.
Working with bounded uncertainties is at the core of robust
analysis and control. Similar assumptions were also made in
recent learning-based techniques [31]–[33]. Next, we review
basic definitions and results from the RKHS theory, which are
used as a starting point for Section III. The reader is referred
to [27] for a more in-depth discussion.
A. Kernels and their RKHSs
We call a symmetric map k : X × X → R a kernel, and
assume k is a positive-definite (PD) function according to the
definition that follows.
Definition 1. A continuous function k : Rm × Rm → R is
called positive-definite if for any set of pairwise-distinct sites
X = {x1, . . . , xN}, with an arbitrary N ∈ N, it holds that
N∑
i=1
N∑
j=1
αiαjk(xi, xj) > 0
for any set of weighting constants α1, . . . , αN ∈ R\{0}.
Even though limiting our scope to positive-definite functions
excludes certain kernels, this class encompasses powerful
alternatives such as the squared-exponential, the inverse multi-
quadrics and the truncated power function [24]. The first of the
three is known to have the universal approximation property
whenever X is compact [34].
Remark 1. For clarity purposes, we denote by K ∈ RN×N
the constant matrix that has kernel evaluations as elements,
i.e., k(xi, xj) at its ith row and jth column for xi, xj ∈ X .
2The more general case f : X → Rm can be handled by learning each
output dimension separately.
Moreover, KXx : X → RN denotes the column vector
function x 7→ [k(x1, x) . . . k(xN , x)]>, and KxX simply
represents its transpose.
Given a kernel k, we denote the associated uniquely deter-
mined reproducing kernel Hilbert space (RKHS) by H. Each
element g ∈ H is a map from X to R, assuming the form
of a weighted sum of kernels g =
∑
i∈Ω αik(xi, ·), where the
index set Ω can possibly be countably infinite. The inner prod-
uct of H is given by 〈g, f〉H :=
∑
i∈Ωg
∑
j∈Ωf αiβjk(xi, xj)
and the induced norm is ‖g‖H :=
√〈g, g〉H. Fixing any x
in X , the corresponding evaluation functional lx : H → R
is continuous and takes any g ∈ H to its image, i.e.,
lx(g) = 〈g, kx〉H = g(x), which is called the reproducing
property. Suppose that g has a finite expansion in terms of
Ng kernel functions. Due to the reproducing and basic inner
product properties, it holds that
‖g‖2H =
〈
Ng∑
i=1
αik(xi, ·),
Ng∑
i=1
αik(xi, ·)
〉
H
(3)
=
Ng∑
i=1
Ng∑
j=1
αiαjk(xi, xj) (4)
= α>Kα (5)
where α :=
[
α1 . . . αNg
]>
gathers all weights.
Assumption 3. Given a kernel k, we assume that the ground-
truth f belongs to its RKHS, H. Additionally, an upper bound
for its norm ‖f‖H ≤ Γ is available.
Establishing any form of guarantee is clearly impossible
if no assumptions are made on the unknown map f . The
availability of an upper bound Γ is also assumed in the
works [14], [28], [30]. It is beyond the scope of this paper
to present various ways to construct bounds for ‖f‖H. We
nevertheless illustrate how this quantity can be estimated from
perfect evaluations of f in Section V. The following function
is defined as a last introductory step, which will later play an
important role in our error estimates.
Definition 2. The power function is the real-valued map
PX(x) =
√
k(x, x)−KxXK−1KXx.
Throughout most of the document, D is assumed to be fixed.
For this reason, we drop the dependence that PX(x) has on
the data sites to ease the notation, writing simply P (x). Two
main properties of P (x) will be exploited herein:
P (x) ≥ 0, for any x ∈ X
P (xn) = 0, for any xn ∈ X
which follow from rewriting the power function in a Lagrange
form as shown in [24, Sec. 11.1].
III. CRAFTING MODELS
We restrict our attention to models s : X → R built as a
weighted sum of kernels that are centered at the data locations
s(x) =
N∑
n=1
αnk(xn, x) = α
>KXx . (6)
3Solutions to a number of optimal fitting problems have this
form as discussed next. Since the number of functions k and
their centers have already been defined, constructing a model
is equivalent to deciding the α coefficients.
A. The noise-free case
In the absence of noise (δ¯ = 0), the labels in D perfectly
represent f . We can then solve the approximation problem
by finding an s ∈ H such that the evaluations s(xi) match
f(xi) =: fxi for all points in D. This can be posed as the
variational problem
s¯ = arg min
s∈H
‖s‖2H (7a)
s.t. s(xn) = fxn (7b)
∀n = 1, . . . , N
in which the objective favors low-complexity solutions, mea-
sured by the function space norm ‖ · ‖H.
Thanks to the optimal recovery property (see [24, Thm 13.2]
or [35, Thm. 3.5]), it is known that out of all elements s ∈ H
capable of interpolating the dataset, a minimizer for the above
problem exists and assumes the form (6). The solution s¯ can be
therefore found by simply solving the linear system of equa-
tions Kα = fX for α, where fX =
[
f(x1) . . . f(xN )
]>
.
Given the PD property of the kernel k and Assumption 1, K is
positive-definite and hence invertible. Therefore, α = K−1fX
and the unique optimizer of (7) is
s¯(x) = f>XK
−1KXx (8)
Because of (5), we see that its norm can be expressed in terms
of the data values as ‖s¯‖2H = f>XK−1fX .
Remark 2. It holds that ‖s¯‖H ≤ ‖f‖H independently of the
number of samples in D. This stems from f being the solution
to (7) when the equality constraints are imposed for all x ∈ X .
A first inequality can be obtained for the model s¯ with the
aid of the previous remark. This is a known but not very
disseminated result, which tightens the more widely spread
bound [24, Thm. 11.4]. The proof we give here is important
to help build an intuition on how the RKHS norm measures
the complexity of a function.
Proposition 1. Assume that the dataset D is not affected by
noise, i.e., δ¯ = 0. Under Assumptions 1 to 3, the interpolating
model s¯ admits the error bound
|s¯(x)− f(x)| ≤ P (x)
√
Γ2 − ‖s¯‖2H (9)
for any x ∈ X , where f is the unknown ground-truth and
‖s¯‖2H = f>XK−1fX .
Proof. Let x ∈ X be a fixed query point, which is not in D.
Denote by s¯+ the function of the form (6) interpolating all
known points fX in D and the unknown value fx := f(x).
We then have
‖s¯+‖2H =
[
fX
fx
]> [
K KXx
KxX Kxx
]−1 [
fX
fx
]
=
[
fX
fx
]> [
K−1 0
0 0
] [
fX
fx
]
+ P−2(x)
[
fX
fx
]> [
K−1KXx
−1
] [
K−1KXx
−1
]> [
fX
fx
]
= ‖s¯‖2H + P−2(x)(s¯(x)− fx)2
≤Γ2
where the second equality follows from the matrix inversion
lemma, and the inequality follows from Remark 2. Finally, the
last two lines imply |s¯(x)− f(x)| ≤ P (x)√Γ2 − ‖s¯‖2H.
If, on the other hand, the query point x belongs to the dataset
D, the bound evaluates to zero and thus it holds tightly.
One can also arrive at (9) by starting from the inequality
|s¯(x) − f(x)| ≤ P (x) ‖f − s¯‖H [25, Eq. 9] and noting that
‖f − s¯‖2H ≤ Γ2 − ‖s¯‖2H. Nevertheless, the proof we provided
gives more insight on how the norm of a model s¯ might grow
after the addition of a new data-point. More specifically, this
only happens if the new value fx differs from what the model
was previously predicting s¯(x).
Through Proposition 1, evaluations of f for every x ∈ X
can be bounded according to
fmin(x) ≤ f(x) ≤ fmax(x) (11)
with fmin(x) = s¯(x) − P (x)√Γ2 − ‖s¯‖2H and fmax(x) =
s¯(x) + P (x)
√
Γ2 − ‖s¯‖2H. Furthermore, this interval is non-
growing as stated next.
Proposition 2. Let fminX (x), fmaxX (x) be given through the
reformulation of Proposition 1 for distinct data-sites X . Let
Z = X ∪ {z} be the set of distinct data-sites, generated
through the addition of a single site to X . Then we have
fminX (x) ≤ fminZ (x), fmaxX (x) ≥ fmaxZ (x) (12)
Proof. See Appendix A.
Intuitively, for any point in the domain, this favorable
property establishes that augmenting the dataset D with any
new pair (x, y) ∈ X ×R (while still satisfying Assumption 1)
either preserves or sharpens the inequality.
B. Kernel ridge regression analysis
To tackle the approximation problem in the presence of
measurement noise, a compromise between fitting the data and
rejecting uninformative fluctuations has to be found. One of
the most standard tools used to achieve this balance is kernel
ridge regression (KRR), in which the unconstrained problem
s∗ = arg min
s∈H
1
N
N∑
n=1
(yn − s(xn))2 + λ‖s‖2H (13)
is solved, yielding the KRR model s∗. In (13), the regular-
ization weight λ ∈ R≥0 dictates the aforementioned balance:
4λ = 0 produces a plain interpolant due to our assumptions on
k and D, whereas increasing values of λ lead to a surrogate
model that fits the dataset while avoiding abrupt variations.
Thanks to the representer theorem, this infinite-dimensional
functional problem over H can be recast as an equivalent
finite-dimensional one (see the pivotal work [36], and [37]
for a recent generalization). A closed-form solution for (13)
can then be obtained through this reformulation and is given
by (see e.g. [35, Thm. 3.4])
s∗(x) = α∗>KXx (14)
with optimal weights α∗ = (K + NλI)−1y. Let c denote
the vector of values attained by s∗ at the data locations X ,
i.e., cn := s∗(xn), n = 1, . . . , N . The regressor then satisfies
Kα∗ = c ⇒ α∗ = K−1c. From the latter and (5), the
norm can be also expressed in the convenient quadratic form
‖s∗‖2H = c>K−1c, where c = K(K +NλI)−1y.
Before establishing the KRR prediction-error bound, we
first need to analyze how noise can perturb the norm of an
interpolant. To this end, consider the next result.
Lemma 1. Let Assumptions 1 and 2 hold. Let moreover
s¯(x) = f>XK
−1KXx be the model interpolating the noise-free
values fX , and s˜(x) = y>K−1KXx the model interpolating
the noisy values y. Then
∇ ≤ ‖s˜‖2H − ‖s¯‖2H ≤ ∆ (15)
where ∆ denotes the maximum and ∇ the minimum of
(−δ>K−1 δ + 2 y>K−1 δ) subjected to |δ| ≤ δ¯.
Proof. It follows from expanding ‖s˜‖2H as ‖s¯‖2H plus a per-
turbation term, and recalling the definitions of ∆ and ∇.
Whereas calculating ∆ amounts to solving a convex opti-
mization problem since it is the maximum of a strictly concave
function, evaluating ∇ is not as straightforward. Still, the
quantity ∇ is not employed in our expressions. Bounding the
error associated with the KRR predictions is then possible
through the following inequality.
Theorem 1. Let N be the number of data-points, δ¯ ∈ RN>0
the noise bound, and λ the regularization constant. Under
Assumptions 1 to 3, the KRR model s∗ admits the error bound
|s∗(x)− f(x)| ≤ P (x)
√
Γ2 + ∆− ‖s˜‖2H + δ¯> |K−1KXx|
+
∣∣∣∣∣ y>
(
K +
1
Nλ
KK
)−1
KXx
∣∣∣∣∣ (16)
for any x ∈ X , where f is the unknown ground-truth, ∆ =
max|δ|≤δ¯(−δ>K−1δ + 2y>K−1δ), and ‖s˜‖2H = y>K−1y.
Proof. Recall that s¯(x) = f>XK
−1KXx and y = fX + δ.
Predictions given by s∗(x) can be decomposed as
s∗(x) = y>(K +NλI)−1KXx (17a)
= f>X (K +NλI)
−1KXx + δ>(K + λI)−1KXx
(17b)
= f>XK
−1KXx − f>X (K +
1
Nλ
KK)−1KXx
+ δ>(K +NλI)−1KXx (17c)
= f>XK
−1KXx − y>(K + 1
Nλ
KK)−1KXx
+ δ>
[
(K +
1
Nλ
KK)−1 + (K +NλI)−1
]
KXx
(17d)
= s¯(x)− y>(K + 1
Nλ
KK)−1KXx + δ>K−1KXx
(17e)
where (17c) and (17e) both follow from Woodbury’s matrix
identity. For compactness, let Q = (K + 1NλKK). The error
norm can therefore be upper bounded by
|s∗(x)− f(x)| (18a)
= |s¯(x)− f(x) + δ>K−1KXx − y>Q−1KXx| (18b)
≤ |s¯(x)− f(x)|+ |δ>K−1KXx − y>Q−1KXx| (18c)
≤ |s¯(x)− f(x)|+ δ¯> |K−1KXz|+ |y>Q−1KXx|
(18d)
≤ P (x)
√
Γ2 − ‖s¯‖2H + δ¯> |K−1KXz|+ |y>Q−1KXx|
(18e)
in which the triangle inequality was used to obtain (18c). Note
that (18d) tightly bounds (18c). Finally, (18e) is due to Propo-
sition 1. Thanks to Lemma 1, we know that ‖s˜‖2H−∆ ≤ ‖s¯‖H,
concluding the proof.
Let us have a closer look at the bound (16). Firstly, it is
consistent with the interpolating noise-free case, i.e., if δ¯ = 0
and λ → 0, (16) converges to (9). Secondly, the constant
∆ was introduced since we do not have access to ‖s¯‖2H.
Calculating it requires solving a box-constrained quadratic
program (QP) for it is the maximization of a concave objective.
The maximum is moreover independent of the query point x.
As a compelling alternative, note that P (x) Γ can be used
as a replacement for P (x)
√
Γ2 + ∆− ‖s˜‖2H in (16), being
a simple consequence of (9). By doing that, we observed
in our numerical experiments that little conservativeness was
introduced, while avoiding the need to compute ∆.
Approaching the problem from another perspective, we
analyze now a technique that enjoys a convenient low-norm
solution, which in turn leads to simplified error bounds.
C. ε-Support vector regression analysis
We now aim at finding a minimum norm solution to the
approximation problem under noise, while also fully exploiting
5the boundedness of δ. This can be readily formulated as
s? = arg min
s∈H
‖s‖2H (19a)
s.t. |s(xn)− yn| ≤ δ¯n (19b)
∀n = 1, . . . , N
which can be interpreted as a ε-support vector regression
(SVR) mathematical program with hard margins [27].
With the help of an indicator function, the constraints above
can be incorporated into the objective, permitting the use of
the representer theorem once more [36]. The optimizer can be
found by solving the simple quadratic program
α? = arg min
α∈RN
α>Kα (20a)
s.t. |Kα− y| ≤ δ¯ (20b)
and setting s?(x) = α?>KXx, where the attained values at
the data sites are denoted by dn := s?(xn), n = 1, . . . , N ,
with d =
[
d1 . . . dN
]>
= Kα?. Since the ground-truth
is a feasible solution to (20), the order ‖s?‖H ≤ ‖f‖H ≤ Γ
holds. Furthermore, we highlight that
‖s?‖H ≤ ‖s¯‖H (21)
due to the same reason. This enables us to bound the
prediction-error associated with the SVR model s?.
Theorem 2. Let δ¯ ∈ RN>0 be the noise bound. Under
Assumptions 1 to 3, the SVR model s? admits the error bound
|s?(x)− f(x)| ≤ P (x)
√
Γ2 − ‖s?‖2H + δ¯>|K−1KXx|
+ |(d− y)>K−1KXx| (22)
for all x ∈ X , where f is the unknown ground-truth and
‖s?‖2H = d>K−1d.
Proof. Observe that d − fX = d − y + δ, with |δ| ≤ δ¯ by
Assumption 2 and where d− y is known. We get
|s?(x)− f(x)| (23)
= |d>K−1KXx − f(x)| (24)
≤ |f>XK−1KXx − f(x)|+ |(d− fX)>K−1KXx| (25)
≤ P (x)
√
Γ2 − ‖s¯‖2H + |(d− y + δ)>K−1KXx| (26)
≤ P (x)
√
Γ2 − ‖s?‖2H + |(d− y)>K−1KXx|
+ δ¯>|K−1KXx| (27)
Where (25) follows from the triangle inequality, (26) from
Proposition 1 and the observation, and (27) from (21), the
triangle inequality and the noise bound.
We notice again that this bound is consistent with the noise-
free case: for δ¯ = 0, it holds that dn = f(xn) and ‖s?‖H =
‖s¯‖H, so we recover the bound in Proposition 1.
IV. DISCUSSION
A. Comparing KRR and SVR
Whether a KRR or SVR model should be used in a
given context depends on different practical considerations.
Strengths and weaknesses of each approach are examined next.
1) Model computation: The KRR model can be directly
constructed from a dataset D as in (14), since (13) admits
a closed-form solution. The SVR problem (19), on the other
hand, does not have an explicit solution in terms of the data,
but it requires the user to solve (20).
2) Hyperparameters: The choice of the regularization pa-
rameter λ in KRR is not straightforward, and should be guided
by the knowledge one has on δ. A badly chosen regularizer
impacts not only the model quality, but also the size of the
error bounds (16). In contrast, no hyperparameter is involved
in the SVR alternative, making it more suitable to scenarios
where nothing is known about the possible noise realizations.
3) Bound computation: To compute ∆ in (16), an optimiza-
tion problem has to be solved. Since ∆ does not dependent on
the query point location x, this has to be done only once for
a fixed D and δ¯. As opposed to it, after computing the SVR
model, bounding its error as in (22) only depends on known
given quantities and can therefore be carried out directly.
4) Error bounds magnitude: Differences in magnitude and
shape of the error bounds (16) and (22) are mainly due to
the distinct absolute value terms. Although in our experiments
they performed similarly and none of the bounds strictly
encompassed the other, the KRR one seems to be slightly
tighter on average for a well chosen regularization weight λ.
B. The effects of incorporating new data
The problem of improving the reconstruction quality of
a surrogate model is central in approximation theory [38]–
[40]. Three main tools are usually employed to analyze it: the
Lebesgue function L(x) := ‖K−1KXx‖1, the fill distance and
the separation distance, respectively defined as
hD,X := sup
x∈X
min
xn∈D
‖x− xn‖2
qD := min
xi,xj∈D
xi 6=xj
1
2
‖xi − xj‖2
Notice that, if the noise bound is uniform across all samples,
then δ¯>|K−1KXx| present both in (16) and (22) simplifies
to L(x) times the bounding constant. Due to this term, it is
not guaranteed that the bounds will shrink everywhere after
the addition of new data-points at arbitrary locations. It is
known that a new datum is most benign when it minimizes
hD,X while not reducing qD. Balancing these two constants
is an issue commonly referred to as the uncertainty principle
[25]. A key and simple advice is to use a uniformly or quasi-
uniformly distributed dataset, which not only favors the bound
shrinkage, but also controls the increase of the kernel matrix
K condition number [41], [42]. This implies that if the data
at hand are highly scattered, a pre-processing stage is highly
recommended, possibly dropping points that are too close to
each other as they could lead to numerical instabilities.
Despite the statements made above, and using the same
arguments as in [30, Sec. 4.1], one sees that the space to
where the unknown ground-truth is confined is non-increasing
with the addition of any new data. More specifically, denote
the right-hand side of (16) by e(x), and let WD(x) := {y ∈
R | s∗(x)− e(x) ≤ y ≤ s∗(x) + e(x)} be the interval function
6that bounds the value of f(x) for all x ∈ X . Let D+ be the
dataset augmented with one (pairwise-distinct) point. Whereas
it is not guaranteed that WD+(x) ⊂ WD(x), clearly f must
satisfy f(x) ∈ WD(x) ∩ WD+(x), so that the confinement
space is always non-increasing, i.e., total information gathered
about the unknown function increased. The same observations
are clearly true for the SVR model as well.
C. On the connections between KRR and Gaussian processes
Consider without loss of generality a Gaussian process set-
ting with a null prior mean function. Let σ2δ denote the variance
of the Gaussian measurement noise. Then, the GP conditional
expectation defines exactly the same map from X → R as the
KRR solution s∗ with a regularization parameter λ = σ2δ/N
[35, Sec. 3]. Indeed, a GP mean has precisely the same form
as (14). The disparity between both methodologies is in the
way their hypotheses spaces are defined. On one hand, f is
assumed to follow a distribution governed by the covariance
kernel k, and on the other, f is a static member of the RKHS
of the kernel k. In other words, in the former case f is a
stochastic process in a suitable probability space, and in the
latter, f is a map. Bounds derived for each model are therefore
very different in nature: GP results draw probabilistic limits for
their sample paths, whereas KRR results bound any function
in H, including the ground-truth [35].
In adopting the perspective presented in this paper, one
might be concerned with the restrictiveness of working only
in the space H [43]. It has been shown that, whereas a
GP mean belongs to its reproducing kernel Hilbert space,
sample paths fall outside of it almost surely as they are
‘more complex’ maps [35, Sec. 4]. Nonetheless, given any
continuous function g, the set H associated with for instance
the squared-exponential kernel has at least one member that
is arbitrarily close to g—that is, H is dense in the class of
continuous functions [34]. Models s in H enjoy therefore the
so called universal approximation property, which renders their
representation capabilities equal to many families of widely
used neural networks.
V. NUMERICAL EXPERIMENTS
Two examples are presented here to illustrate the behavior
of the established inequalities in different conditions. First we
compare the KRR and SVR approaches to each other, and to
the deterministic error bound recently proposed in [30]3. In the
cited work, the authors proposed a GP-like surrogate model
and established deterministic error bounds also exploiting an
RKHS norm estimate Γ. The expression is reproduced here
using our notation:
|s(x)− f(x)| ≤ σ(x)
√
Γ2 − y>(K + δ˜2I)−1y +N (28)
where σ(x) = (k(x, x) − KxX(K + δ˜2I)−1KXx)1/2, δ˜ is a
necessarily uniform bound on the noise, and s is their model.
A second example is also discussed, focusing exclusively on
the KRR case. The negative effects of having highly scattered
data are highlighted and a simple way to handle them is shown.
3The results were derived from the well-known paper [28].
-4 -2 0 2 4 6 8 10
-2
-1
0
1
2
3
4
5
6
7
-4 -2 0 2 4 6 8 10
-2
-1
0
1
2
3
4
5
6
7
Fig. 1: Ground-truth (- -), KRR (—), SVR (—), and the al-
ternative proposed in [30] (—). The error bounds are depicted
using the same colors of their respective models, and were
computed for N = 20 (top) and N = 100 (bottom) samples.
The noisy data-points are shown as black circles.
A. A comparison among three alternatives
Let k be the square exponential kernel function
k(x, xn) = exp
(
−‖x− xn‖
2
2
`
)
(29)
with lengthscale ` = 1, and consider a ground-truth function
f : X → R with a known kernel expansion f(x) = −k(x, 0)+
3.5 k(x, 2)+1.6 k(x, 3)+6 k(x, 5), which leads us to ‖f‖H =
7.49. Surrogate models were built based on an overestimate
Γ = 9, and two datasets sampled from X = {x ∈ R | −
4 ≤ x ≤ 10}, affected by a uniformly bounded noise |δn| ≤
0.15, for all n. The ridge regression (with λ = 0.001), support
vector regression and the model in [30] were computed and are
shown in Figure 1. In terms of nominal predictions, the three
approaches yielded similar results. The SVR model however
was able to filter the existing noise best (for this specific KRR
choice of λ). As for the bounds, the technique proposed in
[30] encompassed the KRR and SVR areas almost everywhere
in both scenarios, therefore being more conservative. In this
particular example, this was due to two reasons. Firstly, recall
Definition 2, and notice that the power function P (x) will
always evaluate to a number smaller than σ(x) in (28) due to
(K+δ˜2I)  K. Secondly, (28) has a direct dependence on the
number of samples N , which is not present in the other two
bounds. The uncertainty regions defined by the KRR and SVR
models were similar to a large extent in shape and magnitude,
indicating that both are equally suitable modeling tools. When
the number of samples was increased from N = 20 to N =
100, all bounds tended to shrink: the average thickness of the
prediction envelope was reduced from 2.14 to 1.41 (yellow),
1.20 to 0.73 (blue), and 1.35 to 0.74 (green). However, one can
see a growth of the blue and green bounds at the extremes of
7Fig. 2: Error bounds e(x) (top) and, KRR regressors along with their prediction envelopes (bottom) for three scenarios: (left)
N = 625 points distributed in a grid, (center) N = 625 sampled from a uniform random distribution, and (right) N = 625
sampled from a uniform random distribution plus N = 36 points collected from the domain edge.
the domain, when N was increased. This is a common effect
and was mainly caused by the Lebesgue-related term present
in (16) and (22) (see Subsection IV-B).
B. The KRR bounds in 2 dimensions
Consider the dynamics of the Tinkerbell chaotic system
first coordinate f(x) = x21 − x22 + 0.8x1 − 0.6x2 on the
domain X = {x ∈ R2 | [−5 −5]> ≤ x ≤ [5 5]>}. With
a slight abuse of notation, x1 and x2 denote the first and
second components of x. Two training datasets of N = 625
points were collected: one forming a perfect grid across the
domain, and one drawn randomly from a uniform distribution.
Bounded measurement noise |δn| ≤ 0.5 was considered in
both cases. The squared-exponential kernel was chosen and
the lengthscale ` = 5.27 was determined by maximizing
the resulting log-likelihood through the fitrgp command in
MATLAB. Γ was estimated by collecting noiseless evaluations
fX of the ground-truth and determining the norm of the
associated interpolant; a final value of Γ = 196.1 was adopted
after the use of a safety factor (see Remark 2). The KRR
model (14) with λ = 1×10−4 was used to reconstruct f . The
final surrogate functions s∗(x) and their error bounds e(x)
(the right-hand side of inequality (16)) are shown in Figure 2.
As can be seen from the first two surfaces, the nominal KRR
models were very similar despite being trained with differently
distributed datasets. The bounds were tight and uniform under
the evenly spaced samples, whereas they behaved badly under
the scattered ones, showing high peaks especially at the border
of the domain. We stress that the scale was held constant
(from 0 to 12) across e(x) plots for visualization purposes,
but the attained values were higher in the completely satu-
rated yellow regions as indicated by the prediction envelope
below it. Notice nevertheless that the center part of the error
bounds remained relatively tight. Finally, the random dataset
was augmented with 36 points collected from the domain
boundary, and the results are presented in the rightmost plots.
Incorporating these extra points was enough to significantly
dampen the increase not only at the border, but also in internal
regions. We observed an average error bound of 2.02 for
the grid sampling, an increase to 3.19 after randomizing the
sample locations, and a reduction to 2.44 in the final case,
providing thus a clear overall improvement.
VI. FINAL REMARKS
Deterministic prediction error bounds were provided for two
classes of popular non-parametric kernel techniques: kernel
ridge regression and ε-support vector machines. In our setting,
we considered bounded measurement noise and ground-truth
functions belonging to the RKHS of positive-definite kernels.
The matter of data distribution was addressed and two ex-
amples were provided to show the applicability of the given
theory. We believe the uncertainty bounds presented here can
be employed in a number of different scenarios, data-driven
model predictive control with safety guarantees being perhaps
the most evident one. This will the be the subject of future
investigations.
APPENDIX A
PROOF OF PROPOSITION 2
In the following, we only prove fmaxX (x) ≥ fmaxZ (x), the
inequality for fmin follows from the same arguments. To get
the interval at a point x ∈ X , we consider the sets X, X¯ =
X ∪ {x}, Z = X ∪ {z} and W = Z ∪ {x}. Additionally, we
denote the interpolant of fX by sX and follow this convention
8for the other sets. We observe the following norm identities,
derived as in the proof of Proposition 1
‖sW ‖2H = ‖sX¯‖2H + P−2X¯ (z)(sX¯(z)− fz)2 (30)
= ‖sX‖2H + P−2X (x)(sX(x)− fx)2
+ P−2
X¯
(z)(sX¯(z)− fz)2
(31)
= ‖sZ‖2H + P−2Z (x)(sZ(x)− fx)2 (32)
≤ Γ2 (33)
This allows us to write fmaxZ (x) in two different ways
fmaxZ (x) = sZ(x) + PZ(x)
√
Γ2 − ‖sZ‖2H (34)
= sX(x) + PX(x)
√
Γ2 − ‖sX‖2H − P 2X¯(sX¯(z)− fz)2
(35)
From (35), we observe
fmaxZ (x) ≤ sX(x) + PX(x)
√
Γ2 − ‖sX‖2H (36)
= fmaxX (x) (37)
using the positivity of the power function. 
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