Introduction
The groups in which each subgroup has only finitely many conjugates have been characterized by B. H. Neumann [1, Section 4, page 127] more than fifty years ago. A group G which has the center Z(G) of finite index in G is called central-by-finite. B. H. Neumann showed that a group is central-by-finite if and only if each subgroup has only finitely many conjugates. A subgroup H of a group G is called almost normal in G if H has finitely many conjugates in G, that is, if H has finite index |G : N G (H)|, where N G (H) is the normalizer of H in G. Therefore, Neumann's theorem [1, Section 4, page 127] shows that a centralby-finite group is characterized to have each subgroup, which is almost normal.
Neumann's theorem can be formulated in terms of classes of groups as follows. For a subgroup H of a group G, we write "all subgroups of G belonging to L have property χ" is rather restricted. We take the family L 6 as an example: the descriptions of groups, all of which finitely generated subgroups are subnormal (Baer-groups, see [1, Lemmas 2.34, 2.35]), almost normal (FC-groups, see [1] ), or satisfying max (locally noetherian groups, see [1] ), are rather unsatisfactory. An exception is the class of all groups, all of which finitely generated subgroups are normal. These are the Dedekind groups and they have been classified. Therefore it may be interesting to study groups in which a property χ is imposed on a large family of subgroups, for instance, on the family L 7 of all nonfinitely generated subgroups. Clearly,
For the property χ, we choose to haveČernikov classes of conjugate subgroups. So this article is devoted to groups G, satisfying either of the following properties:
) is a polycyclic-by-finite group.
A group G which satisfies (i) is called anti-CC-group in analogy with the terminology which has been adopted in [13] , where anti-FC-groups have been analyzed. An anti-FCgroup G is a group in which each nonfinitely generated subgroup H is almost normal in G. A group G which satisfies (ii) is called anti-PC-group. From the previous considerations, it is clear that a group G is an anti-FC-group if and only if each nonfinitely generated subgroup H of G has G/core G (N G (H)) which is a finite group. Therefore, the notions of the anti-CC-group and anti-PC-group extend the notion of the anti-FC-group so that most of the results in [13] can be found as special situations. Section 2 is devoted to recall some preliminaries which help us to prove the main results. Our main results are contained in Sections 3 and 4. More precisely, Section 3 describes locally finite anti-CC-groups and anti-PC-groups. Section 4 describes locally nilpotent anti-CC-groups and anti-PC-groups.
Our notation is standard and can be found in [1] . The background has been referred to [1, Section 4.3] for FC-groups, to [4, 22, 23] for CC-groups, and to [7] for PC-groups. General information on locally finite and locally nilpotent groups can be found in [10, 14, 24] . [25, Section 3] ). In a similar way, an element
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is a polycyclic-byfinite group. The set P(G) of all PC-elements of G is a characteristic subgroup of G, which is called PC-center of G (see [7] 
Then each finitely generated subgroup of G is almost normal in G and this implies that G is an FC-group. Then (i) has been proved.
A similar argument shows (ii) and (iii).
Reference [15] describes those groups in which each nonfinitely generated subgroup is subnormal. Such groups are called db-groups and they represent the dual class of the Baer groups (see [26] , [1, Section 2.3] ). Unfortunately, we cannot say that an anti-CC-group (resp., an anti-PC-group) is a db-group so that many results of [15] cannot be directly applied. However, it is possible to compare [13 , noting that analogous situations happen for anti-CC-groups (resp., for anti-PC-groups). In particular, some methods which have been used in the present paper mime the methods which have been used in [13, 15] .
We end this section, recalling two results which are fundamental in our investigations. The first result describes the structure of a group withČernikov classes of conjugate subgroups (see [2, Main Theorem], [4] ).
Theorem 2.2 [2] . Let G be a group withČernikov classes of conjugate subgroups. Then the following assertions hold:
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A group G which has an abelian normal subgroup A such that G/A is aČernikov group and is said to be abelian-by-Černikov. This situation happens in statement (i) of the preceding theorem.
The second result describes the structure of a group with polycyclic-by-finite classes of conjugate subgroups [6, Main Theorem] .
Theorem 2.3 [6]. A group G has polycyclic-by-finite classes of a conjugate subgroups if and only if it is central-by-(polycyclic-by-finite).

Locally finite case
The first two statements follow from the definitions and from Lemma 2.1, so the proofs have been omitted.
Lemma 3.1. (i) Subgroups and quotient groups of anti-CC-groups are anti-CC-groups.
(ii) Subgroups and quotient groups of anti-PC-groups are anti-PC-groups.
Lemma 3.2. (i) If G is an anti-CC-group and C(G) = G, then G hasČernikov classes of conjugate subgroups. (ii) If G is an anti-PC-group and P(G) = G, then G has polycyclic-by-finite classes of conjugate subgroups.
Lemma 3.3. Assume that x is an element of the anti-CC-group G. If A = Dr i∈I A i is a subgroup of G consisting of x -invariant nontrivial direct factors A i , i ∈ I, with infinite index set I, then x belongs to C(G).
Proof. Consider x 1 = x ∩ A. Then supp x 1 = I 1 is a finite subset of I, and x ∩ Dr i∈M A i = 1, where M = I \ I 1 is infinite. We choose two infinite subsets M 1 and
Obviously, H 1 = x Dr i∈M1 A i and H 2 = x Dr i∈M2 A i cannot be finitely generated, therefore, G/core G (N G ( H 1 )) and
is isomorphic to
thanks to the well-known results of isomorphism between groups. G/K 1 ∩ K 2 is ǎ Cernikov group because it is the subdirect product of theČernikov groups G/K 1 and
is aČernikov group, and so x belongs to C(G).
Lemma 3.4. Assume that x is an element of the anti-PC-group G. If A = Dr i∈I A i is a subgroup of G consisting of x -invariant nontrivial direct factors A i , i ∈ I, with infinite index set I, then x belongs to P(G).
Proof. We follow the argument of the previous proof, using polycyclic-by-finite groups instead ofČernikov groups. Proof. We define two subsets of I, namely,
for every n ∈ N}. Obviously, M 1 ∪ M 2 = I, so at least one of the two subsets is infinite.
Now A = Dr i∈I x −r Ax r for every positive integer r, where x is an element of G and we obtain that
is a direct product of infinitely many nontrivial factors since γ n (A i ) ≤ T. By construction, x normalizes T and permutes the given direct factors of T. By combining the conjugates under x to one new factor, we have reduced the situation to that of Lemma 3.3, and find that x belongs to C(G). 
Case 2 (M 1 is infinite
(G).
If M 1 is infinite and the torsion subgroup W is of a infinite rank but π is finite, there is a characteristic elementary abelian p-subgroup V of W which is of infinite rank. Again, V is the direct product of two infinite x -invariant subgroups V 1 and V 2 such that V 1 ∩ x V 2 = 1. Again, x V 1 , x V 2 , and x V 1 ∩ x V 2 = x belong to C(G). If the torsion subgroup W is of finite rank, we can construct a torsion-free x -invariant subgroup L of infinite rank in Z(A).
to C(G). This completes Case 2, and the result follows.
Proof. From Theorem 3.12, either G has finite classes of conjugate subgroups or G is ǎ Cernikov group. In the first case, we recall that this is a different formulation of the Neumann's theorem, as mentioned in the introduction of the present paper. Then the result follows.
It seems opportune to note that Theorems 3.11 and 3.12 include [13, Theorem 2.2] as a special case, and agree with [15, Theorem 1] . Now the classification of the locally finite anti-CC-group is easy to see.
Theorem 3.15. The infinite locally finite group G which is not aČernikov group is an anti-CC-group if and only if G is central-by-Černikov.
Proof. If G is not aČernikov group, then the result follows from Corollary 3.13.
In a similar way, the classification of the locally finite anti-PC-group is easy to see.
Theorem 3.16. The infinite locally finite group G which is not aČernikov group is an anti-PC-group if and only if G is central-by-finite.
Proof. If G is not aČernikov group, then the result follows from Corollary 3.14.
Locally nilpotent case
A group G is called soluble-by-f inite if it has a normal soluble subgroup S whose index |G : S| is finite. We recall that a group G has finite abelian section rank if it has no infinite elementary abelian p sections for every prime p (see [1, volume II, Section 10] ). Following [1, 13] , a soluble-by-finite group G is an 1 -group if it has finite abelian section rank and the set of prime divisors of orders of elements of G is finite. Literature on 1 -groups can be found, for instance, in [1, volume II] . Finally, we recall the notion of rank of a group, following the well-known terminology of Prüfer (see [1] ). If A is an abelian group, the torsion-free rank of A is the rank of the factor group A/T(A), where T(A) denotes the set of all elements of finite order in A. The torsion-free rank of A is denoted by r 0 (A). The total rank of A is the sum r 0 (A) + p r p (A), where r p (A) is the rank of the p components of A for each prime number p. has finite total rank by Corollary 3.5. A result of Charin (see [1, Theorem 6 .36]) implies that K is a soluble 1 -group. We conclude that G has a normal soluble 1 -subgroup K such that G/K is aČernikov group. Therefore, G is an extension of a soluble 1 -group by an abelian group with min by a finite group. An abelian group with min is clearly an 1 -group and the class of 1 -groups is closed with respect to extensions of two of its members (see [1, 15] ). Therefore, G is a soluble-by-finite 1 -group. Proof. We repeat the argument of the previous proof so that it is shown only for the convenience of the reader.
G possesses an ascending normal series whose factors are either locally nilpotent or locally finite [1, Theorem 2.31]. Let K be the largest radical normal subgroup of G. It follows from Corollary 3.14 that the largest locally finite normal subgroup T/K of G/K is either central-by-finite or aČernikov group. From then, we repeat exactly the corresponding part in the proof of Theorem 4.1, using Corollary 3.6 instead of Corollary 3.5. It follows that G is a soluble-by-finite 1 -group. Proof. This follows from Theorem 4.2 and the formulation of Neumann's theorem as in the introduction.
It is well known that a locally nilpotent group G has its torsion subgroup T which is locally finite and the quotient group G/T which is torsion-free (see [1] ). Then it is enough to investigate the structure of a torsion-free locally nilpotent anti-CC-group (resp., anti-PC-group) in order to have a satisfactory description of a locally nilpotent anti-CC-group (resp., anti-PC-group). Proof. Assume from Theorem 4.1 that G hasČernikov classes of conjugate subgroups.
[G,G] should be aČernikov group from Theorem 2.2 and this cannot be. Then we may assume that G is a soluble-by-finite 1 -group, since G is nonfinitely generated, also its center Z(G) is nonfinitely generated from [27, Lemma 2.6] . Let X/Z(G) be a subgroup of G/Z(G). Then X is nonfinitely generated, and hence G/core G (N G (X)) is aČernikov group. But every subgroup of G/Z(G) has such property so that G/Z(G) hasČernikov classes of conjugate subgroups. Now G/Z(G) satisfies Theorem 2.2 so that its derived 
subgroup [G/Z(G),G/Z(G)] is aČernikov group. We note that T(G/Z(G)) = T(G)Z(G)/ Z(G) and T(G)
= 1, then T(G/Z(G)) = 1 and G/Z(G) is a torsion-free group. Now [G/ Z(G), G/Z(G)] = 1 so that G/Z(G) is abelian,
Journal of Applied Mathematics and Decision Sciences
Special Issue on Intelligent Computational Methods for Financial Engineering Call for Papers
As a multidisciplinary field, financial engineering is becoming increasingly important in today's economic and financial world, especially in areas such as portfolio management, asset valuation and prediction, fraud detection, and credit risk management. For example, in a credit risk context, the recently approved Basel II guidelines advise financial institutions to build comprehensible credit risk models in order to optimize their capital allocation policy. Computational methods are being intensively studied and applied to improve the quality of the financial decisions that need to be made. Until now, computational methods and models are central to the analysis of economic and financial decisions. However, more and more researchers have found that the financial environment is not ruled by mathematical distributions or statistical models. In such situations, some attempts have also been made to develop financial engineering models using intelligent computing approaches. For example, an artificial neural network (ANN) is a nonparametric estimation technique which does not make any distributional assumptions regarding the underlying asset. Instead, ANN approach develops a model using sets of unknown parameters and lets the optimization routine seek the best fitting parameters to obtain the desired results. The main aim of this special issue is not to merely illustrate the superior performance of a new intelligent computational method, but also to demonstrate how it can be used effectively in a financial engineering environment to improve and facilitate financial decision making. In this sense, the submissions should especially address how the results of estimated computational models (e.g., ANN, support vector machines, evolutionary algorithm, and fuzzy models) can be used to develop intelligent, easy-to-use, and/or comprehensible computational systems (e.g., decision support systems, agent-based system, and web-based systems)
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