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I. INTRODUCTION 
In recent years the extension of the second or direct method of Liapunov to 
distributed parameter systems has gained much attention; specifically 
Movchan [I] and Zubov [2] have given results paralleling Liapunov’s 
classical theorems. However, in dealing with the question of asymptotic 
stability of equilibria, these theorems are not always applicable because of 
their rather stringent hypotheses on the negative definiteness of the time 
derivative of Liapunov type functionals. In [3] Barbashin and Krasovskii did 
weaken somewhat the hypotheses of Liapunov’s theorems for autonomous 
and periodic systems but it was LaSalle [46] who exploited the invariance 
of limit sets to obtain a much more general theory, his principal theorem 
being stated in the form of an invariance principle. This was then extended 
by Hale [7] for the infinite dimensional space of autonomous functional 
differential equations and by Miller in [8,9] f or almost periodic ordinary and 
functional differential equations. These developments suggest the desirability 
of formulating invariance principles for infinite dimensional spaces suitable 
for partial differential equations. This paper is in that direction. 
The direct generalization of autonomous systems of ordinary differential 
equations to infinite dimensions is the abstract dynamical system. Thus, one 
would like to state an invariance principle similar to the theorem of LaSalle 
for autonomous ordinary differential equations which is valid for dynamical 
systems in general. 
Brayton and Miranker [lo] stated a type of invariance principle for abstract 
dynamical systems but their work was limited to a particular class of systems 
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and their hypotheses were again similar to those of Movchan and Zubov. Hale 
and Infante [ 1 l] obtained results for dynamical systems which seem to gene- 
ralize both LaSalle’s results for autonomous differential equations and Hale’s 
work in autonomous functional differential equations; however, the definition 
of dynamical system used in [1 I] has been found not to cover certain systems 
described by partial differential equations. Since the study of partial differ- 
ential equations is one of the main reasons for considering the infinite dimen- 
sional vector space theory, Hale in [12] found it necessary to redefine dynami- 
cal system appropriately. With the definition of dynamical system in [12], 
Hale obtained a new invariance principle under certain additional hypotheses. 
What choice of hypothesis is appropriate in stating an invariance principle 
still is not clear and new outlooks seem proper. One such outlook is the 
approach taken here; specifically the new concept of a weak dynamical 
system has been added to the concept of a dynamical system. With this new 
concept an extension of LaSalle’s theorem is obtained which seems to be 
useful in studying asymptotic stability for mixed initial boundary value 
problems. 
The rest of the paper is divided into five sections. Section 2 provides 
fundamental definitions and a statement and proof of the invariance prin- 
ciple. Section 3 provides a short review of generalized solutions of partial 
differential equations, Section 4 discusses the relationship of weak dynamical 
systems and dynamical systems. In Section 5 some techniques used in 
application of the invariance principle are provided, and in Section 6 a simple 
nonlinear example is given to illustrate applications of the theory. 
2. THE INVARIANCE PRINCIPLE 
2.1. Basic De$nitions. 
Let R+ denote the interval [0, co) and 98 a Banach space with I/ 4 /ia denoting 
the norm of an element + E g’. 
DEFINITION 2.1. We say u is a dynamical system on a Banach space if 
(i) u is a continuous mapping of R+ x g into r@, 
(ii) u(O,$) = 4, and 
(iii) u(t + 7,+) = u(t, ~(7, 4)) for all t, 7 > 0 and all 4 E 8. 
The positive orbit O+(4) through 4 E 98 is defined by O+(4) = VI>,, u(t, a). 
\Ve say that # is an equilibrium point if O+(#) = #. 
DEFINITION 2.2. If zero is an equilibrium point, then we say that zero is 
stable if for every l > 0 there exists a 6 > 0 such that (/ 4 //.a < 8 
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implies /I u(t, +)]I9 < E for all t > 0. If, in addition, there exists 6 > 0 such 
that 114 III < b implies )/ u(t, c$)~I,~ ---f 0 as t + co, then the origin is said to be 
asymptotically stable. 
In analogy with ordinary differential equations, Liapunov type theorems 
are available to determine criteria for asymptotic stability. One such theorem 
used by Movchan [I] was rewritten by Parks [ 131 in a form used by Kalman 
and Bertram [14]: 
THEOREM 2.1. Suppose there exists a functional I;(u(t, 4)) such that z&en 
11 u(f, 4)l~ f 0, 0 < a(il u(t, 4)II) < V < P(ll u(f, +)ll), bT = 0 when II u(t, $):I -= 0, 
zL)here 01(r), p(r) are continuous nondecreasing scalar functions of Y. Also suppose 
that V(u(t, 4)) considered as a function oft is dzjferentiable so that dV/dt exists; 
dV/dt < -y(l; u(t, $)I:) < 0, 11 u(t, 4)11 #: 0; y(r) continuous and positive 
de$uite, ~(11 u(t, $)li) = 0, 1, u(t, 4)ll = 0, then the origin is asymptotical/y 
stable. 
In applications to certain mixed initial boundary value problems it is 
sometimes difficult to apply Theorem 2. I because of the negative definiteness 
requirement on d V,‘dt. For autonomous ordinary differential equations LaSalle 
has obtained the following result which weakens the negative definiteness 
requirement [6] : 
Let G be a set in RT1 and G* an open set in R’l so that G the closure of G 
is contained in G*. For the autonomous system 
f If(X), (2.1) 
assume f is a continuous function on G” to R”. Let I’ be locally Lipschitzian 
from G* to R. n:e say I’ is a Liapunov function for (2.1) on G if v < 0 on 
G, where 
Define E = {x; Y(X) == 0, x t G) and let M be the union of all solutions 
that remain in E on their maximal interval of definition (N, w). 
THEOREM 2.2. Let V be a Liapunov function for (2.1) on G and let x(t) be 
a solution of (2.1) with maximal interval of de$nition (LX, w), a: < 0 < W. If 
x(t) is in G,for t in [0, ~)((a, 0]), then either x(t) ---f co as t + Wp(t -+ a+) or 
w = co(a: = -co) andx(t)--t M, =MU{co)ast+co(t-t--co). 
DEFINITION 2.3. We say u is a weak dynamical system on a Banach space 
LB if 
(i) u is a weakly continuous mapping of R+ x .g into .%‘, (i.e., if 
I t - t, I - 0 and 4,: 4. then u(t, ,+,) J% u(t, (f)), 
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(ii) u(O,$J) = 4, and 
{iii) u(t + 7, (5) = u(t, U(T, 4)) for all t, 7 >, 0 and all + E 93’. 
The concepts of positive orbit and equilibrium point are identical to those of 
Definition 2.1. 
JVith respect to the mapping and semigroup properties, there is no differ- 
ence between the concepts of dynamical system and weak dynamical system. 
Furthermore, if the dynamical system or weak dynamical system is defined 
on a finite dimensional vector space no difference exists between the two 
concepts. Thus the case when the system is given on an infinite dimensional 
Banach space is the one of interest. This point will be pursued further in 
Section 4. 
In the theory of dynamical systems in finite-dimensional vector spaces, the 
concept of limit sets and invariant sets are basic since limit sets of orbits are 
invariant sets. Hale in [ 121 h as g iven definitions of these concepts for dynami- 
cal systems on Banach spaces. It is these definitions which will be used here. 
DEFINITION 2.4. Let u be a dynamical system on 3. For any 4 in :3, the 
w-limit set of the orbit through 4 in the set of # in 6’ such that there exists a 
nondecreasing sequence {tn), t,, > 0, t, -+ CO as n --, in) such that 
DEFINITION 2.5. A set M in 9 is an invariant set of the weak dynamical 
or dynamical system u if for each 4 in M, there exists a function 
defined and in M for each s E (- ;o, co) and such that for any 
u E (-co, co), u(t, C(o, 4)) = U(t + U, 4) for t E R+. 
Zubov [2] in this study of dynamical systems defines an invariant set as a 
set M such that for any C$ in M, Ol($) belongs to M. Hale and Infante [l l] 
observed that since u is defined only on R+ this definition at first appears 
reasonable; upon further consideration, however, they noted that Zubov’s 
definition does not impart any special significance to the limit set of an orbit 
and appears unreasonable since it generally occurs that trajectories having 
limits can be used to define functions on (-00, co). Zubov’s invariance will 
now be called positive invariance: 
DEFINITION 2.6. A set M-+ in 9-T is a positively invariant set of the weak 
dynamical or dynamical system if for each C$ in M+, O+(4) C M+. 
In the above definitions two points should be noted. First, invariance is 
defined in the same manner for both weak dynamical systems and dynamical 
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systems. This is not surprising since invariance is an algebraic and not a 
topological property. Secondly, taking G = 0 in Definition 2.4 one sees 
u(t, 4) = U(t, 4) for 2 E R’; hence, an invariant set is positively invariant. 
While invariance is the important concept in describing limit sets of orbits, 
positive invariance is still a useful concept in applications. This arises from 
the fact that the equations of motion may be defined only for t E R+ and M’ 
is often easier to compute. Furthermore, M C Mf and since often M = Mr 
(e.g., when Mf is a single point in the vector space), finding M+ is equivalent 
to finding M. This point is illustrated by the example in Section 6. 
One of the first questions to be asked in studying dynamical systems is 
when do orbits possess limit points ? If u is a dynamical system on 97, one can 
be assured that O+(4) has a nonempty limit set if O+(d) belongs to a compact 
subset of 9. In practice, however, it is much easier to show that O+(4) belongs 
to a bounded set of .@. When studying autonomous ordinary differential 
equations, the finite dimensionality of .% insures the compactness of the 
closure of bounded sets and hence no difhculty arises. In partial differential 
equations, W is an infinite dimensional vector space and a major problem 
occurs in the relationship between boundedness and compactness. Two 
approaches are available to insure that if O+(4) is in a bounded set of 39 it will 
have a limit point. Hale in [ 121 takes the approach of imbedding .a in a larger 
Banach space $7 so that bounded sets in .3 are compact in %?. Here a some- 
what different point of view is exploited. Instead of imbedding 9 in a large] 
space, the limit points of 0 3 (4) are studied in the weak topology to gain the 
existence of a type of limit set. This is brought out in the following definition. 
DEFINITION 2.7. For any d, E 9, the weak w-limit set PI($) of an orbit 
through 4 is the set of # in 39 for which there exists a nondecreasing sequence 
{tn>, t, 2 0, t, + co as n-b rx: such that u(t, ,$) ~z+!J as n--, co. 
With this definition it is possible to state the following fundamental 
lemma: 
LEMMA 2.1. Let g be a separable, reflexive Banach space. ,41so let C$ in 3’ 
be such that O+(4) belongs to a closed bounded set of 9J for a weak dynamical 
system u. Then the weak w-limit set Qfl(d) of the orbit through 4 is a nonempty, 
weakly compact set in 9 and is an invariant set of the weak dynamical system. 
Proof. Since .G? is reflexive O-(4) belongs to a weakly compact set A. 
Therefore, the weak w-limit set Qc($) is nonempty. Since 93 is separable, r3 
may be considered to be a compact set in a metric space with a metric p 
induced by the weak topology [15]. Clearly QU($) C A. 
To show P(4) is compact in the weak topology, it is sufficient to show 
.P(+) is weakly closed. Let {J,&) be a sequence in Q”($) such that &, z JI as 
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n -+ co; i.e., p(& , 4) --f 0 as n -+ ~13. Now # E ;2 since A is weakly compact. 
Given E > 0, there exists N(E) such that p(& , #) < c/2 for n > N(c). Also 
since each $n is in Q’(4), there exists a sequence {tans}, t,, nondecreasing in 
m for each n, with t,,,, + co as m - rc, for each n, and such that 
Pwm 3 d), A?) - 0 
as m - co. So given E > 0, there exists M(E, n) with p(u(tnm , +), &J < c/2 
for m 3 M(E, n). Hence, p(u(tn,,, ,+), #) -C E for ?z > N(E), m 3 M(E, n). In 
particular p(u(tNI,L , +), #) < E for m >, M(,, S). So given E > 0, there exists 
t, so that ,44tc , $4, $1 < 6. Furthermore for a sequence {Q}, cl; --•, 0, a 
sequence t, can be so chosen that p(u(tk ,(b), #) < Ed, {tk} is nondecreasing 
and t, ---f 00 as k - co. This is because each cl;, k = 1,2,..., determines a 
sequence {tNn,), m > M(Q , ,V), tst,, nondecreasing, t,, ---f co as m---f co for 
which p(u(tNhl , $), #) < ci; . So all that has to be done is choose a member of 
this sequence larger than t,-, and call this element t, . Hence, the sequence 
{tk} shows that u(t, , +) -li: I$ as k + c;o and that # E Q’“(+). Thus, J’P(+) is a 
weakly closed subset of a weakly compact set and is, therefore, weakly com- 
pact. 
To show invariance, let 4 E JP(+). Then for this 4, there exists a sequence 
{tn}, nondecreasing, t, --f a, and u(tn ,C) 5 I# as n + co. Consider 
{u(t $- t, , +)}, t in [-7, T], 7 > 0, and t, chosen large enough that t, >, 2~ 
for n > 0. This sequence will now be used to construct the function U(t, 4) 
in Definition 2.5. 
Let Z be a compact subset of RI. The set C x iz is compact in the cross 
product topology induced by the Euclidean topology of the real line and the 
p-metric topology on A. The cross product topology can be con- 
sidered a metric topology with metric p*. (E. g., p*((t, , +r), (t2 , 4,)) = 
(1 t, - t, lz +- p(r#r , $J)2)1/p). If Z is such that u: Z x A - A, then by the 
definition of a weak dynamical system u is a continuous function on a compact 
set where .Z x A has the p*-metric, 4 has the p-metric. Hence, if Z is such 
that U: 2 x A -+ A, u is uniformly continuous in the appropriate p and p* 
metrics. 
Now observe that p(u(t - s $ t, , +), u(t $ t, ~ 4)) = p(u(s, u(t + t, , +)), 
~(0, u(t + t, , d))), s in [0, T]. Since O+($) C A, it follows that u(t + t, ,d) CA 
for t in [-T, T]. Hence given E > 0, there exists 8(c), 8(c) < 7 such that if 
0 < s < 6(r) then p(u(s, u(t + t, , $)), ~(0, u(t + t, , 4))) < E by the uniform 
continuity of u on [0, ~1 x A. Furthermore if 0 > s >, -S(E) one has 
&(t + tn + s, 4),4t + t, ,411 
= Pb@, u(t + s + t, ,4)), 4-h u(t + t, + s, #>)> < E 
by uniform continuity of u on [0, T] x Zz. Thus given E > 0, there exists 
S(E) such that if 0 < / s / < S(E) then p(u(t + t, + s, $), u(t + t, ,$)) < E. 
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Therefore, {u(t + t, , +)> IS e q uicontinuous for t in [-T, T]. Furthermore 
But {u(t -I~ t, , d)] u JP(+) is clearly sequentiallv compact in the p metric by ---’ 
the definition of P(4), and hence {u(t f t, , 4)) is compact in the p metric. 
By the generalized Ascoli Theorem [l6] this implies that there exists a 
subsequence {tn,} of {I,} and a function L,‘(t, #) t :I such that 
uniformly in t, t E [--7, T], as t,, --z ns. Letting T m:-- I, 2 ,... successively and 
using the diagonalization procedure determines a subsequence also denoted 
by tnn so that for t E (--co, 60) one has lim,>._, p(C’(t, 4), u(t Jo trLk , 4)) = 0 
uniformly on compact subsets of (-- oj. 03). Also it is obvious that 
L:(t, #) E C(4) and U(0, #) = $. 
Now let u be an arbitrary real number in ( --em, ‘30) and consider 
46 u(tn, + ~‘,4)) for t,* sufficiently large so that t, i D > 0, t E Rf. By the 
definition of U(t, $) and the uniform converge& of u(t mim t,,,, .4) in the 
p metric, we have u(z,~ -7~ u, 4) -li; C:(a, #). Also 
44 4Ll t 0, a,, = u(t ‘~ t,,,, 03 4). 
Therefore, 44 44LiC +-- U, 4)) : C,-(t u, #), i E R’ . However, by the 
definition of weak dynamical system u(t,,. ~1 u, 4) x U(u, #) implies that 
u(t, 4trLk -1 U, 4)) z u(t, L;(u, 4)). Thus by the uniqueness of weak limits 
in 93, u(t, U(U, 4)) = U(d : 0, $), for all u t (-x8, m) and all t E R+. Thus, 
Qc($) is an invariant set of the weak dynamical system and the lemma is 
proven. 
A useful consequence of this lemma is 
COROLLARY 2.1. Under the hypotheses of Lemma 2. I, define weak distance 
as 
weak dist%(u(t, 4). J?‘(4)) = inf p(u(t, 4), #), 
tid”‘(d) 
where p is the metrized weak topology of weakly compact subsets of B. Then 
weak distd(u(t, $), Q”(qS)) - 0 as t+ co. 
2.2. Statement and proof of the Invariance Principle 
An invariance principle analogous to Theorem 2.2 will now be proved with 
the aid of Lemma 2.1. 
Let u : R-i- x 9? - S? be a weak dynamical system on a separable, reflexive 
Banach space .#. 
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Let V be a weakly continuous scalar functional on B and define 
(2.2) 
Following LaSalle [6] one then defines: 
DEFINITION 2.8. We say a scalar functional V is a Liapuno~> functiona 
fey the weak dynamical system on a closed and bounded set G of .% if V($) is a 
weakly continuous scalar functional for 41 in G and p(4) < 0 for 4 in G. 
DEFINITION 2.9. R = {#J in G; li(#~) = 0:. 
M is the largest set in R invariant with respect to the weak dynamical 
system. 
THEOREM 2.3. (Invariance Principle). 
(1) u : R+ x B -+ 9 is a weak dynamical system on a separable, rejlexive 
Banach space g’, 
(2) an orbit O+($) belongs to G, where G is a closed and bounded set in g’, 
(3) V is a Liapunov functional for the weak dynamical system on G C g, 
then weak dist,(u(t, $), M) + 0 as t + 00. 
Proof. Since O+(+) belongs to G, Lemma 2.1 implies J?‘(4) is nonempty 
and invariant. Let 4 E J%(4). Then there exists (t,J, t, > 0, t, nondecreasing, 
t, + og as n + co, and such that u(tn , $) -% #. Since V is weakly continuous 
on the weakly compact set G, V(4) is b ounded from below for all 4 in G. 
Since V(u(t, +)) is nonincreasing as t increases it follows that V(u(t, 4)) + Z,, 
as t--j co. Thus, V(4) = Z0 for all 4 E J?(4). 
Now one can compute 1’($) for $ E @‘(+). By definition, 
By the invariance of Qw(#), $ E Qw($) implies u(t, $) E Q”(4) for each t E R+. 
But it has just been shown that V($) = I,, for all 4 E Q”(4). Thus, 
V(u(t, 4)) = I,, , t E R+. So for $ E Qw(+), V(u(t, 4)) = V(4) for t E Rf and 
v($) = 0. Thus, Qw($) C M since Q”(+) is invariant. By Corollary 2.1, weak 
dist%(u(t, 4), M) --f 0 as t -+ co and the theorem is proven. 
The following two two results are useful in applications: 
LEMMA 2.2. Let 
(1) u: Rf x @ + @ be a weak dynamical system on a separable, refEexive 
Banach space 9, 
505/7/3-I3 
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(2) the identity map I: .%’ -+ %’ is completely continuous, (8 a Banach 
space, 
(3) Vcg a continuous scalar functional on ‘V, 
(4) for a closed and bounded set G C @, v’(4) << 0 for $I in G, 
then V, is a Liapunov functional for the weak dynamical system on G. 
COROLLARY 2.2. Under the hypotheses of Theorem 2.3. and zj the identity 
map I: .% - ?? is completely continuous, V a Banach space, then 
i.e., 
dis&(u(t, (b), MI) + 0 as t4 co. 
3. SOBOLEV SPACES AND DYNAMICAL SYSTEMS 
In the definition of a dynamical system, the initial data and trajectories are 
assumed to belong to the same Banach space .5?. In ordinary differential 
equations, the state space g is R”; in functional differential equations it is 
the space of continuous functions over a finite interval; in hyperbolic partial 
differential equations and functional differential equations of the neutral 
type, %’ is taken to be a Sobolev space. Since the applications given here are 
to partial differential equations, it will be useful to recall some results on 
hyperbolic partial differential equations and Sobolev spaces [17-191. 
For any x E R”, 01 == (0~~ ,..., a,) denote P = $1 ... x2 . In particular, for 
the differential operator 
Let 9 be an open set in n-dimensional space. 
DEFINITION 3.1. For any nonnegative integer m, P,(Q) is the class 
of m times continuously differentiable real valued functions on Q and 
P(Q) = nz=,, C”(Q). C,m(Q) is the subset of P(Q) consisting of functions 
with compact support in Q. The functions C,m(Q) will be called test functions 
for J2. 
DEFISITION 3.2. Suppose 9 is a real valued function on Q and summable 
on every bounded domain of Q. If there exists a function w,(== w,~+...J 
which is summable and satisfies the equation, 
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for all test functions 5 on 0, then set W, = S$JJ/~X”;~ ..* 3x2 and call w, a 
generalized derivative of q. 
PROPOSITION 3.1. [ 171 Generalized derivatives are unique (up to a set of 
measure zero). 
DEFIKITION 3.3. The linear space of all summable functions 9(x, ,..., x’,,) 
having on the open set Q all generalized derivatives of order < 2 summable to 
a power p > 1 will be denoted by LV~)(Q) (Sobolev space). 
DEFINITION 3.4. Q has the segwient property if &? has a locally finite open 
covering {O,}[ZO] and corresponding vectors {ui} such that for 
O<t<l,.~$ty,E~,?cE~nOOi. 
It is noted that We’) is a separable Hilbert space with inner product, 
(P, 9) = i’, c D”PW dx. 
Ll\</ 
PROPOSITION 3.2. [17] Let Q be a bounded open set in R” having the segment 
property, then I: WA”‘(Q) + W, ‘“j(Q) is completely continuous for 1 > m. That 
is, W:‘)(Q) C W,jm’(.Q) an d every bounded sequence in W:“)(Q) has a subsequence 
which converges in Wim’(sZ). 
PROPOSITION 3.3. [ 171 Let Q be a bounded open set in R” having the segment 
property. Let p E Wim’(Q) with m > n/2, and let 1 be the largest integer less 
than m - (n/2)(1 = m - [n/2] - 1). Then p can be modi$ed on a set of measure 
zero so that p E P(B). 
With the above Hilbert space, Sobolev [18, 191 was able to describe the 
wave equation as a dynamical system. First let p(t, x1 ,..., x,) be a summable 
function on some domain LB of the (n J- 1) dimensional space. If there exists 
a summable function f (t, xi ,..., x,J such that 
for 0 = a2/(2t2) - A and any twice differentiable function l;(t, x1 ,..., x,J 
vanishing outside of some closed subdomain of 9, then f is called the gener- 
alized wave operator and one writes c]q~ = f. -4 function having a generalized 
wave operator equal to zero will be called a generalized solution to the wave 
equation. 
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THEOREM 3. I (Sobolev [ 181). For any T > 0, and initial data y,, E HJ’~~‘(J~), 
yl E L,(Q), there exists q~(x, t) a unique generalized solution to the wave equation, 
existing on the interval 0 < t < T, such that 
$2 II d., 4 - 4&,~l+n, - 0, 
F+F II vt(., t) - d’)li, 2 (n) - 0. 
Furthermore, the pair [s), r++] (where vt is the generalized t derivative of 
~(x, t)) considered as a function of t, v,, , or on Ri- x We” x L,(Q) is a 
continuous map into W.j”(.Q) x Le(Q). That is [p, CJ+] describes a dynamical 
system on lWj”(L!) X L,(Q). 
It is also noted that the generalized solution to the wave equation is the 
limit (uniformly in t) of smooth solutions to the wave equation [19]. Thus if 
~(x, t) is the generalized solution to the wave equation with initial data 
v0 E We’), CJ+ E L,(Q), then there exist sequences of infinitely differentiable 
data {vr), pp’} and corresponding infinitely differentiable solutions to the 
wave equation {@)(x, t)} so that 
II vcn’(., t) - d*, t)i’ (1) + 0 w, (Q) 
(uniformly in t) , 
11 p(. t) --- qt(., t)11 t 3 - 0 L,(Q) 
(uniformly in t), 
as 1z --f co. This result will motivate assumptions made in Section 5 when 
discussing computational techniques. 
4. EXISTENCE OF WEAK DYNAMICAL SYSTEMS 
Having defined dynamical and weak dynamical system, the relationship 
of one concept to the other will now be discussed. As previously mentioned 
because of the equivalence of weak and norm convergence on finite dimen- 
sional vector spaces the only case of interest is when the system is given on an 
infinite dimensional Banach space. 
In the infinite dimensional Banach space case, the following result can be 
obtained for the wave equation. 
DEFINITION 4.1. For k an integer, k > 0, W$‘(Q) is the subspace of 
Wj”‘(9) so that if p E Wan’, p vanishes at the boundary LX2 together with 
its first R - 1 generalized derivatives in the L, sense. 
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THEOREM 4.1 [21]. Let rp(x, t) be a generalized solution to the wave equa- 
tion as given in Theorem 3.1. Then the pair [v, ~~1 describes a weak dynamical 
system on WA;‘(Q) X L,(Q). 
Theorem 4.1 may appear to be a very specialized result. When one con- 
siders, however, the complexity in showing that a partial differential equation 
describes a dynamical system on a Banach space it becomes clear that general 
results will be difficult to obtain. Furthermore, in some cases, when existence 
of solutions is shown, continuity properties are obtained in the weak sense 
and not the norm sense. For example, Lax [22] shows that the weak solution 
to a nonlinear conservation law depends continuously on the initial data in the 
weak topology of L, , 1 <p < co. Also, Dafermos [23] obtains weak con- 
tinuity properties for solutions of an abstract Volterra integrodifferential 
equation derived from the theory of linear viscoelasticity of the Boltzmann 
type. In applications then it seems plausible to assume both weak and norm 
continuity, i.e., that an autonomous physical system is both a weak dynamical 
and dynamical system on an appropriate Banach space. 
5. TECHNIQUES USED IN APPLICATION OF THEOREM 2.3 
In applying Theorem 2.3 limits of the type given in (2.2) must be com- 
puted. In practice one wants to perform computations of this type from the 
actual equations of motion and boundary conditions even though the dynami- 
cal system may be defined in terms of generalized solutions. For example, 
this would allow a simple way of obtaining quantitive criteria for having 
vu($) < 0, and thus having a direct method of deciding stability. 
For systems of the parabolic type no difficulty arises in justifying formal 
computations based on the actual equations of motion since the solutions 
will always be smooth. For dynamical systems in general, the situation is not 
so simple. Motivated by the results for the wave equation stated in Section 3 
the assumption is made that smooth solutions are dense in the set of weak 
solutions to an initial boundary value problem. With this assumption formal 
procedures can be justified as a consequence of the following theorems. The 
example in the next section will illustrate this point. Since the proofs follow 
from elementary analysis, they are omitted. 
THEOREM 5.1. Let u : R+ x 28 + 9I be a dynamical system on a Banach 
space 9. Let V, be a continuous functional on 24 and dejne 
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If there exists a sequence {u(‘l)(t, d’“))} of smooth functions such that 
I/ dn)(t,#n)) - ~(t,~)~~~+OunifmmZy intasn+ ~~,then r&u(n)(t,+(n)) < 0 
implies VS(u(t,+)) < 0. 
THEOREM 5.2. Let u : R- x 98 4 .A? be a dynamical system on a Banach 
space .G9. If 
(1) I : B -+ ?Y is completely continuous, V Banach space, 
(2) V% is a continuous functional on G!?%, 
(3) there exists a sequence (u(“J(t, d’“))} of smooth functions such that 
!j utn)(t, f#‘“)) - u(t, +)lla -+ 0 uniformly in t as n + co, 
(4) VF(utn)(t, 4’“‘)) is dz$zrentiabZe in t where 
v~(U’yt, #“‘)) = F(zqt, cp”‘)) 
and F(.) is a continuous functional on g’, then p&u(t, 4)) = F(u(t, 4)) for 
t E (0, T), T any $nite positive number. 
6. ASYMPTOTIC STABILITY 
OF VAN DER POL'S NONLINEAR PARTIAL DIFFERENTIAL EQUATION 
We now give an example, which may seem artificial, but does serve two 
purposes. It shows, first of all, that asymptotic stability criteria for partial 
differential equations can be obtained even though r (4) is not negative 
definite on g-and Theorem 2.1 cannot be applied- and, secondly illustrates 
the kind of techniques that will be useful in applying generalized invariance 
principles to more complex problems. 
Some time ago van der Pol [24] considered the nonlinear partial differential 
equation 
u tt = uzz + E(1 - u”) Ut ) E > 0. (6.1) 
In this section sufficient conditions for asymptotic stability of the equilibrium 
u(x, t) = 0 will be obtained for the related equation, 
Utt = %c, - r(1 -U2)Ut, E>O, O<X< 1, (6.2) 
with boundary conditions, 
u(0, t) = u(1, t) = 0. (6.3) 
First (6.2) will be rewritten in the canonical form 
and 
t 
u3 
Ut = ---vz --E u-- 
3 1 (6.4) 
Vf = -u, 
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with prescribed initial data 
u(x, 0) =f(x), v(x, 0) = g(x). (6.5) 
The state variables for this equation are given by the pair [u, ~1~ Motivated 
by the results for the wave equation as given in Sections 3 and 4 it is assumed 
that z 4 [u, v] generates both weak dynamical and dynamical systems on 
W,#O, l] x Wi’)[O, I] where (6.4) . IS satisfied in the weak sense; that is, for 
all smooth test functions &(x, i), [a(.~, t) with compact support on [0, I], 
vanishing for t sufficiently large one has 
- jm j’51,(x, t) 4 , 4dx dt - j1 t;&, O)f(4 dx0 0 0 
(6.6) 
= - Jo j’, 51,(x, t) v(x, t> dx - E .$ j’, ~,(x, t> (,(.~, t) - ~~~~ dx dt 
- jr jl 12& t) v(x, 4 dx dt - s,’ c~@, O)g(x) ri.r 
co =-s s ’ &(x, t) u(x, t) dx dt. 0 0 
In this section denote W’$i’[O, l] x fKjl’[O, l] as J%. Consider the func- 
tional V,(s) continuous on .97 : V&z) = Ji (uz2 + vz2 + uf + vz) dx. In this 
case, v&z) = II z II&. Again motivated by the results for the wave equation, 
assume there exists a sequence of smooth solutions to the initial boundary value 
problem so that the sequence converges in 9 to the weak solution of the initial 
boundary value problem. By Theorem 5. I, v&) < 0 if v&z) < 0 for smooth 
solutions. For smooth solutions, v&x) = -2~ ]:[~~a( 1 -u”) + u2( 1 - (u2)/3)]dx. 
SoifU2< I, li,(x)<Of or smooth solutions and the weak solution. Now 
using the inequality supO~scl uz ,( Jt uz2 dx, one concludes that if 
jl[f, g]jjg ,< 1 - 8, 6 > 0, then Jj g jia < 1 - 6 for all t > 0. Define 
G = {x E 9; // 3 11 < 1 - S}. G satisfies the hypothesis (2) of Theorem 2.3 if 
the initial data is given in G. Also note that Proposition 3.2 implies that 
I : W$j’[O, l] X W.jl’[O, l] +L,[O, I] X L,[O, l] is completely continuous. 
Take L,[O, l] x L,[O, I] as % and define 
V&) = j1 (u” + v”) dx, a continuous functional on $7. 
0 
By the hypothesis of denseness of the set of smooth solutions in the set of 
weak solutions, Theorem 5.2 will validate the formal computation of V&Y). 
For smooth solutions it is easily seen that 
am = -2~ Jo u2 (1 - ~) dx. 
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Now note that 
(6-S) 
+ S IUP ik, - II 4 il,)(ilP IJL, + II 4 I$. 
The following proposition is now used. 
PROPOSITION 6.1 [25]. For sz@Gntly smooth aQ, I : WJl)(sZ) ---f IP(Q) is 
completely continuous for Q an n-dimensional domain n < 2 and q1 any jinite 
number. 
From inequality (6.8) and Proposition 6.1 it is immediately seen that 
j”i u”( 1 - (u2)/3) dx is continuous on g. The hypotheses of Theorem 5.2 are 
then met and r&) = -2~ Ji u2(1 - (u2)/3) dx, t E R+, for both smooth and 
weak solutions to the initial boundary value problem. By Lemma 2.2 it follows 
that V&z) is a Liapunov functional for the weak dynamical system on G. 
Applying Theorem 2.3 one sees that if the initial data is given in G, 
weak dist,(_z, M) + 0 as t--t co, 
where M is the largest invariant set for which v&) = 0. M+, the largest 
positive invariant set for which v&) = 0, can be computed without too 
much difficulty for this example. 
To determine M+ first note that since s~p~~~~r u2 < 1 - 6 for all t 3 0 
(since the positive orbit remains in G) that 
R = {gu in G; vv(w) = O} 
= jwinG,eu=[p,~];j~p2ds=O~ 
= ([p, q] in G;p = 01. 
We would like to show that a motion through w in R does not remain in 
R if w f [0, 01. If this is the case we have M = M+ 3 (0). First note that if 
x(x, t) A [u(x, t), v(x, t)] is a motion (satisfying (6.6) and (6.7)) through 
w E R which remains in R one has by (6.6); 
ml 
SI v(x, t) &,(x, t) dx dt = 0 0 0 
for all smooth test functions &(x, t) with compact support on [0, l] vanishing 
for t sufficiently large. This implies for this motion that ZJ(X, t) = 0 for almost 
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all x in [0, I], almost all t C R+. Since we have assumed (6.6) and (6.7) de- 
scribes a dynamical system on 99, it follows from the definition of dynamical 
system that /I v(., t)ll,~)c,, is continuous in t. Hence, if 3(x, t) 4 [u(x, t), z)(x, t)] 
is a motion through w E R which remains in R, /I v(., t)jl#,,, = 0 for all 
t E R+. Therefore, z = (0) and AZ+ = M = {O}. 
Applying Theorem 2.3 we see that if the initial data is such that 
il[f, g]1l9 < 1 - 6,6 > 0, the origin is asymptotically stable in the sense that 
P@, ~1, P, 01) - 0 as t - a, 
where p is the metrized weak topology of weakly compact subsets of 9’. 
By Corollary 2.2, one also sees that if the initial data is such that 
IiLL glllti d 1 - 6, S > 0, 
the origin is an attractor in the sense that 
1i[u, u]& -+ 0 as t + a. 
Kurzweil [26] has obtained the existence of limit cycle for (6.1) with 
period 2. Following the argument of LaSalle [27] it would then be possible to 
interpret the set in ([u, V] in 9; ~I[u, ~111 < 1 - 6, S > 0} as a lower bound on 
this limit cycle. Hence, the amplitude of the limit cycle should be greater 
than or equal to one. 
It should be noted again that these results were obtained under the assump- 
tion that the generalized solutions to the mixed initial boundaryvalueproblem 
exist and describe weak dynamical and dynamical systems on 9’. 
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