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(1)  y X u   
where y is a  1T   vector of observations on a dependent variable, X is an T R  matrix of 
observations on R nonstochastic regressors (perhaps including a constant),   is an  1R  vector 
of regression coefficients, and u is an  1T   vector of errors.  We assume that  ( ) 0E u   and 
2( ) TE uu I  .  Applying ordinary least squares (OLS), we obtain coefficient and error variance 
estimates:  1ˆ ( )X X X y   ,  2 1ˆ ˆ ˆ( )u u
T R
   , where 
ˆuˆ y X   .  The indicated degrees of 




average squared error is  2 ; i.e.,   2u uE
T
     .  On the other hand,  
ˆ ˆu u T R u uE E
T T T
                 , which reflects that, on average, the squared residuals are 








residual giving the usual unbiased estimate for  2 ,  2 1ˆ ˆ ˆ( )u u
T R






(2)  * *ˆb by X u    
where the elements of  *bu  are drawn with replacement from the OLS residuals,  uˆ .  Then, apply 
OLS to equation (2) to get bootstrap estimates of  ˆ , which we denote  b , and bootstrap 
residuals,  bu .  In the bootstrap, the variance estimate,  2b , is an estimate of  2ˆ , the 
“population” error variance in the pseudo‐population given by the original OLS residuals,  uˆ .  
The usual bootstrap variance estimate,  2,1 1 ( )b b bu uT R     , is biased for 
2ˆ .   
Proceeding as above, we note that though  2ˆ ˆu uE
T R
     ,  
* *
2b b b bu u u uT R T RE E
T R T T R T
                          
   since the elements of  *bu  are drawn randomly 
from  uˆ .  This reflects that, on average, the squared bootstrap residuals are   ( )T R T  times 
as large as the squared OLS residuals which are the pseudo‐population errors.  Consequently, 
2
,1b  yields a biased estimate of  2ˆ  which, in turn, is an unbiased estimate of  2 .  It follows that 
an unbiased bootstrap estimate is  2 2,2 ,12 ( )( )b b b b
T Tu u
T R T R

























Consider a univariate AR(p) with a constant term,  , so that  1R p  : 
                                                            
11 It should be noted that bias arising from maximum likelihood estimation (MLE) of the error variance will be even 
larger.  As is well known, the MLE of  2 ,   2 1 ˆ ˆu u
T
  , is biased; i.e.,   2 2T RE T      .  Thus, the 












T R R TR
T T
       
 which is negative and larger (in absolute value) than  R T . 
12 The results are available on request. 
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(3)  1 1 ... ; 1,...,0,1,...,t t p t p ty y y u t p T            






generate data for, and estimate, a model like (3) in which  8p   so  9R  .  For each of three 



















         where Uˆ is the T K matrix of OLS residuals.   The “natural” but biased 
                                                            
13 For each bootstrap iteration, we obtain the initial p observations  1{ ,..., }p oy y   by drawing (with replacement) 
from the original generated sample  1{ }Tt py   . 
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bootstrap estimator of   is  ,1 1 1b b bU UT Kp
      
   where  bU  is the T K matrix of bootstrap 
residuals from the bth bootstrap iteration.  The unbiased bootstrap estimator of    is 




       








     where K is the number of equations (variables) in the VAR(p).   For a 
two‐equation VAR(8) model, this implies an approximate bias of ‐17% for each element of   








Consider a SVAR model explaining the behavior of a  1K   vector of variables,  ty .  The 
IRFs are obtained from the moving average representation of the model: 












( )t t KE I    .  This assumption provides a normalization as well as a set of identifying 
restrictions.  The elements of the matrix polynomial  ( )A L  give the impulse response functions:  






(5)  ( ) t tB L y u  
where  ( )B L  is a matrix of polynomials of order p and  ( )t tE u u    .  In general, OLS estimates 








(6)    1( ) ( )t t ty B L u C L u   
Equating terms in (4) and (6) allows us to conclude the following: 
(7)  0t tu A   
(8)  0 1,...l lA C A l   
Thus, it is clear that knowledge of the  2K  elements of 0A  is sufficient to obtain the IRF. 
From (7) we infer the key relationship between the covariance matrices of the structural 
and reduced form errors: 
(9)  0 0A A     
Symmetry of   provides  ( 1)
2
K K      restrictions on  0A .  With 
( 1)
2
K K      additional 
restrictions,  0A  can be identified and IRFs computed.  Equations (8) and (9) assure us that the 
estimated IRFs depend on the estimates of both  ( )B L  and  .  I.e., 
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,
ˆˆ ˆ( , ) ( , 1,... ; 1,...)ij la g i j K l     where  ˆ ˆ( )vec B  , a  ( 1) 1K Kp    vector, and 
ˆˆ ( )vech   , a  ( 1) 1
2
K K      vector.  Consequently, the properties of the IRFs depend on the 
properties of   ˆ  and ˆ .  Similarly, the properties of the bootstrap IRFs depend in the same 
way on the properties of the bootstrap estimates of    and  : 
, ( , ) ( , 1,... ; 0,1,...)ij la g i j K l     . 
We can see from this that there are several potential sources of bias for the 
bootstrapped IRFs and, thus, bootstrap confidence intervals for the original IRFs.  The source 




(10)  0 1,...l lA C A l     
where  lA ,  lC , and  0A  are bootstrap estimates.  If  0A  is biased, all  lA  will be affected.  We see 
from equation (9) that  0A  depends only on the bootstrap estimate of  ,  .  We first derive the 
“bias”17 for  0A  that arises from a biased estimate of   and then derive the resulting bias for 
the IRF. 
Let  0 0ˆ ˆˆ A A    be an unbiased estimate of   so that  0Aˆ  is the corresponding “unbiased” 
estimate of  0A .  Then  ˆ(1 )o oA A b       where the scalar b reflects the proportional bias in 
 , a potentially biased bootstrap estimate.  Thus,  
(11)  1/ 20 0 0ˆ ˆ(1 ) (1 )A b A a A      
where a is the “bias” in  0A .  Equating  1/ 2(1 )b  and  (1 )a  in (11) implies that the bias of  , b, 
and the “bias” of  0A , a, are related by 
(12)  1/ 2(1 ) 1a b     
                                                            
17 We put the term “bias” in quotes here because  0A and   are related by a quadratic equation.  Consequently, we 
cannot infer the true bias of  0A from the bias of  .  The bias we derive is therefore only approximate.  We will use 
this notational device for the next few paragraphs.    
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When  1 0b   , as it is in our case, we see than  a b  and thus the “bias” for  0A  is negative 
but closer to zero than the bias for  .   
Now, consider how this “bias” in the bootstrap estimate  0A  affects the bootstrap IRF 
given by equation (10).  To isolate the effect of a bias in  , we assume that  lC  is known (or at 
least  lC  is unbiased).  Suppose  0Aˆ  is an unbiased estimate of  0A .  We can rewrite equation 
(11) as 
(13)  0 01ˆ 1A Aa
    
  
where a is the scalar proportional bias for  0A .  The “unbiased” IRF is then given by 
(14)  0 01ˆ ˆ , 1,...1l l lA C A C A la
     
  
from which we can infer the proportional “bias” for the terms in the IRF 
(15)  ˆ , 1,...ˆl l
l
A A a l
A




















































































































Table 1:  Bias of error variance estimate in standard univariate linear regression model with  9R  ; 
number of Monte Carlo replications = 1,000, number of bootstrap draws = 1,000.  True value of variance 
=0.81. 
Variance estimator  Sample Size  Theoretical bias (%)  Mean estimate  Bias (%) 
2ˆ   30  0  0.8207  1.33% 
2
(1)b   30  ‐30.0%  0.5745  ‐29.07% 
2
(2)b   30  0  0.8208  1.33% 
2ˆ   50  0  0.8196  1.19% 
2
(1)b   50  ‐18.0 %  0.6720  ‐17.03% 
2
(2)b   50  0  0.8195  1.18% 
2ˆ   100  0  0.8096  ‐0.05% 
2
(1)b   100  ‐9.0%  0.7686  ‐9.0% 
2
(2)b   100  0  0.8097  ‐0.04% 
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Table 2:  Bias of error variance estimate in an AR(8) model with a constant term ( 9R  ); number of 
Monte Carlo replications = 1,000, number of bootstrap draws = 1,000.  True value of variance =0.81. 
Variance estimator  Sample Size   “Theoretical” bias (%)a Mean estimate  Bias (%) 
2ˆ   30  0  0.8323  2.753% 
2
(1)b   30  ‐30.0%  0.5989  ‐26.06% 
2
(2)b   30  0  0.8556  5.63% 
2ˆ   50  0  0.8316  2.67% 
2
(1)b   50  ‐18.0 %  0.6891  ‐14.93% 
2
(2)b   50  0  0.8404  3.75% 
2ˆ   100  0  0.8145  0.55% 
2
(1)b   100  ‐9.0%  0.7431  ‐8.26% 
2
(2)b   100  0  0.8166  0.81% 
a This is the theoretical bias for the corresponding (R=9) standard regression model. 
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Figure 1:  A reestimated version of Figure 3 in Blanchard and Quah (1989).  It shows the response of 
output to aggregate demand shocks with asymmetric one standard deviation bands based on biased 
bootstrap estimates. 
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Figure 2:  A reestimated version of Figure 3 in Blanchard and Quah (1989) with asymmetric one standard 
deviation bands based on biased‐corrected bootstrap estimates. 
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Figure 3:  Impulse response functions showing the effect of a contractionary monetary policy on real 
GDP with 95% confidence intervals.  The solid line gives the original MLE IRF and the long‐dashed bold 
line gives the bias‐corrected OLS IRF; CEE use MLE.  The dotted lines give the MLE bootstrap 95% 
confidence intervals and the dashed lines give the bias‐corrected 95% confidence intervals.  
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 Figure 4:  Impulse response function showing the effect of a contractionary monetary policy on real GDP 
with 95% confidence intervals.  The solid line gives the original OLS IRF.  The dotted lines give the typical 
but biased bootstrap 95% confidence intervals and the dashed lines give the bias corrected 95% 
confidence intervals.  
 
 
