Background. Several medications have proved to be useful in preventing postoperative nausea and vomiting (PONV). However, routine antiemetic prophylaxis is not cost-effective. We evaluated the accuracy and discriminating power of an artificial neural network (ANN) to predict PONV.
Introduction
Despite introduction of new anaesthetic agents with reduced emetogenicity, the incidence of postoperative nausea and vomiting (PONV) remains 20-30%. [1] [2] [3] [4] Aetiology is multifactorial, including anaesthetic and analgesic factors, type of surgery and patient-related factors. 4 5 PONV can cause suture rupture, wound dehiscence, pulmonary aspiration, bleeding, dehydration and electrolyte disturbance. 1 6 7 Some patients regard PONV as more distressing than postoperative pain. 8 Although antiemetic prophylaxis can be helpful, 9 routine efforts are generally contraindicated by cost and side-effects of antiemetics. So far numerous predictive scores and models have been developed, but they have limited discriminating power. [10] [11] [12] An artificial neural network (ANN) is an abstract computational model of the human brain. ANNs can learn from experiential knowledge expressed through interunit connection strengths, and they can make such knowledge available for use. 13 In the studies of Eberhart and Traeger, ANNs were used to predict PONV in patients who received total i.v. anaesthesia (TIVA). 14 15 In this study, we applied an ANN to predict PONV in adult inpatients who received general anaesthesia. Furthermore, we compared the performance of our ANN to those of the Naïve Bayesian classifier, logistic regression, Koivuranta score and simplified Apfel score.
Materials and methods
After receiving approval from the Ethics Committee, we prospectively studied 1086 adult in-patients who received surgery under general anaesthesia during a 2 month period at the Shin Kong Wu Ho-Su Memorial Hospital. Because the study entailed no interventions in patient care, written informed consent was not required by the Ethics Committee. In-patients who underwent elective surgery under general anaesthesia were included. We excluded paediatric patients (age <18 yr), patients who needed postoperative ventilator support or intensive care, patients who received general anaesthesia combined with spinal or epidural anaesthesia, patients who received preoperative or intraoperative antiemetic drugs, and patients who received prophylactic antiemetic drugs within 24 h after surgery. Patients who experienced dry heaving, a feeling of nausea, retching or vomiting during the period of postoperative 24 h were recognized as PONV. Most physicians of this hospital are used to treating PONV after its occurrence. Patients who underwent ophthalmic procedures were excluded because they were routinely given prophylactic antiemetics.
Preoperative patient characteristics and intraoperative variables were documented on standardized adverseoutcome check-off forms that were completed by nursing staff. All patients received general anaesthesia and standardized monitoring of pulse rate, blood pressure, pulse oximetry, level of consciousness, ventilatory frequency and temperature. General anaesthesia was provided by different anaesthesiologists without any restrictions. Postoperative interviews were conducted 24 h after surgery by the nursing staff. Patient characteristics, ASA status, duration of anaesthesia and surgical procedure were documented in the interview record. Patients who underwent surgery under general anaesthesia during the first month of the study period (n=656) were used for training the ANN, and the rest of the study population (n=430) were used for validation with the ANN, Naïve Bayesian classifier, logistic regression, simplified Apfel score and Koivuranta score.
Preoperative and intraoperative characteristics including gender, age, height, body weight, ASA status, duration of anaesthesia, type of surgery, history of motion sickness, history of previous PONV, smoking habit and use of postoperative opioid were counted as predictors (Tables 1 and  2 ). We used evaluations of x 2 and information gain attributes to evaluate and select predictors to be used as input variables for ANN training. The information gain method is a measure motivated by information theory and it can be used to evaluate the worth of an attribute by measuring information gain with respect to the class. Information gain is the reduction of entropy (uncertainty) about the classification of a test class based on observation of a particular variable. It is the amount by which you reduce the uncertainty about the target class using or 'making a decision' about a particular variable. An irrelevant predictor was empirically defined as its information gain was lower than 5% of total information gains. Body weight, height, age and history of motion sickness were recognized as irrelevant predictors and were not used as input predictors because their values of information gain were below the selection threshold.
Neural computation was performed on an IBM compatible Pentium 4 computer running at 2.66 GHz. The ANN was constructed with neural network software (Statistica Neural Networks, Statsoft, Tulsa, OK, USA) using a training set of patients (n=656) who received general anaesthesia during Artificial neural network predicts PONV the first month of the study period. The predictors were entered into the ANN (as dichotomous yes/no input variables or numerical variables) as input variables. The presence of PONV was entered as a dichotomous yes/no output variable (Fig. 1) . A multilayer perception (MLP) ANN with back propagation algorithm was used to train the predictive model. The MLP network consists of layers of virtual neurons in which neurons from contiguous layers are linked to each other by weighted connections. Each neuron in each layer receives as input a weighted sum of the outputs of all neurons in the previous layer. It then processes this input using a non-linear transfer function and transmits processed output to be used as input to neurons in the next layer. The configuration of the ANN was chosen by the software. The selected ANN consisted of one input layer, one hidden layer and one output layer. There were 21 neurons in input layer, 11 neurons in hidden layer and one neuron in output layer. During network training, a prediction was made and was correlated with the observed outcome. If the ANN predicted the outcome incorrectly, an error difference was calculated and the error was back-propagated through the network to adjust the connection weights to more closely match input and output data. A 10-fold cross-validation was used for evaluation. The training set was divided randomly into 10 subsets. Nine of the 10 subsets were used for training and the 10th subset was used for evaluation during training. The entire process was repeated nine additional times by rotating the subset that was used as the evaluation set. The mean square errors of each iteration were computed and averaged, and the ANN that had a mean square error closest to the average was selected. After the training process finished, the network was validated with the remaining patients (n=430) from the original sample, who were not selected for training and whose outcome regarding PONV was unknown to the ANN.
The Naïve Bayesian approach is based on subjective probabilities. It has usually been used to build models for medical diagnosis. The predictors we used to calculate the probability of PONV were the same as those used with the ANN.
Logistic regression models the probability of some event occurring as a linear function of a set of predictor variables. The actual state of the dependent variable is determined by looking at the estimated probability. All of the predictors were chosen by fitting a logistic regression using a stepwise forward selection procedure (P<0.05 to enter).
Apfel and colleagues 16 identified four risk factors that predict PONV: female gender, prior history of PONV or motion sickness, non-smoking and the use of postoperative opioids. These risk factors had equal weights and were used to calculate the probability of PONV using a logistic regression model. The regression coefficients were calibrated with the training set.
Based on logistic regression analysis, Koivuranta identified five predictors for PONV, each with equal weight: female gender, previous PONV, duration of surgery over 60 min, history of motion sickness and non-smoking. 8 Probability was calculated similarly to that for the simplified Apfel score.
Statistical analysis
Predictions were made with validation set using ANN, Naïve Bayesian classifier, logistic regression, Koivuranta score and simplified Apfel score. Accuracy (the number of correct predictions divided by total predictions), sensitivity, specificity, positive predictive value (PPV), negative predictive value (NPV) and likelihood ratios for positive and negative predictions of these models were calculated. The discriminating power of these prediction models can be measured by receiver operating characteristic (ROC) curves. ROC analysis estimates a curve that describes the inherent trade-off between sensitivity and specificity of a prediction tool. Discriminatory power is measured by the area under the ROC curve (AUC). AUC is a particularly important metric for evaluating prediction tools because it is the average sensitivity over all possible specificities. AUC may range from 0 to 1, with area of 1.0 representing perfect discrimination and an area of 0.5 representing what is expected by chance alone. 17 In this study, a criterion (cut-off) value corresponding with the highest accuracy (minimal false negative and false positive results) was selected to report the sensitivity and specificity of each prediction tool.
Results
The incidence of PONV in the training group and validation group were 21.8% and 24.2%, respectively. The characteristics, surgical and anaesthesia data of the training group and validation group are shown in Table 1 . In the training set, women had a 2-fold higher rate of PONV compared with men (odds ratio=2.12). Non-smokers (odds ratio=1.55), patients with a history of previous PONV (odds ratio=3.52) 3.52) and patients who received postoperative opioids (odds ratio=2.52) were also associated with a higher risk for PONV. Of the total of 1086 patients, 656 were selected for training the ANN and the rest (430 patients) were available for validation. The ANN had an overall accuracy of 83.3% in predicting PONV. The sensitivity was 77.9%, specificity was 85.0%, PPV was 62.3% and NPV was 92.3% (Table 3 ). The accuracy of the Naïve Bayesian classifier was 77.0%; the sensitivity was 18.3%, with a specificity of 95.7%, PPV of 57.6% and NPV of 78.6%. The accuracy of the logistic regression was 64.2%; the sensitivity was 62.5%, with a specificity of 64.7%, PPV of 36.1% and NPV of 84.4%. The accuracy of the Koivuranta score was 59.5%, with a sensitivity of 66.3%, specificity of 57.4%, PPV of 33.2% and NPV of 84.2%. The accuracy of the simplified Apfel score was 61.0%, with a sensitivity of 59.6%, specificity of 61.0%, PPV of 32.8% and NPV of 82.5%.
The ANN had the highest accuracy, sensitivity and PPV among all tested models. Table 3 shows the performance of ANN, Naïve Bayesian classifier, logistic regression, Koivuranta score and simplified Apfel score. The ANN had the best discriminating power with an AUC of 0.814. The AUC of the simplified Apfel score was 0.624, whereas the AUC of the Koivuranta score was 0.626, the AUC of the logistic regression was 0.669 and that of the Naïve Bayesian classifier was 0.570.
The performance of these models was compared with each other by using pairwise comparison of ROC curves (Table 4) . We found that there were no statistically significant differences among the simplified Apfel score, Koivuranta score and logistic regression. The ANN model (AUC=0.814) performed significantly better than the other models (P<0.05).
Discussion
Differing from the studies of Eberhart and Traeger, our study did not restrict the anaesthetic techniques and agents, and the predictors were selected by information gain instead of odds ratio. In this study, the ANN was superior to the simplified Apfel score, Koivuranta score, logistic regression and Naïve Bayesian classifier in predicting PONV. The ability of the ANN to process more information in the context of multidimensionality of complex data to a large extent explains the superiority of ANN as a predicting model. The screen of risk factors in predicting PONV was important in Table 3 Comparison of predictive performance of artificial neuronal network (ANN), Naïve Bayesian classifier, Koivuranta score and simplified Apfel score. LR+ and LRÀ, positive and negative likelihood ratios; NPV, negative predictive value; PPV, positive predictive value; ROC, receiver operating curve Artificial neural network predicts PONV building the ANN model. Using too many predicting variables or using predictors that have little influence in PONV would contribute to a lower accuracy with the ANN. We collected patient-related and anaesthesia-related predictors that had been used in other studies to build predicting models. 11 To increase the accuracy and efficiency of our ANN, we selected predictors as input variables by calculating the value of information gain and using x 2 statistics. Of the 11 predictors, 7 variables-gender, type of surgery, ASA status, duration of anaesthesia, smoking habit, history of previous PONV and use of postoperative opioid were used to train the ANN model. The ANN is a dynamic model; with each new patient the model back-propagates and checks data with an error-minimization function, re-adjusting hidden weights to improve predictive accuracy (Fig. 1) . Thus, as data for more and more patients were entered into the model, self-learning and error correction by back-propagation and in turn predictive accuracy, improved progressively. The major advantage of using an ANN in predicting PONV is that neural networks train themselves without much human intervention.
ANNs are computer models composed of parallel, nonlinear computational neurons arranged in highly interconnected layers. They can define relationships among input data that are not apparent when using traditional statistical approaches, and they can use these relationships to improve accuracy. Hence, neural nets have substantial power to identify patterns in complex datasets. Although the networks are conceptually attractive, ANNs are not analysed easily based on risks attributable to specific clinical characteristics or statistical significance. This is because a neural network rests on its internal representation of weights and functions to process data instead of straightforward equations such as a regression model. The ANN model is an algorithm that can be used to perform non-linear statistical modelling and provides a new alternative to logistic regression, the most commonly used method for developing predictive models for dichotomous outcomes in the field of medicine. The advantages of the ANN include requiring less formal statistical training, ability to identify complex non-linear relationships between dependent and independent variables, ability to detect all possible interactions between predictor variables, and availability of multiple training algorithms. Disadvantages include its 'black box approach', greater computational burden, proneness to overfitting and the empirical nature of model development. 18 It is still unclear to what extent the weights attributed to risk factors are based on multivariable analysis in predicting PONV. Several risk factors show a tendency to be more frequent in one group than in the other, and this may lead to a significantly different risk when assessed by a scoring model. Therefore, unless significantly stronger predictors are identified that appear to be applicable to most patients, it seems unlikely that any scoring predictive models will lead to significant better prediction of PONV. The ANN can be trained in different institutions to develop different models that fit the characteristics and patterns of their own patients. The predictions made by these ANN models would be more precise than that made by universally using a score model. In summary, routine medications to prevent PONV are not recommended for several reasons including economic reasons, potential side-effects of antiemetic drugs and lack of increased patient satisfaction. 19 20 Thus, identifying high-risk patients before preventive pharmacological interventions are prescribed becomes very important. A good predictive model for PONV needs high sensitivity, specificity, PPV and NPV. The ANN had the best accuracy, sensitivity, PPV and NPV of models evaluated in this study. Computer-based medical decision support systems have recently been studied and used clinically for medical diagnosis and improvement of patient care. 21 The ANN used in this study can be easily used with any standard desktop computer. Our study did not have an external validation; hence we were not able to assure that ANN model developed in a particular institution performed as well at another institution. Nevertheless, the ANN can be easily developed in any institution for local use. Therefore, the ANN appears to be a very suitable model for clinicians to use in putting rational and cost-effective antiemetic treatments into practice. Prospective clinical studies will be needed to evaluate the use of such models in improving cost-effective prophylactic intervention for PONV according to the predictions of the ANN. 
