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Abstract
Given n items, each having, say, a weight and a length, and n identical bins with a weight
and a length capacity, the 2-Dimensional Vector Packing Problem (2-DVPP) calls for packing
all the items into the minimum number of bins. The problem is NP-hard, and has applications
in loading, scheduling and layout design. As for the closely related Bin Packing Problem (BPP),
there are two main possible approaches for the practical solution of 2-DVPP. The 2rst approach
is based on lower bounds and heuristics based on combinatorial considerations, which are fast
but in some cases not e3ective enough to provide optimal solutions when embedded within a
branch-and-bound scheme. The second approach is based on an integer programming formulation
with a huge number of variables, whose linear programming relaxation can be solved by column
generation, typically requiring a considerable time, but obtaining extensive information about
the optimal solution of the problem. In this paper we 2rst analyze several lower bounds for
2-DVPP. In particular, we determine an upper bound on the worst-case performance of a class
of lower bounding procedures derived from BPP. We also prove that the lower bound associated
with the huge linear programming relaxation dominates all the other lower bounds we consider.
We then introduce heuristic and exact algorithms, and report extensive computational results on
several instance classes, showing that in some cases the combinatorial approach allows for a
fast solution of the problem, while in other cases one has to resort to the huge formulation for
2nding optimal solutions. Our results compare favorably with previous approaches to the problem.
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1. Introduction
Given n items, the jth having a weight wj ¿ 0 (j = 1; : : : ; n), and n identical bins
of capacity c¿ 0, the Bin Packing Problem (BPP) calls for packing all the items
into the minimum number of bins, subject to the capacity constraint. This problem is
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known to be NP-hard in the strong sense. Many heuristic algorithms for BPP have
been proposed, and particular e3orts have gone into studying their worst-case perfor-
mance; for a survey of these results see Co3man et al. [6]. Lower bounding procedures
and exact enumerative algorithms seem to have received signi2cant attention only re-
cently. A famous lower bound was introduced in the early sixties by Gilmore and
Gomory [15,16]. Eilon and Christo2des [9] and Hung and Brown [20] proposed enu-
merative algorithms using a trivial lower bound. In [21] Martello and Toth describe a
new lower bound and some reduction procedures, which in [22] are embedded into a
branch-and-bound algorithm for an exact solution of the problem. Chen and Srivastava
[5] study a generalization of the Martello–Toth lower bounding procedure, while Chan
et al. [3] analyze the worst-case performance of the lower bound proposed in [15].
Finally, Vance et al. [28], Vance [27], Valerio de Carvalho [26], and Vanderbeck [29]
describe column-generation based branch-and-bound algorithms.
A generalization of BPP, introduced by Garey et al. [12], is the so-called m-
Dimensional Vector Packing Problem (m-DVPP), in which each item j has m weights
w1j ; : : : ; w
m
j ¿0 (j = 1; : : : ; n) (with
∑m
l=1 w
l
j ¿ 0) and bins have m capacities c
1; : : : ;
cm ¿ 0: the items have to be packed into the minimum number of bins so as to satisfy
the capacity constraint for each dimension. Namely, for each bin i, letting S be the set
of items packed into bin i, the capacity constraints require
∑
j∈S w
l
j6c
l for l=1; : : : ; m.
Note that in m-DVPP each dimension is independent of the others, consequently this
problem is di3erent from the well-known m-Dimensional BPP, which requires pack-
ing hyperrectangles into hypercubes. As for BPP, di3erent heuristic algorithms of the
greedy type have been proposed for m-DVPP, and the worst-case performance of some
of them has been analyzed (see [12,31,11,24]). Unlike BPP, for which even simple
heuristic algorithms guarantee a good worst-case performance, no polynomial algorithm
for m-DVPP is known that gives a solution value which is less than a constant times
the optimum in the worst case. In particular, Fernandez de la Vega and Lueker [11]
adapt their approximation scheme for BPP to m-DVPP, leading to an algorithm having
a worst-case performance ratio of m+ , for any 2xed ¿ 0. The running time is lin-
ear in n, but, unfortunately, exponential in 1=2. Furthermore, one has to solve a linear
program which is huge in size for small  values. Recently, Chekuri and Khanna [4]
improved on this result proposing a polynomial-time algorithm with worst-case per-
formance ratio 1 + m + O(ln −1), for any ¿ 0, which leads to a polynomial-time
algorithm with worst-case performance ratio O(lnm) when the dimension m is 2xed.
Also these algorithms seem to be only of theoretical interest. On the negative result
side, Woeginger [30] showed that, even if m=2, m-DVPP does not have an asymptotic
polynomial time approximation scheme unless P=NP. We are not aware of any exact
algorithm for m-DVPP in the literature.
This paper deals with the 2-DVPP. The problem was studied by Spieksma [25],
who mentions applications in loading, scheduling, and layout design, considers lower
bounding and heuristic procedures, and uses them within a branch-and-bound scheme,
giving computational results for instances with up to 100 items. Han et al. [19] present
heuristic and exact algorithms for a variant of 2-DVPP, where the bins are not identical.
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Let n be the number of items, N :={1; : : : ; n} represent the item set, and
M :={1; : : : ; m} represent the set of available bins, assuming that m is not smaller
than the optimal solution value (e.g., m = n). Moreover, let us denote the weight of
item j, j ∈ N , on the 2rst and the second dimension by wj and vj, respectively, and
the capacity of the bins on the 2rst and the second dimension by c and d, respectively.
Without loss of generality, we assume c = d = 1, and wj; vj61 for j ∈ N , unless
explicitly stated.
A signi2cant di3erence between BPP and 2-DVPP (and more generally m-DVPP) is
that in BPP the items can be sorted according to their weights. This property allows
one to develop dominance procedures which are of great help in reducing the size
of a given BPP instance, and in pruning nodes in branch-and-bound algorithms (see
[21]). These procedures cannot be adapted to 2-DVPP. Nevertheless, it is sometimes
convenient to have a criterion for sorting the items of a 2-DVPP instance according to
their “size”. This issue is discussed throughout the paper.
The paper is organized as follows. Section 2 presents two alternative integer pro-
gramming formulations for 2-DVPP, that will be used in the remainder of the paper. In
Section 3 we describe several lower bounds, illustrating practical algorithms for their
computation. Moreover, we determine an upper bound on the worst-case performance
of a class of lower bounding procedures derived from BPP and prove that for all prob-
lem instances the lower bound associated with a huge linear programming relaxation
is not smaller than all the other lower bounds we consider. In Sections 4 and 5 we
deal with heuristic and exact algorithms, respectively. Finally, extensive computational
experiments are reported in Section 6, showing that in some cases a combinatorial ap-
proach allows a fast solution of the problem, while in other cases one has to resort to
a huge formulation for 2nding optimal solutions. Our results compare favorably with
previous approaches to the problem.
2. Mathematical formulations
A possible Integer Linear Programming (ILP) model for 2-DVPP is the following:
min
∑
i∈M
yi (1)
subject to∑
i∈M
xij = 1; j ∈ N; (2)
∑
j∈N
wjxij6yi; i ∈ M; (3)
∑
j∈N
vjxij6yi; i ∈ M; (4)
06xij6yi61; i ∈ M; j ∈ N; (5)
xij; yi integer; i ∈ M; j ∈ N; (6)
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where yi = 1 if and only if bin i is used and xij = 1 if and only if item j is packed
into bin i.
The Linear Programming (LP) relaxation of this formulation, de2ned by (1)–(5),
has the advantage of being solvable in O(n) time, as in [2]. On the other hand, the
corresponding lower bound value is sometimes a long way from the optimum, as shown
in the next section. Furthermore, the wide symmetry of the variables makes model (1)–
(6) completely unusable for solving 2-DVPP instances with reasonable n values within
a classical branch-and-bound algorithm based on LP relaxation.
An alternative ILP formulation of 2-DVPP, along the same line as the well-known
Gilmore–Gomory formulation of the cutting stock problem [15,16], is the following.
Let S be the family of all the inclusion maximal item sets that 2t into a single bin,
i.e., S:={S ⊆N : ∑j∈S wj61,
∑
j∈S vj61,
∑
j∈S∪{i} wj ¿ 1 or
∑
j∈S∪{i} vj ¿ 1 for
every i ∈ N \ S}. A set covering formulation of 2-DVPP is
min
∑
S∈S
S (7)
subject to
∑
Sj
S¿1; j ∈ N; (8)
S¿0; S ∈S; (9)
S integer; S ∈S; (10)
where S is a binary variable taking the value 1 if and only if item set S is packed
into a bin. (It is easy to show that both this formulation and its linear programming
relaxation (7)–(9) are equivalent to their counterparts where S contains all the item
sets that 2t into a single bin, and in constraints (8) the ¿ is replaced by =; see
[3].) The obvious disadvantage of this formulation is the possibly huge (exponential
in n) number of variables: its LP relaxation (7)–(9), which is known to be NP-hard
(see, e.g., [3]), can be solved by column-generation techniques (as discussed in the
next section), but this may take quite a long time. On the other hand, even if the
corresponding LP solution tends to be widely fractional, the rounded-up LP solution
value is usually equal to the integer optimum.
The spirit of our approach to 2-DVPP is to try to solve the problem to optimality,
within a short computing time, without explicitly using formulation (7)–(10). If we
fail, i.e., the gap between the lower and upper bounds is not closed, we tackle the
problem by 2rst computing a tight lower bound by solving the LP relaxation (7)–(9),
and then, if needed, by applying heuristic and exact algorithms based on this relaxation.
The dual of (7)–(9) reads
max
∑
j∈N
j (11)
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subject to
∑
j∈S
j61; S ∈S; (12)
j¿0; j ∈ N: (13)
Due to the tightness of the relaxation, component ∗j in an optimal solution ∗ gives
reliable information about the “diNculty” of packing item j. Since we sometimes need
a criterion for sorting the items, these values would be particularly suitable for this
purpose. Nevertheless, as long as this LP relaxation is not involved in the solution
of the problem, as discussed above, we sort the items according to decreasing values
of sj:=wj + (1 − )vj (j ∈ N ), where :=
∑
j∈N wj=
∑
j∈N (wj + vj). Because of its
de2nition, we call sj the surrogate weight of item j.
3. Lower bounds
In the sequel, both a lower bounding procedure and the corresponding lower bound
value are denoted by the same symbol. Moreover, given an item subset S ⊆N , we let
L(S) denote lower bound L for the 2-DVPP instance corresponding to item set S. This
section is organized as follows. First of all, we will give a description of the various
lower bounds used. Then, in Section 3.1 we will describe e3ective algorithms for the
computation of these lower bounds and brieOy illustrate their performances in practice.
Finally, in Section 3.2 we will study some theoretical properties of these bounds.
The 2rst lower bound introduced by Spieksma [25], called LC , is given by
LC :=max




∑
j∈N
wj


;


∑
j∈N
vj



 :
A class of lower bounding procedures that can be derived from that proposed for
BPP by Chen and Srivastava [5] is the following. For a given integer d¿ 0, 2nd an
inclusion maximal item set S ⊆N such that d is the maximum number of items in S
that can be packed into a bin. Note that, whereas in the BPP case it is easy to 2nd
such a set S which is maximum, i.e., which has the largest possible cardinality, it is
not clear how to 2nd a maximum set S in the 2-DVPP case. De2ne the lower bound
Ld as the optimal solution value of the 2-DVPP instance de2ned by the items in S
only. Once S is given, for d = 1 and d = 2 Ld can be computed in polynomial time,
while for d¿3 computation of Ld is NP-hard in the strong sense (as 3-partition can
easily be reduced to it, see Garey and Johnson [13]).
The second lower bounding procedure proposed in [25] computes L1 (i.e., Ld for
d=1) as described above, showing how to 2nd an inclusion maximal subset S which
is in fact maximum. In other words, [25] shows how to 2nd the set S for which L1 is
maximum.
The 2rst lower bounding procedure we propose computes L2 (i.e., Ld for d = 2)
as de2ned above. The set S is found heuristically in this case, as explained in
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Section 3.1. We do not know if the determination of a set S such that the associ-
ated value of L2 is maximum can be carried out eNciently.
The second new lower bounding procedure we propose, called LH , was inspired
by the Martello–Toth lower bound L2 for BPP (see [22]). Given a partition of the
items into 3 subsets N1; N2 and N3, such that j1 and j2 cannot 2t in the same bin for
all j1 ∈ N1 and j2 ∈ N2, a valid lower bound is obtained as the sum of two lower
bounds computed for the 2-DVPP instances with items in N1 only, and items in N2
only, respectively. We consider the following two possibilities for de2ning N1; N2; N3.
First, we let N1:={j ∈ N : wj ¿ 1 −  and vj ¿ 1 − }, N2:={j ∈ N \ N1: wj¿
or vj¿}, and N3:=N \ (N1 ∪ N2), where ;  ∈ [0; 1=2]. Items in N1 are clearly
pairwise incompatible, therefore a valid lower bound is obtained as L′(; ):=|N1| +
max{LC(N2); L1(N2); L2(N2)}. Also, we consider the partition de2ned by N1:={j ∈
N : wj ¿ 1 −  or vj ¿ 1 − }, N2:={j ∈ N \ N1: wj¿ and vj¿}, and N3:=N \
(N1 ∪ N2), where again ;  ∈ [0; 1=2]. Since at most two items in N1 can be packed
into the same bin, a corresponding lower bound is given by L′′(; ):=L2(N1) +
max{LC(N2); L1(N2); L2(N2)}. We then de2ne lower bound LH as max{max;∈[0;1=2]
L′(; ), max;∈[0;1=2] L′′(; )}.
The last lower bound we use, called LB, is de2ned as the rounded-up value of the
optimal solution to the LP relaxation (7)–(9).
3.1. Computation of the lower bounds
Lower bound LC is trivially computed in O(n) time, and is the maximum between the
continuous lower-bound values of the two BPPs obtained by neglecting the second and
the 2rst dimension, respectively (see [22]). In fact, in a more general setting Caprara
[2] proved that LC is the rounded-up value of the LP relaxation (1)–(5).
Theorem 1 (Caprara [2]). The LP relaxation (1)–(5) can be solved in O(n) time; and
its optimal solution value z∗C is such that 	z∗C
= LC .
In the sequel, we will often refer to the so-called compatibility graph associated
with 2-DVPP, which is de2ned as follows. Two items j; k ∈ N are called compatible
if wj + wk61 and vj + vk61, i.e., if j and k can be packed into the same bin, and
incompatible otherwise. The compatibility graph G = (N; E) is the undirected graph
having a node corresponding to each item, and an edge (j; k) ∈ E for each pair (j; k)
of compatible items. A stable set of G is a node set S ⊆N such that (i; j) ∈ E for all
i; j ∈ S. Such a set corresponds to a set of items that must be packed into di3erent
bins. Analogously, a clique of G is a node set S ⊆N such that (i; j) ∈ E for all
i; j ∈ S. Let (G) denote the maximum cardinality of a stable set of G. A partition
into cliques of G is a partition of the node set V into node sets K1; : : : ; Kq such that
Ki is a clique for i = 1; : : : ; q (where q is the cardinality of the partition). Let $(G)
denote the minimum cardinality of a partition into cliques of G. A subgraph of G
de2ned by S ⊂N is the graph G(S) = (S; E(S)), where E(S):={(i; j) ∈ E: i; j ∈ S}. A
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graph G = (N; E) is called perfect if (G(S)) = $(G(S)) for all S ⊆V , i.e., in G and
in all its subgraphs a minimum-cardinality partition into cliques has the same value
as a maximum-cardinality stable set. Hammer and Mahadev [18] proved the following
result.
Theorem 2 (Hammer and Mahadev [18]). The compatibility graph G associated with
2-DVPP is perfect.
Hammer and Mahadev [18] show how to compute a minimum-cardinality partition
into cliques of G in O(n2) time. By Theorem 2, this computation also yields the
maximum cardinality of a stable set of G, i.e., the maximum number p of pairwise
incompatible items. Hence, the procedure proposed in [18] can be used to compute L1
(see [25]), set equal to p. Note that the procedure avoids the explicit determination of
S and at the same time 2nds the best possible value of L1 over all item sets.
We now illustrate an O(n2) algorithm for the computation of L2 once S is given.
Clearly, if the maximum number of items in N that 2t into a bin is two, then an optimal
solution to 2-DVPP can be eNciently determined by 2nding a maximum-cardinality
(maximum, for short) matching of G. More precisely, let M ⊆E be a matching of G,
i.e., for each i ∈ N there exists at most one edge in M incident to i. For each edge
(i; j) ∈ M , nodes i and j are called matched, and i; j is called a matched pair. A
feasible solution to 2-DVPP is then obtained by using one bin for packing the items
corresponding to each matched pair, and one bin for each item whose corresponding
node is not matched, the number of bins being n − |M |. We then show a simple
algorithm for computing a maximum matching of G in O(n2) time. The proof of
correctness of the algorithm is based on the following lemmas.
Lemma 1. Given a graph G = (N; E) and a node i ∈ N having at least one incident
edge; there always exists a maximum matching of G where i is matched.
Proof. Consider a maximum matching M of G, and suppose no edge in M is incident
to i. Let e′=(i; j) be any edge incident to i, and let e=(k; j) be the edge in M incident
to j (if none exists M is not maximum). M ′:=M \ {e}∪ {e′} is a maximum matching
where i is matched.
Lemma 2. Given the compatibility graph G = (N; E) for 2-DVPP; let i be such that
wi =maxk∈N wk and suppose there exist items compatible with i. Let j be such that
vj = max{vk : (i; k) ∈ E}. There then exists a maximum matching of G containing
edge (i; j).
Proof. Consider a maximum matching M of G where i is matched (such a matching
exists from Lemma 1) and suppose (i; j) ∈ M . Let (i; k) be the edge in M incident to
i. If j is not matched, de2ne a new maximum matching M ′:=M \ {(i; k)} ∪ {(i; j)}.
Otherwise, let (j; l) be the edge in M incident to j. We claim that (k; l) ∈ E, i.e.,
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objects k and l are compatible. Indeed wk + wl6wk + wi61 since (i; k) ∈ E, and
vk + vl6vj + vl61 since (j; l) ∈ E. Therefore M ′:=M \ {(i; k); (j; l)} ∪ {(i; j); (k; l)}
is a maximum matching of G.
By iteratively applying Lemma 2, one can easily compute a maximum matching of
G. The resulting procedure is described below.
procedure 2-DVPP MATCHING;
input: the compatibility graph G associated with an instance (n; (wj; vj); j ∈ N )
of 2-DVPP;
output: a maximum matching M of G;
begin
M :=∅; S:=N ;
while S = ∅ do
i:=argmaxk∈S wk ;
C:={k ∈ S \ {i}: wk + wi61 and vk + vi61};
if C = ∅ then
j:=argmaxk∈C vk ;
S:=S \ {i; j}; M :=M ∪ {(i; j)}
else
S:=S \ {i}
end
end
end.
This algorithm is very similar to that used in [25] for computing a maximum sta-
ble set of G, having time complexity O(n2). Given an instance of 2-DVPP, we then
compute the lower bound L2 by heuristically determining an inclusion maximal subset
S of items such that no more than two items in S can be contained in the same bin,
and by solving to optimality, through the above procedure, the 2-DVPP instance corre-
sponding to S. More precisely, we initialize S:={j ∈ N : wj ¿ 1=3 and vj ¿ 1=3}. We
then consider the items in N \ S in decreasing order of surrogate weights (as de2ned
in Section 2), and for each of them, say i, we let S:=S ∪ {i} if wi + wj + wk¿1
or vi + vj + vk ¿ 1 for each pair j; k of items in S. This test can be carried out in
O(|S| log |S|) time through procedure CHECK INCOMPATIBILITY in the Appendix,
modi2ed so as to consider bin capacities 1 − wi and 1 − vi, respectively. Hence the
overall de2nition of S requires O(n2 log n) time in the worst case, but in practice it
turns out to be faster than the application of procedure 2-DVPP MATCHING.
For the computation of LH , it is easy to check that only ;  pairs such that
 = min{wi; 1 − wi};  = min{vj; 1 − vj} for some i; j ∈ N are worth considering.
Therefore, LH is determined by considering all the O(n2) signi2cant ;  pairs. The
overall computational complexity is O(n4 log n) in the worst case, even if in prac-
tice the running time turns out to be not so bad. In our implementation, on input we
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give the value of the best heuristic solution, say zH , to the procedure which computes
LH : the procedure is stopped if for some values of  and , either L′(; ) = zH or
L′′(; ) = zH .
The solution of the LP relaxation (7)–(9) in the computation of LB is carried out in
a standard way by column generation, following the original scheme by Gilmore and
Gomory [15,16]. More precisely, we initialize the LP relaxation with a subset C⊂S
of the variables, each corresponding to an item subset packed into a bin by a heuristic
solution to the problem. We then iteratively (i) solve the current LP relaxation; (ii)
check whether there exists a variable S , S ∈ S \ C, with negative reduced cost with
respect to the current optimal dual solution; (iii) add S to the LP; and repeat until
no negative reduced-cost variable exists. According to (11)–(13), the reduced cost
of variable S with respect to the current dual solution '∗ is given by 1 −
∑
j∈S '
∗
j .
Therefore, in order to 2nd, if any, a variable which has negative reduced cost, one can
solve the 2-Constraint Knapsack Problem (2-CKP)
max
∑
j∈N
'∗j (j (14)
subject to
∑
j∈N
wj(j61; (15)
∑
j∈N
vj(j61; (16)
(j ∈ {0; 1}; j ∈ N: (17)
Let R( be an optimal solution, and R) be its value. If R)61, then no negative reduced-cost
variable exists, otherwise item set S:={j ∈ N : R(j = 1} corresponds to the variable S
having the negative reduced cost with the largest absolute value. Since the above
2-CKP is solvable in pseudo-polynomial time by dynamic programming, the overall
LP relaxation (7)–(9) is solvable in pseudo-polynomial time, see GrSotschel et al. [17].
3.2. Theoretical properties of the lower bounds
The worst-case performance ratio of lower bound L; WCPR(L), is de2ned as the
in2mum of L=zOPT over all the 2-DVPP instances, where zOPT denotes the optimal
solution value to the problem, see [21].
LC behaves well experimentally for instances with “small” items, i.e., items whose
weights are small in relation to bin capacities. For BPP it is known that WCPR(LC)=
1=2 (see, e.g., [22]). In [2], the following properties are shown.
Theorem 3 (Caprara [2]). For all 2-DVPP instances with wj; vj61=k; k¿1 and
integer ; WCPR(LC)¿1=(1 + 2=k).
As a corollary, in the general case, i.e., for k = 1, we have
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Corollary 1 (Caprara [2]). WCPR(LC) = 1=3.
Consider a given integer d¿ 0. Clearly, WCPR(Ld)=0, since |S|6d and Ld=1 for
all instances for which wj; vj61=(d+1); j ∈ N . In the BPP case, Chen and Srivastava
prove in [5] that WCPR(max{LC; Ld}) = 2=3. The following theorem gives an upper
bound on WCPR(max{LC; Ld}) for our problem.
Theorem 4. For every positive integer d; 1=36WCPR(max{LC; Ld})6(d + 1)=
(2d+ 3).
Proof. The 2rst inequality clearly follows from Corollary 1. Consider now the class of
instances with n=(d+3)s, wj=1=(d+2)+; vj=2 for j=1; : : : ; (d+2)s; wj=0; vj=1−
for j=(d+2)s+1; : : : ; n, where s is an integer number and 61=s(2d+3). For these
instances, zOPT = 	s(2d+3)=(d+1)
¿s(2d+3)=(d+1) and LC =Ld= s+1, therefore
max{LC; Ld}=zOPT6(s+ 1)(d+ 1)=s(2d+ 3), which converges to (d+ 1)=(2d+ 3) as
s tends to in2nity.
Therefore for no value of d is the lower bound obtained better than 1=2 the optimum
in the worst case. We now turn our attention to the values of d for which the associated
lower bound can be computed eNciently.
Clearly, L1 can be a good lower bound only for instances with some “big” items, i.e.,
items whose weight, for at least one dimension, is greater than half the bin capacity.
From the properties of bound Ld it can be seen immediately that WCPR(L1) = 0,
whereas from Theorem 4 one gets
Corollary 2. 1=36WCPR(max{LC; L1})62=5.
As to L2, from the general properties of lower bound Ld; WCPR(L2) = 0 and, from
Theorem 4,
Corollary 3. 1=36WCPR(max{LC; L1; L2})63=7.
By considering the class of instances in the proof of Theorem 4 with d = 1, one
gets LC = L1 = s + 1; L2 = zOPT = 	5s=2
, showing that L2 can be better than L1 and
LC . Viceversa, if S is constructed in the “wrong” way, bound L2 can in principle be
considerably worse than L1. For example, consider the class of instances with n=2s+
2; w1 = w2 = 16 ; v1 = v2 =
1
2 ; wj = 0; vj = 1 for j = 3; : : : ; s + 2; wj =
2
3 ; vj = 0 for
j = s+ 3; : : : ; 2s+ 2. The value for parameter  used in the de2nition of the surrogate
weights is 1=4 (see Section 2). Accordingly, S is constructed by inserting in turn items
3; : : : ; s+ 2, and then 1 and 2. The corresponding L2 value is s+ 1, while the optimal
solution value is clearly 2s, equal to bound L1. Nevertheless, in our computational
experiments bound L2 outperformed bound L1, yielding a better or equal value for
almost all the instances tried, with a comparable computational e3ort.
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We could not 2nd any signi2cant upper bound on the worst-case performance ratio
of lower bounds LH and LB. Instead, we compare these bounds to each other as well
as to the previous ones.
In the computation of LH , when  and  assume their minimum values, N1=∅, hence
LH¿max{LC; L1; L2}. For the family of instances of Theorem 4, LH =L′′(; )=2s+1
for every  ∈ [0; 1=(d + 2) + ],  ∈ (; 2]. Therefore, for these instances LH is
consistently better than the previous bounds. In our computational experiments, lower
bound LH sometimes turns out to be better than all the others, and allows one to prove
that the heuristic solution in hand is optimal.
As mentioned in Section 2, the computation of LB requires a considerable amount of
time if compared with the computation of the other lower bounds (including LH ), but,
in practice, the corresponding value turns out to be equal to the optimum basically in
all cases. We conclude the section by showing that lower bound LB dominates all the
others, i.e., it is never smaller.
We start by proving two results about the structure of the incompatibility graph G.
The 2rst one is a simple corollary of Theorem 2. An odd hole of G is a cycle C
formed by k edges, k¿5 and odd, such that there is no edge in E \ C joining two
nodes visited by C.
Lemma 3. G contains no odd hole.
A RK3;3 is a graph of 6 nodes corresponding to two node-disjoint triangles, i.e., a
graph with node set {j1; j2; j3; j4; j5; j6} and edge set {(j1; j2); (j2; j3); (j3; j1); (j4; j5);
(j5; j6); (j6; j4)}.
Lemma 4. G contains no RK3;3.
Proof. Suppose the claim is false, and let {j1; j2; j3; j4; j5; j6} and {(j1; j2); (j2; j3);
(j3; j1); (j4; j5); (j5; j6); (j6; j4)} be the node set and the edge set of a RK3;3 of G,
respectively. One can suppose without loss of generality that item pairs j1; j4 and j2; j5
are incompatible because of the 2rst dimension, i.e., wj1 + wj4 ¿ 1 and wj2 + wj5 ¿ 1,
and also that wj1 =max{wj1 ; wj2 ; wj4 ; wj5}. But then wj1 +wj2 ¿ 1, contradicting the fact
that (j1; j2) ∈ E.
The following lemma shows that, in the computation of lower bound LH , given a
partition of the items into subsets N1, N2 and N3 such that j1 and j2 are incompatible
for all j1 ∈ N1 and j2 ∈ N2, bound L1 yields the optimal solution value for one of the
two instances de2ned by item sets N1 and N2, respectively.
Lemma 5. Given two 2-DVPP instances de9ned by item sets N1 and N2; such that
for each pair j1 ∈ N1; j2 ∈ N2; j1 and j2 are incompatible; the computation of lower
bound L1 yields the optimal solution value for at least one of the two instances.
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Proof. Consider the compatibility graph G= (N1 ∪N2; E) associated with the instance
de2ned by item set N1 ∪N2, and let G(N1) and G(N2) be the subgraphs of G induced
by item sets N1 and N2, respectively. If either |N1|62 or |N2|62 the theorem is clearly
true, so we assume in the following |N1|¿3 and |N2|¿3.
We 2rst claim that either G(N1) or G(N2) contains no triangle, i.e., no clique of
size 3. Indeed, if this was false, since there is no edge connecting a node in N1 with
a node in N2, G would contain a RK3;3, which is not possible by Lemma 4.
So suppose, without loss of generality, that G(N1) contains no triangle. In this case,
the optimal solution value to the associated 2-DVPP instance is given by L1(N1) (recall
that L(S) denotes lower bound L for the instance de2ned by item set S). Indeed, the
optimal solution value is given by L2(N1), as at most 2 items can be packed into a
single bin. Since the maximum size of a clique of G(N1) is 2, L2(N1) also gives the
minimum number of cliques into which node set N1 can be partitioned. As G(N1) is
perfect (see Theorem 2), this number coincides with the maximum cardinality of a
stable set of G(N1), i.e., with L1(N1).
We are now ready to prove that lower bound LB dominates LH , and therefore also
all the other lower bounds we considered.
Theorem 5. LB¿LH
Proof. Remembering that LH¿max{LC; L1; L2}, we prove initially that LB¿
max{LC; L1; L2}.
First of all, we show feasible dual solutions to (11)–(13) whose rounded-up values
are equal to LC and L1, respectively.
For the LC case, both solutions '∗j :=wj for j ∈ N and '∗j :=vj for j ∈ N are clearly
feasible, and LC coincides with the rounded-up value of one of them.
For the L1 case, let S ⊆N correspond to a maximum stable set of the compatibility
graph G. The solution '∗j :=1 for j ∈ S, '∗j :=0 for j ∈ N \ S is feasible and has value
|S|= L1.
The proof for L2 is much more involved. The procedure that computes L2 solves
to optimality a 2-DVPP subinstance of the original instance where at most two items
2t into a bin. Let G be the compatibility graph associated with this subinstance. If
G has isolated nodes, i.e., items exist incompatible with all the other items, it is
easy to see that the family S contains inclusion maximal subsets of one item only,
and the corresponding optimal values of the variables in both (7)–(10) and its LP
relaxation take the value 1. These nodes, and the corresponding variables, can be
removed, since they give the same contribution to both LB and L2. Hence we suppose
that the compatibility graph G contains no isolated node. In this case, the family S
of inclusion maximal item sets that 2t into a bin coincides with E, hence formulation
(7)–(10) has the form
min
∑
e∈E
e (18)
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Fig. 1. Illustration of some steps in the proof of Theorem 5.
subject to∑
e∈*( j)
e¿1; j ∈ N; (19)
e¿0; e ∈ E; (20)
e integer; e ∈ E; (21)
where *(j) denotes the set of edges in E incident to j. We show that the optimal value
of the LP relaxation (18)–(20) is within 1=2 of the optimal value of (18)–(21), and
therefore that LB = L2 = zOPT for this subinstance.
For any graph G, it has been shown (see, e.g., [14]) that there exists an optimal
solution ∗ to (18)–(20) such that
(i) each fractional entry of ∗ is equal to 1=2;
(ii) the connected components of the subgraph G∗ of G obtained by removing from
G all the edges in e ∈ E such that ∗e is integer, are either isolated nodes or odd
cycles of G.
We 2rst show that each connected component of G∗ which is not an isolated node can
be assumed to be a triangle (i.e., an odd cycle of 3 edges) without loss of generality.
Consider a cycle C = {e1; e2; : : : ; ek} of G∗, where k is odd, and suppose k¿5: from
Lemma 3 it follows (see Fig. 1(a)) that there exists an edge f ∈ E \ C such that
C ∪{f} de2nes a triangle T and an even cycle D of G having f as the only common
edge. (Note that ∗f = 0.) One can assume edges in C have been numbered so as to
have T={e1; e2; f} and D={f; e3; e4; : : : ; ek}. By rede2ning ∗e :=1=2 for e ∈ T ; ∗e :=1
for e= ei, 46i6k− 1, i even; ∗e :=0 for e= ei, 36i6k, i odd, and leaving the other
components of ∗ unchanged, one gets a new solution ∗ to (18)–(20) with the same
value as the original one.
One can also assume without loss of generality that no pair of triangles T1; T2 in
G∗ is such that there exists an edge in E joining a node in T1 to a node in T2 (see
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Fig. 1(b)). Indeed, let T1:={(j1; j2); (j2; j3); (j3; j1)} and T2:={(j4; j5); (j5; j6); (j6; j4)},
and suppose (j1; j4) ∈ E. Rede2ning j1j4 :=1, j2 ;j3 :=1, j5 ;j6 :=1, j1 ;j2 :=0, j3 ;j1 :=0,
j4 ;j5 :=0, j6 ;j4 :=0, and leaving the other components of 
∗ unchanged, one gets a
new solution ∗ to (18)–(20) with the same value as the original one and such that
neither T1 nor T2 is a connected component of the new G∗; namely the two connected
components T1 and T2 have been replaced by the three connected components {j1; j4},
{j2; j3} and {j5; j6}.
Finally, by the two properties shown above and by Lemma 4, one can assume that
G∗ either contains no triangle, in which case ∗ is integer and the proof is complete,
or contains exactly one triangle T = {e1; e2; e3} such that ∗e1 = ∗e2 = ∗e3 = 1=2. The
integer solution I de2ned by Ie:=
∗
e if e ∈ E \ T and Ie1 :=1, Ie2 :=1, Ie3 :=0 is
feasible for (18)–(21) and its value is greater than that of ∗ by 1=2.
We complete the proof by showing that LB¿LH . Remember that LH is de2ned as
the sum of two lower bounds, chosen from among LC; L1; L2, computed on two item
sets N1 and N2 such that no item in N1 is compatible with any item of N2 (and vice
versa). Observe that one can construct a feasible dual solution '∗ to (11)–(13) for
the instance de2ned by items in N1 ∪ N2 by considering dual solutions '1 and '2 to
the instances de2ned by N1 and N2, respectively, and by setting '∗j :='
1
j if j ∈ N1
and '∗j :='
2
j if j ∈ N2. By Lemma 5, one can assume that the lower bound for N1
used in the de2nition of LH is L1(N1), and '1 is de2ned so as to have L1(N1) =
	∑j∈N1 '1j 
=
∑
j∈N1 '
1
j (see above). Moreover, it is possible to de2ne '
2 so as to have
	∑j∈N2 '2j 
¿max{LC(N2); L1(N2); L2(N2)} (see above). Therefore, LB = 	
∑
j∈N1 '
1
j +∑
j∈N2 '
2
j 
= L1(N1) + 	
∑
j∈N2 '
2
j 
¿L1(N1) + max{LC(N2); L1(N2); L2(N2)}¿LH .
4. Heuristic algorithms
The 2rst heuristic algorithms for 2-DVPP are a natural adaptation of the greedy
heuristics for BPP. Among these, the most e3ective ones consider the items sorted
according to decreasing weights. As mentioned in the introduction, it is not clear how
to sort the items according to their “dimension” in the 2-DVPP case, therefore di3erent
reasonable criteria are worth considering.
The most popular greedy heuristic for BPP is First Fit Decreasing (FFD). FFD con-
siders the items in decreasing order of weights; each item j is packed into the 2rst
non-empty bin into which it 2ts, if no such bin exists a new bin is initialized to con-
tain j. In [12] an adaptation of FFD to the 2-DVPP case is proposed, where the items
are considered in decreasing order of max{wj; vj} values; the corresponding heuristic,
called here 2FFD, can be implemented to run in O(n log n) time. In the iterative heuris-
tic proposed in [25], here denoted by 2FFD/, at each iteration an adaptation of FFD
is applied, which considers the items in decreasing order of /wj + vj values, where /
is a non-negative parameter. In the 2rst iteration, the value of / (say / = 1) is given
on input, and all the items are packed. At the end of each iteration, the solution is
examined to decide which bins are “well-2lled”: the corresponding items are removed
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from the problem, and / is updated (see [25,24]). This heuristic requires O(n2 log n)
time. Another possible ranking we consider is the one given by the surrogate weights,
as de2ned in Section 2. The corresponding heuristic is called 2FFD, and requires
O(n log n) time. We also consider the above adaptations to the famous Best Fit De-
creasing (BFD) heuristic for BPP, that iteratively packs each item into the bin with
minimal residual capacity into which it 2ts. This leads to algorithms 2BFD, 2BFD/
and 2BFD, with time complexities O(n log n), O(n2 log n) and O(n log n), respectively.
We apply a simple exchange procedure to try to improve each of the heuristic
solutions returned by the procedures above. This procedure, called 2REF, iteratively
executes the following step.
The bin b in the current solution containing a set of items with minimum overall
surrogate weight is considered. From this bin, we pick the item j with maximum
surrogate weight sj, and pack j into another non-empty bin. We choose the bin where
j can be packed by picking out a set S (possibly S=∅) of items with minimum overall
surrogate weight
∑
i∈S si, breaking ties in favor of the set with the largest cardinality.
The items in S are then packed according to a BFD policy with respect to the surrogate
weights. The step is complete when all the items in S have been packed, the complexity
of each step being O(n log n).
Notice that the current solution after the application of a step might be better or
worse than the one available before. In order to prevent cycling, we keep track of the
exchanges made in one step so as to avoid doing the reverse move in the following
steps, according to a tabu search policy. Extensive computational experiments have
suggested stopping the procedure after 250 steps, since we observed that afterwards no
improvement typically occurs.
Computational experience shows that the above-mentioned greedy heuristics followed
by the exchange procedure, together with lower bounds LC; L1; L2; LH , often allow one
to solve a 2-DVPP instance to proven optimality.
We now describe a more complex and time consuming heuristic, called HM , mainly
intended to produce good solutions for the instances where the number of items packed
into a bin is typically 2 or 3. We consider the compatibility graph G=(N; E) as de2ned
in the previous section. For each edge (i; j) ∈ E let Kij:={k ∈ N \{i; j}: wi+wj+wk61
and vi+ vj + vk61}. Edge (i; j) is assigned the pro2t pij:=si+ sj + maxk∈Kij sk (with
max ∅:=0), where  is a suitably de2ned non-negative parameter, set to 0:5 in our
implementation.
Iteratively, heuristic HM computes a maximum-pro2t matching of G, considers the
edge (i; j) in the matching with highest pro2t, and packs into a single bin items i,
j, and k:=argmaxk∈Kij sk if Kij = ∅. The heuristic then tries to pack some of the
remaining items into the bin, considering the items with larger surrogate weight 2rst.
The packed items are removed from the problem, and the procedure is iterated until a
feasible overall solution is found. The overall complexity of HM is O(n4), since each
computation of the pro2t matrix and each solution of a matching require O(n3) time
in the worst case. After the 2rst step, each recomputation of the pro2t matrix is done
parametrically. In practice, the running time is much better than in the worst case.
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The last heuristic algorithm we propose, HB, is based on the solution of the LP
relaxation (7)–(9). It is a classical diving heuristic, that iteratively solves the LP re-
laxation and 2xes the variable S with highest value in the LP solution to 1, until a
feasible solution is found. The LP solutions are clearly computed parametrically. We
observed that column generation is worth doing also after 2xing, since some variables
with value 0, and therefore possibly not generated, in the 2rst LP are often needed to
get very good solutions. The complexity of this heuristic is pseudo-polynomial, and in
practice a signi2cant fraction of the computing time is spent for the 2rst LP relaxation
(7)–(9). HB is far more time consuming than the other heuristics, but in most cases
it 2nds better solutions.
5. Exact algorithms
The enumerative scheme proposed by Spieksma [25] works as follows. One bin at a
time is considered, and items are put in it (following a certain order) until no further
item can be packed. Then a lower bound for the reduced instance is computed: if
the incumbent solution cannot be improved, a backtracking is performed, otherwise a
new (empty) bin is considered. The aim is 2nding a feasible solution of value k − 1,
where k is the best solution value found so far. If any is found, k is updated and the
procedure is restarted. A simple dominance test is also applied.
In our implementation we initially tested two di3erent branch-and-bound algorithms
for 2-DVPP. The spirit of these algorithms is very similar to the one of the branch-and-
bound algorithm for BPP proposed by Martello and Toth [22]. Therefore, the reader
is referred to [22] for further details, as well as examples of how branch-and-bound
works on small instances. In the 2rst one, called BB1, we generate son-nodes us-
ing the “item-by-item” branching scheme, considering an item not yet packed and
putting it, respectively, in each non-empty bin into which it 2ts, and in a new (empty)
bin. At each node of the branch-decision tree, we 2rst compute the lower bound
l + max{LC(R); L1(R); L2(R)}, where l is the number of bins that cannot contain any
further item, and R is the instance composed by the items which have not been packed
yet, and by “aggregate” items. For each used bin h which can contain some further
item, an aggregate item n + h is de2ned, with wn+h:=
∑
j∈Bh wj and vn+h:=
∑
j∈Bh vj,
where Bh is the set of items packed into bin h. Then we try to improve the incumbent
solution by applying the six greedy algorithms 2FFD, 2FFD/, 2FFD, 2BFD, 2BFD/,
and 2BFD, described in the previous section. In the second algorithm, called BB2,
for each node of the tree we have a “current” bin. Son nodes are generated using the
“bin-by-bin” branching scheme (similar to that proposed by Spieksma [25]), putting, in
turn, each unassigned item in this bin. At the root node, and when the current bin cannot
contain any further items, we compute the lower bound l+max{LC(R); L1(R); L2(R)},
where l is the number of bins used and R is the instance composed by the items
which have not been packed, and we apply the greedy algorithms. In both algo-
rithms, we use a depth-2rst search scheme. Moreover, at the root node heuristic
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HM is also applied, and each heuristic algorithm is followed by procedure
2REF.
The behavior of these two algorithms is not quite satisfactory, since they can solve
some instances quickly, but often require a very long computing time to terminate. As
for BPP, the initial gap between the lower and upper bound values is typically very
small (1 in many cases), but a huge number of branch decision nodes is required for
closing this gap. Sometimes, the initial lower bound is equal to the optimum, and all
the e3ort is used in 2nding an optimal solution. A main problem of the above-described
branch-and-bound algorithms is that they do not try to explore the “most promising”
solutions 2rst, but instead try to 2ll up the bins quite “blindly”, exploring (at least
partially) a number of “bad” solutions. This observation was the main inspiration for
the development of a new branch-and-bound algorithm, described in the sequel.
The new branch-and-bound algorithm, called BB3, is intended to explore 2rst the
solutions where the bins are 2lled-up as much as possible, with respect to the surrogate
weights. More precisely, at each branch decision node, say N, we have a set R⊆N
of items still to be packed (R = N at the root node). We compute the lower bound
l + max{LC(R); L1(R); L2(R)}, where l is the level of N in the branch decision tree
(see below), and apply the greedy algorithms. If the node is not fathomed, we branch
ideally by considering all the possible inclusion maximal subsets S ⊆R that 2t into a
bin. For each subset S, we pack the items in S into a bin and consider the corresponding
subproblem, where R:=R \ S. Among these subproblems, those for which ∑j∈S sj is
higher are explored 2rst. The actual implementation of this strategy works as follows.
When node N is explored, we solve the 2-CKP
max
∑
j∈R
sj(j (22)
subject to
∑
j∈R
wj(j61; (23)
∑
j∈R
vj(j61; (24)
(j ∈ {0; 1}; j ∈ R; (25)
yielding a solution (1. S is de2ned as S1:={j ∈ R: (1j = 1}, and a 2rst subproblem is
generated and explored, in a depth-2rst way, with R:=R \ S1. When backtracking goes
back to node N, we solve the 2-CKP (22)–(25) with the further constraint
∑
j∈S1
(j6|S1| − 1; (26)
forbidding solution (1, and no other solution. Given its solution (2, the new subset
S2:={j ∈ R: (2j = 1} is de2ned, and a second subproblem is generated and explored,
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with R:=R \ S2. This process is iterated, so that the pth backtracking to node N
requires solving the 2-CKP (22)–(25) augmented by the constraints
∑
j∈Sk
(j6|Sk | − 1; k = 1; : : : ; p: (27)
Clearly, such an approach can be e3ective only if node N is fathomed after a limited
number of backtrackings. To this end, we apply a suitably de2ned dominance test.
Let zH be the value of the best 2-DVPP solution so far. Let zT :=zH − 1 be the
maximum value of a target better solution (if any). Without loss of generality, we
require the bin set up at the 2rst level, say bin 1, to be such that
∑
j∈B1 sj¿
∑
j∈Bi sj
for each bin i in the solution, where Bi is the set of items packed into bin i. This
implies that
∑
j∈B1
sj¿
∑
j∈N sj
zT
(28)
in any solution of value at most zT . Therefore, all the remaining nodes at the 2rst level,
and hence the root node, can be fathomed as soon as the solution (p to the 2-CKP
(22)–(25) and (27) (where R= N ) is such that
∑
j∈N
sj(
p
j ¡
∑
j∈N sj
zT
: (29)
Clearly, the same dominance test can be applied at any level l + 1 of the tree, by
replacing (29) by
∑
j∈R
sj(
p
j ¡
∑
j∈R sj
zT − l : (30)
This simple dominance test turns out to be very e3ective in some cases, allowing for
a very small number of backtrackings to each node before its fathoming.
An exact algorithm very similar to BB3 is a branch-and-price (see [1]) algorithm,
called BP, based on the LP relaxation (7)–(9). At each node, a lower bound is com-
puted by solving (7)–(9), amended by the branching constraints (see below). The tree
exploration is of a depth-2rst type. Again the branching scheme tries to 2ll up the
bins as much as possible, here with respect to the item weights given by the optimal
dual solution '∗. This corresponds to setting up a bin with the items associated with a
variable S with minimum reduced cost. The value of this minimum is 0 at optimality,
and is attained at least by all variables with nonzero value in the primal LP solution.
In order to break ties, we give priority to the variables with higher LP value. The
set of subproblems generated from a node, in the order in which they are explorated,
corresponds then to the variables in formulation (7)–(10), ranked by low LP reduced
costs and by high LP value when the reduced cost is 0. The dominance test described
above (at the 2rst level) has then the form
∑
j∈B1
'∗j¿
∑
j∈N '
∗
j
zT
=
z∗
zT
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where z∗ is the optimal solution value to (7)–(9), i.e., LB = 	z∗
. In other words,
the subproblems generated by 2xing to 1 a variable with reduced cost greater than
1 − z∗=zT can be fathomed. Observe that, according to the branching rule and the
depth-2rst exploration, the 2rst “dive” of BP yields the heuristic solution provided by
HB, which is therefore a variant of BP where no backtracking is allowed.
The computational results presented in the next section clearly show that BP is the
most robust exact algorithm for the problem; on the other hand the time required to
solve the LP relaxation (7)–(9) is quite large in some cases. The best alternative to
BP is BB3, which is sometimes very fast, but which does not always terminate in a
reasonable time. Therefore, we suggest an overall Hybrid approach for the solution
of the problem, which applies, in turn, the following procedures: LC , L1, L2, the six
greedy heuristics, procedure 2REF to each of the six solutions produced, HM followed
by 2REF, BB3 with time limit tBB3 , LB, HB, and 2nally BP, stopping, of course, as
soon as optimality is proven. The idea is to try to solve the problem quickly, and to
resort to column generation if the attempt fails. As to the time limit tBB3 , it can be
tuned by observing the comparative performances of BB3 and the algorithms based on
column generation. In particular, since column generation takes longer as the number
of items per bin increases, we propose to de2ne tBB3 as an increasing function of n
and n= Rz, where Rz is an estimate of the optimal solution value. In our implementation
we set tBB3 :=n
2=2 Rz, where Rz:=max{LC; L1; L2}.
6. Computational results
We have implemented the lower bounding procedures of Section 3, and the heuristic
and exact algorithms of Sections 4 and 5, respectively, in FORTRAN 77.
The 2-CKP instances we encounter both for solving the LP relaxation (7)–(9), and
for implementing the branching rule of algorithm BB3, are solved by using Martello–
Toth branch-and-bound algorithm TWOKP [23]. In the column generation phase, we
initialize the incumbent solution value to 1, and interrupt the algorithm as soon as a
solution of value greater than 1 (corresponding to a negative reduced cost variable) is
found. For solving the 2-CKP further constrained by (26), we simply adapted procedure
2-CKP so as to fathom nodes where all the items in Sk have the associated variable
2xed to 1.
We use algorithm SAP by Derigs [8] for the maximum-weight matching problems
to be solved in algorithm HM . This algorithm computes a minimum-weight perfect
matching of a graph with an even number of nodes. To ensure the existence of a
perfect matching in our graph, we add a dummy node if the number of nodes is odd,
and connect this dummy node to all the others with edges having pro2t equal to 0.
The LP solver used for the LP relaxation (7)–(9) is CPLEX 3.0, which is a very fast
and robust LP solver, capable of dealing with the degeneracy problems that sometimes
arise in the solution of this relaxation.
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Computing times are given in Digital DECStation 5000=240 CPU seconds — this
machine has approximately the same speed as a PC 486=100.
6.1. Test bed instances
We have tested our codes on ten classes of randomly generated instances. In our
implementation we considered integer values for the capacities and the weights. Recall
that c and d are the capacity of the bins in the 2rst and second dimension, respectively.
The table below summarizes the characteristics of each class, which are described in
detail below. The notation u:d:[a; b] means uniformly distributed in the interval [a; b].
Class c d wj (j ∈ N ) vj (j ∈ N )
1 1000 1000 u:d:[100; 400] u:d:[100; 400]
2 1000 1000 u:d:[1; 1000] u:d:[1; 1000]
3 1000 1000 u:d:[200; 800] u:d:[200; 800]
4 1000 1000 u:d:[50; 200] u:d:[50; 200]
5 1000 1000 u:d:[25; 100] u:d:[25; 100]
6 150 150 u:d:[20; 100] u:d:[20; 100]
7 150 150 u:d:[20; 100] u:d:[wj − 10; wj + 10]
8 150 150 u:d:[20; 100] u:d:[110− wj; 130− wj]
9 See text See text u:d:[100; 400] u:d:[100; 400]
10 100 100 See text See text
In the 2rst six classes, for each item j ∈ N , wj and vj are uniformly random values in
[; ]. Classes 1–3 have been proposed by Spieksma in [25], and are such that each bin
contains, on average, about 4, 2 and 2 items, respectively. In order to consider instances
where more items per bin are packed, we have introduced two new classes: Classes
4 and 5, where each bin contains, on average, about 8 and 16 items, respectively.
For BPP, the most diNcult instances mentioned in the literature (see [22,10,26–29])
consider bin capacities equal to 150, and weights uniformly distributed in [20; 100].
The analogous class for 2-DVPP is Class 6. For all the above classes, the two weights
wj and vj associated with a given item j are generated according to independent dis-
tributions. In order to consider instances where a correlation exists, two new classes,
Classes 7 and 8, have been derived from the most diNcult of the previous classes,
namely Class 6. Accordingly, in both Classes 7 and 8 we set c = d = 150. In Class
7, for j ∈ N , we generate wj uniformly random in [20; 100], and then vj uniformly
random in [wj − 10; wj + 10], so the two item weights are correlated. In Class 8, on
the other hand, for j ∈ N , we generate wj uniformly random in [20; 100] and then vj
uniformly random in [110−wj; 130−wj], so the two item weights are anti-correlated.
Note that, by de2nition, at most two items in this latter class can be packed together
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into a bin, so the corresponding instances are easy to solve by matching. We consid-
ered these instances anyway to show that some approaches have diNculty in solving
them to optimality. Instances in the last two classes are constructed in an arti2cial way
to make them diNcult. In Class 9, item weights are generated as in Class 1, value
L is computed as max{	∑j∈N wj=1000
; 	
∑
j∈N vj=1000
}, and the bin capacities are
de2ned as c:=	∑j∈N wj=L
 and d:=	
∑
j∈N vj=L
. In this way, either the optimal solu-
tion almost completely 2lls up all bins for at least one dimension, which is unlikely in
practice, or lower bound LC is not equal to the optimal value, a substantial di3erence
with respect to Class 1 instances. Moreover, analogously to Class 1, lower bounds
L1 and L2 (and hence LH ) are typically not tight. Instances of Class 10 are gener-
ated similarly to those proposed by Falkenauer [10] for BPP: bin capacities c and d
are both set to 100, the number n of items is a multiple of 3, and for k = 1; : : : ; n=3,
w3k−2; w3k−1; v3k−2; v3k−1 are uniformly random in [25; 50], while w3k and v3k are given
the values c− w3k−2 − w3k−1 and d− v3k−2 − v3k−1, respectively. Therefore, the opti-
mal solution value is given by LC =
∑
j∈N wj=c=
∑
j∈N vj=d, corresponding to all bins
completely 2lled-up for both dimensions.
For each class, we considered the values n = 25; 50; 100; 200 (for Class 10, n =
24; 51; 99; 201) and solved 10 instances for each n value.
6.2. Lower bounds
Table 1 reports a comparison of the various lower bounding procedures. In the
table, Column AvgSol gives the average value of the optimal (or best found) solution
value. Moreover, for each lower bound we report the average computing time (time),
the average percentage error with respect to the optimum (%err), and the number of
instances for which the lower bound value is equal to the optimum (#opt). For the
instances that we could not solve to optimality, we set the optimum to the best lower
bound in the evaluation of entries %err and #opt. In order to indicate whether the
real optimum was found in all cases or not, we report in column #sol the number of
instances that we could solve to optimality. Finally, we give the number of instances
for which we were able to compute LB within 100,000 CPU seconds (#end): if this
number is less than 10, the values given in time, #opt, and %err refer to the instances
for which LB was computed. Bounds LC , L1 and L2 are very fast to compute. In
particular, the time required for LC was less then one microsecond in almost all cases,
while L2 requires, on average, the same time as L1 in almost all cases. The time
required by LH never exceeded 20 min for each of our instances. The time spent in
the computation of LB is typically quite large, and grows very fast with n: sometimes,
we have not even been able to compute LB, giving up after 100,000 CPU seconds. This
is due to the diNculty of the LP subproblems and 2-CKP instances to be solved. As
one might expect, the time performance of the column generation approach is worse
for the instances where many items 2t into a bin, see Classes 1, 4, 5 and 9. On the
other hand, for each instance for which we know LB and the corresponding optimal
solution value (in particular, all the instances with n6100), these values coincide.
252
A
.
C
aprara,
P
.
T
oth
/D
iscrete
A
pplied
M
athem
atics
111
(2001)
231–262
Table 1
Comparison of various lower bounding procedures
Class n (# sol) AvgSol LC L1 L2 LH LB
time (# opt) %err time (# opt) %err time (# opt) %err time (# opt) %err time (# end) (# opt) %err
1 25 10 7.1 0.000 (10) 0.00 0.000 (0) 85.89 0.000 (0) 49.29 0.020 (10) 0.00 5.500 (10) (10) 0.00
1 50 10 13.3 0.000 (10) 0.00 0.000 (0) 92.46 0.005 (0) 61.13 0.960 (10) 0.00 73.655 (10) (10) 0.00
1 100 10 26.0 0.000 (10) 0.00 0.002 (0) 96.15 0.008 (0) 66.50 16.498 (10) 0.00 755.263 (10) (10) 0.00
1 200 10 51.3 0.000 (10) 0.00 0.002 (0) 98.05 0.030 (0) 73.12 273.659 (10) 0.00 5069.085 (10) (10) 0.00
2 25 10 17.2 0.000 (0) 19.07 0.000 (5) 2.96 0.002 (10) 0.00 0.003 (10) 0.00 0.335 (10) (10) 0.00
2 50 10 31.5 0.000 (0) 14.36 0.000 (5) 2.24 0.007 (9) 0.32 0.142 (9) 0.32 2.185 (10) (10) 0.00
2 100 10 61.8 0.000 (0) 15.08 0.020 (6) 1.31 0.025 (9) 0.33 2.137 (9) 0.17 8.227 (10) (10) 0.00
2 200 10 117.3 0.000 (0) 12.00 0.072 (5) 0.96 0.078 (9) 0.08 31.390 (10) 0.00 55.627 (10) (10) 0.00
3 25 10 17.2 0.000 (0) 20.00 0.005 (5) 2.96 0.002 (10) 0.00 0.007 (10) 0.00 0.351 (10) (10) 0.00
3 50 10 31.4 0.000 (0) 16.26 0.009 (5) 2.54 0.005 (10) 0.00 0.015 (10) 0.00 2.113 (10) (10) 0.00
3 100 10 61.6 0.000 (0) 16.18 0.020 (6) 1.31 0.022 (10) 0.00 0.042 (10) 0.00 9.462 (10) (10) 0.00
3 200 10 117.1 0.000 (0) 12.65 0.073 (5) 0.96 0.086 (10) 0.00 0.160 (10) 0.00 62.243 (10) (10) 0.00
4 25 10 4.0 0.000 (10) 0.00 0.000 (0) 75.00 0.002 (0) 75.00 0.002 (10) 0.00 6.935 (10) (10) 0.00
4 50 10 6.9 0.000 (10) 0.00 0.000 (0) 85.48 0.002 (0) 85.48 0.180 (10) 0.00 43.852 (10) (10) 0.00
4 100 10 13.2 0.000 (10) 0.00 0.002 (0) 92.42 0.007 (0) 92.42 4.312 (10) 0.00 893.980 (10) (10) 0.00
4 200 10 25.6 0.000 (10) 0.00 0.003 (0) 96.09 0.023 (0) 96.09 148.712 (10) 0.00 1950.257 (5) (5) 0.00
5 25 10 2.0 0.000 (10) 0.00 0.000 (0) 50.00 0.000 (0) 50.00 0.000 (10) 0.00 6.505 (10) (10) 0.00
5 50 10 3.9 0.000 (10) 0.00 0.000 (0) 74.17 0.005 (0) 74.17 0.007 (10) 0.00 19.407 (10) (10) 0.00
5 100 10 7.0 0.000 (10) 0.00 0.000 (0) 85.71 0.010 (0) 85.71 0.012 (10) 0.00 143.186 (10) (10) 0.00
5 200 9 13.0 0.000 (10) 0.00 0.000 (0) 92.31 0.023 (0) 92.31 73.383 (10) 0.00 1686.519 (8) (8) 0.00
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6 25 10 11.7 0.000 (3) 5.92 0.000 (3) 11.08 0.000 (5) 6.07 0.032 (7) 2.51 1.243 (10) (10) 0.00
6 50 10 22.1 0.000 (2) 4.06 0.003 (1) 12.62 0.009 (1) 6.87 1.528 (3) 3.62 8.975 (10) (10) 0.00
6 100 10 42.3 0.000 (2) 2.12 0.015 (0) 16.91 0.023 (0) 8.31 28.612 (2) 2.12 157.863 (10) (10) 0.00
6 200 8 82.7 0.000 (2) 1.08 0.045 (0) 17.00 0.098 (0) 8.58 488.578 (2) 1.08 3229.202 (10) (10) 0.00
7 25 10 10.9 0.000 (7) 2.51 0.000 (1) 25.99 0.000 (2) 10.15 0.038 (7) 2.51 1.540 (10) (10) 0.00
7 50 10 21.1 0.000 (8) 0.85 0.000 (0) 17.66 0.003 (0) 12.92 0.760 (8) 0.85 9.882 (10) (10) 0.00
7 100 10 40.9 0.000 (7) 0.71 0.012 (0) 20.56 0.010 (0) 14.63 16.762 (7) 0.71 133.877 (10) (10) 0.00
7 200 10 81.1 0.000 (8) 0.24 0.036 (0) 18.72 0.045 (0) 16.50 305.193 (8) 0.24 1831.883 (10) (10) 0.00
8 25 10 13.0 0.000 (0) 14.62 0.000 (0) 26.92 0.005 (10) 0.00 0.007 (10) 0.00 0.663 (10) (10) 0.00
8 50 10 25.0 0.000 (0) 14.40 0.000 (0) 29.20 0.020 (10) 0.00 0.020 (10) 0.00 2.393 (10) (10) 0.00
8 100 10 50.0 0.000 (0) 16.80 0.012 (0) 30.60 0.143 (10) 0.00 0.155 (10) 0.00 17.160 (10) (10) 0.00
8 200 10 100.0 0.000 (0) 17.70 0.043 (0) 32.40 1.093 (10) 0.00 1.137 (10) 0.00 203.892 (10) (10) 0.00
9 25 10 8.1 0.000 (0) 12.36 0.000 (0) 87.64 0.003 (0) 37.22 0.135 (0) 12.36 5.338 (10) (10) 0.00
9 50 10 14.3 0.000 (0) 7.01 0.000 (0) 92.99 0.000 (0) 54.77 1.553 (0) 7.01 157.920 (10) (10) 0.00
9 100 10 27.0 0.000 (0) 3.71 0.000 (0) 96.29 0.010 (0) 62.59 21.262 (0) 3.71 2550.768 (10) (10) 0.00
9 200 0 51.3 0.000 (10) 0.00 0.002 (0) 98.05 0.028 (0) 70.05 303.557 (10) 0.00 65 078.516 (9) (9) 0.00
10 24 10 8.0 0.000 (10) 0.00 0.000 (0) 87.50 0.003 (8) 2.50 0.127 (10) 0.00 2.003 (10) (10) 0.00
10 51 10 17.0 0.000 (10) 0.00 0.000 (0) 94.12 0.005 (3) 7.65 2.542 (10) 0.00 15.565 (10) (10) 0.00
10 99 10 33.0 0.000 (10) 0.00 0.002 (0) 96.97 0.019 (0) 10.30 39.973 (10) 0.00 287.412 (10) (10) 0.00
10 201 0 67.0 0.002 (10) 0.00 0.002 (0) 98.51 0.100 (0) 12.84 831.112 (10) 0.00 1189.147 (10) (10) 0.00
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As well as in Class 10, lower bound LC gives the optimal solution value for all the
instances in Classes 1, 4 and 5, where on average more than 3 items 2t into each bin
in the optimal solution, and for a few instances in Class 7. Furthermore, LC is always
equal to LB for the instances in Class 9 with n=200, even if it is systematically worse
for smaller values of n. L2 yields consistently better values than L1, and is equal to
the optimum for all the instances in Classes 3 and 8, and for most instances in Class
2, i.e., for all instances where on average 2 items or less 2t into a bin in the optimal
solution. Lower bound LH was too seldom better than max{LC; L1; L2} to justify the
amount of time required for its computation.
6.3. Heuristic algorithms
Various heuristic algorithms are compared in Table 2, where we give the same
information as in Table 1. For the instances that we could not solve to optimality, we
set the optimum to the value of the best solution found in the evaluation of entries %err
and #opt. Again, we report in column #sol the number of instances that we could solve
to optimality. We also give the number of instances for which algorithm HB required
less than 100,000 CPU seconds (#end). Columns 2FFD and 2FFD/ give the results
obtained by the corresponding heuristics, while column FFD− 2REF gives the overall
time required and the best result obtained by these two heuristics, each followed by the
application of procedure 2REF. Similarly, columns GREEDY and GREEDY − 2REF
give the overall time required and the best solution obtained by applying the six greedy
heuristics mentioned in Section 4, followed in the second case by procedure 2REF.
Column HM − 2REF gives the results of procedure HM followed by procedure 2REF.
We do not give the results obtained by applying procedure 2REF to the solutions
provided by HB as we never obtained an improvement of these solutions. All greedy
algorithms are very fast and give solutions which are, on average, of equivalent quality,
with the exception of Class 8, where 2FFD/ is far better and always yields the optimal
solution. The application of 2REF requires some time, but is justi2ed by the fact that
in some cases the 2nal solution is optimal, or at least improved. Heuristic HM requires
a computing time which is comparable with that of GREEDY−2REF, and yields better
solution values for the instances in Classes 6 and 7. As anticipated, HB yields typically
better solutions than other heuristics, especially for big n values, with the exception of
Class 8, but requires a considerable time, typically in between tLB and 3tLB , where tLB
is the time spent in the computation of LB, see Table 1.
6.4. Exact algorithms
Table 3 gives the results of the various exact algorithms we have tried, each with
a time limit of 10,000 CPU seconds. For BP, our code does not check this time limit
before the computation of LB and HB is completed, but gives up anyway after 100,000
CPU seconds. Column Spieksma gives the results of the exact algorithm described in
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Table 2
Comparison of various heuristic algorithms
Class n (# sol) AvgSol 2FFD 2FFD/ FFD− 2REF GREEDY GREEDY − 2REF HM HM − 2REF HB
time (# opt) %err time (# opt) %err time (# opt) %err time (# opt) %err time (# opt) %err time (# opt) %err time (# opt) %err time (# end) (# opt) %err
1 25 10 7.1 0.000 (6) 5.71 0.002 (5) 7.14 0.092 (7) 4.29 0.003 (7) 4.29 0.317 (8) 2.86 0.065 (8) 2.86 0.097 (8) 2.86 7.668 (10) (10) 0.00
1 50 10 13.3 0.003 (1) 6.82 0.002 (1) 6.82 0.158 (2) 6.11 0.032 (3) 5.39 0.792 (3) 5.39 0.602 (3) 5.39 0.707 (3) 5.39 116.260 (10) (9) 0.77
1 100 10 26.0 0.010 (0) 6.94 0.002 (0) 8.13 0.403 (0) 5.40 0.080 (0) 6.94 2.598 (1) 5.40 8.788 (0) 5.40 9.116 (1) 5.02 1466.337 (10) (9) 0.38
1 200 10 51.3 0.043 (0) 7.60 0.017 (0) 8.40 1.310 (0) 6.42 0.342 (0) 6.24 9.510 ( 0) 5.45 152.252 (0) 5.46 153.457 (0) 5.46 18 533.656 (10) (9) 0.40
2 25 10 17.2 0.000 (10) 0.00 0.000 (10) 0.00 0.147 (10) 0.00 0.018 (10) 0.00 0.752 (10) 0.00 0.030 (10) 0.00 0.122 (10) 0.00 0.372 (10) (10) 0.00
2 50 10 31.5 0.000 (9) 0.33 0.002 (9) 0.33 0.293 (9) 0.33 0.027 (9) 0.33 1.868 (10) 0.00 0.342 (10) 0.00 0.582 (10) 0.00 2.507 (10) (9) 0.32
2 100 10 61.8 0.007 (10) 0.00 0.005 (10) 0.00 0.833 (10) 0.00 0.112 (10) 0.00 5.935 (10) 0.00 4.300 (10) 0.00 5.058 (10) 0.00 21.408 (10) (9) 0.15
2 200 10 117.3 0.019 (8) 0.27 0.015 (10) 0.00 2.713 (10) 0.00 0.412 (10) 0.00 20.577 (10) 0.00 67.563 (10) 0.00 70.230 (10) 0.00 146.047 (10) (10) 0.00
3 25 10 17.2 0.002 (10) 0.00 0.000 (10) 0.00 0.143 (10) 0.00 0.010 (10) 0.00 0.728 (10) 0.00 0.038 (10) 0.00 0.128 (10) 0.00 0.373 (10) (10) 0.00
3 50 10 31.4 0.003 (10) 0.00 0.000 (10) 0.00 0.296 (10) 0.00 0.027 (10) 0.00 1.887 (10) 0.00 0.265 (10) 0.00 0.495 (10) 0.00 2.502 (10) (9) 0.32
3 100 10 61.6 0.005 (10) 0.00 0.005 (10) 0.00 0.835 (10) 0.00 0.122 (10) 0.00 5.988 (10) 0.00 3.735 (10) 0.00 4.502 (10) 0.00 9.768 (10) (9) 0.17
3 200 10 117.1 0.027 (6) 0.35 0.015 (10) 0.00 2.722 (10) 0.00 0.422 (10) 0.00 20.470 (10) 0.00 49.705 (10) 0.00 52.350 (10) 0.00 64.417 (10) (9) 0.09
4 25 10 4.0 0.002 (10) 0.00 0.000 (10) 0.00 0.060 (10) 0.00 0.010 (10) 0.00 0.073 (10) 0.00 0.055 (10) 0.00 0.060 (10) 0.00 12.230 (10) (10) 0.00
4 50 10 6.9 0.002 (7) 4.52 0.000 (7) 4.52 0.100 (8) 3.10 0.020 (8) 3.10 0.370 (8) 3.10 0.557 (8) 3.10 0.603 (8) 3.10 114.082 (10) (10) 0.00
4 100 10 13.2 0.015 (3) 5.38 0.002 (2) 6.10 0.235 (4) 4.62 0.077 (4) 4.62 1.247 (6) 3.08 7.978 (4) 4.62 8.147 (6) 3.08 3197.110 (10) (10) 0.00
4 200 10 25.6 0.028 (0) 5.45 0.010 (0) 6.23 0.652 (1) 3.91 0.278 (0) 4.28 4.600 (1) 3.51 127.327 (1) 3.51 128.060 (1) 3.51 7033.483 (3) (3) 0.00
5 25 10 2.0 0.000 (10) 0.00 0.000 (10) 0.00 0.053 (10) 0.00 0.007 (10) 0.00 0.065 (10) 0.00 0.055 (10) 0.00 0.059 (10) 0.00 7.103 (10) (10) 0.00
5 50 10 3.9 0.002 (9) 3.33 0.000 (9) 3.33 0.055 (9) 3.33 0.017 (10) 0.00 0.077 (10) 0.00 0.562 (9) 3.33 0.573 (9) 3.33 64.993 (10) (10) 0.00
5 100 10 7.0 0.014 (10) 0.00 0.002 (9) 1.43 0.132 (10) 0.00 0.067 (10) 0.00 0.572 (10) 0.00 7.993 (10) 0.00 8.137 (10) 0.00 1343.978 (10) (10) 0.00
5 200 9 13.0 0.028 (5) 3.85 0.005 (4) 4.62 0.360 (5) 3.85 0.262 (6) 3.08 2.297 (6) 3.08 128.303 (6) 3.08 128.987 (6) 3.08 40 212.059 (8) (8) 0.00
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Table 2. (Continued)
Class n (# sol) AvgSol 2FFD 2FFD/ FFD− 2REF GREEDY GREEDY − 2REF HM HM − 2REF HB
time (# opt) %err time (# opt) %err time (# opt) %err time (# opt) %err time (# opt) %err time (# opt) %err time (# opt) %err time (# end) (# opt) %err
6 25 10 11.7 0.002 (7) 2.65 0.000 (7) 2.65 0.118 (9) 0.91 0.012 (9) 0.91 0.527 (10) 0.00 0.063 (9) 0.83 0.130 (9) 0.83 1.745 (10) (9) 0.91
6 50 10 22.1 0.005 (4) 3.25 0.000 (3) 3.71 0.233 (6) 1.84 0.030 (4) 2.77 1.335 (7) 1.39 0.585 (7) 1.37 0.753 (7) 1.37 14.353 (10) (9) 0.45
6 100 10 42.3 0.010 (0) 5.70 0.002 (0) 5.46 0.603 (0) 4.75 0.113 (0) 4.99 4.280 (0) 3.79 7.773 (6) 0.96 8.305 (6) 0.96 293.978 (10) (9) 0.24
6 200 8 82.7 0.032 (0) 5.92 0.017 (0) 6.76 2.022 (0) 5.56 0.448 (0) 5.07 15.397 (0) 4.71 151.950 (1) 1.08 153.823 (2) 0.96 6653.845 (10) (10) 0.00
7 25 10 10.9 0.005 (9) 1.00 0.000 (9) 1.00 0.107 (9) 1.00 0.012 (9) 1.00 0.435 (9) 1.00 0.073 (10) 0.00 0.125 (10) 0.00 2.272 (10) (10) 0.00
7 50 10 21.1 0.007 (7) 1.53 0.000 (7) 1.53 0.213 (7) 1.53 0.027 (7) 1.53 1.178 (7) 1.53 0.612 (8) 1.03 0.760 (8) 1.03 16.343 (10) (8) 0.95
7 100 10 40.9 0.012 (3) 1.95 0.005 (3) 1.70 0.545 (3) 1.70 0.112 (3) 1.70 3.802 (3) 1.70 10.142 (5) 1.21 10.627 (5) 1.21 279.373 (10) (8) 0.49
7 200 10 81.1 0.035 (0) 1.85 0.012 (0) 1.85 1.921 (0) 1.85 0.363 (0) 1.73 14.063 (0) 1.73 278.505 (1) 1.24 280.308 (1) 1.24 3929.177 (10) (9) 0.12
8 25 10 13.0 0.002 (4) 9.23 0.000 (10) 0.00 0.103 (10) 0.00 0.023 (10) 0.00 0.540 (10) 0.00 0.052 (10) 0.00 0.118 (10) 0.00 0.692 (10) (9) 0.77
8 50 10 25.0 0.000 (0) 24.00 0.000 (10) 0.00 0.235 (10) 0.00 0.053 (10) 0.00 1.548 (10) 0.00 0.435 (10) 0.00 0.630 (10) 0.00 2.660 (10) (7) 1.20
8 100 10 50.0 0.009 (1) 21.80 0.002 (10) 0.00 0.727 (10) 0.00 0.352 (10) 0.00 5.578 (10) 0.00 4.880 (10) 0.00 5.575 (10) 0.00 18.625 (10) (7) 0.60
8 200 10 100.0 0.022 (1) 24.90 0.015 (10) 0.00 2.723 (10) 0.00 2.408 (10) 0.00 22.357 (10) 0.00 82.127 (10) 0.00 84.735 (10) 0.00 206.273 (10) (7) 0.30
9 25 10 8.1 0.003 (9) 1.25 0.000 (8) 2.50 0.085 (9) 1.25 0.014 (10) 0.00 0.363 (10) 0.00 0.068 (10) 0.00 0.107 (10) 0.00 7.477 (10) (10) 0.00
9 50 10 14.3 0.003 (1) 6.34 0.002 (2) 5.52 0.162 (5) 3.43 0.027 (4) 4.14 0.836 (8) 1.33 0.637 (9) 0.71 0.740 (9) 0.71 244.210 (10) (10) 0.00
9 100 10 27.0 0.010 (0) 6.67 0.005 (0) 6.67 0.393 (0) 4.83 0.080 (0) 5.56 2.650 (0) 3.71 8.882 (0) 4.08 9.225 (0) 4.08 5567.198 (10) (10) 0.00
9 200 0 51.3 0.010 (1) 3.79 0.012 (0) 3.77 1.287 (3) 2.66 0.268 (3) 2.84 9.565 (3) 2.09 164.920 (7) 1.37 166.138 (8) 1.18 37 894.184 (2) (2) 0.00
10 24 10 8.0 0.002 (0) 15.00 0.000 (0) 21.25 0.090 (0) 13.75 0.009 (0) 15.00 0.367 (0) 12.50 0.016 (0) 15.00 0.403 (0) 12.50 2.045 (10) (10) 0.00
10 51 10 17.0 0.002 (0) 12.35 0.003 (0) 13.53 0.185 (0) 11.76 0.032 (0) 11.76 1.052 (0) 9.41 0.063 (0) 11.76 1.157 (0) 9.41 16.020 (10) (10) 0.00
10 99 10 33.0 0.010 (0) 9.09 0.010 (0) 10.30 0.493 (0) 9.09 0.127 (0) 9.09 3.365 (0) 7.27 5.023 (0) 3.03 5.423 (0) 3.03 290.432 (10) (10) 0.00
10 201 0 67.0 0.037 (0) 6.32 0.014 (0) 6.91 1.710 (0) 6.18 0.486 (0) 6.03 12.658 (0) 5.59 63.215 (10) 0.00 64.700 (10) 0.00 2168.310 (10) (10) 0.00
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Table 3
Comparison of various exact algorithms
Class n Spieksma BB1 BB2 BB3 BP Hybrid
time (# opt) time (# opt) # nodes (# root) time (# opt) # nodes (# root) time (# opt) # nodes (# root) time (# opt) # nodes (# root) time (# opt) # no CG
1 25 0.335 (10) 0.243 (10) 298 (8) 33.297 (10) 78 733 (8) 0.310 (10) 2 (8) 7.668 (10) 1 (10) 0.310 (10) (10)
1 50 794.097 (7) 996.711 (6) 856 447 (3) 1051.221 (8) 1 052 401 (3) 30.452 (10) 124 (3) 129.503 (10) 2 (9) 30.452 (10) (10)
1 100 — (0) 1.883 (2) 24 (1) 10.809 (2) 93 (1) 109.727 (8) 20 (1) 1579.792 (10) 7 (9) 678.723 (10) (7)
1 200 — (—) — (0) — (0) — (0) — (0) 844.437 (5) 595 (0) 19 481.840 (9) 1 (9) 15 437.271 (10) (4)
2 25 0.317 (10) 0.150 (10) 1 (10) 0.150 (10) 1 (10) 0.150 (10) 1 (10) 0.372 (10) 1 (10) 0.150 (10) (10)
2 50 734.027 (7) 0.504 (9) 1 (9) 3.754 (10) 1903 (9) 1.577 (10) 2 (9) 2.538 (10) 5 (9) 1.577 (10) (10)
2 100 0.185 (6) 0.888 (9) 1 (9) 0.888 (9) 1 (9) 0.888 (9) 1 (9) 21.408 (10) 8 (9) 3.037 (10) (9)
2 200 — (—) 9.195 (10) 1 (10) 9.195 (10) 1 (10) 9.195 (10) 1 (10) 146.047 (10) 1 (10) 9.195 (10) (10)
3 25 0.224 (10) 0.152 (10) 1 (10) 0.152 (10) 1 (10) 0.152 (10) 1 (10) 0.373 (10) 1 (10) 0.152 (10) (10)
3 50 1310.469 (9) 0.315 (10) 1 (10) 0.315 (10) 1 (10) 0.315 (10) 1 (10) 2.580 (10) 4 (9) 0.315 (10) (10)
3 100 0.241 (6) 0.887 (10) 1 (10) 0.887 (10) 1 (10) 0.887 (10) 1 (10) 10.042 (10) 7 (9) 0.887 (10) (10)
3 200 — (—) 2.923 (10) 1 (10) 2.923 (10) 1 (10) 2.923 (10) 1 (10) 64.417 (10) 12 (9) 2.923 (10) (10)
4 25 0.144 (10) 0.063 (10) 1 (10) 0.063 (10) 1 (10) 0.063 (10) 1 (10) 12.230 (10) 1 (10) 0.063 (10) (10)
4 50 0.258 (10) 429.500 (9) 373 677 (8) 0.310 (10) 42 (8) 167.797 (10) 2 (8) 114.082 (10) 1 (10) 36.725 (10) (9)
4 100 546.582 (5) 0.492 (6) 1 (6) 231.474 (9) 73 668 (6) 865.940 (8) 4 (6) 3197.110 (10) 1 (10) 1705.281 (10) (7)
4 200 — (—) — (0) — (0) 3614.175 (4) 257 765 (0) 178.004 (8) 19 (0) 7033.483 (3) 1 (3) 88.048 (7) (7)
5 25 0.142 (10) 0.053 (10) 1 (10) 0.053 (10) 1 (10) 0.053 (10) 1 (10) 7.103 (10) 1 (10) 0.053 (10) (10)
5 50 0.222 (10) 0.064 (10) 1 (10) 0.064 (10) 1 (10) 0.064 (10) 1 (10) 64.993 (10) 1 (10) 0.064 (10) (10)
5 100 0.209 (10) 0.159 (10) 1 (10) 0.159 (10) 1 (10) 0.159 (10) 1 (10) 1343.978 (10) 1 (10) 0.159 (10) (10)
5 200 — (—) 0.750 (6) 10 (5) 57.453 (7) 870 (5) 69.771 (8) 4 (5) 40 212.059 (8) 1 (8) 7975.229 (9) (8)
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Table 3. (Continued)
Class n Spieksma BB1 BB2 BB3 BP Hybrid
time (# opt) time (# opt) # nodes (# root) time (# opt) # nodes (# root) time (# opt) # nodes (# root) time (# opt) # nodes (# root) time (# opt) # no CG
6 25 20.364 (10) 5.595 (10) 11 284 (7) 39.244 (10) 79 591 (7) 28.819 (10) 1130 (7) 1.745 (10) 1 (9) 5.888 (10) (8)
6 50 458.286 (2) 1502.921 (4) 672 974 (1) 978.800 (5) 493 439 (1) 1883.995 (3) 61 450 (1) 14.465 (10) 2 (9) 62.004 (10) (1)
6 100 — (0) — (0) — (0) — (0) — (0) — (0) — (0) 308.133 (10) 13 (9) 246.377 (10) (0)
6 200 — (—) — (—) — (—) — (—) — (—) — (—) — (—) 6565.469 (8) 1 (8) 6739.017 (8) ( 0)
7 25 29.031 (10) 2.555 (10) 5417 (7) 0.883 (10) 938 (7) 13.608 (10) 1098 (7) 2.272 (10) 1 (10) 5.331 (10) (9)
7 50 0.164 (5) 395.565 (8) 295 113 (6) 0.665 (7) 13 (6) 0.574 (7) 3 (6) 16.690 (10) 7 (8) 20.003 (10) (7)
7 100 0.178 (2) 5.823 (3) 1 (3) 577.320 ( 6) 182 882 (3) 5.975 (4) 6 (3) 320.205 (10) 22 (8) 239.354 (10) (4)
7 200 — (—) 327.499 (1) 1 (1) 2773.021 (4) 198 915 (1) 188.816 ( 2) 41 (1) 4136.122 (10) 31 (9) 3844.824 (10) (2)
8 25 1306.526 (2) 0.112 (10) 1 (10) 0.112 (10) 1 (10) 0.112 (10) 1 (10) 0.702 (10) 2 (9) 0.112 (10) (10)
8 50 — (0) 0.255 (10) 1 (10) 0.255 (10) 1 (10) 0.255 (10) 1 (10) 2.728 (10) 8 (7) 0.255 (10) (10)
8 100 — (—) 0.892 (10) 1 (10) 0.892 (10) 1 (10) 0.892 (10) 1 (10) 18.625 (10) 16 (7) 0.892 (10) (10)
8 200 — (—) 3.897 (10) 1 (10) 3.897 (10) 1 (10) 3.897 (10) 1 (10) 206.273 (10) 30 (7) 3.897 (10) (10)
9 25 0.233 (10) 869.993 (10) 1 242 657 (0) 0.705 (10) 774 (0) 0.793 (10) 2 (0) 7.477 (10) 1 (10) 0.793 (10) (10)
9 50 732.793 (10) — (0) — (0) 869.194 (6) 367 081 (0) 126.817 (9) 14 (0) 244.210 (10) 1 (10) 108.803 (10) (7)
9 100 — (0) — (—) — (—) — (0) — (0) — (0) — (0) 5567.198 (10) 1 (10) 5759.619 (10) (0)
9 200 — (—) — (—) — (—) — (—) — (—) — (—) — (—) — (0) — (0) — (0) (0)
10 24 0.264 (10) 90.277 (10) 131 982 (0) 6.327 (10) 17 549 (0) 0.253 (10) 8 (0) 2.045 (10) 1 (10) 0.253 (10) (10)
10 51 — (0) — (0) — (0) 1115.717 (1) 918 773 (0) 176.623 (10) 1767 (0) 16.020 (10) 1 (10) 46.587 (10) (6)
10 99 — (—) — (—) — (—) — (0) — (0) — (0) — (0) 290.432 (10) 1 (10) 438.932 (10) (0)
10 201 — (—) — (—) — (—) — (—) — (—) — (—) — (—) — (0) — (0) — (0) (0)
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[25], for which we obtained the Pascal code from the author. The code was run on
a PC Pentium 100, and the times converted into Digital DECStation 5000=240 CPU
seconds by using a multiplicative factor of 2.3, according to the relative speed of the
two machines, which we evaluated by running the same FORTRAN code on both
of them. For each algorithm, we give the number of instances solved (#opt) and the
average computing time (time). For all algorithms but Spieksma, we also report the
average number of branching nodes (nodes), and the number of instances for which
branching was not required (#root). All average values are computed with respect to
the instances solved. Whenever the problem was solved to optimality by applying all
the lower bounding procedures with the exception of LB and all the heuristic algorithms
with the exception of HB, the number of branching nodes was 1 for BB1; BB2 and
BB3. Similarly, the number of nodes was considered 1 for BP whenever the problem
was solved to optimality by LB and HB. If no instance of a certain class for a given
value of n was solved by an exact algorithm, we did not apply the algorithm for the
next n value of the same class. Also, we could not try Spieksma’s algorithm for n
greater than 100, due to the memory restrictions of the Pascal compiler. BB1, BB2 and
BB3 clearly outperform Spieksma. BB3 is in most cases better than BB1 and BB2, but
still cannot solve many of the big instances in Classes 1; 6; 7; 9 and 10. All the instances
with n up to 100 are solved to optimality by BP, although BP is often much slower
than BB3 for the instances the latter can solve. The time required by BP is essentially
the same as that required by HB. Finally, in column Hybrid we report the results of
the hybrid approach, showing that, on average, the results are signi2cantly better than
those of a pure column generation algorithm. We give the number of instances that
were solved without using column generation (noCG). As a 2nal remark, we observe
that instances in Classes 2, 3 and 8 with much more than 200 items can be solved by
procedure Hybrid, without using column generation. For example, instances with 1000
items are systematically solved in less than one minute.
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Appendix A.
We will now show how to solve, in O(n log n) time, the problem of checking whether
a given solution of 2-DVPP is minimal, i.e., if it is not possible to merge the contents of
two non-empty bins into a unique bin. Note that the problem can be stated as: given an
item set S, test whether all item pairs i; j ∈ S are incompatible, i.e., either wi+wj ¿ 1
or vi + vj ¿ 1. A clear observation is that given two items j; k such that wj6wk and
vj6vk , every item that is incompatible with j is incompatible also with k. In this case
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we say that k dominates j. The algorithm we propose keeps an ordered data structure D
storing the weights of a set of items C ⊆ S where no item is dominating. Data structure
D is sorted according to decreasing w weights and increasing v weights. Initially, D
contains only the 2rst element of S; then the remaining items in S are considered
in turn, incompatibility is checked with the previously considered items, and possible
insertions=deletions are performed in D, according to the following scheme.
procedure CHECK INCOMPATIBILITY;
input: an instance (n; (wj; vj); j ∈ N ) of 2-DVPP;
output: incompatible = TRUE or FALSE depending on whether all the item pairs
are incompatible or not;
begin
incompatible := FALSE;
insert (w1; v1) in D;
for j:=2 to n do
begin
2nd the item s in D such that ws is maximum and ws61− wj;
let s:=0 if no such item exists;
if s = 0 and vs + vj61 then return;
comment item j is incompatible with items 1; : : : ; j − 1: update D;
2nd the 2rst item s in D such that ws6wj;
2nd the last item p in D such that wp¿wj;
let s:=0 and p:=0 if the corresponding items do not exist;
while p = 0 and vp¿vj do
begin
delete item p from D;
let p be the predecessor of the item deleted in D;
let p:=0 if no predecessor exists
end
if s = 0 then
begin
if ws = wj and vs ¿vj then
begin
delete item s from D;
insert item j in D
end
else if ws¡wj and vs ¿vj then
insert item j in D
end
else insert item j in D
end;
incompatible := TRUE
end.
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By implementing D using red-black trees, see, e.g., [7], it takes O(log k) time both
for searching for the 2rst element s with ws not greater than a given threshold, and for
inserting=deleting an element, where k is the number of elements stored. Also, 2nding
the predecessor of an element takes constant time. Since the number of searches, inser-
tions and deletions during the procedure is O(n), the overall complexity is O(n log n).
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