For a number of reasons, it is necessary to assess global climate models (GCMs) that will be used for estimating the climate change impact on runoff characteristics. Previous studies have used different sets of GCMs and considered many different temporal periods, had different geographical foci or vastly different evaluation approaches. As a result, there is a lack of comparability among studies. This study assesses the GCM's ability to reproduce observed climate variables and the climate drivers affecting rainfall over the South Eastern Australian region using a consistent evaluation skill scores. Such a consistent approach enables one to compare the results from a variety of measures in order to develop a robust framework for GCM selection.
INTRODUCTION
There are two main steps involved in estimating climate change impacts on runoff characteristics and water availability. The first step is to use global climate model (GCM) simulations and downscaling techniques to obtain catchment-scale projected rainfall time-series. These are then used to drive hydrological models. A set of 25 GCMs is currently available in the World Climate Research Programme's (WCRP's) Coupled Model Intercomparison Project phase 3 (CMIP3) multi-model dataset. Due to limitations on resources it is not always possible to undertake both steps for all 25 simulations in order to develop an ensemble of climate change impacts on runoff characteristics. Therefore, it is necessary to assess the GCMs and select or weight the better GCMs for specific hydrological applications.
There are many studies with different views and approaches on GCM evaluation and selection. Some (e.g. Kirono and Kent, 2011; Vaze et al. 2011) argue that one needs to only consider evaluation and selection criteria based on climate variable of interest (for most hydrological applications this are rainfall and potential evapotranspiration), while others (e.g. Smith and Chandler, 2009) suggest the use of a broader suite of variables, including the ability of GCM to represent atmospheric-oceanic climate drivers such as the Southern Annular Mode (SAM) and the El Nino Southern Oscillation (ENSO). This is because climate variables (e.g. rainfall) are associated with the dynamic of climate drivers, and a successful simulation and prediction over a wide range of these drivers increase confidence in the GCM used for climate projections in the future (Randall et al. 2007) .
With regard to climate variables, existing studies usually assess the GCMs ability to simulate the long term mean of observed climate variables such as rainfall, mean sea-level pressure and temperature (e.g. Suppiah et al., 2007) . Regarding climate drivers, the studies commonly assess the GCMs performance in simulating climate drivers such as ENSO and the Indian Ocean Dipole (IOD) and their teleconnection with rainfall (e.g. Cai et al. 2009a ). These studies often use different sets of GCMs, consider different temporal outputs and geographical areas or use different evaluation approaches and metrics in their assessments. This makes it difficult to synthesize and to apply their results in selecting GCMs that can be considered for developing rainfall projections to be used in hydrological modelling.
This study uses a consistent approach to evaluate and select the GCMs for subsequent use in hydrological impact modelling over the South Eastern Australian (SEA) region. Specifically, this study assesses the GCMs' ability to reproduce (i) observed climate variables; (ii) main climate drivers of rainfall in SEA; and (iii) teleconnection between those climate drivers and SEA rainfall. Furthermore, the study examines implications of model performance considerations on rainfall projections.
ASSESSMENT BASED ON CLIMATE VARIABLES
Rainfall (P) and potential evapotranspiration (PET) are key input variables to catchment water balance assessments. Other important variables include mean-sea level pressure (MSLP) and air temperature (T) which are both commonly used as predictors in statistical downscaling techniques. Therefore, this study begins by assessing the ability of the GCMs to simulate P, PET, T and MSLP.
MSLP is assessed over the Australian region, while the other variables (P, T and PET) are each assessed over the Murray Darling Basin (MDB) and over each of the three climate-regions within the SEA region as defined in Timbal and Fernandez (2009), i.e. the northern part of the MDB (NMDB), the eastern sea-board (ESB) and the south-west of Eastern Australia (SWEA). The ability of each GCM to represent the spatial pattern of observed monthly, seasonal and annual mean, coefficient of variation (Cv) and long-term trend are quantified using a number of skill score metrics (including the M-Statistic of Watterson (2008) , the delta skill score (∆ ss ) of Pierce et al. (2009) and root mean square error). However, due to a limited space in the current paper, only the M-Statistic, as used in the CSIRO and BoM (2007) , is shown here. The M-Statistic is a nondimensional skill score that can be used to quantify the similarity of the gridded model to the gridded observed fields as follows (Watterson, 2008) :
With mse being the mean square error between the model field X and observed field Y, V is the variance and G is the mean of the subscripted field. All statistics are calculated over the set of spatial points within the region.
The modelled MSLP data are assessed against the MSLP reanalysis database of the National Center for Environmental Prediction (NCEP) (Kalnay et. al., 1996) . The observed rainfall and temperature data come from the Australian Bureau of Meteorology's (BoM) high-quality data set (Jones and Beard, 1998) . PET is estimated from climate variables from the SILO gridded database (Jeffrey et al., 2001 ) using Morton's areal evapotranspiration algorithm (Morton, 1983; Chiew and McMahon, 1991; BoM, 2001) . Both the GCM and the observed data are regridded to a 1 o grid size prior to the evaluation. Figure 1 shows the M-Statistic summarising the ability of each of the GCMs to reproduce the mean, Cv and trend of annual P, T and PET over the MDB, as well as MSLP over Australia for . An M-Statistic of one indicates a perfect match between the modelled and observed values and a value of ≤0 indicates a very poor match. Figure 1 indicates that the GCMs generally reproduce the observed mean and Cv of the annual climate variables, but not the trend. There is no clear association among the performances on mean and performances on Cv and/or trend. For example, the correlation coefficient between the M-Statistic of mean and trend of P is 0.14. There is also generally very little difference between the M-Statistic of different models, particularly on the mean and Cv fields. For example, all GCMs have an M-Statistic of 0.99 for the mean T and MSLP fields. Meanwhile, the average, maximum and minimum M-Statistic for the mean P is 0.77, 0.86 and 0.56, respectively. This makes it difficult to identify the better or poorer GCMs based on the M-Statistic skill scores for the mean and Cv of climate variables assessed here. 
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ASSESSMENT BASED ON CLIMATE DRIVERS AND THEIR TELECONNECTION WITH RAINFALL
The climate drivers being investigated include the ENSO, the IOD, the SAM and the sub-tropical ridge (STR). In this study the ENSO and IOD modes of variability are diagnosed as the first Empirical Orthogonal Function (EOF) of sea surface temperature over the Pacific and Indian oceans respectively while the SAM is the first EOF mode of mean sea level pressure over the Southern Ocean (Cai et al., 2009b) . The STR derivation follows that of Drosdowsky (2005) . The modelled climate driver indices from the GCMs are compared to the observations over the period 1950-1999. The observation data for the ENSO and IOD are obtained from the HadISST sea surface temperature database, and the SAM data are obtained from the NCEP-reanalysis MSLP data. Two datasets are used to compare the GCM simulations of STR: the BoM dataset (Drosdowsky, 2005) which is based on station data; and the dataset derived from MSLP fields of the NCEP-reanalysis. The M-Statistic, the ∆ ss and coefficient correlation (R) are used to quantify the ability of each of the GCMs in reproducing the spatial pattern of each of the indices. The same skill-scores are also used to quantify the GCMs modelled teleconnection, the linear correlation between each of the indices and the SEA rainfall (see also Kent et al. (2011) for a more detailed assessment of the STR simulations). Overall, there seems no single model that is consistently good across all the examined climate drivers and their teleconnection with rainfall. For example, the MIROC3.2(hires)'s M-Statistic for ENSO, IOD, SAM and STR-rainfall teleconnection are 0.71, 0.43, 0.1 and 0.66, respectively while the CSIRO-MK3.5's are 0.65, 0.32, 0.26 and 0.6, respectively. However, there are models that consistently poor across all the examined climate drivers. For example, the GISS-AOM has an M-Statistic of 0.20, 0.46, 0.05 and 0.23 for the ENSO, IOD, SAM, and STR-rainfall teleconnection, respectively. This suggests that identifying/rejecting models which are consistently poor is more feasible than those which are consistently good across examined variables. 
IMPLICATIONS ON RAINFALL PROJECTIONS
There are three common practices in developing climate projections based on the output of multiple models: (i) use all the available models, with an assumption that they are all equally good; (ii) use all the models, but weight each of the models based on a given performance; and (iii) select/reject models according to a certain criteria. However, there is no a standard method as to how assigning the weights and/or to select/reject models. Arguably, different approaches and considerations will results in different projections.
To examine the impact of performance considerations (PR, T, MSLP, ENSO, etc)for selecting a set of best models for rainfall projections, we start by ranking the models according to their M-Statistic and select the top five models for a particular variable (e.g. ENSO). Since no model is consistently good across examined variables, the top five models can be slightly different for variables. For instance, based on the M-Statistic of MSLP, the top five models are CNRM-CM3, CSIRO-MK3.5, MRI-CGCM3.2, NCAR-CCSM and UKMO-Hadgem1 whereas those based on the STR-teleconnection' skill score are MIROC3.2(medres), IPSL-CM4, MIROC3.2(hires), MRI-CGCM3.2 and CSIRO-MK3.5. Secondly, we calculated the range (10 th , median and 90 th percentile) of percent change in future mean annual rainfall over the MDB based on all GCMs and based on the top five models (selected based on each variables performance) (as shown in Figure  4 ). The figure indicates: (i) with regard to the median, all considerations suggest a decrease in future rainfall of around 4%, with the ENSO-and IOD-based selections indicating a lesser degree of drying (i.e. around 1%); (ii) regarding the ranges of projection, there is no distinct difference among different considerations. The range of uncertainty (i.e. the 90 th minus 10 th values) for most of them is around 10%, except that of the MSLP-based selection (i.e. around 6%); and (iii) while others imply some possibility of increase in rainfall, the MSLP-and SAM-based selections do not. The same experiment, but with the set of top 10 instead of top 5 models, also indicates similar results (not shown here). The exception being the MSLP-based selection gives relatively similar ranges of uncertainty compared to others (i.e. about 10%).
In order to understand the implication of different weighting approaches (i.e. equally-weighted or unweighted versus performance-based-weighted approaches), we weight the models according to their M-Statistic for each of the variables (shown as a crossed symbol in Figure 4 ). For example, the cross symbol in the PRcolumn shows the projections based on all models-but weighted with the M-Statistic for PR whereas the cross symbol in the All-GCMs-column represent the projections based on all models-equally weighted. The figure suggests that the weighted-based approach gives relatively similar results in comparison to that of the equally-weighted (or non-weighted) approach. For instance, both the equally-weighted and performancebased-weighted approaches suggest a decrease of around 4% in future rainfall. The exception being the SAM-performance-weighted approach which suggest a 7% decrease. Such a similar projection is a reflection of the very little difference between the M-Statistic of different models (as mentioned previously).
All of these results suggest that application of different approaches (equally-weighted, performance-basedweighted, and performance-based-selection) and different considerations (performance on PR, T, MSLP, ENSO, etc) will results in dissimilar ranges of rainfall projections over the MDB. However, for most cases, the dissimilarities are relatively small (more or less 3%). This suggest that, based on the M-Statistic skill score, model performance consideration in projecting future mean annual rainfall over the MDB has relatively little implication. Figure 4 . Ranges (10 th , median and 90 th ) of percent changes in mean annual rainfall per degree global warming calculated from different sets of GCMs (All GCMs, and the top five GCMs selected based on their performance on PR, T, MSLP, ENSO, and so on). The cross symbols indicate projections based on all GCMs but weighted according to a given performance (PR, T, and so on) the cross symbol in the 'All GCMs' column shows the equally-weighted projection.
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SUMMARY
Unlike most previous studies, this study assesses GCMs ability to reproduce not only the long-term mean but also Cv and trend of climate variables. This study also quantifies the ability of GCMs in reproducing the spatial pattern of some climate drivers (e.g. ENSO and IOD) and their teleconnection with SEA rainfall, using a consistent evaluation skill scores, so that the results can be comparable. Based on the M-Statistic skill scores calculated for a broad suite of climate variables and climate drivers relevant to the South East Australia region, we observed the followings:
• The GCMs reproduce the spatial pattern of observed mean and Cv of the annual climate variables (P, T, PET, MSLP) relatively well, but not the trend. For instance, the average M-Statistics for mean, Cv and trend for P are 0.77, 0.8 and 0.19, respectively. Since the coefficient correlation between the M-Statistic on mean and trend is very small (e.g. for P it is only 0.14), there is no ground for assuming that performance on long term average is an indicative of performance on long term trend or vice versa. There is also generally very little difference between the M-Statistic of different models, particularly on the mean and Cv fields. This makes it difficult to identify the better or poorer GCMs based on the M-Statistic skill scores. Furthermore, when the M-Statistics are applied to weight the multiple models used in developing rainfall projection, the results are similar to those based on equally-weighted models.
• Overall, the GCM representations of the spatial pattern of observed IOD and SAM indices are poorer than their respective ENSO index. The average M-Statistics for the ENSO, IOD and SAM indices are 0.59, 0.34 and 0.04, respectively. None of the models show consistently good performance on all examined climate drivers, but there are models that indicate a consistent poor performance. Therefore, model selection may be best conducted by rejecting models with consistent poor performance rather than identifying models that are consistently good across examined variables.
• Consideration of model performance (as quantified by the M-Statistic) in projecting future mean annual rainfall over the MDB has relatively little implication. In this regard, the range of future climate scenarios that are used in hydrological impact studies may probably best constructed from the majority of available archived GCMs simulations.
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