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Abstract
Accurate calculations of macroscopic and mesoscopic properties in
quantum electrodynamics require careful treatment of infrared divergences:
standard treatments introduce spurious large-distances effects. A method
for computing these properties was developed in a companion paper. That
method depends upon a result obtained here about the nature of the
singularities that produce the dominant large-distance behaviour. If all
particles in a quantum field theory have non-zero mass then the Landau-
Nakanishi diagrams give strong conditions on the singularities of the scat-
tering functions. These conditions are severely weakened in quantum elec-
trodynamics by effects of points where photon momenta vanish. A new
kind of Landau-Nakanishi diagram is developed here. It is geared specifi-
cally to the pole-decomposition functions that dominate the macroscopic
behaviour in quantum electrodynamics, and leads to strong results for
these functions at points where photon momenta vanish.
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1. Introduction
A method of calculating the macroscopic and mesoscopic properties of scat-
tering functions in quantum electrodynamics was developed in reference 1, in
the context of a particular example. The large-distance behaviour was shown
to be concordant with the idea that electrons propagate over large distance like
stable particles in classical physics. This result is expected, and indeed is re-
quired in the interpretation of scattering experiments. But unless one is able
to deduce this dominant behaviour from the theory, and exhibit a controlled
non-dominant remainder, the theory would be unsatisfactory, for it would lack
the power to make valid predictions in the mesoscopic regime lying between the
quantum and classical realms. This regime is becoming increasingly important
for technology.
The extraction from quantum electrodynamics of the correspondence-principle
large-distance part plus a well-controlled non-dominant remainder is a not a triv-
ial exercise. Difficulties arise from: 1), the spurious large-distance effects intro-
duced by the usual momentum-space treatments of infrared divergences; 2), the
singular character of the photon-propagator singularity surface k2 = 0 at k = 0;
3), the occurrence of several different types of singularities on certain singularity
surfaces; and 4), the need to deal effectively with the pole-decomposition func-
tions that control the large-distance properties. These problems were all dealt
with in reference 1. But one key property was left unproved. The immediate
aim of this paper is to establish this property. In the course of doing so we
shall develop powerful methods for dealing with singularities arising in quantum
electrodynamics.
A first problem to be faced is the weakening of the Landau-Nakanishi di-
agrammatic conditions for the presence of a singularity. The vanishing of the
gradient of k2 at k = 0 renders the original versions3,4 of these conditions trivial:
they yield no condition at all, for functions that describe processes with internal
photons. Improved versions that cover the k = 0 points have been devised5.
But these also have too many solutions: in general a continuum of essentially
different diagrams all lead to any given point on the Landau singularity surface.
This surplus of diagrams precludes the application of the simple known rule6 for
the nature of the singularity on that surface.
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The first part of our resolution of the problem is this: Use not the original
momentum-space variables, but rather a set of nested radial coordinates and the
associated angles. These variables are defined by first separating the integration
region into sectors specified by the different orderings of the relative sizes of the
Euclidean norms |ki| of the soft-photon energy-momenta ki; then, in each sector,
re-ordering the vectors ki by size, so that |ki| ≥ |ki+1|; and finally writing
ki = r1r2...riΩi, (0)
where, for all i, |Ωi| = 1 and 0 ≤ ri ≤ 1.
A second problem is that we need results not for the scattering functions
themselves but rather to the functions obtained from them by decomposing their
meromorphic parts into sums of poles times residues. The functions obtained by
this pole decomposition give the dominant large-distance behaviour. We devise
a new kind of “Landau” diagram for these functions.
The specific example considered in reference 1 pertains to a Feynman graph
consisting of six hard photons coupled at six vertices into a single charged-
particle closed loop. These six vertices are divided into three disjoint pairs, with
the two vertices in each pair linked by a charged-particle line that is associated
with a momentum-energy vector that is far off mass shell. This line can, for our
purposes, be shrunk to a point. This produces a (triangle) graph G consisting
of three internal charged-particle lines, with two hard photons attached at each
of the three vertices.
We now “dress” this triangle graph G with soft photons: we consider the set
of graphs {g} obtained by coupling all possible numbers of soft photons into this
charged-particle loop in all possible ways. If we separate the interaction term
ieγµ into its classical and quantum parts, in the way described in ref. 1, then all
the classical interactions can be shifted to the three hard vertices, leaving only
quantum vertices along the three sides of the triangle. Each of these three sides
s of the original triangle graph G is therefore now divided into segments by a set
of quantum vertices. Each segment j is associated with a Feynman denominator
(ps+Kj)
2−m2+ i0, where Kj is some (algebraic) sum of photon momenta. The
total contribution from all “classical photons”, which are the photons that are
coupled into G only at classical vertices, can be factored off as a single unitary
operator that is independent of the non-classical remainder.
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We are interested here in the properties of the individual terms of the
perturbation expansion of this remainder. Each such term is represented by a
Feynman graph g. Each soft photon is coupled on one or both ends into either
a vertex or a side of the original triangle graph G, with C couplings at vertices
and Q couplings on the sides.
To exhibit what are expected to be (and turn out to be) the dominant con-
tributions to the singularity of the scattering function on the triangle-diagram
singularity surface ϕ = 0 we consider the Feynman denominator associated with
each segments j of side s to be a pole in the zs = p
2
s plane, and then express the
function associated with each of the three sides s of the triangle as a sum over
pole contributions:
Ns
n∏
j=0
[(ps +Kj)
2 −m2 + i0]−1 = Ns
n∑
i=0
[((ps +Ki)
2 −m2 + i0)Dsi]
−1, (0′)
where Dsi is the product over j 6= i of factors ((ps +Kj)
2 − (ps +Ki)
2).
There is a pole-decomposition formula like this for each of the three sides
s of the triangle. The direct aim of this paper is to show that for each term
consisting of photon propagators, together with three factors fs,i(s), one from
each side s of G, with fs,i(s) being the i(s)th term in the pole-decomposition
formula (0′) associated with side s, the contours in Ωi-space can be shifted so as
to avoid, simultaneously, all singularities in the photon propagators and residue
factors. This result plays a crucial role in our arguments. It means, for the
case under study, that the part of the scattering function that comes from the
meromorphic parts of the propagators can be expressed as a sum of terms, in
each of which the only singularities are end-point singularities at ri = 0 and
ri = 1, and three Feynman denominators, one for each of the three sides s of
the triangle G. The problems are thereby focussed on the effects of the integrals
over the ri. These are the issues resolved in papers I and III.
3
Figure 1: The basic charged–particle triangle graph G. The momentum–energy
ps flows along side s of the triangle in the direction of the arrow. The three
energy components satisfy p01 > 0, p
0
2 < 0, and p
0
3 > 0.
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2. Notation
The original triangle graph G is shown in 1.
The momenta p1,−p2, and p3 represent the momenta flowing from v2 to
v1, from v2 to v3, and from v1 to v3, respectively. Conservation of energy–
momentum is represented by introducing a closed loop carrying momentum p,
and two open paths carrying momenta q1 and q3, respectively, in the directions
indicated by the arrows. Then p1 = p+ q1, p2 = p− q3, and p3 = p.
The function associated with this Feynman graph G has a singularity on
the positive–α Landau–Nakanishi triangle–diagram singularity surface ϕ(q) = 0,
where q = (q1, q2, q3) and q3 ≡ −q1 − q2. For each point q on this surface ϕ = 0
there is2 a uniquely defined set of three four–vectors p1(q), p2(q), and p3(q) such
that the singularity at q of the Feynman function F (G) corresponding to the
graph G of Fig. 1 arises from an arbitrarily small neighborhood
p ≈ p(q) = p1(q)− q1 = p2(q) + q3 = p3(q) (1a)
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in the domain of integration of the Feynman function. These three four–vectors
ps(q) satisfy the mass–shell constraints
(ps(q))
2 = m2, (1b)
and the (Landau–Nakanishi) loop equation
α1p1(q) + α2p2(q) + α3p3(q) = 0, (1c)
where the αs are nonnegative real numbers. This loop equation implies that
for each q on ϕ(q) = 0 the three four–vectors ps(q) lie in some two–dimensional
subspace of the four–dimensional energy–momentum space.
We shall consider a fixed interior point q of the surface ϕ = 0. In this case
each of the three parameters αs is nonzero, and each of the three four–vectors
vectors ps(q) is nonparallel to each of the other two.
Consider now a graph g obtained by inserting some finite number of soft–
photon lines i (iǫI) into G. Each inserted line begins on a line of G and ends
on a line of G. The bound δ on the Euclidean norms |ki| of the (soft) photon
momenta is taken small enough so that
nδ < δ′ << m, (2)
where n is the number of photon lines in the graph.
The case under consideration here is one where every coupling is a Q-type
coupling. For a C-type coupling the corresponding vertex lies on one of the
three vertices of the graph G. The present argument can be carried over to the
case with some C-type couplings by simply contracting to points some segments
representing residue factors, thereby bringing each of various vertices lying sides
of G into coincidence with a vertices of G. These contractions (performed after
the loops have been specified) do not upset the arguments.
Momentum–energy conservation is now maintained by introducing a sepa-
rate closed loop for the momentum ki of each photon line. Momentum ki flows
along the photon line segment i in the direction indicated by the arrow placed
on that line segment. It then continues to flow through the graph g by flowing
along certain charged-particle lines of this graph. This continuation through g
is specified by the condition that this flow line pass through at most one of the
three vertices v1, v2, v3.
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The arrow on photon line i is chosen so that every term pski that occurs in
any Feynman denominator occurs with a plus sign. Consequently, the Feynman
rule that m2 represents m2 − i0 is compatible with the rule that each pski
represents pski+ i0. No condition is placed on the sign of the energy component
k0i .
Each charged–particle line segment j has an arrow placed on it. The mo-
mentum flowing along the charged–particle segment j in the direction of this
arrow is called
∑
j . It is the momentum ps flowing along the side of the triangle
upon which segment j lies, as defined in Fig. 1, plus the (algebraic) sum Kj of
the photon momenta ki carried by the photon loops that pass along this segment
j.
Our interest here is in the functions that arise from inserting the pole-
decomposition formula (0′) [or (5.5) of ref. 1] into the meromorphic parts of the
generalized propagators corresponding to the three sides of the original triangle
graph G. Consider, for example, the simple graph g of 2
The meromorphic part of the function represented by the graph g of Fig. 2
is a sum of the four terms represented by the four ∗ graphs of 3
The asterisk (∗) on a line segment of a ∗ graph indicates that it is the seg-
ment associated with the (pole) denominator (ps +Ki)
2 −m2 + i0 in the pole-
decomposition formula (0′). Each of the other charge–particle segments j 6= i is
associated with a pole–residue denominator function
fj = 2(ps +Ki)Ωij + ρijΩ
2
ij + i0, (3a)
where
ρij = r1r2...rℓ(i,j) (3b)
and
Ωij = (Ωℓ(i,j) + ...) = σij(Kj −Ki)/ρij. (3c)
The index ℓ(i, j) is the smallest j such that kj appears in Ki or Kj, but not
both. Each of the non-exhibited terms in the parentheses in (3c) is a product
of some ±Ωk with a product of a non-empty set of factors rh(h ≥ 2).
Each of the pole-residue factors fj is formed by first taking the difference
σij(
∑2
j −
∑2
i ), where
∑
j = ps +Kj is the momentum–energy flowing along seg-
ment j in the direction of the arrow on that segment, and
∑
i = ps + Ki is
6
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Figure 2: A graph g representing a soft-photon correction to a hard-photon
triangle-diagram process G. Hard and soft photons are represented by dashed
and wiggly lines, repectively.
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Figure 3: The ∗ graphs representing the four terms that arise from inserting
the pole-decomposition formula (0′) into the meromorphic part of the function
represented by the graph g of Fig. 2.
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the momentum–energy flowing along the ∗ segment on the same side s of the
charged–particle triangle, and then dividing out the common factors rh(h ≥ 1).
The sign σij is the sign that makes the term 2pskℓ(i,j) in σij(Σ
2
j − Σ
2
i ) appear
with a positive sign.
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(a) (b)
f1 = Ω
2 f1 = Ω
2
f2 = 2p2Ω+ rΩ
2 f2 = 2p2Ω + rΩ
2
f3 = (p2 + rΩ)
2 −m2 f3 = (p2 + rΩ)
2 −m2
f4 = (p1 + rΩ)
2 −m2 f4 = 2p1Ω + rΩ
2
f5 = 2p1Ω+ rΩ
2 f5 = p
2
1 −m
2
f6 = p
2
3 −m
2 f6 = p
2
3 −m2
f7 = ΩΩ˜ − 1 f7 = ΩΩ˜− 1
f8 = r f8 = r
(c) (d)
f1 = Ω
2 f1 = Ω
2
f2 = p
2
2 −m
2 f2 = p
2
2 −m
2
f3 = 2p2Ω+ rΩ
2 f3 = 2p2Ω + rΩ
2
f4 = (p1 + rΩ)
2 −m2 f4 = 2p1Ω + rΩ
2
f5 = 2p1Ω+ rΩ
2 f5 = p
2
1 −m
2
f6 = p
2
3 −m
2 f6 = p
2
3 −m
2
f7 = ΩΩ˜ − 1 f7 = ΩΩ˜− 1
f8 = r f8 = r
Figure 4: The functions fj whose zeros define the singularity surfaces of the
four functions F (g) represented by the four ∗ graphs g of Fig. 3. Here, and in
what follows, the vectors ps, s ∈ {1, 2, 3}, are the vectors defined beneath Fig.
1.
The full set of functions fj whose zero’s define the locations of the singu-
larities of the four functions Fg represented by the graphs g of Fig. 3 are given
in Fig. 4. The functions fj for j = (1, ..., 6) correspond to denominators fj + i0.
The function f7 corresponds to the δ–function constraint δ(ΩΩ˜ − 1), and f8
corresponds to the Heaviside function θ(r).
The necessary (Landau–Nakanishi) conditions3,4 for a singularity (in the
original real domain of definition) of one of these functions Fg is that there be
a set of real numbers α1, ..., α8, not all zero, a real number r ≥ 0 (r ≤ δ), and a
pair of real four–vectors Ω and p, with p1 = p + q1, p2 = p − q3, and p3 = p,
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such that
αjfj = 0 all jǫ{1, ..., 8}, (4a)
and
8∑
i=j
αj
∂fj
∂xi
= 0 all iǫ{1, 2, 3}, (4b)
where x1 = Ω, x2 = r, x3 = p, and
αj ≥ 0 jǫ{1, ..., 6}. (4c)
Also,
f7 = 0, and r << m. (4d)
The contribution from the upper end points of the r integrals are neglected
because these end points are artificially introduced, and hence do not represent
singularities of the full function.
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fj dΩ dr dp
f1 = Ω
2 Ω 0 0
f2 = 2p2Ω+ rΩ
2 p2 + rΩ
1
2
Ω2 Ω
f3 = (p2 + rΩ)
2 −m2 r(p2 + rΩ) (p2 + rΩ)Ω p2 + rΩ
f4 = (p1 + rΩ)
2 −m2 r(p1 + rΩ) (p1 + rΩ)Ω p1 + rΩ
f5 = 2p1Ω+ rΩ
2 p1 + rΩ
1
2
Ω2 Ω
f6 = p
2
3 −m
2 0 0 p3
f7 = ΩΩ˜− 1 Ω˜ 0 0
f8 = r 0
1
2
0
Figure 5: The Landau matrix Lij corresponding to the graph in Fig. 3a. The
σjs’s are negative for j = 2 and j = 5.
The Landau matrix Lij ≡
1
2
∂fj/∂xi for the function represented by the
graph of Fig. 3a is shown in Fig. 5. The Landau (loop) equations (4b) are
formed by multiplying each row j of this matrix by αj and requiring the sum of
each of its columns to vanish.
There are two cases: r 6= 0, and r = 0. If r 6= 0 then the equation (4a)
implies α8 = 0. If one forms the combination of columns ΩdΩ−rdr and compares
the entries to equation (4a), αjfj = 0, then one finds that the only term in the
resulting loop equations is α7ΩΩ˜ = 0, with ΩΩ˜ = 1 This entails α7 = 0. If, on
the other hand, r = 0 then the dr column of Lij has an entry in row 8, and hence
it cannot be used in this way. But for r = 0 this column does not contribute to
rdr. So in either case the conclusion holds: α7 = 0, and the ΩΩ˜ = 1 row does
not contribute.
Similar arguments in the case of graphs with more lines show that one can
always eliminate all of the rows corresponding to ΩiΩ˜i − 1. In the general case
it is the combination of columns ΩidΩi − ridri + ri+1dri+1 that is used to show
the vanishing of the row corresponding to ΩiΩ˜i = 1. (See Appendix A.)
Consider now the function corresponding to the graph in Fig. 3d, and the
corresponding set of functions fj in Fig. 4d. This graph is a graph of the
separable kind: cutting the three ∗ segments separates it into three disjoint
parts.
If one considers the dΩ column with the ΩΩ˜ = 1 row deleted then one im-
12
mediately concludes from a look at Fig. 4d, and from the nonparalled character
of p2 + rΩ, and p1 + rΩ, and the impossibility of the simultaneous vanishing of
f1 and either f3 or f4, that the only solution of the implied Ω loop equation [and
(4a)] is the trivial one in which all three contributions are zero: α1 = α3 = α4 = 0
In this situation we may invoke a basic lemma7: “For any sets of real
numbers ηba and λca the system of equations
σb =
∑
a
ηbaδa σb > 0 (5a)
0 =
∑
a
λcaδa
has a solution δ ≡ {δa} if and only if the system of equations∑
b
αbηba +
∑
c
βcλca = 0 αb ≥ 0,
∑
αb > 0 (5b)
has no solution (α, β).”
Identifying (ηba, λca) with the entries in the dΩ and dr columns of Lij , with
b = jǫ{1, ....6} and c = jǫ{7, 8}, and identifying δa = δΩa, for aǫ{0, 1, 2, 3}, as
an imaginary displacement of the four–vector contour–of–integration variable Ω,
we find from this lemma, and the above–mentioned fact [that the only solution
of these equations is the trivial one with every term equal to zero], that at every
point in the space of integration variables p and Ω where some set of functions fj
vanishes there is a displacement of the contour in Ω space that shifts the contour
away from every Ω–dependent vanishing fj : by virtue of (∂fj/∂Ω)δΩ > 0 [i.e.,
(5a)] every such function fj(Ω) is shifted by this distortion into its upper–half
plane.
We wish to generalize this result. We are particularly interested in the
functions represented by separable graphs, i.e., by graphs that separate into
three disjoint parts when the three ∗ segments are cut. Another example of
such a graph is shown in 6
Consider first the case where all ri 6= 0. In this case the Landau equa-
tions are equivalent to the Landau equations that arise from using the k-space
variables, instead of the (r,Ω) variables. Then the Landau equations associated
with the function represented by the graph shown in Fig. 6 can be expressed
in a simple geometric form: these equations are equivalent to the existence of
13
Figure 6: The graph representing a term obtained by pole decomposition. This
graph separates into three disjoint parts when one cuts the three ∗ segments.
*
*
*
a “Landau diagram” (a diagram in four–dimensional space) that has the form
shown in 7.
This Landau diagram is a diagram in four-dimensional space (thought of
as spacetime), and each segment of the diagram represents a four vector. The
rules are these:
1. Each directed photon line segment i represents the vector
Vi = αiki, (6a)
where ki is the momentum flowing along segment i of the graph in the
direction of the arrow, and αi ≥ 0.
2. Each directed charged-particle segment j corresponding to a pole-residue
factor fj represents the vector
Vj = βjsΣj , (6b)
14
Figure 7: The Landau diagram associated with the graph of Fig. 6. We
distinguish ‘Landau diagrams’ from ‘graphs: the former are geometric, the latter
topological.
*
**
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where
∑
j is the momentum flowing along segment j of the graph in the
direction of the arrow on it, and
σjsβjs = αj ≥ 0, (6c)
where the sign σjs is defined below (3).
3. Each directed charged-particle line segment s corresponding to a pole de-
nominator (
∑2
s −m
2 + i0) is represented by a star (asterisk) line segment
s, and it represents the vector.
V ′s = α
′
sΣs , (6d)
where
∑
s is the momentum flowing along ∗ line segment s of the graph in
the direction shown, and
α′s = αs −
∑
jǫJ(s)
βjs. (6e)
Here αs is the Landau parameter α corresponding to the function fs =∑2
s −m
2 + i0, and for each side s the set J(s) is the set of indices j that
label the pole-residue denominators that are associated with side s of the
triangle graph.
4. Three line segments appear in the Landau diagram that are not images of
segments that appear in the graph. They are the three direct line segments
that directly connect pairs of vertices from the set {v1, v2, v3}. The vector
Vs associated with the direct segment s is
Vs = αsΣs +
∑
jǫJ(s)
βjs(Σj − Σs). (6f)
It is equal to the sum of the vectors corresponding to the sequence of ∗
and non ∗ charged-particle line segments that connect the pair of vertices
vi between which the direct line segment s runs.
The p loop equation is represented by the closed loop formed by the three
direct line segments Vs specified in (6f) The photon loop equation associated
with the photon line carrying momentum ki is formed by adding to αiki the
16
sum of the vectors corresponding to the charged-particle segments needed to
complete a closed loop in the diagram (See Appendix B). Thus the existence of
a (nontrivial) solution of the Landau equations is equivalent to the existence of
a (nonpoint) Landau diagram having the specified topological structure, with
its line segments equal to the vectors specified in (6).
Although Figs. 6 and 7 represent a separable case the rules described above
general: they cover all cases in which all ri are nonzero.
For each s we can use in the Landau diagram either V ′s or Vs. We shall
henceforth use always Vs, the segment that directly connects a pair of vertices
vi, rather than V
′
s , and we shall place a star (asterisk) on each of these three
direct line segments. These three direct line segments are geometrically more
useful than the V ′s ’s because they display immediately the p loop equations, and
also the relative locations of the three external vertices vi, and because each one
has only a single contribution, αsΣs, of well-defined sign and direction, in the
limit ki ⇒ 0, provided condition (8)(see below) holds.
We specify the way that photon loops pass through Landau diagrams: a
photon loop shall pass through the star line s of a Landau diagram (i.e., along
the direct line segment s) if and only if the corresponding loop in the graph
passes through the star line s of the graph.
The positivity of the photon-line αi’s entails that each directed vector αiki
of Fig. 7 points in the positive (energy/time) direction (i.e., to the left) if the
energy k0i is positive, and in the negative direction (i.e., to the right) if the
energy k0i is negative. This fact entails that positive energy is carried by each
nonzero ( length) photon line segment of Fig. 7 out of the vertex that stands on
its right–hand end and into the vertex that stands on its left–hand end. This
result is true independently of the direction in which the arrow points, or of the
sign of the energy component k0i .
In the general separable case some of the non ∗ segments may have αj = 0,
and hence contract to points. Consequently several photons may emerge from,
or enter into, a single vertex of the Landau diagram.
This geometric representation of the “Landau” equations holds only if all
ri 6= 0. If one or more ri = 0 then the diagram breaks into parts, as will be seen.
We wish to show, by using these geometric conditions and the result (5), that
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the Ωi contours can be distorted in such a way as to avoid simultaneosly all the
singularities except those associated with the three ∗ line poles, one for each of
the three sides s of G, and those associated with the various end points ri = 0
and ri = 1. We shall treat the various cases separately.
18
3. Separable Case; All ri 6= 0.
To prove this result for the separable case, and when all ri 6= 0, let us
consider any one of the three disjoint partial diagrams of non ∗ segments. Let
V be the set of vertices of this partial diagram that lie on an end of at least
one photon line that is not contracted to a point. Let VR be any element of V
such that every nonzero-length photon line incident upon VR has its other end
lying to the left of VR. Let VL be any element of V such that every nonzero-
length photon line that is incident upon VL has its other end lying to the right
of VL. Then the total momentum K carried into either VR or VL by all photons
incident upon it satisfies K 6= 0 and K2 ≥ 0: these properties follow from the
fact that each photon line of nonzero length incident upon VR must carry a
light-cone-directed momentum-energy with positive energy out of VR, and each
photon line of nonzero length incident upon VL must carry a light-cone-directed
momentum-energy with positive energy into VL. However, one cannot satisfy
2pK +K2 = 0 with p ≃ p1, p2 or p3, and with a small K 6= 0 satisfying K
2 ≥ 0.
Consequently the charged–particle line segments of the partial Landau diagram
lying on the outer extremities of the two charged particle lines must contract
to points, by virtue of (4a): the associated Landau parameter αi must vanish.
Recursive use of this fact entails that all of the lines in this partial diagram must
contract to a single point.
The existence of zero–length photon lines whose ends do not lie in V does
not disturb this argument, provided self–energy parts are excluded.
This result, that each non ∗ line contracts to a point, means that every entry
in every Ωi loop equation vanishes. Under this condition the lemma expressed
by Eq. (5) shows that every Ωi contour can be distorted away from every Ωi–
dependent singularity.
We next show that this result continues to hold when some or all of the ri
vanish.
19
4. Separable Case; Some ri = 0
Let us first consider the simple example shown in 8.
The Landau matrix for the diagram of Fig. 8 is shown in Fig. 9.
If r1 6= 0 6= r2 then one can multiply the Ω
2
1 row by r1, multiply the Ω
2
2
row by r1r
2
2, multiply the last row by r2, and divide the dΩ2 column by r2. This
brings the matrix into an equivalent one in which r1 and r2 occur only in the
combinations k1 = r1Ω1 and k2 = r1r2Ω2: this is the equivalent k form that was
previously used for the case r1 6= 0 6= r2.
If r1 = 0 and r2 6= 0 then one can perform the same transformations
involving r2, and bring the equations to the same form as before, except that
the vector associated with the photon line segment 1 is now α1Ω1 instead of
α1k1, and the vector associated with the photon line segment 2 is now α2r2Ω2
instead of α2k2. The vectors r1Ω1 and r1r2Ω2 that occur summed with p1 or
p2 become zero. Thus the situation is geometrically essentially the same as in
the case r1 6= 0 6= r2, though slightly simpler: the small additions k1 and k2 to
the vectors p1 and p2 now drop out. The important point is that the critical
denominators 2pK + K2 of the earlier argument now take the form 2pΩ, with
Ω2 ≥ 0 and Ω 6= 0. Such a product cannot vanish. Thus the earlier ri 6= 0
argument goes through virtually unchanged.
If r1 6= 0 and r2 = 0 then the Ω1 and Ω2 loop equations can be considered
separately. The earlier ri 6= 0 argument of section 3 can be applied to the first
part alone, and it shows that each line segment on the Ω1 loop must contract
to a point. Next the Ω2 equation can be considered alone, with each segment
along which the Ω1 loop flows contracted to a point. Then the earlier r1 = 0
arguments can be applied now to this Ω2 part of the diagram (with r2 in place of
r1): it shows that each of the segments along which Ω2 flows also must contract
to a point: the corresponding αj must be zero.
The case r1 = r2 = 0 is not much different from the case just treated: r1
enters Fig. 9 only in an unimportant way.
The generalization of this argument from the case of Fig. 9 to the gen-
eral separable case is straightforward. Let rg be the first vanishing element of
the ordered set r1, r2, ..., rn. Then the set of Ω columns of the Landau matrix
separates into one part involving only the Ωi columns for i < g, and a second
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Figure 8: Part of the diagram of Fig. 7.
3
4
5
6
1
2
21
fj dΩ1 dΩ2
Ω21 Ω1 0
Ω22 0 Ω2
2p1Ω1 + r1Ω
2
1 p1 + r1Ω1 0
2p1(Ω1 + r2Ω2) + r1(Ω1 + r2Ω2)
2 p1 + r1Ω1 + r1r2Ω2 r2(p1 + r1Ω1 + r1r2Ω2)
2p2(Ω1 + r2Ω2) + r1(Ω1 + r2Ω2)
2 p2 + r1Ω1 + r1r2Ω2 r2(p1 + r1Ω1 + r1r2Ω2)
2p2Ω2 + r1r2Ω
2
2 0 p2 + r1r2Ω2
Figure 9: The Landau matrix corresponding to the diagram of Fig. 8. The
rows corresponding to the conditions ΩjΩ˜j = 1 have been removed, by using the
argument given in Appendix A.
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part involving only the Ωi columns for i ≥ g. For the first part of this matrix
the argument given above for the case with all ri 6= 0 holds, and it entails that
every line segment in this part must contract to a point. With all of the rows
corresponding to these contracted segments omitted one may apply the r1 = 0
argument (with rg in place of r1) to the part i ≥ g, and proceed iteratively.
This arguments leads to conclusion that the only solution to all of the Ωi loop
equations is the trivial one where every entry in every Ω column is zero. Hence
the lemma expressed by Eq. (5) ensures that each Ωi contour can be distorted
away from all of its singularities, in the general separable case.
As one moves from the domain where all ri > 0 to the various boundary
points where some ri = 0 two kinds of changes can occur. Certain conditions
that particular vectors Ωj be in the upper-half plane with respect to a variable
like (p1 + r1Ω1 + r1r2Ω2) · Ωj becomes slightly simplified when an ri becomes
zero. Since the different conditions of this kind correspond to vectors p1, p2, and
p3 that are well separated, the passage to a point ri = 0 causes no discontinuous
change in the set of vectors that satisfy such conditions. The second kind of
change is that some contributions to particular dΩj ’s may suddenly drop out if
some ri vanishes. (See Fig. 9 with r2 = 0). These changes at the boundary
points of the region ri ≥ 0 do not entail any discontinuity in the distortion of
the Ω contours on the boundary. The possibility of using a distortion in Ω space
that is everywhere continuous in (r,Ω) follows from the continuousness of the
gradients of the functions fi(r,Ω), and the fact that at every point in the domain
of integration the set of gradients of the set of vanishing fi form a convex set:
the Landau equations cannot be satisfied.
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5. Nonseparable Case; All ri 6= 0.
We consider next the functions represented by graphs such that the cutting
of the three ∗ segments does not separate the graph into three disjoint parts.
The same result about distortions of Ωi contours can be obtained also for these
functions.
To obtain this result we consider first, as before, the case in which all ri 6= 0.
Then we may use the k form of the Landau equations given in (6).
The argument proceeds as before, by making use of the vertices VR and VL.
No such vertex can join together two pole-residue segments j of nonzero length:
it is impossible to satisfy both 2pK1+K
2
1 = 0 and 2pK2+K
2
2 = 0 ifK1−K2 = K
satisfies K2 ≥ 0 and K 6= 0, and K1 and K2 are small compared to the timelike
p. Likewise, neither VR nor VL can join a ∗ segment to a pole-residue segment
j with αj 6= 0: one cannot satisfy 2pK +K
2 = (2p +K)K = 0 if K2 ≥ 0 and
K 6= 0, and K is much smaller than the timelike p. Consequently each of the
vertices VR and VL must be confined to the set of external vertices vi:
{VR, VL} ⊂ {v1, v2, v3}. (7)
In the nonseparable case some of the signs σjs will be negative. Conse-
quently some of the vectors corresponding to pole-residue factors fj will point
in the ‘reversed’ direction, because their βjs’s, defined in (6c), are negative.
There are also some (sometimes-compensating) reversals of the ways that cer-
tain photon loops run. These latter reversals arise because we have used, in
the Landau diagrams, the three line segments that directly connect the pairs in
{v1, v2, v3}, rather than the images of the three star lines of the original ∗ graph.
For example, the ∗ graph of Fig. 3c gives a Landau diagram of the form shown
in 10.
A second example is the function represented by the graph shown in 11.
The functions fj and the Landau matrix corresponding to the function
represented by the graph in Fig. 11 are shown in Fig. 12, for |k1| > |k2| > 0
The Landau diagram corresponding to the Landau matrix in Fig. 12 is
shown in 13
The argument leading to (7) entails more than (7). It shows, in the present
case where all ki 6= 0, that each vertex of the diagram that does not lie in
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Figure 10: The Landau diagram corresponding to the ∗ graph (c) of Fig. 3.
This diagram represents the equations obtained from Fig. 6c, with f1 multiplied
by r2, f3 and f4 multiplied by r, and rΩ replaced by k. These changes recover the
k form of the equations. The backward orientation of the vector α5p1 arises from
the negative sign of σ51. However, this vector is oriented against the direction
of the photon loop. Consequently all contributions to this photon-loop equation
proportional to any ps have the form αjps: the two reversals of the line segment
j = 5 compensate for each other.
*
*
*
v
3
3
v
v2
2
32 2
-α p 
-α p 
α p  + α  k α (p  + α  k)
5 1
1
α (p  + α  k) + α  k
514
6 3
Figure 11: Figur A graph representing a term in the pole-decomposition expan-
sion.
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fj dk1 dk2 dp
f1 = k
2
1 k1 0 0
f2 = k
2
2 0 k2 0
f3 = 2p1k1 + k
2
1 p1 + k1 0 k1
f4 = (p1 + k1)
2 −m2 p1 + k1 0 p1 + k1
f5 = 2p1k2 + 2k1k2 + k
2
2 k2 p1 + k1 + k2 k2
f6 = 2p1(k1 − k2) + k
2
1 − k
2
2 p1 + k1 −(p1 + k2) k1 − k2
f7 = 2p2k2 + k
2
2 0 p2 + k2 k2
f8 = p
2
2 −m
2 0 0 p2
f9 = p
2
3 −m
2 0 0 p3
Figure 12: The Landau matrix for the function represented by the graph in
Fig. 11, for |k1| > |k2| > 0. The sign of σj1 is minus for j = 3 and 6, and
otherwise plus.
{v1, v2, v3} and that has at least one nonzero-length photon line segment incident
upon it must have at least two nonzero-length photon lines incident upon it:
each such vertex must lie on the right-hand end of at least one such photon
line segment, and on the left-hand end of some other such photon line segment.
Consequently, every nonzero-length photon line must lie on a ‘zig-zag’ path of
photon lines that begins at a vertex in the set {v1, v2, v3}, moves always to
the left, and ends on another vertex in {v1, v2, v3}: only in this way can the
conditions K2 ≥ 0 and K 6= 0 used in the derivation of (7) be overcome, if all
ki are different from zero.
Consider, then, an example with vertices labelled as in 14.
Suppose VL = v3 and VR = v1 are the unique VL and VR. Then some
sequence of photon lines of nonzero length must join together to give a zig–zag
path from v1 to v3. Three examples are shown in ??
To analyse such diagrams we assume temporarily that for all pertinent
solutions of the Landau equations
|αj| ≤ |αs|B for jǫJ(s), (8)
where B is some fixed finite number. That is, we exclude temporarily the case
where some αj becomes unbounded, with the αs bounded. Then as one lets the
Figure 13: The ‘Landau diagram’ that represents the Landau equations associ-
ated with the Landau matrix shown in Fig. 12. This diagram is not a true Lan-
dau diagram, because, for example, the vector αiki cannot be a light-cone vec-
tor. Moreover, condition (7) is not satisfied. Were it not for the non-negativity
condition on α3 one could satisfy the Landau equations with α3 = −α4, and
α1 = α2 = α5 = α6 = α7 = 0.
* *
*
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Figure 14: A triangle graph with photon vertices labelled by numbers, and
charged–particle line segments labelled by letters. The segments h, c, and n are
∗ segments associated with the pole-decomposition formula (0′). The photon
lines have been suppressed.
*
*
*
v
1
k
l
m
n
p 
v 2
edcba
v
3
f
g
h
i
j
8
7
6
5
1 2 3 4
9
10
11
12
28
Figure 15: Three diagrams with zig–zag paths of photons connecting v1 to v3.
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δ′ in (2) tend to zero the vector Vs defined in (6f) and, for j ∈ J(s), the vectors
Vj defined in (6b) all become increasingly parallel to ps.
Consider then a sequence of bounds δ′t, t = 1, 2, ..., that tend to zero, and
a corresponding sequence of solutions St to the Landau equations in which:
1) ki 6= 0, i = 1, ..., n;
2) |ki| ≤ δ
′
t/n, i = 1, ..., n;
3) some αiki 6= 0; and
4) condition (8) holds.
If qt = (qt1, q
t
2, q
t
3) is the vector q = (q1, q2, q3) specified by St, then any accumu-
lation point q of the set {qt} must be specified by a limiting diagram in which
every charged-particle segment is parallel to one of the vectors ps, s ∈ {1, 2, 3},
and in which some zig-zag path of light-cone vectors runs leftward from a vertex
VR of {v1, v2, v3} to a vertex VL of {v1, v2, v3}, but carries zero momentum-
energy. The limit point q must therefore lie on the Landau triangle diagram
singularity surface ϕ(q) = 0. However, the presence of the zig-zag photon line
connecting two of the three vertices vi imposes an extra condition, which define
a codimension-one submanifold of ϕ(q) = 0. These submanifolds are finite in
number (for any fixed graph g), and hence are nondense in the interior of ϕ = 0.
If a point q ∈ {ϕ = 0} lies at a nonzero distance from each of these submani-
folds then no solution of the kind specified above can occur, and hence for some
sufficiently small neighborhood N of q, and for some sufficiently small δ′, any
solution to the Landau equations for q ∈ N satisfying 0 < |ki| ≤ δ
′/n for all
i, and conditions 1) and 4), can have only zero-length photon lines: i.e., for all
photon lines i
αiki = 0 . (9)
We are interested here in the singularity structure at a general point on
ϕ = 0, rather than at special points where other singularity surfaces are relevant.
Hence we may restrict our attention to a neighborhood N in ϕ = 0 where (9)
holds.
Condition (9) says that every photon line segment i must have zero length.
This condition entails the stronger result that every segment on every photon
loop i in the Landau diagram must contract to a point.
To obtain this stronger result consider in order the loop equations corre-
30
sponding to the sequence of variables k1, ..., kn, as defined in the formula (0).
Consider first, then, the closed loop 1 in the Landau diagram. For each
charged-particle segment on this loop the kℓ with smallest ℓ that flows along this
loop 1 is k1 itself. Consequently the orientations of all of the segments along this
loop are unambiguously determined: for each s ∈ {1, 2, 3} every contribution
to the loop 1 that arises from a charged-particle segment on side s adds to the
loop equation a vector that is very close to a non-negative multiple of ps, just
as in Figs. 10 and 13. Use can be made here of the facts8−11 that the triple
of four-vectors (v1, v2, v3) specified by the three external vertices vi constitute
a normal to the Landau surface (in q = (q1, q2, q3) space) associated with the
diagram, and that this surface can be tangent to the triangle diagram Landau
surface ϕ(q) = 0 at a point q only if the directions of the three vectors Vs are
the same as they are for the simple Landau diagram that corresponds to figure
4. Because we are staying away from exceptional points of lower dimension the
three vectors Vs must be parallel to the three vectors ps. Alternatively, one can
use the condition (8), and take δ′ sufficiently small, in order to deduce that Vs
is approximately equal to αsps.
Each photon loop passes along at most two sides s of the triangle. Hence,
on any single photon loop in the Landau diagram, each charged-particle segment
points approximately in the direction of one or the other of at most two of the
three vectors ps. (See Figs. 10 and 13.) Hence the contraction to a point,
demanded by (9), of the remaining segment of the loop, namely α1k1, forces
every segment on loop 1 to contract to a point.
Consider next the loop 2. All segments along which k1 runs have now
been contracted out. Thus the kℓ with the smallest value of ℓ that flows along
the surviving part of loop 2 is k2 itself. Hence each segment on this loop also
must contract to a point, by the same argument that was just used for loop 1.
Proceeding step by step one finds that every segment on every photon loop must
contract to a point.
In this nonseparable case with all ri 6= 0 at least one photon line must
pass along a star line. Hence at least one of the three star lines of the Landau
diagram must also contract to a point. But then the other two sides of the
triangle (v1, v2, v3) must also contract to points, since, in accordance with the
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conditions imposed below Eq. (1), the three sides of the triangle connecting the
three vertices vi are nonparallel. But then every segment of the Landau diagram
is forced to a point, and thus there is no solution of the Landau equations, in
this nonseparable case with all ri 6= 0.
This conclusion was derived under the assumption (8). However, that as-
sumption is not necessary. Suppose we normalized the solutions by the requiring
that max |vi−vj| = 1, and drop (8). Then the direction of Vs is not constrained,
but its Euclidean length is.
Consider, under these conditions, the sequence of loops i. A first part of
loop 1 consists of either the zero, one, or two vectors Vs that are included on
the loop. Their directions are indeterminate, but their magnitudes are at most
unity. In fact the magnitude of the sum of these segments is at most unity.
A second part of this closed loop is the segment corresponding to the photon
1 itself. The length of this segment is limited by the fact that any nonzero-length
photon line segment must lie on a zig-zag path that runs between two of the
vertices vi, and is composed of leftward pointing light-cone vectors. Since the
Euclidean distance between the endpoints of this zig-zag path is bounded by
unity, the individual segments along this path are likewise bounded. Thus these
first two parts of loop 1 are bounded.
The third and final part of loop 1 is the sum of the contribution of the
segments j associated with the pole-residue denominators fj . All of these con-
tributions to the loop are essentially of the form αjps, with all the αj’s positive,
and s ranging over either one or two of its three possible values. (See Figs. 10
and 13). We can impose the condition that at the points q ∈ {ϕ = 0} under
consideration the three vectors ps are far from parallel. In this case the bound
on the first two parts of the closed loop 1 imposes a comparable bound on the
third part, and, in particular, a bound on the sum of the αj corresponding to
those segments j that lie on loop 1.
We then turn to loop 2. Bounds are established as before for all parts of loop
2 that are not pole-residue segments j, and also for all pole-residue segments
j that lie on loop 1. Since the contributions from the pole-residue segments j
that lie on loop 2 but not loop 1 have the form αjps, with αj ≥ 0, and with
s ranging over at most two of the three possible values, we can now establish
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upper bounds on the sum of these new αj’s. Proceeding in this way we establish
bounds on all of the αj ’s associated with all the pole-residue denominators fj .
Then for a sufficiently small δ′ we can ensure that, for each value of s, the
contribution to Vs, specified by (6f), that arises from the photon momenta ki
is small compared to this vector Vs itself. This is the result that in the earlier
argument was obtained from (8), which we therefore no longer need.
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6. Nonseparable Case; Some ri = 0.
The results for the ki 6= 0 case carry over to the general situation, provided
the (r,Ω) variables are retained.
The argument for the case where some ri = 0 proceeds much as in the
case of separable diagrams. Let rg be the first vanishing member of the ordered
sequence r1, r2, ..., rn. Then the Landau matrix separates into two parts. The
first consists of the dΩi columns for i < g, plus the dp column; the second
consists of the dΩi columns for i ≥ g. By multiplying and dividing various rows
and columns of the Landau matrix by appropriate nonzero factors ri (i < g) one
can convert the i < g part to the k form, with all kj for j ≥ g set to zero. The
ri 6= 0 argument can then be applied to these i < g Landau equations: they
imply the vanishing of the αj’s corresponding to all segments j of the Landau
diagram along which run the photon loops i with i < g.
The remaining columns, which give the i ≥ g part of the Landau equations,
can be separated into sectors, where each sector begins with a column dΩi such
that ri = 0, and is followed by the set of columns dΩi+1, ..., dΩi+h such that
ri+1, ..., ri+h are all nonzero. These latter r’s can be changed to unity without
altering the content of the Landau equations. We shall do this, purely for
notational convenience.
The rows corresponding to the three pole denominators do not contribute
to the i ≥ g equations because
1
2
∂
∂Ωj
[(p+ r1...rjΩj + ...)
2 −m2] = 0 for j ≥ g,
due to rg = 0.
One proceeds step-by-step, starting with the i < g part, then considering
the various individual sectors, in order of increasing values of i. The Landau
equations for each one of the individual sectors can be expressed by a Landau
diagram constructed in accordance with the rules (6), with, however, the fol-
lowing changes: (1), the three vectors Vs corresponding to the three direct line
segments s are set to zero; (2), all the segments of the Landau diagrams that
occur at earlier stages of the step-by-step process are contracted to points; and
(3), the photon propagator contribution αiki to each dΩi column that belongs
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to the sector in question is replaced by αiΩi.
The Landau diagram corresponding to a sector S has a ‘spider’ form: it
consists of a single central vertex v, which represents the three coincident vertices
vi, plus a web of segments sprouting out from v. All segments of the Landau
diagrams corresponding to the previously considered sectors are contracted to
the single point v, together with all of the segments that constitute the part
i < g. All charged-particle segments of the Landau diagram along which run
none of the photon loops that constitute S are also contracted to points.
The Landau diagram that corresponds to any individual sector S can be
shown to contract to a point by using the arguments developed earlier: the
argument involving VR and VL shows that no photon line of nonzero length
can occur in the spider diagram, and then the step-by-step consideration of the
photon loops i, in the order of increasing i, shows that each of these loops must
contract in turn to a point.
We thus conclude that for every j such that the Landau matrix element
Lij ≡
1
2
∂fj/∂Ωi,
is non-zero for some i, αj = 0. But then the lemma represented by Eq. (5) entails
that one can distort the Ωi contours in such a way as to move simultaneously
into the upper-half plane of each of the residue-factor denominators fj and each
of the photon-propagator denominators (Ωj)
2. The only remaining singularities
are the end-point singularities at ri = 0 and ri = 1, and the three Feynman
denominators associated with the three ∗ lines of the ∗ graph g: for every
other singularity surface fj = 0 there is some Ωi such that Lij 6= 0 for the
corresponding j and i. The consequences of the three ∗ line singularities in
conjunction with the end-point singularities in the radial variables ri are dealt
with in papers I and III.
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Appendix A. Proof of the triviality of the contribution from the factor
δ(ΩjΩ˜j − 1) to the Landau loop equations.
In discussing the singularities of the meromorphic parts in §8 we made full
use of the fact that the row in the Landau matrix corresponding to ΩjΩ˜j − 1
reduces to zero under the closed loop conditions for Ωj-column, the rj-column
and the rj+1-column. We give here a proof of this fact.
In view of the definition of the integral, the functions fi other than the
various Ω2j ,ΩjΩ˜j − 1 and rj have the following form (A.1) or (A.2), where ǫm,
and ǫ′t are each either 0 or +1 or −1:
fi = (pℓ +
∑
ǫmr1...rmΩm)
2 −m2 (A.1)
fi = 2(pℓ +
∑
ǫmr1...rmΩm)(Ωs +
∑
ǫ′trs+1...rtΩt)
+ r1...rs(Ωs +
∑
ǫ′trs+1...rtΩt)
2. (A.2)
Let Hj denote the first-order differential operator given by Ωj
∂
∂Ωj
− rj
∂
∂rj
+
rj+1
∂
∂rj+1
. Then the following equations hold:
Hj(pℓ +
∑
ǫmr1...rmΩm) = 0 for any j and ℓ. (A.3)
Hj(Ωs +
∑
ǫ′trs+1...rtΩt) (A.4)
=
{
Ωs +
∑
ǫ′trs+1...rtΩt if j = s
0 if j 6= s
,
Hj(r1...rs(Ωs +
∑
ǫ′trs+1...rtΩt)
2) (A.5)
=
{
r1...rs(Ωs +
∑
ǫ′trs+1...rtΩt)
2 if j = s
0 if j 6= s
.
Hence Hj annihilates each fi of the form (A.1) and each fi of the form (A.2)
with s 6= j, and it reproduces each fi of the form ( B.2) with s = j.
Since the Ωj-column etc. in the Landau matrix is given by ∂fi/∂Ωj etc.,
this property of the operator Hj entails, under the Ωj , rj , and rj+1 closed-loop
conditions, that
0 = Ωj(
∑
i
αi
∂fi
∂Ωj
)− rj(
∑
i
αi
∂fi
∂rj
) + rj+1(
∑
i
αi
∂fi
∂rj+1
)
36
=
∑
i
αiHjfi
=
∑
iǫI(j)
αifi + 2ajΩ
2
j + 2βjΩjΩ˜j − γjrj + γj+1rj+1,
where I(j) denotes the set of indices i such that fi is of the form (A.2) with s = j,
and aj , βj and γj denote the Landau parameters associated with Ω
2
j , ΩjΩ˜j − 1,
and rj, respectively. It follows from (4a) that all terms except for βjΩjΩ˜j = βj
on the right-hand side of (A.6) vanish. This entails the required fact, namely
that the row corresponding to ΩjΩ˜j − 1 must have coefficient βj = 0 and hence
give no net contribution to the Landau loop equations.
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Appendix B. The Landau diagram corresponding to a term in the
pole-decomposition expansion.
To confirm the geometric representation of the Landau equations described
in connection with Eq.(6) recall first that the pole-residue denominators corre-
sponding to non ∗ charged lines are
fj = σjs(Σ
2
j − Σ
2
s) + i0, (B.1)
where the sign σjs is defined below (3). For each side sǫ{1, 2, 3} one may verify
immediately that the contribution from the side s of the triangle of direct lines Vs
is just the contribution to the p loop equation arising from the charged-particle
line segments that lie on side s of the original graph.
For the photon loop ℓ there is first a contribution αℓkℓ, and then the con-
tributions corresponding to charge-particle line segments along which the loop
flows. There are contributions of this latter kind only from segments correspond-
ing to those (one or two) sides s of the triangle along which the loop runs, and
we can consider separately the contributions from each of those sides s.
There are three cases:
Case 1. The photon loop ℓ in the Feynman graph runs along the segment
jǫJ(s) but does not run along the ∗ segment lying on side s. In this case the
contribution to the ℓ loop equation proportional to αj is
αj
1
2
∂fj
∂kℓ
= σjsαj
1
2
∂
∂kℓ
(Σ2j − Σ
2
s)
= βjsΣj . (B.2)
Case (2a). The loop ℓ of the Feynman graph flows along the ∗ segment of
side s, but does not flow along the non ∗ segment j lying on side s. Then the
contribution to the ℓ loop equation proportional to αj is
αj
1
2
∂fj
∂kℓ
= σjsαj
1
2
∂
∂kℓ
(Σ2j − Σ
2
s)
= βjs(−Σs). (B.3)
Case (2b). The loop ℓ of the Feynman graph flows along the ∗ segment
of side s of the graph and also along the non ∗ segment jǫJ(s). Then the
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contribution to the ℓ loop equation proportional to αj is
αj
1
2
∂fj
∂kℓ
= βjsαj
1
2
∂
∂kℓ
(Σ2j − Σ
2
s)
= βjs(Σj − Σs). (B.4)
Notice that, according to (B.2), (B.3), and (B.4),there is, for each jǫJ(s), a
contribution βjsΣj to the photon loop equation ℓ if and only if the loop ℓ in the
graph passes along the segment j. There is also, for each jǫJ(s), a contribution
−βjsΣs if and only if this loop passes along the star line s in the graph. There
is also a contribution αsΣs if and only if this loop passes along the star line s of
the graph. These results are summarized by the rules (6).
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