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A Comment on the Sums
∑
n∈Z
(−1)nk
(an+1)k
Vivek Kaushik
Abstract
We recall a proof of Euler’s identity
∑
∞
n=1
1
n2
= pi
2
6
involving the evaluation of a double integral.
We extend the method to find Hurwitz Zeta series of the form S(k, a) =
∑
n∈Z
(−1)nk
(an+1)k
, where
a ∈ N \ {1} and k ∈ N. In particular, we consider a general k-dimensional integral over (0, 1)k
that equals the series representation S(k, a). Then we use an algebraic change of variables that
diffeomorphically maps (0, 1)k to a k-dimensional hyperbolic polytope. We interpret the integral as
a sum of two probabilities, and find explicit representations of such probabilities with combinatorial
techniques.
1 Introduction
In this article, we evaluate Hurwitz Zeta Series of the form
S(k, a) =
∑
n∈Z
(−1)nk
(an+ 1)k
, a ∈ N \ {1}, k ∈ N. (1.1)
The values of such series can be obtained through standard techniques from Fourier Analysis and complex
variables. Some specific examples of S(k, a) are found in [1, 2, 11], with the case a = 4 being the focal
point of [3, 6–8].
In particular, we provide an alternative method using multiple integration. We generalize the double
integral proof of
∑
n≥1
1
n2
=
pi2
6
(1.2)
by Zagier and Kontsevich [9, p. 8 - 9], which is as follows. Consider the integral
I2 =
∫
(0,1)2
1√
x1x2(1 − x1x2) dx2 dx1. (1.3)
We convert the integrand into a geometric series,
1√
x1x2(1− x1x2) =
∑
n≥0
(x1x2)
n−1/2. (1.4)
Replacing the integrand with the geometric series representation, we find
I2 =
∫
(0,1)2
∑
n≥0
(x1x2)
n−1/2 dx1 dx2
=
∑
n≥0
∫
(0,1)2
(x1x2)
n−1/2 dx1 dx2 (1.5)
=
∑
n≥0
1
(n+ 1/2)2
=
∑
n≥0
4
(2n+ 1)2
= 4S(2, 2),
1
where the interchanging of sum and integral in (1.5) follows from the Monotone Convergence Theorem.
On the other hand, the change of variables
x1 =
ξ21(1 + ξ
2
2)
1 + ξ21
, x2 =
ξ22(1 + ξ
2
1)
1 + ξ22
, (1.6)
has Jacobian Determinant
det
∂(x1, x2)
∂(ξ1, ξ2)
=
4
√
x1x2(1− x1x2)
(1 + ξ21)(1 + ξ
2
2)
(1.7)
and diffeomorphically maps (0, 1)2 to the hyperbolic triangle
H
2 = {(ξ1, ξ2) ∈ R2 : ξ1ξ2 < 1, ξ1, ξ2 > 0}. (1.8)
Hence,
I2 =
∫
H2
4
(1 + ξ21)(1 + ξ
2
2)
dξ2 dξ1
=
∫ ∞
0
4 cot−1(ξ1)
1 + ξ21
dξ1
=
∫ ∞
0
2pi − 4 tan−1(ξ1)
1 + ξ21
dξ1
=
pi2
2
.
Thus,
S(2, 2) =
pi2
8
.
Finally, we can write ∑
n≥1
1
n2
=
∑
n≥1
1
(2n)2
+
∑
n≥0
1
(2n+ 1)2
=
∑
n≥1
1
(2n)2
+ S(2, 2)
=
1
4
ζ(2) +
pi2
8
,
from which we may deduce ∑
n≥1
1
n2
=
pi2
6
using simple algebra.
We extend this proof to find arbitrary S(k, a). In particular, we evaluate the integral
Ik,a =
1
ak
∫
(0,1)k
(x1 . . . xk)
−1+1/a + (x1 . . . xk)
−1/a
1− (−1)kx1 . . . xk dx1 . . . dxk,
the generalization of (1.3) in two ways. The first way will be to convert the integrand into a geometric
series and show that it is equal to S(k, a). On the other hand, we will use a change of variables generalizing
(1.6).
2 Evaluation of Ik,a
2.1 From Integral to Series
We will evaluate
Ik,a =
1
ak
∫
(0,1)k
(x1 . . . xk)
−1+1/a + (x1 . . . xk)
−1/a
1− (−1)kx1 . . . xk dx1 . . . dxk, (2.1)
the generalization of (1.3) in two ways.
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Theorem 2.1.1. We have
Ik,a = S(k, a).
Proof. First, we convert the integrand into a geometric series as such
1
ak
(x1 . . . xk)
−1+1/a + (x1 . . . xk)
−1/a
1− (−1)kx1 . . . xk =
∑
n≥0
(−1)nk
ak
(
(x1 . . . xk)
n−1+1/a + (x1 . . . xk)
n−1/a
)
. (2.2)
Replacing this geometric series representation with the integrand in Ik,a we obtain
Ik,a =
∫
(0,1)k
∑
n≥0
(−1)nk
ak
(
(x1 . . . xk)
n−1+1/a + (x1 . . . xk)
n−1/a
)
dx1 . . . dxk
=
∑
n≥0
∫
(0,1)k
(−1)nk
ak
(
(x1 . . . xk)
n−1+1/a + (x1 . . . xk)
n−1/a
)
dx1 . . . dxk (2.3)
=
∑
n≥0
(−1)nk
ak(n+ 1/a)k
+
∑
n≥0
(−1)nk
ak(n− 1/a+ 1)k
=
∑
n≥0
(−1)nk
(an+ 1)k
+
∑
n≥0
(−1)nk
(an+ a− 1)k
=
∑
n≥0
(−1)nk
(an+ 1)k
+
∑
n≥0
(−1)(n+1)k
(−an− a+ 1)k
=
∑
n≥0
(−1)nk
(an+ 1)k
+
∑
n≤−1
(−1)nk
(an+ 1)k
=
∑
n∈Z
(−1)nk
(an+ 1)k
= S(k, a),
where the interchanging of sum and integral in (2.3) follows from the Monotone Convergence Theorem.
2.2 From Integral to Hyperbolic Polytope
Now, we evaluate Ik,a directly. We use the change of variables
xi =
ξai (1 + ξ
a
i+1)
1 + ξai
, i ∈ {1, . . . , k}. (2.4)
where we cyclically index mod k, that is, we have ξk+1 := ξ1.
Theorem 2.2.1. The change of variables from (2.4) has Jacobian Determinant
det
∂(x1, . . . , xk)
∂(ξ1, . . . , ξk)
=
{
a(ξ1)
a−1 k = 1
ak(ξ1...ξk)
a−1
(1+ξa
1
)...(1+ξa
k
) (1− (−1)k(ξ1 . . . ξk)a) else.
and diffeomorphically maps (0, 1)k to the hyperbolic polytope
H
k = {(ξ1, . . . , ξk) ∈ Rk : ξiξi+1 < 1, ξi > 0, i ∈ {1, . . . , k}}.
Proof. The case k = 1 is trivial. The case k = 2 recovers the change of variables in (1.6) from the
introduction; one may see that the stated results in (1.7) and (1.8) corroborate the theorem.
Suppose k > 2. Note that
∂xi
∂ξj
=


aξa−1
i
(1+ξai+1)
(1+ξa
i
)2 j = i
aξai ξ
a−1
j
1+ξa
i
j ≡ i+ 1 mod k
0 else
.
3
These are the entries of the Jacobian matrix ∂(x1,...,xk)∂(ξ1,...,ξk) corresponding to (2.4). Using cofactor expansion
along the first row, we find that
det
∂(x1, . . . , xk)
∂(ξ1, . . . , ξk)
=
∂x1
∂ξ1
det(A)− ∂x2
∂ξ2
det(B),
where A and B are (k − 1)× (k − 1) matrices with entries
Aij =
[
∂xi+1
∂ξj
]
i,j 6=1
Bij =
[
∂xi+1
∂ξj
]
i6=1,j 6=2
.
It can be seen that A is lower triangular, and B is upper triangular. Hence their determinants are easy
to calculate using cofactor expansions on the top row of A and the bottom row of B, respectively. The
result will simplify down to the claimed Jacobian determinant.
For the second statement, it can be shown that (2.4) is a C1 bijective map from (0, 1)k to Hk with
det ∂(x1,...,xk)∂(ξ1,...,ξk) 6= 0 in Hk. The Inverse Function Theorem guarantees on any local neighborhood in Hk,
we will have
∂(x1, . . . , xk)
∂(ξ1, . . . , ξk)
−1
=
∂(ξ1, . . . , ξk)
∂(x1, . . . , xk)
.
Remark. When a = 2, if we instead were to make the substitution xi =
√
ξ2
i
(1+ξ2
i+1
)
1+ξ2
i
and then ξi =
tan(ui) will result in us obtaining
xi =
sin(ui)
cos(ui+1)
,
which is Calabi’s trigonometric change of variables, considered in all of [3–8, 11]. Hence, we may view
(2.4) as an algebraic generalization of Calabi’s change of variables.
Hence, our two theorems and the change of variables formula imply
S(k, a) =
∫
Hk
1 + (ξ1 . . . ξk)
a−2
(1 + ξa1 ) . . . (1 + ξ
a
k)
dξ1 . . . dξk
=
∫
Hk
1
(1 + ξa1 ) . . . (1 + ξ
a
k)
dξ1 . . . dξk +
∫
Hk
(ξ1 . . . ξk)
a−2
(1 + ξa1 ) . . . (1 + ξ
a
k)
dξ1 . . . dξk (2.5)
We wish to evaluate (2.5) by mimicking the combinatorial analysis used in [11, p. 592 - 599]
2.3 Hyperbolic Polytope and Combinatorics
We write [m] := {1, . . . ,m} for m ∈ N. Let Ξi for i ∈ [k] be independent and identically distributed with
density function
fΞi(ξi) =
a
pi sin
(
pi
a
)
1 + ξai
, ξi ≥ 0.
Similarly, let Θi for i ∈ [k] be independent and identically distributed with density function
fΘi(θi) =
a
pi sin
(
pi
a
)
θa−2i
1 + θai
, θi ≥ 0.
Theorem 2.3.1. For each i ∈ [k], both fΞi(ξi) and fΘi(θi) are valid density functions.
Proof. We recall the cumulative distribution function for Ξi and Θi are
FΞi(t) =
∫ t
0
fΞi(ξi) dξi (2.6)
FΘi(t) =
∫ t
0
fΘi(θi) dθi. (2.7)
4
The claim is equivalent to showing limt→∞ FXi(t) = 1 and limt→∞ FΘi(t) = 1.
According to Gradshteyn and Ryzhik [10, Section 2.142], we see∫
1
1 + xa
dx =
{
− 2a
∑⌊a/2−1⌋
j=0 Pj(x) cos
(
2j+1
a pi
)
+Qj(x) sin
(
2j+1
a pi
)
a even
1
a log(1 + x)− 2a
∑⌊a/2−1⌋
j=0 Pj(x) cos
(
2j+1
a pi
)
+Qj(x) sin
(
2j+1
a pi
)
a odd.
, (2.8)
where
Pj(x) =
1
2
log
(
x2 − 2x cos
(
2j + 1
a
pi
)
+ 1
)
Qj(x) = arctan
(
x− cos ( 2j+1a pi)
sin
(
2j+1
a pi
)
)
.
It can be shown upon plugging in x = 0, and converting the cosines and sines into complex exponentials,
that the right hand side of (2.8) is −pia csc(pi/a). It also can be shown that as x → ∞, the right hand
side of (2.8) approaches 0. Observing these facts will allow us to deduce limt→∞ FXi (t) = 1.
The second result follows from making the substitution θi 7→ 1/θi in the defining integral representa-
tion presented in (2.7) and deducing FΘi(t) = 1− FΞi(1/t).
Our main goal is to evaluate
Pr(ΞiΞi+1 < 1, i ∈ [k]) + Pr(ΘiΘi+1 < 1, i ∈ [k]), (2.9)
where Ξk+1 := Ξ1,Θk+1 := Θ1. In words, (2.9) is the sum of the probability that all Ξi have cyclically
consecutive products less than 1 and the probability that all Θi have cyclically consecutive products less
than 1. It is easy to see through (2.5) that S(k, a) is precisely the product of
(
pi
a csc
(
pi
a
))k
and (2.9).
We begin with the easy case in calculating (2.9).
Theorem 2.3.2. Suppose Ξi,Θi < 1 for each i ∈ [k]. Then (2.9) is equal to(∫ 1
0
a
pi sin
(
pi
a
)
1 + ξa
dξ
)k
+
(∫ 1
0
a
pi sin
(
pi
a
)
θa−2
1 + θa
dθ
)k
Proof. Clearly for any i ∈ [k], we have ΞiΞi+1,ΘiΘi+1 < 1. Hence (2.9) is equal to∫
(0,1)k
fΞ1(ξ1) . . . fΞk(ξk) dξ1 . . . dξk +
∫
(0,1)k
fΘ1(θ1) . . . fΘk(θk) dθ1 . . . dθk,
from which the result immediately follows.
The nontrivial case is when there exists i ∈ [k] such that Ξi,Θi ≥ 1. We wish to set up an explicit
integral representation of (2.9) in this case.
Theorem 2.3.3. Suppose Ξ1, . . . ,Ξk,Θ1, . . . ,Θk satisfy the conditions as described by their respective
probability terms in (2.9). Suppose further r1, . . . , rn ∈ [k] are distinct with 1 ≤ Ξrn ≤ · · · ≤ Ξr1 and
1 ≤ Θrn ≤ · · · ≤ Θr1 . Then for distinct i, j ∈ [n], we have ri and rj are pairwise cyclically nonconsecutive,
that is, |ri − rj | /∈ {1, k − 1}. In addition, n ≤ ⌊k/2⌋.
Proof. The proofs of these statements are identical to those in [11, Theorem 3.2, 3.3].
We now use a mechanism to set up the integral corresponding to (2.9) if r1, . . . , rn ∈ [k] satisfy the
first statement of the previous theorem. For each j ∈ [n], define αj to be the number of Ξz (or Θz)
from {Ξrj±1} (or {Θrj±1}) with the property that sup(Ξz) = 1/Ξrj (or sup(Θz) = 1/Θrj). In words, αj
counts the number of bounds of the form 0 < Ξz < 1/Ξrj (or 0 < Θz < 1/Θrj) that will appear when
we set up the integral for the first probability term (or second probability term) in (2.9).
Theorem 2.3.4. We have
αj = 2− δ(k, 2)−
j−1∑
m=0
δ(|rm − rj |, 2) + δ(|rm − rj |, k − 2),
where δ(a, b) = 1 if a = b and 0 else.
5
Proof. The proof is identical to that of [11, Theorem 3.5].
Now we are ready to set up an integral representation for (2.9) if r1, . . . , rk ∈ [k] satisfy the first
statement in Theorem 2.3.3.
Theorem 2.3.5. If r1, . . . , rk ∈ [k] satisfy the first statement in Theorem 2.3.3, we have (2.9) is equal
to the sum of the integrals
Jr1,...,rn = (ψ(1))
k−n−
∑
n
j=1 αj
∫
1≤ξrn≤···≤ξr1
(
pi
a sin
(
pi
a
))n (
ψ
(
1
ξr1
))α1
. . .
(
ψ
(
1
ξrn
))αn
(1 + ξar1) . . . (1 + ξ
a
rn)
dξrn . . . dξr1
Kr1,...,rn = (φ(1))
k−n−
∑
n
j=1 αj
∫
1≤θrn≤···≤θr1
(
pi
a sin
(
pi
a
))n (
φ
(
1
θr1
))α1
θa−2r1 . . .
(
φ
(
1
θrn
))αn
θa−2rn
(1 + θar1) . . . (1 + θ
a
rn)
dθrn . . . dθr1 ,
where ψ(t) and φ(t) are the cumulative distribution functions defined in (2.6), (2.7), respectively.
Proof. We already know the integral bounds for Ξr1 , . . . ,Ξrn .We already know there are
∑n
j=1 αj bounds
of the form 0 < Ξz < 1/Ξrj . This means there are k − n −
∑n
j=1 αj bounds of the form 0 < Ut < 1.
Explicitly, the first probability term in (2.9) is∫
1≤ξrn≤···≤ξr1
∫ 1/ξr1
0
· · ·
∫ 1/ξr1
0︸ ︷︷ ︸
α1 times
. . .
∫ 1/ξrn
0
· · ·
∫ 1/ξrn
0︸ ︷︷ ︸
αn times
∫ 1
0
· · ·
∫ 1
0︸ ︷︷ ︸
k−n−
∑
n
j=1
αj times
fΞ1(ξ1) . . . fΞk(ξk) dV, (2.10)
where dV is the product of the differentials dξ1, . . . dξk in the appropriate order as dictated by the integral
bounds. It follows that (2.10) is equal to Jr1,...,rn upon evaluating the innermost integrals.
A similar argument can be used to show that the second probability in (2.9) is equal to Kr1,...,rn .
Our theorems and (2.5) give the following result
∑
n≥0
(−1)nk
(an+ 1)k
=
(∫ 1
0
a
pi sin
(
pi
a
)
1 + ξa
dξ
)k
+
(∫ 1
0
a
pi sin
(
pi
a
)
θa−2
1 + θa
dθ
)k
+
⌊k/2⌋∑
n=1
∑
(r1,...,rn)∈[k]
n:
|ri−rj |/∈{0,1,k−1},
i6=j∈[n]
Jr1,...,rn +Kr1,...,rn ,
(2.11)
where Jr1,...,rn and Kr1,...,rn are defined as in the previous theorem.
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