As a new networking paradigm for future Internet, content centric networking (CCN) technology provides a contents-oriented communication infrastructure for the rapidly increasing amount of data traffic. For the successful realization of CCN, it is essential to design an efficient forwarding engine that performs high-speed name lookup. This paper proposes the use of a hashing-based name prefix trie and a Bloom filter. In the proposed approach, an off-chip hash table storing the nodes of the name prefix trie is only accessed when the Bloom filter states that the node under querying exists in the trie. In accessing the node depending on the result of the Bloom filter, we propose two algorithms that have different strategies. The first algorithm accesses the trie node for every positive result of the Bloom filter, while the second algorithm first attempts to determine the longest matching length using Bloom filter queries. Trie nodes are accessed from the possible longest length, and tracked back if there is no match. Simulation results show that the proposed approach can provide the output face of each input name, with a single node access on average and with two node accesses in the worst-case using a reasonable size of a Bloom filter.
2011). The NPT provides an intuitive way for the name lookup with the longest name matching, but has an issue in search performance, since an FIB table can have many millions of content names and each content name can be excessively long.
The motivation of this paper is to propose a new approach for the longest name matching used in FIB lookups in CCN routers. The proposed approach is based on the name prefix trie. In order to solve the search performance issue of the NPT, we propose to add an on-chip Bloom filter which is queried before the access to the NPT, which is stored in an off-chip hash table. As a space-efficient probabilistic data structure used to test whether an element is a member of a set, Bloom filters have been popularly applied to network algorithms (Song et al., 2005; Tong et al., 2014; Mun and Lim, 2015; Lim et al., 2014a Lim et al., , 2014b . Since an access to an off-chip memory takes 10-20 times longer than an access to an on-chip memory (Panda et al., 2000) , by pre-searching the on-chip Bloom filter, the off-chip hash table storing trie nodes is only accessed when there is a high possibility of a matching entry in our proposed approach. The earlier and shorter version of this paper was presented in .
The performance of our proposed algorithms is evaluated through simulation. Since the format of CCN names is not yet defined, URL names that have hierarchical characteristics similar to CCN names are used for our simulation (Wang et al., 2011) . Memory requirements for creating a Bloom filter and storing the NPT are also evaluated. Using inputs with 3 times the number of stored URLs, the search performance is also evaluated. This paper is organized as follows. Section 2 describes related works such as the name prefix trie, previous name lookup algorithms, and the Bloom filter theory. Section 3 introduces the building and searching procedures of the proposed algorithms. Section 4 shows the performance evaluation results, and Section 5 concludes the paper.
Related works

Name prefix trie
Each component in a URL is composed of variable-length character strings, and is differentiated by a dot or a slash. For example, the URL of http://www.youtube.com/user/PewDiePie is composed of 4 components: youtube, com, user, and PewDiePie. In storing the URL into a name Fig. 1 . Name prefix trie. prefix trie, the example name is converted into com/youtube/user/PewDiePie by reversely ordering the components with dots and by differentiating components using a slash. Table 1 shows an example of an FIB with 10 arbitrary content names and corresponding output faces. Fig. 1 shows the name prefix trie (NPT) constructed for the example.
Each black node represents a content name and stores an output face, to which inputs matching the content name have to be forwarded, while white nodes are created in the path to a black node from the root node. The NPT accommodates variable-length components and variable-length names as shown. The depth of an NPT is determined by the content name that has the most number of components.
Similar to the search in a binary trie for an IP address lookup, the search in an NPT starts from the root node, and sequentially follows the child pointer that has the matching component with a given input. When there is no matching component to follow, the search procedure is completed and returns the best matching name, which is the most recent matching name. For example, assume that an input youtube.com/user/musicbox is given. The input name that needs to be searched from the NPT is com/youtube/user/musicbox. At the node of com/youtube/user, since there is no edge to follow, the search is over and returns the output face 2, which is the output face of com/ youtube. Assuming that the NPT is stored in an off-chip memory, the number of off-chip node accesses of this example is 4, counting the root node, com, com/youtube, and com/youtube/user.
The name lookup using the name prefix trie has an issue of search performance. Since the search is sequentially performed starting from the root node, and since the name lengths can be excessively long, the search performance in an NPT is not sufficient for a wire-speed name lookup. In Wang et al. (2013a) , a high-speed name lookup engine implemented in GPU (Graphic Processor Unit) platform using name component encoding was introduced.
Previous name lookup algorithms
A parallel search algorithm (Wang et al., 2011) divides an NPT into a multiple number of modules, considering the accessing probability of a module, and performs a parallel search for the modules. However, it is difficult to estimate the accessing probability for dynamically changed input streams, and the parallel search involves high hardware complexity.
To improve the search performance of an NPT, in So et al. (2013) , it is proposed to start the search, either from the level with the most number of components or the level with an accumulated number of components equal to 75% of the total number. Depending on the result of the first level access, the search can proceed to a shorter level or a longer level. This algorithm has a problem of prefix-seeking, in which the search should be continued until a matching entry is found or a root node is visited, when there is no matching entry.
The name filter algorithm (Wang et al., 2013 ) uses 2-stage FIB lookups, in which both stages are composed of Bloom filters. Because of the false positive problem of a Bloom filter, which produces inaccurate results, this algorithm proposes the control of the false positive rate less than 10
by increasing the sizes of Bloom filters.
The adaptive Bloom filter algorithm (Quan et al., 2014 ) uses a Bloom filter, a hash table, and a name prefix trie. In this algorithm, each content name is separated by a B-prefix part and a T-Suffix part. The length of the B-prefix part is fixed and the remaining components are included in the T-suffix. The B-prefix part is implemented using a Bloom filter and a hash table, and the T-suffix part is implemented using an NPT. When there is a matching entry in the B-prefix part, the NPT search is performed at the T-suffix part. The performance of the algorithm depends on the selection of the B-prefix length for each given set of content names. 
Bloom filter theory
A Bloom filter (Bloom, 1970 ) is a bit-vector representing the membership information of a set of elements. A Bloom filter that represents a set S ¼ fx 1 ; x 2 ; …; x n g of n elements is described by an array of m bits, initially all set to 0. The Bloom filter supports two operations: programming and querying. In programming, for an element x i (for i ¼ 1; …; n) in the set S, k different hash indices are computed, where 0 r h j ðx i Þ o m for j ¼ 1; …; k. All the bit-locations corresponding to k hash indices are then set as 1 in the Bloom filter. In other words, each bit of a Bloom filter corresponds to a hash index, and instead of storing the data itself in the hashing index, the corresponding bit of a Bloom filter is set to 1 to represent the existence of the data.
Querying is performed to test whether an input y is a member of the set. For an input y, k hash indices are generated using the same hash functions that were used to program the filter. The bit-locations in the Bloom filter corresponding to the hash indices are checked. If any one of the locations is 0, then y is definitely not a member of set S, and it is termed negative. If all the locations corresponding to hash indices were 1, then the input may be a member of the set, and it is termed positive.
However, it is possible that these locations would have been set by some other elements in the set. This type of positive result is termed a false positive. For an element y that is not in S (y = 2 S) under querying, the false positive probability f can be calculated as (Lim et al., 2014a )
For a given ratio of m=n, it is known that the false positive probability is minimized when the number of hash functions k has the following relationship (Dharmapurikar et al., 2006) :
On the whole, a Bloom filter may produce false positives but not false negatives. The false positive rate of a Bloom filter can be controlled sufficiently small by increasing the Bloom filter size, but cannot be completely removed.
Proposed algorithms
Hashing-based NPT (Hashing-NPT)
The aim of this paper is to improve the search performance of a name prefix trie(NPT) using Bloom filters. As the first step, we need to apply hashing in constructing the NPT, and we describe a hashing-based NPT algorithm in this section. Fig. 2 shows the hash table constructed for the name prefix trie shown in Fig. 1 . Every node in a name prefix trie is stored into a hash table. Note that in storing a node at the level-i of the NPT, the i components from the root node to the level-i are concatenated, and the concatenated string is used as a hash key to obtain a hash index. The concatenated string that has a variable length should be converted into a fixed-length string, since each entry of the hash table has a fixed width. The converted fixed-length string is stored in the hash entry corresponding to the hash index.
(The hash entry shown in Fig. 2 has a concatenated string instead of converted fixed-length string for simplicity.) In storing the L th component, where L is the length of a content, the output face corresponding to the content name is also stored.
The procedure to store a content name in the hash table for the hashing-based NPT algorithm is shown in Algorithm 1. This procedure is repeated for all the content names stored in an FIB. Algorithm 1. Storing a content name in the hash table in hashing-based NPT algorithm.
Algorithm 2. Searching a content name in hashing-based NPT.
The search procedure used to determine the best matching name (BMN) in the hashing-based NPT algorithm is shown in Algorithm 2. For the content name in each Interest packet, the concatenated string of i components (for 1 r i r I, where I is the length of the input name) is used to obtain a hash index. The concatenated string is also converted into a fixed length string, for comparison with the string stored in the hash entry corresponding to the hash index. If there is a matching entry, the search procedure continues, using the concatenated string of the first through the ði þ 1Þ th components. This procedure is repeated, until there is no matching entry, or until the search reaches the level equal to the length of the input content name. Since the output face of the longest matching entry should be returned, the output face of the current matching entry should be remembered in the search procedure. Note that in a trie structure, if there is no entry matching the current string of concatenated components, there is also no matching entry in longer levels. Hence, the search is immediately over. For example, assume the same input as in the NPT search com/youtube/user/musicbox. The search procedure finds out matching hash entries with com, comyoutube, and comyoutubeuser, but no matching entry with comyoutubeusermusicbox. Hence, the search is over and returns the output face 2, which is the output face of comyoutube. The number of hash table accesses of this example is 4. This paper proposes to improve the search performance of the hashing-based NPT algorithm using a Bloom filter. We propose two algorithms: NPT-BF and NPT-BF-Chaining. Both algorithms have the same structure, consisting of an on-chip Bloom filter and an off-chip hash table. However, they have different search strategies.
Name prefix trie with a bloom filter (NPT-BF)
The NPT-BF is shown in Fig. 3 . A Bloom filter is queried before the hash table access; this Bloom filter reduces unnecessary hash table accesses by producing negative results when there is no matching entry.
Algorithm 3. Searching a content name in NPT-BF.
The search procedure of the proposed NPT-BF algorithm is shown in Algorithm 3. The Bloom filter is queried first using the concatenated string of i components (for 1 r i rI, where I is the length of the input name). If the Bloom filter produces a positive result, the hash table is accessed. If a matching entry is found in the hash table, the Bloom filter query is continued using ði þ 1Þ components. However, if no matching entry is found, which means that the Bloom filter positive result is false, the search is finished and returns the currently remembered output face. Otherwise, if the Bloom filter produces a negative result, the search is also finished, and returns the currently remembered output face.
For example, assume the same input youtube.com/user/musicbox. The Bloom filter produces positive results with com, comyoutube, and comyoutubeuser, and hence the hash table is accessed for these 3 nodes. However, the Bloom filter produces a negative result with comyoutubeusermusicbox. Hence, the search is over without accessing the hash table and returns the output face 2, which is the output face of comyoutube. The number of hash table accesses of this example is 3, which is one smaller than the hashing-NPT, since the hash table is not accessed for the negative result of the Bloom filter.
In summary, the difference between NPT-BF and the hashing-NPT is that the search can be immediately finished when the Bloom filter produces a negative result in NPT-BF, without accessing the hash table. Hence, NPT-BF can improve the search performance of the hashing-NPT, which is measured by the number of off-chip hash table accesses.
Name prefix trie with a bloom filter chaining (NPT-BF-Chaining)
The NPT-BF-Chaining algorithm utilizes the fact that the false positive probability of a Bloom filter can be controlled to be sufficiently low by increasing the Bloom filter size. In this algorithm, if a Bloom filter produces a positive result, the Bloom filter querying continues to the next level without accessing the hash table. If the Bloom filter produces a negative result, since it is always true, the search procedure moves one level back, which is the level of the last positive. The off-chip hash table is accessed at this level. If there is a matching entry with an output face, the search is completed and returns the output face. If there is no matching entry, it can be one of the two cases: the Bloom filter positive result is false, or the Bloom filter positive is true but the node is an internal node without an output face. In these cases, backtracking should occur, until a matching entry with an output face is found in the hash table. The overall architecture of the NPT-BF-Chaining is shown in Fig. 4 .
Algorithm 4. Searching in NPT-BF-Chaining.
The search procedure of NPT-BF-Chaining is summarized in Algorithm 4. While the building procedure of the NPT-BF-Chaining is the same as that of NPT-BF, the search procedure differs, whereby the Bloom filter queries are sequentially performed until a negative result occurs. The search procedure of the NPT-BF-Chaining algorithm has two steps. The first step involves querying the Bloom filter sequentially for positive results. The first step continues until a Bloom filter negative result occurs or all the components of the input name are used.
The off-chip hash table is accessed in the second step. The negative result of a Bloom filter at level i means that there is no string in the hash table matching to the concatenated string of i components. Since there was a positive result in level ðiÀ 1Þ, the hash table is accessed for the concatenated string of ði À 1Þ components. (In case where the first step is finished because all the components of the input are used, the hash table should be accessed from level i.)
Three cases can be encountered when accessing the hash table: a matching node with an output face, no node, or an internal node without an output face. If a matching entry with an output face is encountered in the hash table, the search procedure is completed and returns the output face of the corresponding entry. Otherwise, if there is no node, then the positive of the Bloom filter is a false positive, which causes backtracking. Otherwise, if an internal node without an output face is encountered, then the positive result of the Bloom filter is true, but back-tracking should also occur. This problem is solved by pre-computing the output face of the best matching name into every internal node. The best matching name is the name in the direct ancestor of each internal node. In the performance evaluation section, we will show the simulation results for both cases: with and without the pre-computation.
For example, assume the same input youtube.com/user/musicbox. The Bloom filter produces positive results with com, comyoutube, and comyoutubeuser, but a negative result with comyoutubeusermusicbox. When the Bloom filter produces the negative result, the hash table is accessed for the last positive result, which is comyoutubeuser. Since it is an empty node without an output face, a back-tracking occurs. The hash entry of comyoutube is accessed, and the search is over by returning the output face 2. The number of hash table accesses of this example is 2. If the output face of comyoutube were pre-computed at the node of comyoutubeuser, the number of hash table accesses could be 1. In summary, the NPT-BF-Chaining algorithm postpones the access to the hash table until the Bloom filter produces a negative result, while the NPT-BF algorithm accesses the off-chip hash table for every positive result of the Bloom filter. In other words, the NPT-BFChaining algorithm firstly determines the possible longest length matching an input string by using Bloom filter queries. If the false positive rate is controlled to be sufficiently low by properly sizing the Bloom filter, it can provide high-speed search performance. It is shown through simulation that the NPT-BF-Chaining algorithm provides a name lookup using a single off-chip hash table access on average.
Performance evaluation
Performance evaluation has been carried out using URL names, since URL names have a hierarchical structure similar to content names. Among the 1 million names provided in ALEXA (Alexa,), four sets with sizes of 10,000, 50,000, 100,000, and 300,000 names are extracted for our simulation. For these sets, NPT, hashing-NPT, NPT-BF, and NPT-BF-Chaining algorithms are constructed using C þ þ language. Table 2 shows the number of content names according to the number of components in each name. The number of components in each name determines the level at which the content name is located in a name prefix trie. Each set is named using the number of elements in the set, such as 10 k, 50 k, 100 k, and 300 k. Table 3 shows the data structure of the off-chip hash table storing nodes of the name prefix trie. We assume that a perfect hash function is given in storing and accessing trie nodes in the hash table. Each string stored into a NPT node is converted into a 64-bit string by the hash function, and hence each hash entry has a 9-byte width as shown in Table 3 . Table 4 shows the characteristics of name prefix tries constructed for each set. The number of entries in the hash table, N 0 is fixed as 2 ⌈log 2 N⌉ , where N is the number of nodes in a name prefix trie. Using the data structure shown in Table 3 , the off-chip memory Table 5 Search performance: 10 k.
Metric NPT Hashing-NPT NPT-BF NPT-BF-Chaining (w/o pre-comp) NPT-BF-Chaining (w pre-comp) Table 6 Search performance: 50 k. Table 7 Search performance: 100 k.
Metric NPT Hashing-NPT NPT-BF NPT-BF-Chaining (w/o pre-comp) NPT-BF-Chaining w pre-comp) requirement is estimated. The memory requirement is calculated by the number of entries N 0 multiplied by the entry width, which is 9 bytes. The memory requirement shown in Table 4 is denoted as kilobytes by dividing by 1024. Note that the memory requirements for the off-chip hash tables for hashing-NPT, NPT-BF, and NPT-BF-Chaining are the same, since they construct the same trie. Note that the size of the hash table does not fit in an on-chip memory for large name sets in current technology, even though we allocate the minimum size by assuming that a perfect hash function is given for storing each NPT node into the hash table.
The number of inputs for evaluating the search performance of each algorithm is 3 times the number of elements in the sets. The 1/3 of the input trace includes the content names used to build the name prefix trie, and the remaining 2/3 includes the content names not used to build the name prefix trie.
For the number of nodes N in a name prefix trie that should be programmed into a Bloom filter, the basic size of a Bloom filter can be N 0 ¼ 2 ⌈log 2 N⌉ . Let m be the size of a Bloom filter, which is a multiple of the basic size. Then the number of hash indices k ¼ ðm=N 0 Þ ln 2 (Song et al., 2005) . In this paper, we performed simulations for the different sizes of the Bloom filters, such that m ¼ 4N 0 , 8N 0 , and 16N 0 , and evaluated the search performance related to the size of a Bloom filter. A cyclic redundancy check (CRC) generator is an excellent bit scrambler, popularly used in generating hash indices. A simple 64-bit CRC generator has been used to obtain hash indices for the Bloom filter. The registers in the CRC generator are initialized as zero. Each input bit is shifted into the CRC generator, and after all bits of an input are shifted to the CRC generator, the register value is returned as a CRC code. A multiple number of hash indices with variable sizes can be easily extracted from the CRC code by combining bits in a CRC code (Alagu Priya and Lim, 2010) .
Tables 5-8 show the simulation results. As stated in previous section, in the NPT-BF-Chaining algorithm, a back-tracking can occur even though the Bloom filter positive is true, in case if the accessed hash entry represents an internal node which does not have an output face. In this reason, for the NPT-BF-Chaining algorithm, we performed the simulation for two cases: without the pre-computation and with the pre-computation of the output face of the best matching name. In the NPT-BF-Chaining without pre-computation, whenever an internal node is encountered, the number of node accesses is increased, until a node with a content name is reached. On the other hand, in the NPT-BF-Chaining with pre-computation, the content name of the direct ancestor is pre-computed and stored into internal nodes, and hence the number of node accesses is not increased, when an internal node is encountered. Hence, the difference in the number of node accesses between without pre-computation and with pre-computation shows the number of internal node accesses. Table 5 shows the search performance for the 10 k set. The NPT and the hashing-NPT algorithms determine the output face by 4.84 and 4.05 node accesses on average, respectively. Since these algorithms are based on trie structure, if a node does not exist in a level, search procedure is finished immediately. Some inputs do not have matching names at the first level, and hence the number of node accesses for these inputs is 1 for both algorithms. The hashing-NPT shows slightly better performance on average node accesses than the NPT, since the NPT requires one more access than the hashing-NPT, when all components of an input name are used up in the search procedure. For example, assume the input youtube.com/user. The number of node accesses for the NPT is 4, counting the root node, com, com/youtube, and com/youtube/user, while it is 3 for the hashing-NPT, counting com, comyoutube, and comyoutubeuser.
For algorithms with a Bloom filter, the memory requirement for Bloom filters is calculated related to the base size N 0 . The wst false pos is the worst-case number of false positives occurring, and converges to zero for the Bloom filter size of 16N 0 . While a trie node stored in an off-chip hash table is accessed for every positive result of the Bloom filter in the NPT-BF algorithm, the NPT-BF-Chaining algorithm continuously performs the Bloom filter queries without accessing the node, until the Bloom filter produces a negative result (or all the components of the input name are used).
For the Bloom filter size of 16N 0 , while the average number of node accesses for the NPT-BF algorithm is 3.84, this improves to 1.67 for NPT-BF-Chaining without pre-computation, and improves further to 0.97 in NPT-BF-Chaining with pre-computation. The performance difference in the NPT-BF-Chaining algorithm without and with pre-computation results from avoiding the back-tracking at empty internal nodes. Note that inputs having a negative result in the first level do not have matching names, and hence the hash table is not accessed at all for these inputs in Bloom filter-based algorithms. Tables 6, 7 and 8 show the search performance for 50 k, 100 k, and 300 k, respectively. The average number of node accesses in the NPT-BF-Chaining with pre-computation is 1 or less in these sets. The worst-case number of false positives is 1 for Bloom filter sizes of 16N 0 . Hence, the worst-case number of node accesses is 2 in these sets. Note that the worst-case number of node accesses for the NPT and the hashing-NPT is equal to the trie depth, and it is a large number as shown in Table 4 . For the NPT-BF algorithm, the worst-case number of node accesses is one smaller than the trie depth, since the Bloom filter avoids one hash table access by producing a negative result, after the search procedure reaches the bottom of the trie. Fig. 5 compares the average number of node accesses in each algorithm for the Bloom filter size of 16N 0 .
It shows that the search performance of each algorithm is not much related to the number of content names stored in the name prefix trie. NPT-BF-Chaining with pre-computation provides the best performance, and it can determine the output face through a single node access on average and two node accesses in the worst-case.
Conclusion
This paper proposed new algorithms to improve the search performance of FIB lookups for packet forwarding in a content-centric network. Our proposed approach is based on the fact that accesses to an off-chip memory takes much longer than accesses to an on-chip memory. We proposed to use an on-chip Bloom filter to reduce accesses to an off-chip hash table. Hence the amount of memory and a number of queries for the Bloom filter are traded off the reduced number of hash table accesses in our proposed approach.
We first described the name prefix trie used for the content name search that can be implemented using hashing-based architecture: hashing-NPT. In order to improve the search performance of the hashing-NPT algorithm, we proposed two algorithms using Bloom filters: NPT-BF and NPT-BF-Chaining. Both algorithms have the same construction procedure, though with different search strategies. The NPT-BF algorithm accesses the off-chip hash table for each positive result of a Bloom filter. The NPT-BF-Chaining algorithm utilizes the fact that the false positive rate of a Bloom filter can be sufficiently small, as the size of a Bloom filter increases. Hence, the NPT-BF-Chaining algorithm continues the query to the next level for the case of a positive result at the current level, until the Bloom filter produces a negative result. Since Bloom filter negative results are always true, the NPT-BF-Chaining algorithm accesses the node in the previous level, which is the level of the most recent positive. In this way, the NPT-BF-Chaining algorithm can determine the longest level that has the matching node. The search performance of the NPT-BFChaining algorithm is further improved by pre-computing the output face of the best matching name for internal nodes.
Simulation results show that the proposed NPT-BF-Chaining with pre-computation can provide the output face of each input name less than a single node access on average and with two node accesses in the worst-case, using a reasonable size of a Bloom filter.
