A Boolean function f (x 1 ; x 2 ; ; x n ) is elusiv e if every decision tree computing f must examine all n variables in the worst case. It is a long-standing conjecture that every nontrivial monotone weakly symmetric Boolean function is elusive. In this paper, we prove this conjecture for Boolean functions with twelve variables.
Introduction
An assignment for a Boolean function of n variables can be considered as a binary string of length n, i.e., a string in f0; 1g n . An assignment x of Boolean function f(x) is called a truthassignment if f(x) = 1, and false-assignment if f(x) = 0. We denote by truth(x) and false(x) respectively sets of variables with value 1 and with value 0 in the assignment x.
For two assignments of a Boolean function f(x 1 ; x 2 ; ; x n ), say, x = (x 1 ; x 2 ; ; x n ) and y = (y 1 ; y 2 ; ; y n ), if x i y i for all i, then we write x y. A Boolean function f(x) is increasing if f(x) = 1 and x y imply f(y) = 1, and decreasing if f(y) = 1 and x y imply f(x) = 1, monotone if it is either increasing or decreasing. f(x) is nontrivial if it is not a constant function.
A decision tree of a Boolean function f is a rooted binary tree, whose nonleaf vertices are labeled by its variables, and leaves are labeled by 0 and 1. Edges of this binary tree are also labeled by 0 and 1 such that edges from an non-leaf vertex to its two children are labeled by 0 and 1 respectively, and every variable appears at most once in a path from the root to a leaf.
Given an assignment to variables of a Boolean function f(x 1 ; x 2 ; ; x n ), we can compute the function value of f by its decision tree as follows: starting from the root, we look at its label. If its label is x i , then we make a decision according to the value of x i , to decide where we go. If x i = 0, then we go to the next vertex along the edge with label 0; if x i = 1, then we go to the next vertex along the edge with label 1. Once a leaf is reached, the function value for the given assignment is obtained from the label of the leaf.
Each decision tree of f gives an algorithm to compute the function value. The computation time depends on the length of root-leaf path that is the number of variables on the path. The depth of a decision tree is the maximum length of all paths from the root to leaves.
A Boolean function generally has many decision trees. We denote by D(f) the minimum depth of all decision trees computing Boolean function f. D(f) is called the decision tree complexity of f. Clearly, D(f) n if f has n variables. f(x 1 ; ; x n ) is said to be elusive if D(f) = n.
The decision tree complexity is closely related to several other combinatorial and complexity issues, such as the certi cate complexity (see 1]), the block sensitivity ( 2] ), the packing of graphs (see 3]), and the time-complexity of a CREW PRAM (see 2]).
A group G of permutations on f1; 2; ; ng is called transitive if for any i; j 2 f1; 2; ; ng, there exists 2 G such that (i) = j. Let f(x 1 ; x 2 ; ; x n ) be a Boolean function and G be a group of permutations on f1; 2; ; ng. f(x 1 ; x 2 ; ; x n ) is said to be invariant under group G if for any 2 G, f(x 1 ; x 2 ; ; x n ) = f(x (1) ; x (2) ; ; x (n) ):
A Boolean function f(x 1 ; x 2 ; ; x n ) is said to be weakly symmetric if there exists a transitive permutation group G on f1; 2; ; ng such that f(x 1 ; x 2 ; ; x n ) is invariant under G. There is an interesting conjecture on monotone weakly symmetric Boolean functions. Rivest-Vuillemin Conjecture (1975) : Any nontrivial monotone weakly symmetric Boolean function f(x 1 ; x 2 ; ; x n ) is elusive. Rivest and Vuillemin 11] proved that this conjecture is true when n is a prime power. 1 Gao et al 6, 7] showed that Rivest-Vuillemin conjecture is true for n = 6; 10. In this paper, we show that Rivest-Vuillemin Conjecture is true for n = 12. The proof involves some new techniques developed based on some facts on permutation groups.
Preliminary
An abstract complex on a nite set X is a family of subsets of X, such that if A is a member of , so is every subset of A. For p and q primes, denote by Y q p the class of nite groups G with normal subgroups P /H/G, such that P is of p-power order, the quotient group G=H is of q-power order, and the quotient group H=P is cyclic; denote by Y p the class of nite groups G with normal p-subgroups P / G such that the quotient group G=P is cyclic. The following lemma comes from 10]. Lemma 2.3 Let G be a group of automorphisms on a collapsible abstract complex .
(1) If G is a cyclic group or G 2 Y p for some prime p, then ( G ) = 1.
(2) If G 2 Y q p for some primes p and q, then ( G ) 1 (mod q).
The following lemma follows from previous ones.
Lemma 2.4 If a nontrivial monotone
Boolean function f has a transitive cyclic invariant group or has a transitive invariant group in Y p or in Y q p , then f is elusive.
Proof. Let G be a group that meets the conditions of the current lemma, then G has only one orbit in f since it is transitive. This orbit cannot be a face of f . In fact, if it is a face, then the monotonicity of f forces that f must be a constant, contradicting the hypothesis that f is nontrivial. Thus, G f = f;g and ( G f ) = 0. (1; 11; 7)(2; 12; 8)(3; 10; 6)(4; 9; 5); (1; 7; 11)(2; 8; 12)(3; 6; 10)(4; 5; 9); (1; 11; 8)(2; 12; 7)(3; 10; 5)(4; 9; 6); (1; 8; 11)(2; 7; 12)(3; 5; 10)(4; 6; 9); (1; 12; 7)(2; 11; 8)(3; 9; 6)(4; 10; 5); (1; 7; 12)(2; 8; 12)(3; 6; 9)(4; 5; 10); (1; 12; 8)(2; 11; 7)(3; 9; 5)(4; 10; 6); (1; 8; 12)(2; 7; 11)(3; 5; 9)(4; 6; 10)g and P = f(1); abab; baba; (abab)(baba)g = f(1); (1; 2)(3; 4)(5; 6)(7; 8); (1; 2)(3; 4)(9; 10)(11; 12); (5; 6)(7; 8)(9; 10)(11; 12)g:
Using above equalities, we can verify the following :
(1) H is a normal subgroup of T 7 and P is a normal subgroup of H; (2) Obviously, a = (1) and b = (1; 3; 2). Since every permutation g in T 9 can be written as a product of powers of a and b, the induced permutation g on f 1 ; 2 ; 3 g can be written as a product of powers of a and b . Therefore, Q = f g jg 2 T 9 g = h a ; b i = h b i:
By Lemma 3.1, T 9 is an imprimitive group. By Lemma 3.9, there exists a subgroup H such that H / T 9 and T 9 =H = Q. jHj = jT 9 j=jQj = 2 4 since jT 9 j = 48 and jQj = 3. Moreover, Q is a cyclic group. Thus, T 9 2 Y 2 .
2
The following two lemmas can be found in 12]. Let a 10 = (1; 7)(2; 8)(3; 9; 5; 11)(4; 10; 6; 12) b 10 = (1; 6; 3; 2; 5; 4)(7; 8)(9; 10)(11; 12) a 11 = (1; 9)(2; 10)(3; 11)(4; 12)(5; 7)(6; 8) b 11 = (1; 6; 3; 2; 5; 4)(7; 10)(8; 9)(11; 12) a 12 = (1; 11; 3; 10)(2; 12)(4; 7)(5; 8; 6; 9) b 12 = (1; 4; 10; 7; 2; 6; 11; 9)(3; 5; 12; 8) a 13 = (1; 5; 3; 4)(2; 6)(7; 12; 9; 11)(8; 10) b 13 = (1; 8)(2; 9; 3; 7)(4; 11)(5; 10; 6; 12):
Then T 10 = ha 10 ; b 10 i, T 11 = ha 11 ; b 11 i, T 12 = ha 12 ; b 12 i, and T 13 = ha 13 ; b 13 i. It is easy to verify that 1 = f1; 3; 5g; 2 = f2; 4; 6g; 3 = f7; 9; 11g; 4 = f8; 10; 12g form a block system of T 10 and T 11 , and 0 1 = f1; 2; 3g; 0 2 = f4; 5; 6g; 0 3 = f7; 8; 9g; 0 4 = f10; 11; 12g form a block system of T 12 and T 13 .
The generators a 10 and b 10 of T 10 induce following permutations on f 1 ; 2 ; 3 ; 4 g as follows: That is, a 10 = (1; 3)(2; 4) and b 10 = (1; 2)(3; 4). That is, a 11 = (1; 3)(2; 4) and b 11 = (1; 2)(3; 4).
The generators a 12 That is, a 13 = (1; 2)(3; 4) and b 13 = (1; 3)(2; 4).
Since every permutation g in T i can be generated by a i and b i , the induced permutation g can be generated by a i and b i ( i = 10; 11; 12; 13 ). Thus, Q 10 = f g j g 2 T 10 g = h a 10 ; b 10 i = f (1) 
