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In this thesis the realization of semiconductor nanostructures in the InAlGaAs material system with
molecular beam epitaxy (MBE) is described, as well as the characterization of their optical properties.
First, the growth conditions used for different materials and surfaces are given, and the general
capabilities of the MBE-systems are demonstrated, with respect to growth of structures with varying
thicknesses / alloy compositions, and the synthesis of alloys, so-called digital alloying.
In the first main part of the thesis a group of low-dimensional structures are described, the so-called
quantum wells, wires and dots. For quantum wells in the InAlGaAs material system, a detailed analysis
is presented of the influence of surface segregation during growth, and it is shown how the measured
energy levels and linewidths may be calculated with very high precision. Furthermore, the limits of strain
in multi quantum wells are deduced, that determine when dislocations will be formed. It is also
demonstrated how T-shaped quantum wires with enhanced confinement energies are realized by
overgrowing InAlGaAs quantum wells with a GaAs quantum well. Finally, the growth of quantum dots
in both InAs, InGaAs and InAlGaAs is described, and it is shown how structures with very uniform
quantum dots at energies near the visible red part of the spectrum may be realized.
The second main part of the thesis deals with the growth of optical microcavities, where the light is
strongly interacting with a quantum well and so-called polariton resonances are formed. It is shown how
particularly narrow, tunable resonances may be achieved, by a combination of a low cavity energy
gradient across the samples and a narrow exciton resonance in a broad quantum well where the density
of free carriers is particularly low. Next, the polariton energies and linewidths are measured and analysed
as a function of detuning and temperature. It is demonstrated that a coupled-harmonic oscillator model
yields a good agreement with the energies, but the analysis of the linewidths requires that the absorption
in the quantum well is also taken into account, which is demonstrated  in a microcavity with a reduced
light-matter interaction. For the polariton with the lowest eigenenergy, it is shown that the probability
for scattering on lattice vibrations or free carriers is reduced. Finally, the secondary emission from a
microcavity is measured and analysed, where a good qualitative agreement with theories for Rayleigh
scattering is found, and the so-called polariton bottleneck is observed.
    II
Resumé 
I  denne  afhandling  beskrives  fremstillingen  af  halvleder  nanostrukturer  i  InAlGaAs  materialesystemet 
ved  hjælp  af  molekylstråle  epitaksi  (MBE),  og  karakteriseringen  af  deres  optiske  egenskaber.  Først 
gennemgås  de  anvendte  dyrkningsbetingelser  for  forskellige  overflader  og  materialer,  og  MBE-
anlæggets  generelle  egenskaber  demonstreres  med  henblik  på  dyrkning  af  strukturer  med  varierende 
lagtykkelser  /  legeringssammensætninger  og  syntetisering  af  legeringer,  såkaldte  digitale legeringer. 
I  det  første  hovedafsnit  af  afhandlingen  beskrives  en  gruppe  lav-dimensionale  strukturer,  såkaldte 
kvantebrønde,  kvantetråde  og  kvanteprikker.  For  kvantebrønde  i  InAlGaAs  systemet  præsenteres  en 
grundig  analyse  af  indflydelsen  af  overflade  segregation  under  dyrkning,  og  det  vises  hvordan  de  målte 
energiniveauer  og  liniebredder  derefter  kan  beregnes  med  meget  stor  nøjagtighed.  Desuden  bestemmes 
grænserne  for  strain  i  multikvantebrønde,  der  afgør  hvornår  dislokationer  bliver  dannet.  Det 
demonstreres  også  hvordan  T-formede  kvantetråde  med  forøgede  bindingsenergier  kan  fremstilles  ved 
overdyrkning  af  InAlGaAs  kvantebrønde  med  en  GaAs  kvantebrønd.  Endelig  beskrives  dyrkningen  af 
kvanteprikker  både  i  InAs,  InGaAs  og  InAlGaAs  materialesystemerne,  og  det  vises  hvordan  strukturer 
med  meget  uniforme  kvanteprikker  og  energier  nær  den  synlig  røde  del  af  spektret  kan  fremstilles. 
Det  andet  hovedafsnit  af  afhandlingen  omhandler  dyrkningen  af  optiske  mikrokaviteter  hvor  lyset 
vekselvirker  stærkt  med  en  kvantebrønd  og  såkaldte  polariton  resonanser  dannes.  Det  vises  hvordan 
særligt  smalle,  tunbare  resonanser  kan  opnås,  ved  at  kombinere  en  lav  gradient  af  kavitetens  resonans 
energi  henover  prøverne  med  en  smal  exciton  resonans  i  en  bred  kvantebrønd  hvor  tætheden  af  frie 
ladningsbærere  er  særligt  lav.  Herefter  måles  og  analyseres  polaritonernes  energier  og  liniebredder  som 
funktion  af  detuning  og  temperatur.  Det  vises  at  en  koblet,  harmonisk  oscillator  model  giver  en  god 
beskrivelse  af  energierne,  men  en  forståelse  af  liniebredderne  kræver  at  absorptionen  i  kvantebrønden 
også  tages  i  betragtning  hvilket  bl.a.  demonstreres  i  en  mikrokavitet  med  reduceret  lys-stof 
vekselvirkning.    For  polaritonen  med  den  mindste  egenenergi  vises  det  desuden  at  den  har  en  reduceret 
sandsynlighed  for  spredning  på  gittervibrationer  og  frie  ladningsbærere.  Endelig,  måles  og  analyseres 
den  sekundære  emission  fra  en  mikrokavitet,  hvor  en  god  kvalitativ  overensstemmelse  med  teorier  for 
Rayleigh  spredning  er  fundet,  samt  den  såkaldte  polariton  flaskehals  er  eksperimentelt  påvist. 
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1.0 0.1 1511 1512
2.0 0.1 1502 1505
3.0 0.1 1492 1494
5.0 0.1 1472 1474
7.0 0.1 1457 1463
10.0 0.1 1441 1438
20.0 0.1 1420 1418
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5.0 0.05 1495 1495
5.0 0.10 1472 1472
5.0 0.15 1449 1449
5.0 0.20 1426 1425
5.0 0.25 1404 1403
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(12.0% / 7.7 nm)
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 signal (X 5) from a dark area
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GaAs quantum well with
5 nm Al0.3Ga0.7As barriers
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Detuning [meV]
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]ﬂ3C-5ﬃ'#$;L j-j  Rﬂ %- %#aR%-ﬀ "#ﬂ%-2ﬂ"# 4       4	%-ﬂ0ﬁ$1- 4"#   %#  
+,)"	"H+,)" .0"#ﬁ +,)" +SﬂR%-ﬀ "#ﬂ%-2ﬂ1- "#ﬂ1- -2%-2ﬀ	4"! .
2ﬁ%-ﬁ ﬀ H %  R%-%- 	ﬂ"#%- %#42ﬀ% 4ﬂ8R%-ﬀ "#ﬂ%- %- 2ﬂ1-!H"! .H
ﬁ"# ﬁ -ﬂ"#ﬀ0ﬀ ﬁ"#2  !"#%---%-ﬂ$ ﬁ ﬂS0"#ﬁ ,"#ﬂﬂ%  ﬁ"#



































































































































 = -6.3 meV
∆
 = -6.6 meV
∆
 = -6.2 meV
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S2, ∆ = -1.2 meV
S2, ∆ = -4.4 meV
S2, ∆ = -6.5 meV
S1, ∆ = -7.7 meV
x 5
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#define hc 1239.8424  // value of hc for converting nm <-> eV

//
// Structure of inputfile:
// Number_of_layers: x
// Type p1 p2 p3 p4 p5
// x x x x x x
// --
// --





// Meaning of parameters:
//  DescriptionType p1 p2 p3 p4 p5
// Dielec. layer 0      n_real n_imag d[nm] 0 0
// Right DBR       1 R_int E(eV)     d(phi)/dE  n_left  n_right
// Left DBR 2      R_int     E(eV)     d(phi)/dE  n_left  n_right
// Quantum well 3 E_ex G_rad G_nonrad d[nm] n_back
// Interface 4 n_left n_right 0 0 0
// Bragg period    5 n_left n_right d_left d_right 0
//
// Waves are propagated from left to right.
//





  int layers;
  int *typeno;
  double *p1, *p2, *p3, *p4, *p5;
};

// structure for holding the complex refractive index of the structure at




  int layers;
  double *m11_real, *m11_imag,
         *m12_real, *m12_imag,
         *m21_real, *m21_imag,
         *m22_real, *m22_imag;
};

// structure for holding the transfer matrix and reflectivity/transmittivity of




  struct complex m11,m12,m21,m22;
  struct complex amp_r,amp_t;
  double int_r,int_t;
};

// functions for calculating optical properties
// alloc_memory_mediumlist : allocates dynamic memory for the mediumlist structure
// load_medium : generates/loads the medium geometry/material list
// alloc_memory_optparlist : allocates dynamic memory for the optparlist structure
// calc_medium_n : calculates the layer refractive index at a given wavelength
// calc_medium_o : calculates the optical properties of the whole medium

struct mediumlist *alloc_memory_mediumlist(int n);
struct optparlist *alloc_memory_optparlist(struct mediumlist *);
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void  calc_medium_n(struct  mediumlist  *,  struct  optparlist  *,  double  wl); 
struct  optic  calc_medium_o(struct  optparlist  *); 
 
//  definition  for  the  function  for  getting  dielectric  structure 
 
struct  mediumlist  *alloc_memory_mediumlist(int  n) 
{ 
    struct  mediumlist  *m; 
    if  ((m=(struct  mediumlist  *)  malloc(sizeof(struct  mediumlist)))==NULL) 
    {  printf("Memory  allocation  error!\n");  }; 
    m->layers=n; 
    m->typeno=(int  *)  malloc(n*sizeof(int)); 
    m->p1=(double  *)  malloc(n*sizeof(double)); 
    m->p2=(double  *)  malloc(n*sizeof(double)); 
    m->p3=(double  *)  malloc(n*sizeof(double)); 
    m->p4=(double  *)  malloc(n*sizeof(double)); 




struct  optparlist  *  alloc_memory_optparlist(struct  mediumlist  *  m) 
{ 
    struct  optparlist  *m_n; 
    m_n=(struct  optparlist  *)  malloc(sizeof(struct  optparlist)); 
    m_n->m11_real=(double  *)  malloc((m->layers-2)*sizeof(double)); 
    m_n->m11_imag=(double  *)  malloc((m->layers-2)*sizeof(double)); 
    m_n->m12_real=(double  *)  malloc((m->layers-2)*sizeof(double)); 
    m_n->m12_imag=(double  *)  malloc((m->layers-2)*sizeof(double)); 
    m_n->m21_real=(double  *)  malloc((m->layers-2)*sizeof(double)); 
    m_n->m21_imag=(double  *)  malloc((m->layers-2)*sizeof(double)); 
    m_n->m22_real=(double  *)  malloc((m->layers-2)*sizeof(double)); 
    m_n->m22_imag=(double  *)  malloc((m->layers-2)*sizeof(double)); 




void  calc_medium_n(struct  mediumlist  *  m,  struct  optparlist  *  m_n,double  wl) 
{ 
    //  Transfer  matrix  evaluation  corresponding  to  Savona  et  al.  (Sol.Stat.Comm.  93  (9)  p.733) 
    struct  complex  iun,d0,t,r; 
    double  nratio,ph1,ph2,a; 






        switch(m->typeno[i+1]) 
        { 
            //  dielectric  layer 
            case  0:  t=exp(iun*2*pi*m->p3[i+1]*(m->p1[i+1]+iun*m->p2[i+1])/wl); 
                            m_n->m11_real[i]=real(t); 
                            m_n->m11_imag[i]=imag(t); 
                            m_n->m12_real[i]=0; 
                            m_n->m12_imag[i]=0; 
                            m_n->m21_real[i]=0; 
                            m_n->m21_imag[i]=0; 
                            t=exp(-iun*2*pi*m->p3[i+1]*(m->p1[i+1]+iun*m->p2[i+1])/wl); 
                            m_n->m22_real[i]=real(t); 
                            m_n->m22_imag[i]=imag(t); 
                            break; 
            //  right  DBR  mirror 
            case  1:  r=sqrt(m->p1[i+1])*exp(iun*m->p3[i+1]*(hc/wl-m->p2[i+1])); 
                            t=1-r; 
                            nratio=m->p4[i+1]/m->p5[i+1]; 
                            m_n->m11_real[i]=nratio*real(1/conj(t)); 
                            m_n->m11_imag[i]=nratio*imag(1/conj(t)); 
                            m_n->m12_real[i]=nratio*real(-conj(r/t)); 
                            m_n->m12_imag[i]=nratio*imag(-conj(r/t)); 
                            m_n->m21_real[i]=nratio*real(-r/t); 
                            m_n->m21_imag[i]=nratio*imag(-r/t); 
                            m_n->m22_real[i]=nratio*real(1/t); 
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                            m_n->m22_imag[i]=nratio*imag(1/t); 
                            break; 
            //  left  DBR  mirror 
            case  2:  r=sqrt(m->p1[i+1])*exp(iun*m->p3[i+1]*(hc/wl-m->p2[i+1])); 
                            t=1-r; 
                            nratio=1; 
                            m_n->m11_real[i]=nratio*real(1/conj(t)); 
                            m_n->m11_imag[i]=nratio*imag(1/conj(t)); 
                            m_n->m12_real[i]=nratio*real(r/t); 
                            m_n->m12_imag[i]=nratio*imag(r/t); 
                            m_n->m21_real[i]=nratio*real(conj(r/t)); 
                            m_n->m21_imag[i]=nratio*imag(conj(r/t)); 
                            m_n->m22_real[i]=nratio*real(1/t); 
                            m_n->m22_imag[i]=nratio*imag(1/t); 
                            break; 
            //  quantum  well 
            case  3:  d0=iun*m->p2[i+1]/(hc/wl-m->p1[i+1]+iun*m->p3[i+1]); 
                            m_n->m11_real[i]=real(exp(iun*2*pi*m->p4[i+1]*m->p5[i+1]/wl)*(1-d0)); 
                            m_n->m11_imag[i]=imag(exp(iun*2*pi*m->p4[i+1]*m->p5[i+1]/wl)*(1-d0)); 
                            m_n->m12_real[i]=real(-d0); 
                            m_n->m12_imag[i]=imag(-d0); 
                            m_n->m21_real[i]=real(d0); 
                            m_n->m21_imag[i]=imag(d0); 
                            m_n->m22_real[i]=real(exp(-iun*2*pi*m->p4[i+1]*m->p5[i+1]/wl)*(1+d0)); 
                            m_n->m22_imag[i]=imag(exp(-iun*2*pi*m->p4[i+1]*m->p5[i+1]/wl)*(1+d0)); 
                            break; 
            //  interface 
            case  4:  m_n->m11_real[i]=0.5*(m->p1[i+1]+m->p2[i+1])/(m->p2[i+1]); 
                            m_n->m11_imag[i]=0; 
                            m_n->m12_real[i]=-0.5*(m->p1[i+1]-m->p2[i+1])/(m->p2[i+1]); 
                            m_n->m12_imag[i]=0; 
                            m_n->m21_real[i]=-0.5*(m->p1[i+1]-m->p2[i+1])/(m->p2[i+1]); 
                            m_n->m21_imag[i]=0; 
                            m_n->m22_real[i]=0.5*(m->p1[i+1]+m->p2[i+1])/(m->p2[i+1]); 
                            m_n->m22_imag[i]=0; 
                            break; 
            //  Bragg  period 
            case  5:  a=m->p2[i+1]/m->p1[i+1]; 
                            ph1=2*pi*m->p1[i+1]*m->p3[i+1]/wl; 
                            ph2=2*pi*m->p2[i+1]*m->p4[i+1]/wl; 
                            m_n->m11_real[i]=0.25*(cos(ph1+ph2)*(2+a+1/a)+cos(ph2-ph1)*(2-a-1/a)); 
                            m_n->m11_imag[i]=0.25*(sin(ph1+ph2)*(2+a+1/a)+sin(ph2-ph1)*(2-a-1/a)); 
                            m_n->m12_real[i]=0.25*(cos(ph1+ph2)*(1/a-a)+cos(ph2-ph1)*(a-1/a)); 
                            m_n->m12_imag[i]=0.25*(sin(ph1+ph2)*(1/a-a)+sin(ph2-ph1)*(a-1/a)); 
                            m_n->m21_real[i]=0.25*(cos(ph1+ph2)*(1/a-a)+cos(ph1-ph2)*(a-1/a)); 
                            m_n->m21_imag[i]=0.25*(-sin(ph1+ph2)*(1/a-a)+sin(ph1-ph2)*(a-1/a)); 
                            m_n->m22_real[i]=0.25*(cos(ph1+ph2)*(2+a+1/a)+cos(ph1-ph2)*(2-a-1/a)); 
                            m_n->m22_imag[i]=0.25*(-sin(ph1+ph2)*(2+a+1/a)+sin(ph1-ph2)*(2-a-1/a)); 
                            break; 




//  function  for  calculating  the  transfer  matrix/reflectance/transmittance  of  the 
//  medium  at  wavelength  wl 
struct  optic  calc_medium_o(struct  optparlist  *m) 
{ 
    struct  optic  op; 
    int  i; 






    for  (i=0;i<=(m->layers-1);i++) 
    { 
            a11=(m->m11_real[i]+iun*m->m11_imag[i])*op.m11+(m->m12_real[i]+iun*m->m12_imag[i])*op.m21; 
            a12=(m->m11_real[i]+iun*m->m11_imag[i])*op.m12+(m->m12_real[i]+iun*m->m12_imag[i])*op.m22; 
            a21=(m->m21_real[i]+iun*m->m21_imag[i])*op.m11+(m->m22_real[i]+iun*m->m22_imag[i])*op.m21; 
            a22=(m->m21_real[i]+iun*m->m21_imag[i])*op.m12+(m->m22_real[i]+iun*m->m22_imag[i])*op.m22; 
            op.m11=a11; 
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            op.m12=a12; 
            op.m21=a21; 











void  main(int  argc,  char  *argv[]) 
{ 
    struct  mediumlist  *  mucav; 
    struct  optparlist  *  mucav_n; 
    struct  optic  muopt; 
    char  str[20]; 
    //  struct  field  mufield; 
    int  i,j,no,nop,ns; 
    double  wl1,wl2,wl,d1,d2,d3,d4,d5,phasr,phast,l; 
    struct  complex  prei,ei,preo,eo,iun; 




    if  (argc!=2) 
    { 
        printf("Wrong  number  of  input  parameters\n"); 





    if  ((fin=fopen(str,"r"))==NULL) 
    { 
        printf("Cannot  open  input  file\n"); 
        exit(1); 
    }; 
    printf("Opening  file  %s\n",str); 
    fscanf(fin,"Number_of_layers:  %d\n",&no); 
    printf("Number  of  layers:  %d\n",no); 
    mucav=alloc_memory_mediumlist(no+2); 
    mucav->layers=no+2; 
    fscanf(fin,"Type  p1  p2  p3  p4  p5\n"); 
    for  (i=1;i<=no;i++) 
    { 
          fscanf(fin,"%d  %lf  %lf  %lf  %lf  %lf\n",&mucav->typeno[i],&d1,&d2,&d3,&d4,&d5); 
          mucav->p1[i]=d1; 
          mucav->p2[i]=d2; 
          mucav->p3[i]=d3; 
          mucav->p4[i]=d4; 
          mucav->p5[i]=d5; 
    }; 
    fscanf(fin,"Wavelength_start[nm]:  %lf\n",&wl1); 
    fscanf(fin,"Wavelength_end[nm]:  %lf\n",&wl2); 
    fscanf(fin,"Number_of_points:  %d\n",&nop); 
    fclose(fin); 
    for  (i=1;i<(mucav->layers-1);i++) 
    { 
        printf("%d  %f  %f  %f  %f  %f\n",mucav->typeno[i],mucav->p1[i], 
        mucav->p2[i],mucav->p3[i],mucav->p4[i],mucav->p5[i]); 
    }; 
    printf("WL:  %f  -  %f  in  %d  points\n",wl1,wl2,nop); 
 
    switch  (nop) 
    //  If  number  of  points  to  be  calculated  are  1,  the  total  field  in  the  structure 
    //  is  calculated  instead,  at  the  start  wavelength 
    { 
        case  1:  strcpy(str,argv[1]); 
        strcat(str,".fld"); 
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        printf("%s\n",str); 
        if  ((fout=fopen(str,"w"))==NULL) 
        { 
            printf("Error  opening  file!\n"); 
        }; 
        ei=complex(0.0,0.0); 
        eo=complex(1.0,0.0); 
        l=0; 
        for  (i=1;i<=no;i++) 
        { 
            switch  (mucav->typeno[i]) 
            { 
                //  case  of  dielectric  layer 
                case  0:  ns=(int)  40*mucav->p3[i]*mucav->p1[i]/wl1+1; 
                fprintf(fout,"%lf  %lf  %lf  %lf  %lf  %lf\n",l,mucav->p1[i],real(ei),imag(ei),real(eo),imag(eo)); 
                for  (j=1;j<=ns;j++) 
                { 
                    ei=exp(iun*2*pi*(mucav->p1[i]+iun*mucav->p2[i])/wl1*mucav->p3[i]/ns)*ei; 
                    eo=exp(-iun*2*pi*(mucav->p1[i]+iun*mucav->p2[i])/wl1*mucav->p3[i]/ns)*eo; 
                    l=l+mucav->p3[i]/ns; 
                    fprintf(fout,"%lf  %lf  %lf  %lf  %lf  %lf\n",l,mucav->p1[i],real(ei),imag(ei),real(eo),imag(eo)); 
                }; 
                break; 
                //  case  of  interface 
                case  4:  prei=ei; 
                preo=eo; 
                ei=0.5*(1+(mucav->p1[i])/(mucav->p2[i]))*prei+0.5*(1-(mucav->p1[i])/(mucav->p2[i]))*preo; 
                eo=0.5*(1-(mucav->p1[i])/(mucav->p2[i]))*prei+0.5*(1+(mucav->p1[i])/(mucav->p2[i]))*preo; 
                fprintf(fout,"%lf  %lf  %lf  %lf  %lf  %lf\n",l,0.0,real(ei),imag(ei),real(eo),imag(eo)); 
                break; 
            }; 
        }; 
        fclose(fout); 
        break; 
        //  if  number  of  points  are  greater  than  1,  this  part  is  carried  out 
        default:  mucav_n=alloc_memory_optparlist(mucav); 
        strcpy(str,argv[1]); 
        strcat(str,".out"); 
        printf("%s\n",str); 
        if  ((fout=fopen(str,"w"))==NULL) 
        { 
            printf("Error  opening  file!\n"); 
        }; 
        for  (i=1;i<=nop;i++) 
        { 
            wl=wl1+(wl2-wl1)*(i-1)/(nop-1); 
            calc_medium_n(mucav,mucav_n,wl); 
            muopt=calc_medium_o(mucav_n); 
            printf("%5d\r",i); 
            phasr=arg(muopt.amp_r); 
            phast=arg(muopt.amp_t); 
            if  (phasr>0.5*pi)  phasr=phasr-pi; 
            if  (phasr<-0.5*pi)  phasr=phasr+pi; 
            if  (phast>0.5*pi)  phast=phast-pi; 
            if  (phast<-0.5*pi)  phast=phast+pi; 
            fprintf(fout,"%12.8lf  %12.8lf  %12.8lf  %12.8lf  %12.8lf  %12.8lf\n",hc/wl,wl, 
            abs(muopt.amp_r),phasr,abs(muopt.amp_t),phast); 
        }; 























#define  E1  3133.2      //  0.27eV  divided  by  k  (Al-In  system)  // 
#define  E2  1972.8      //  0.17eV  divided  by  k  (Ga-In  system)  // 
#define  E3  1160.4      //  0.10eV  divided  by  k  (Al-Ga  system)  // 
*/ 
#define  JGaAs  8974    //  J(GaAs)*Ang^3/k  // 
#define  JAlAs  8916    //  J(AlAs)*Ang^3/k  // 
#define  JInAs  5744    //  J(InAs)*Ang^3/k  // 
#define  latGaAs  5.6533  //  GaAs  lattice  constant  in  Angstrom  // 
#define  latAlAs  5.660    //  AlAs  lattice  constant  in  Angstrom  // 
#define  latInAs  6.0583  //  InAs  lattice  constant  in  Angstrom  // 
 




    int  step_no; 





    int  monolayer_no; 
    double  thick,Es1,Es2,Es3; 
    double  *gamole_nom,  *almole_nom,  *inmole_nom, 















    int  no_energies; 
    double  *Es1,  *Es2,  *Es3; 
    int  no_files; 
    char  *filename[80]; 
}; 
 
//  definition  of  functions  used  by  segsim.cpp  // 
 
struct  growth_parameters*  load_growth_parameters(char  *fname); 
struct  filelist  *  load_file_list(char  *fname); 
void  seg_simul(struct  surf_bulk_molefrac  *  p,  double  expon,  double  lat, 
double  mis,  double  J,  double  dJ); 
void  seg_simul3(struct  surf_bulk_molefrac3  *  p,  double  temp,double  Es2, 
double  Es3); 
void  save_growth_sim(struct  monolayer_map  *p,  char  *fname); 
void  generate_output(struct  monolayer_map  *p,  char  *fname); 
struct  monolayer_map  *  growth_simul(struct  growth_parameters  *  pin,  double  Es1, 
double  Es2,double  Es3); 
double  *  dvector(int  nl,  int  nh); 
void  free_dvector(double  *  v,  int  nl,  int  nh); 
void  free_growth_parameters(struct  growth_parameters  *p); 
void  free_monolayer_map(struct  monolayer_map  *  p); 








main(int  argc,  char  **argv) 
{ 
    struct  growth_parameters  *  sample_input; 
    struct  monolayer_map  *  sample_output; 
    struct  filelist  *  files; 
    char  str[80]; 
    int  i,j; 
 
    //  test  if  the  right  number  of  input  files  have  been  specified  // 
 
    if  (argc==1)  {printf("\nNo  input  file  specified!\n");  exit(0);} 
    if  (argc>2)  {printf("\nToo  many  input  files  specified!\n");  exit(0);} 




    for  (i=1;i<=files->no_files;i++) 
    { 
 
        for  (j=1;j<=files->no_energies;j++) 
        { 
 
            //  load  data  from  input  file  // 
 
            sample_input=load_growth_parameters(files->filename[i]); 
            printf("Growth  recipy  succesfully  loaded!\n"); 
 
 
            //  perform  the  growth  simulation  // 
 
            sample_output=growth_simul(sample_input,files->Es1[j],files->Es2[j], 
            files->Es3[j]); 
            printf("Nominal  molefractions  succesfully  calculated\n"); 
 
            //  save  the  results  of  the  growth  simulation  // 
 
            sprintf(str,"%s%d",files->filename[i],j); 
            save_growth_sim(sample_output,str); 
            generate_output(sample_output,str); 
            printf("Results  saved\n\n"); 
 
            //  free  the  memory  used  by  the  input  and  output  structures  // 
 
            free_monolayer_map(sample_output); 
            free_growth_parameters(sample_input); 













struct  monolayer_map  *  growth_simul(growth_parameters  *  pin,double  Es1, 
double  Es2,double  Es3) 
{ 
    double  tot_growth,x,y,z,rest=0,rest2=0,thickness=0,x0,y0,z0; 
    int  monolayers,i,j,k=1,layer,diskr; 
    struct  monolayer_map  *  p; 
    struct  surf_bulk_molefrac  *top; 
    struct  surf_bulk_molefrac3  *top3; 
 
    //  allocate  memory  for  monolayer_map  output  // 
 
    if  ((p=(monolayer_map  *)  malloc(sizeof(struct  monolayer_map)))==NULL) 
    {printf("Memory  error!\n");  exit(0);} 
 
    //  calculate  total  thickness  of  the  structure,  and  // 
    //  the  corresponing  number  of  monolayers  // 
 




















    //  step  through  growth  recipy,  and  generate  monolayer_map  // 
    //  i:  recipy  step  number,  k:monolayer  number                            // 
    //  x,y,z  :  Ga,Al,In  molefractions  of  growth  step                    // 
 
    for  (i=1;i<=(pin->step_no);i++) 
    { 
        //  total  growth  rate  and  nominal  molefractions  during  the  i'th  step  // 
 
        tot_growth=(pin->ga_growth[i])+(pin->al_growth[i])+(pin->in_growth[i]); 
        x=(pin->ga_growth[i])/tot_growth; 
        y=(pin->al_growth[i])/tot_growth; 
        z=(pin->in_growth[i])/tot_growth; 
 
        //  if  the  previously  grown  atomic  layer  was  not  full,  add  the  rest  to  // 
        //  layer  from  the  i'th  growth  step,  and  adjust  shutter_time  for  this    // 
        //  step  // 
 
        //  case  1  :  the  i'th  growth  step  CANNOT  complete  the  monolayer  // 
 
        if  ((rest>0)  &&  (pin->shutter_time[i]*tot_growth<a0*rest)) 
        { 
            rest2=pin->shutter_time[i]*tot_growth/a0; 
            p->gamole_nom[k]+=rest2*x; 
            p->almole_nom[k]+=rest2*y; 
            p->inmole_nom[k]+=rest2*z; 
            p->sub_temp[k]+=rest2*pin->sub_temp[i]; 
            pin->shutter_time[i]=0; 
            rest-=rest2; 
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        } 
 
        //  case  2  :  the  i'th  growth  step  CAN  complete  the  monolayer  // 
 
        if  ((rest>0)  &&  (pin->shutter_time[i]*tot_growth>=a0*rest)) 
        { 
            pin->shutter_time[i]=pin->shutter_time[i]-rest*a0/tot_growth; 
            p->gamole_nom[k]+=rest*x; 
            p->almole_nom[k]+=rest*y; 
            p->inmole_nom[k]+=rest*z; 
            p->sub_temp[k]+=rest*pin->sub_temp[i]; 
            k++; 
        } 
 
        //  calculate  the  number  of  full  monolayers  grown  in  the  i'th  step,  and  // 
        //  add  them  to  the  monolayer  map  // 
 
        layer=floor((pin->shutter_time[i])*tot_growth/a0); 
        for  (j=1;j<=layer;j++) 
        { 
            p->gamole_nom[k]=x; 
            p->almole_nom[k]=y; 
            p->inmole_nom[k]=z; 
            p->sub_temp[k]=pin->sub_temp[i]; 
            pin->shutter_time[i]-=a0/tot_growth; 
            k++; 
        } 
 
        //  add  initiated  (but  not  completed)  layer  to  the  monolayer  map  // 
 
        rest=0; 
        if  (pin->shutter_time[i]*tot_growth/a0>1e-3) 
        { 
            rest=(pin->shutter_time[i])*tot_growth/a0; 
            p->gamole_nom[k]=rest*x; 
            p->almole_nom[k]=rest*y; 
            p->inmole_nom[k]=rest*z; 
            p->sub_temp[k]=rest*pin->sub_temp[i]; 
            rest=1-rest; 





        if  (p->gamole_nom[k]<=1e-4)  p->gamole_nom[k]=0; 
        if  (p->almole_nom[k]<=1e-4)  p->almole_nom[k]=0; 
        if  (p->inmole_nom[k]<=1e-4)  p->inmole_nom[k]=0; 
        p->gamole_seg[k]=p->gamole_nom[k]; 
        p->almole_seg[k]=p->almole_nom[k]; 
        p->inmole_seg[k]=p->inmole_nom[k]; 
    } 
    //  allocate  memory  for  top  variable  // 
 
    if  ((top=(surf_bulk_molefrac  *)  malloc(sizeof(struct  surf_bulk_molefrac)))==NULL) 
    {printf("Memory  error!\n");  exit(0);} 
 
    if  ((top3=(surf_bulk_molefrac3  *)  malloc(sizeof(struct  surf_bulk_molefrac3)))==NULL) 




        x0=(p->gamole_seg[k-1])+(p->gamole_seg[k]); 
        y0=(p->almole_seg[k-1])+(p->almole_seg[k]); 
        z0=(p->inmole_seg[k-1])+(p->inmole_seg[k]); 
        diskr=(z0!=0)+2*(y0!=0)+4*(x0!=0); 
        switch(diskr) 
        { 
            case  0  :  printf("Error  in  monolayer  map  -  empty  layers\n"); 
                              exit(0); 
            case  1  :  break; 
            case  2  :  break; 
            case  4  :  break; 
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            case  3  :  top->xs=p->almole_seg[k]; 
                  top->xb=p->almole_seg[k-1]; 
                              top->ys=p->inmole_seg[k]; 
                              top->yb=p->inmole_seg[k-1]; 
                              seg_simul(top,(double)  (Es1/(p->sub_temp[k])), 
                              latAlAs,  (latAlAs-latInAs)/latAlAs,  JAlAs/(p->sub_temp[k]), 
                              (JInAs-JAlAs)/(p->sub_temp[k])); 
                              p->almole_seg[k]=top->xs; 
                              p->almole_seg[k-1]=top->xb; 
                              p->inmole_seg[k]=top->ys; 
                              p->inmole_seg[k-1]=top->yb; 
                              break; 
            case  5  :  top->xs=p->gamole_seg[k]; 
                  top->xb=p->gamole_seg[k-1]; 
                              top->ys=p->inmole_seg[k]; 
                              top->yb=p->inmole_seg[k-1]; 
                              seg_simul(top,(double)  (Es2/(p->sub_temp[k])), 
                              latGaAs,  (latGaAs-latInAs)/latGaAs,  JGaAs/(p->sub_temp[k]), 
                              (JInAs-JGaAs)/(p->sub_temp[k])); 
                              p->gamole_seg[k]=top->xs; 
                              p->gamole_seg[k-1]=top->xb; 
                              p->inmole_seg[k]=top->ys; 
                              p->inmole_seg[k-1]=top->yb; 
                              break; 
            case  6  :  top->xs=p->almole_seg[k]; 
                  top->xb=p->almole_seg[k-1]; 
                              top->ys=p->gamole_seg[k]; 
                              top->yb=p->gamole_seg[k-1]; 
                              seg_simul(top,(double)  (Es3/(p->sub_temp[k])), 
                              latAlAs,  (latGaAs-latAlAs)/latAlAs,  JAlAs/(p->sub_temp[k]), 
                              (JGaAs-JAlAs)/(p->sub_temp[k])); 
                              p->almole_seg[k]=top->xs; 
                              p->almole_seg[k-1]=top->xb; 
                              p->gamole_seg[k]=top->ys; 
                              p->gamole_seg[k-1]=top->yb; 
                              break; 
            case  7  :  top3->xs=p->inmole_seg[k]; 
                              top3->xb=p->inmole_seg[k-1]; 
                              top3->ys=p->almole_seg[k]; 
                              top3->yb=p->almole_seg[k-1]; 
                              top3->zs=p->gamole_seg[k]; 
                              top3->zb=p->gamole_seg[k-1]; 
                              seg_simul3(top3,p->sub_temp[k],Es2,Es3); 
                              p->inmole_seg[k]=top3->xs; 
                              p->inmole_seg[k-1]=top3->xb; 
                              p->almole_seg[k]=top3->ys; 
                              p->almole_seg[k-1]=top3->yb; 
                              p->gamole_seg[k]=top3->zs; 
                              p->gamole_seg[k-1]=top3->zb; 
                              break; 








void  seg_simul(struct  surf_bulk_molefrac  *  m,  double  expon,  double  lat, 
double  mis,  double  J,  double  dJ) 
{ 






    while  (dys*dys>1e-20) 
    { 
        c1=exp(expon)*exp(0.5*d*ytot)*exp(-d*ys); 
        a=1-c1; 
        b=1-ytot+c1*(1+ytot); 
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        c=-c1*ytot; 
        dys=(a*ys*ys+b*ys+c)/(2*a*ys+b+d*c1*ys*ys-d*c1*(1+ytot)*ys+d*c1*ytot); 
        ys-=dys; 








void  seg_simul3(struct  surf_bulk_molefrac3  *  p,  double  temp,double  Es2,double  Es3) 
{ 






    while  ((dxs*dxs+dzs*dzs)>1e-20) 
    { 
        d1=latGaAs*(latGaAs-latInAs)*(latGaAs-latInAs)* 
        (JGaAs+1.5*(JInAs-JGaAs)*xtot)/temp; 
        c1=exp(Es2/temp)*exp(-d1*(xs-0.5*xtot)); 
        c2=exp(Es3/temp); 
        fx=(c1-1)*zs+ztot-d1*c1*xs*zs+d1*c1*xtot*zs; 
        fz=(c1-1)*xs-c1*xtot; 
        gx=(1-c2)*zs+ztot*c2; 
        gz=2*(1-c2)*zs+(ytot-1+c2+c2*ztot)+(1-c2)*xs; 
        f=(c1-1)*xs*zs+ztot*xs-c1*xtot*zs; 
        g=(1-c2)*zs*zs+(ytot-1+c2+c2*ztot)*zs+(1-c2)*xs*zs+ztot*c2*xs-c2*ztot; 
        dxs=(f*gz-g*fz)/(fx*gz-gx*fz); 
        dzs=(g*fx-f*gx)/(fx*gz-gx*fz); 
        xs-=dxs; 










struct  filelist  *  load_file_list(char  *fname) 
{ 
    int  i; 
    char  str[80]; 
    FILE  *fp; 
    struct  filelist  *p; 
 
    //  generate  file  name,  and  open  file  if  possible  // 
 
    sprintf(str,"%s.com",fname); 
    printf("Reading  command  file  %s\n",str); 
    if  ((fp=fopen(str,"rt"))==NULL)  {printf("Can't  open  file!");  exit(0);} 
 
    //  allocate  memory  for  the  pointer  to  the  input  structure  // 
 
    if  ((p=(filelist  *)  malloc(sizeof(struct  filelist)))==NULL) 
    {printf("Memory  error!");  exit(0);} 
 
    //  get  number  of  segregation  energies  in  file  // 
 
    if  (fscanf(fp,"Number_of_energies  %d\nEs1        Es2        Es3\n",&(p->no_energies))!=1) 
    {printf("Wrong  number  of  energies!");  exit(0);} 
    printf("Number  of  energies  :  %d\n",p->no_energies); 
 
    p->Es1  =  dvector(1,p->no_energies); 
    p->Es2  =  dvector(1,p->no_energies); 
    p->Es3  =  dvector(1,p->no_energies); 
 
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    for  (i=1;i<=p->no_energies;i++) 
    { 
        if  (fscanf(fp,"%lf  %lf  %lf\n",&(p->Es1[i]),&(p->Es2[i]),&(p->Es3[i]))!=3) 
        {printf("Error  reading  energies");  exit(0);} 
        printf("Es1:  %lf    Es2:  %lf    Es3:  %lf\n",p->Es1[i],p->Es2[i],p->Es3[i]); 
    } 
 
    //  get  number  of  filenames  in  command  file  // 
 
    if  (fscanf(fp,"Number_of_files  %d\n",&(p->no_files))!=1) 
    {printf("Wrong  number  of  files!");  exit(0);} 
    printf("Number  of  files  :  %d\n",p->no_files); 
 
    for  (i=1;i<=p->no_files;i++) 
    { 
        if  ((p->filename[i]=(char  *)  malloc(81*sizeof(char)))==NULL) 
        {printf("Error  assigning  memory  for  filename  list!");  exit(0);} 
        if  (fscanf(fp,"%s\n",p->filename[i])!=1) 
        {printf("Error  reading  file  names\n");  exit(0);} 







struct  growth_parameters  *  load_growth_parameters(char  *fname) 
{ 
    int  i; 
    char  str[80]; 
    FILE  *fp; 
    struct  growth_parameters  *p; 
 
    //  generate  file  name,  and  open  file  if  possible  // 
 
    sprintf(str,"%s.grw",fname); 
    printf("Reading  parameter  file  %s\n",str); 
    if  ((fp=fopen(str,"rt"))==NULL)  {printf("Can't  open  file!");  exit(0);} 
 
    //  allocate  memory  for  the  pointer  to  the  input  structure  // 
 
    if  ((p=(growth_parameters  *)  malloc(sizeof(struct  growth_parameters)))==NULL) 
    {printf("Memory  error!");  exit(0);} 
 
    //  get  number  of  steps  in  growth  recipy  // 
 
    if  (fscanf(fp,"Number_of_steps  %d\n",&(p->step_no))!=1) 
    {printf("Wrong  number  of  steps!");  exit(0);} 
 
    //  allocate  memory  for  arrays  of  growth  rates,  shutter  opening  times,  and  // 
    //  substrate  temperature.  // 
 
    p->ga_growth  =  dvector(1,p->step_no); 
    p->al_growth  =  dvector(1,p->step_no); 
    p->in_growth  =  dvector(1,p->step_no); 
    p->shutter_time  =  dvector(1,p->step_no); 
    p->sub_temp=dvector(1,p->step_no); 
 
    //  scan  file  for  growth  parameters,  and  read  them    // 
 
    if  (fscanf(fp,"Structure_parameters\nGa[ang/s]  Al[ang/s]  In[ang/s]  Time[s]  Temp[K]\n")!=0) 
    {  printf("Error  in  structure  parameters!");  exit(0);  } 
    for  (i=1;i<=(p->step_no);i++) 
    { 
        if  (fscanf(fp,"%lf  %lf  %lf  %lf  %lf\n",&(p->ga_growth[i]),&(p->al_growth[i]), 
        &(p->in_growth[i]),&(p->shutter_time[i]),&(p->sub_temp[i]))!=5) 








void  save_growth_sim(struct  monolayer_map  *p,  char  *fname) 
{ 
    int  i; 
    char  str[80]; 
    FILE  *fp; 
 
    //  generate  output  file  name,  and  open  file  // 
 
    sprintf(str,"%s.out",fname); 
    if  ((fp=fopen(str,"w"))==NULL) 
    {  printf("\nCan't  open  output  file\n");  exit(0);  } 
 
    //  write  number  of  monolayers,  total  thickness  and  nominal  molefraction  // 
    //  of  each  monolayer  // 
 
    fprintf(fp,"Number  of  monolayers  in  structure  :  %d\n",p->monolayer_no); 
    fprintf(fp,"Thickness  of  structute  :  %lf[Ang]\n\n",p->thick); 
    fprintf(fp,"Energies  of  segregation:  Es1=%lf  Es2=%lf  Es3=%lf\n",p->Es1,p->Es2,p->Es3); 
    fprintf(fp,"Molefraction  of  group  III  elements  in  structure:\n"); 
    fprintf(fp,"Monolayer    Nominal  molefractions:                Simulated  molefractions:    Temperature[K]:\n"); 
    fprintf(fp,"---------    ----------------------                ------------------------    ---------------\n"); 
    fprintf(fp,"                      Ga              Al              In                    Ga              Al              In\n"); 
    for  (i=1;i<=((p->monolayer_no)-1);i++) 







void  generate_output(struct  monolayer_map  *p,  char  *fname) 
{ 
    int  ok,i,numdigmon=0,monolay_left,monolay_step,monolay_number; 
    double  derivga,derival,derivin,slopega,slopeal,slopein,accga,accal,accin; 
    char  str[80]; 
    FILE  *fp; 
 




    if  ((fp=fopen(str,"w"))==NULL) 
    {  printf("\nCan't  open  output  file\n");  exit(0);  } 
 
    //  generate  parameters  for  calculation  details 
 
    fprintf(fp,"number_of_points                                    128\n"); 
    fprintf(fp,"number_of_trialstates[cbg,cbx,vb]  2    0  16\n"); 
    fprintf(fp,"number_of_eigenstates[cbg,cbx,vb]  1    0  3\n"); 
    fprintf(fp,"lattice_constant[nm]                            0.5653\n"); 
    fprintf(fp,"growth_direction                                    0  0  1\n"); 
    fprintf(fp,"in_plane_direction                                1  -1  0\n"); 
    fprintf(fp,"number_of_momentum_steps                    1  1  1\n"); 
    fprintf(fp,"superlattice_momentum[1/cm]              0e6  0e6  0e6\n"); 
    fprintf(fp,"momentum_symmetry                                  s  s  s\n"); 






    //  repeat  the  following  until  there  are  no  monolayers  left 
 
    while  (monolay_left>0) 
    { 
        //  set  step  size  to  8  initially 
        monolay_step=40; 
        //  if  step  size  is  greater  than  remaining  number  of  steps,  decrease 
        if  (monolay_step>monolay_left)  {monolay_step=monolay_left;} 
        ok=0; 
        //  repeat  the  following  until  step  size  is  1  monolayer  or  step  size  is  OK 
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        while  ((ok!=1)  &&  (monolay_step>1)) 
        { 
            derivga=0; 
            derival=0; 
            derivin=0; 
            //  calculate  average  slope  of  full  step 
            slopega=0; 
            slopeal=0; 
            slopein=0; 
            //  find  largest  slope  between  neighbouring  layers 
            for  (i=monolay_number;i<monolay_number+monolay_step-1;i++) 
            { 
                slopega=max(slopega,fabs(p->gamole_seg[monolay_number]-p->gamole_seg[i+1])); 
                slopeal=max(slopeal,fabs(p->almole_seg[monolay_number]-p->almole_seg[i+1])); 
                slopein=max(slopein,fabs(p->inmole_seg[monolay_number]-p->inmole_seg[i+1])); 
                derivga=max(derivga, 
                fabs(p->gamole_seg[i]-p->gamole_seg[i+1])); 
                derival=max(derival, 
                fabs(p->almole_seg[i]-p->almole_seg[i+1])); 
                derivin=max(derivin, 
                fabs(p->inmole_seg[i]-p->inmole_seg[i+1])); 
            } 
            //  if  all  slopes  are  less  than  2%  step  size  is  OK,  otherwise  reduce  step  size 
            if  ((derivga>0.01)  ||  (derival>0.01)  ||  (derivin>0.01)  ||  (slopega>0.01)  || 
            (slopeal>0.01)  ||  (slopein>0.01))  {monolay_step-=1;}  else  {ok=1;} 
        } 
        accga=0; 
        accal=0; 
        accin=0; 
        //  get  average  Ga/Al/In  molefractions  in  step 
        for  (i=monolay_number;i<monolay_number+monolay_step;i++) 
        { 
            accga+=p->gamole_seg[i]; 
            accal+=p->almole_seg[i]; 
            accin+=p->inmole_seg[i]; 
        } 
        monolay_number+=monolay_step; 
        monolay_left-=monolay_step; 
        numdigmon++; 
        p->gamole_seg[numdigmon]=accga; 
        p->almole_seg[numdigmon]=accal; 
        p->inmole_seg[numdigmon]=accin; 
    } 
    //  write  layers  into  output  file 
    fprintf(fp,"number_of_layers                          %d\n",numdigmon); 
    fprintf(fp,"number_of_elements[c,a]            3    1\n"); 
    fprintf(fp,"cation_element_names                  Ga    Al    In\n"); 
    fprintf(fp,"anion_element_names                    As\n"); 
    fprintf(fp,"material_file_name                      mat_par.dat\n"); 
    for  (i=1;i<=numdigmon;i++) 
    { 
        accga=p->gamole_seg[i]+p->almole_seg[i]+p->inmole_seg[i]; 
        fprintf(fp,"structure_layer\n"); 
        fprintf(fp,"      length[nm]                            %5.3lf\n",accga*0.283); 
        fprintf(fp,"      cation_composition            %5.3lf  %5.3lf  %5.3lf\n", 
        p->gamole_seg[i]/accga,p->almole_seg[i]/accga,p->inmole_seg[i]/accga); 
        fprintf(fp,"      anion_composition              1\n"); 
    } 
    //  write  end  of  output  file 
    fprintf(fp,"refractive_index                      3.5\n"); 
    fprintf(fp,"energy_range_cb_gamma[eV]    1.5    1.8\n"); 
    fprintf(fp,"energy_steps_cb_gamma            0\n"); 
    fprintf(fp,"energy_range_cb_x[eV]            1.7    2.0\n"); 
    fprintf(fp,"energy_steps_cb_x                    0\n"); 
    fprintf(fp,"energy_range_vb[eV]                -0.2  0.0\n"); 






double  *  dvector(int  nl,  int  nh) 
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{ 
    double  *  v; 
 
    v=(double  *)  malloc((int)  (nh-nl+1)*sizeof(double)); 
    if  (!v)  {printf("Allocation  error  in  dvector()");  exit(0);} 
    return  v-nl; 
} 
 
void  free_dvector(double  *  v,  int  nl,  int  nh) 
{ 
    free((char  *)  (v+nl)); 
} 
 






















void  free_filelist(struct  filelist  *p) 
{ 




    for  (i=1;i<=p->no_files;i++) 
    { 












































Optical properties of InAlGaAs quantum wells: Influence of segregation
and band bowing
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Knowledge of the quaternary InAlGaAs material system is very limited for the composition range
relevant for growth on GaAs substrates. We report on the characterization and modeling of
InAlGaAs quantum wells with AlGaAs barriers, grown pseudomorphically on a GaAs substrate
with molecular beam epitaxy. The quantum wells are characterized with photoluminescence, and the
measured transition energies are modeled taking into account the influence of In segregation on the
shape of the well potential. From the modeling we deduce a relation for the low temperature band
gap of unstrained Inx(AlyGa12y)12xAs, for 0<x ,y<0.20. The measured linewidths of the
luminescence peaks are in agreement with the broadening expected from random alloy fluctuations
and well width fluctuations with an effective interface roughness of 1.1 ML. © 1999 American
Institute of Physics. @S0021-8979~99!00617-9#
I. INTRODUCTION
The ability to fabricate ternary and quaternary alloys of
III-V semiconductors is of fundamental importance for ap-
plications in electronics and optoelectronics. Varying the al-
loy composition is the handle used to optimize the band gap,
the effective masses, or the strain in a heterostructure layer.
Previously, different composition regions of the InAl-
GaAs material system have been studied in great detail. Es-
pecially the ternary subsystems of AlGaAs and InGaAs
grown on GaAs are well characterized, due to their applica-
tions for devices in the wavelength range of 750–1000 nm.
Also, band gap relations and effective masses for the quater-
nary InAlGaAs alloys, lattice matched to InP substrates,
have been investigated,1–8 since here the band gap range
covers the important wavelengths around 1.55 mm for optical
communication. However, little has been reported for InAl-
GaAs grown on GaAs substrates. This material system is
important for low threshold multiple quantum well lasers at
wavelengths shorter than 860 nm,9,10 and for growth of cer-
tain self-organized quantum dot structures.11 We also believe
that the large flexibility of this system with respect to band
gap and strain will prove useful for future designs of low-
dimensional structures, e.g., realized by growth on cleaved
edges.
For the properties of InAlGaAs on GaAs, two effects are
especially important. First, due to the 7% lattice mismatch
between InAs and AlGaAs, it is only possible to grow a few
nanometers of pseudomorphic material. For a given In con-
tent there is a critical thickness above which misfit disloca-
tions are formed in the InAlGaAs layer, and since AlAs has
almost the same lattice constant as GaAs the critical thick-
ness is expected to depend on the In mole fraction as in
InGaAs.12,13 For the relevant In contents from 0.05 to 0.20,
the critical thickness ranges from several tens of nanometers
to approximately 10 nm, which means that quantum confine-
ment effects are inevitable in pseudomorphic InAlGaAs lay-
ers, except for the lowest In mole fractions. Second, it has
been shown that In tends to surface segregate during
growth,14 smearing out the nominally sharp interfaces be-
tween a quantum well and its barriers. This leads to a blue-
shift of the transition energies compared to a perfectly square
quantum well.15 Therefore, in order to perform a physically
meaningful analysis of InAlGaAs quantum well transition
energies and deduce a band gap relation for the bulk mate-
rial, it is necessary to prepare samples in a way that allows
the effects of segregation and quantum confinement to be
determined independently.
II. GROWTH OF STRUCTURES
The measurements described in the following were made
on three samples, referred to as S1, S2, and S3, grown by
molecular beam epitaxy ~MBE! on undoped ~100! GaAs sub-
strates. S1 contains eight InxGa12xAs/GaAs quantum wells
of different nominal thicknesses and with a constant nominal
In mole fraction of 0.10. S2 contains six InxGa12xAs/GaAs
quantum wells with a constant thickness of 5 nm, and In
mole fractions varying from 0.05 to 0.30. Finally, S3 con-
tains five Inx(Al0.17Ga0.83)12xAs/Al0.17Ga0.83As quantum
wells with constant thicknesses of 8 nm and In mole frac-
tions varying from 0.05 to 0.25. The ratio of the Al to Ga
mole fraction was kept constant during the growth of S3. In
the following the five quantum wells in S3 will be referred to
as QW1–QW5, QW1 being the quantum well with the low-
est In content.
The growth rates were 0.7 mm/h for GaAs and 0.15
mm/h for AlAs with a standard V/III flux ratio of approxi-a!Electronic mail: jrj@com.dtu.dk
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mately 10. Due to the large lattice mismatch between InAs
and GaAs, reflection high energy electron diffraction
~RHEED! oscillations cannot be obtained by growing InAs
on a GaAs substrate. Instead, the InAs growth rate can be
measured by subtracting the growth rate of GaAs from the
growth rate of InxGa12xAs for low x values. However, it was
found that only an approximate calibration is possible in this
way, since at low x values (x,0.05) the uncertainty on the
InAs growth rate is large compared to the growth rate itself,
and at high x values (x.0.15) the RHEED oscillations are
strongly damped. We stress that the thicknesses and mole
fractions stated above for S1, S2, and S3 are the nominal
values obtained from the RHEED calibration, but as de-
scribed in the following a better calibration of the In source
was found using the photoluminescence ~PL! peak positions
of S2. All three samples were grown at Tsub5530 °C during
the same loading of the MBE system, and prior to each
growth the GaAs and AlAs growth rates were carefully mea-
sured using RHEED oscillations.
III. MODELING OF SURFACE SEGREGATION AND
TRANSITION ENERGIES
For the growth of III-V arsenide heterostructures, In sur-
face segregation has been observed in both InGaAs and In-
AlAs, the tendency being strongest in InAlAs.14,16,17 Ga also
segregates in AlGaAs, but the effect is weaker than in any of
the In systems. Surface segregation can be modeled as a
chemical reaction interchanging a group III atom in the sur-
face atomic layer (s) with a group III atom in the layer
underneath (b):
Ga~b !1Al~s !Ga~s !1Al~b !, ~1!
In~b !1Ga~s !In~s !1Ga~b !, ~2!
In~b !1Al~s !In~s !1Al~b !. ~3!
The energies gained in each of the reactions have been de-
duced from previous measurements16,17 and consists of two
terms, one corresponding to the change of chemical energy,
Es , and one corresponding to the change of elastic energy
due to strain in the layers.14
To calculate the composition profile of the quantum
wells investigated here, the growth was modeled in steps of
one atomic layer. For each step the initial composition of the
surface layer was calculated from the flux rates of the group
III sources, and using the law of mass action the composition
in thermal equilibrium with the layer underneath was found.
For the segregation profiles of S1 and S2 only the equilib-
rium of Eq. ~2! had to be considered, whereas for S3 the
equilibrium of all three reactions was found restricting the
solution to the one where the sum of group III mole fractions
is 1 in the (s) and (b) layers, respectively.
From the composition profiles the potentials and effec-
tive masses in the quantum wells were calculated, taking into
account the strain effects on the bandstructure.18 The ener-
gies of the electron and hole states were found by solving the
Schro¨dinger equation, using an isotropic conduction band
model and a six-band kp model for the valence band. For
unstrained InxGa12xAs the following relation was used for
the low temperature band gap in eV:19
1.51921.584x10.475x2 ~4!
and for AlyGa12yAs in eV:20
1.51911.36y10.22y2. ~5!
The values of the other physical parameters used here
for the binary materials are given in Table I.21–24 For the
ternary and quaternary materials, the values have been found
by linear interpolation, however for the electron masses the
inverse values have been interpolated. The conduction band
offset was set to 67% of the total band offset, and the con-
duction band deformation potential was set to 90% of ag .18
To account for Coulomb interactions a well-width dependent
exciton binding energy was used for the InGaAs structures in
S1 and S2.19 Based on the binding energy for a heavy-hole
exciton in an 8 nm InGaAs quantum well, the binding ener-
gies of the heavy- and light-hole excitons in S3 were taken as
7 and 8 meV. Since the contributions of the exciton binding
energies to the transition energies calculated in the following
are small, discrepancies of a few meV compared to the real
values will not affect the results.
IV. TRANSITION ENERGIES
In Fig. 1 the photoluminescence ~PL! spectrum of S1 at
10 K is shown, and the positions of the peaks are compared
to the calculated transition energies with and without segre-
gation. First, the In content of the wells was fitted to x
50.092, using a square well potential for the thickest well
where the effect of surface segregation on the transition en-
ergy is negligible. Then a chemical energy of 0.34 eV for In
segregation in InGaAs was found, yielding the best overall
fit to the transition energies. This is about a factor of two
larger than the value obtained by Gerard et al.,16,17 but as
pointed out by Grandjean et al.25 the chemical energy itself
depends on the temperature and can only be used as a fitting
parameter. The tail of the segregation profile calculated for
Es50.34 eV shows an exponential decay length of 2.7 nm,
TABLE I. Values of the physical parameters used for calculating the poten-
tials and effective masses of the electrons and holes.
Parameter GaAs AlAs InAs
Lattice constant, d~Å! 5.6503b 5.6611b 6.0583b
Stiffness constant, C11(31010 Pa) 11.88a 12.02a 8.329b
Stiffness constant, C12(31010 Pa) 5.38a 5.70a 4.526b
Stiffness constant, C44(31010 Pa) 5.94a 5.89a 3.959b
Relative electron mass, me /m0 0.0667a 0.15a 0.0248c
Luttinger parameter, g1 7.1a 3.76a 19.7b
Luttinger parameter, g2 2.02a 0.9a 8.37b
Luttinger parameter, g3 2.91a 1.42a 9.29b
Hydrostatic deformation potential, ag (eV) 28.233c 28.110d 26.080c
Shear deformation potential, bv (eV) 21.824c 21.7d 21.8b
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in good agreement with a previous secondary-ion mass spec-
troscopy ~SIMS! measurement yielding 2.9 nm for Tsub
5520 °C.15
Using the value of the chemical energy found for S1, the
transition energies of S2 were calculated, fitting only the
dependence of the In mole fraction in the wells on the abso-
lute In source temperature, T . It was assumed that the flux
rate of In atoms from the source has an exponential depen-
dence on T21 in agreement with the vapor pressure depen-
dence on the temperature, given by the Clausius-Clapeyron
relation. In Fig. 2 the PL spectrum of S2 at 10 K is shown,
and the measured transition energies are compared to the
calculated values. For this fit, a maximum deviation of 2
meV for all six quantum wells was found. The difference
between the nominal and the real In source calibration causes
a change in the thickness of the wells, which has been taken
into account in all the calculations described here. The
shapes of the potentials in the quantum wells in S2 are
shown in Fig. 3, represented by the energy of the conduction
band edge. The deviation from an ideal square well potential
is clear; however, for high In contents the first interface be-
comes more abrupt. This is due to the strain contribution to
the reaction energy,14 which tends to inhibit In segregation
for high In contents. The growths of S1 and S2 can be com-
pared using the PL peak position of the 5 nm well with a
nominal In content of 0.10 included in both samples. Their
transition energies differ by less than 0.2 meV, indicating
identical growth conditions and assuring the comparability of
all three samples investigated here. Furthermore, the sharp
PL lines of S1 and S2 indicate a good crystal quality and that
the critical thickness has not been exceeded.
In Fig. 4 the PL spectrum of S3 at T510K is shown.
The In contents and widths of the wells according to the
FIG. 1. Right: Photoluminescence spectrum of S1 at T510 K. Left: Com-
parison of measured transition energies ~squares! vs the nominal well thick-
ness with calculated values for a square composition profile ~dotted line! and
a segregation profile with Es50.34 eV ~solid line!.
FIG. 2. Right: Photoluminescence spectrum of S2 at T510 K. Left: Com-
parison of measured transition energies ~squares! vs the nominal In mole
fraction with calculated values for the best fit of the In source flux rates
~solid line!.
FIG. 3. The shape of the conduction band potential of four InGaAs/GaAs
quantum wells in S2, with a nominal thickness of 5 nm and nominal ~real! In
contents of A: 5% ~5.5%!, B: 10% ~9.2%!, C: 20% ~15.6%! and D: 30%
~21.7%!. The origin of the energy scale corresponds to the conduction band
edge in GaAs.
FIG. 4. Photoluminescence spectrum of S3 at T510 K. The In content in
the wells obtained by calibrating the In source with the PL peaks in S2, are
stated in parenthesis.
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calibration using the S2 PL-peak positions are indicated. The
PL intensities of the quantum wells cannot be compared di-
rectly, since different excitation efficiencies and reabsorption
effects in the structure should be considered. However, the
PL-line shapes are identical; only the widths are different as
will be addressed in Sec. V.
In order to model the composition profile of the quater-
nary quantum wells as described in Sec. III, knowledge of
the chemical energy for each of the three reactions ~1!–~3! is
needed. Based on the value found from S1 we have used
Es50.17 eV for Ga segregation in AlGaAs and Es
50.52 eV for In segregation in InAlAs, according to the ex-
perimentally determined ratio of approximately 1:2:3 be-
tween these quantities.16,17 The simulated composition pro-
file for QW5 is shown in Fig. 5. Since Al is the
nonsegregating element in the quaternary InAlGaAs system,
the transients in the In mole fraction at the interfaces of the
quantum well are accompanied by a change in the Ga mole
fraction, whereas the Al mole fraction is almost constant.
Before the growth of the InAlGaAs layer, the surface is Ga
rich due to Ga segregation in the AlGaAs barrier. However,
in the quaternary well material the segregation of In is stron-
gest, and hence the Ga rich surface is ‘‘pushed’’ into the bulk
giving rise to the Ga peak at the first interface in Fig. 5. This
peak is also reflected in the shape of the potential energy in
the wells, shown in Fig. 6, where the shoulder at the first
interface is due to the increased Ga mole fraction compared
to the barrier region.
Fitting the calculated transition energies to the measured
values, allows us to obtain an empirical band gap relation for
unstrained Inx(AlyGa12y)12xAs, in the form of a second or-
der expansion for low values of x and y . For this expansion
the terms proportional to x , y , x2, and y2 are given by Eqs.
~4! and ~5!, leaving only the term proportional to xy to be
determined. The fit then yields:
1.51911.36y21.584x10.55xy10.22y210.475x2. ~6!
The agreement between the measured e-hh and e-lh
~measured with photoluminescence excitation spectroscopy!
transition energies and the calculated values are shown in
Fig. 7 and Table II. For the heavy holes the difference is less
than 4 meV for all the wells, whereas for the light holes it is
less than 5 meV for QW3–QW5 and 8 meV for QW1 and
QW2. Since the valence band potential is very shallow for
QW1 and QW2, the light-hole wave functions penetrate into
the barrier. Hence, the enhancement of the exciton binding
energy due to quantum confinement is overestimated here,
partly explaining the difference.
Since the empirical band gap relation is based on the
well established relations for the ternary compounds InGaAs
and AlGaAs, the term proportional to xy could in principle
have been determined by fitting the transition energy of a
single InAlGaAs quantum well. However, the good agree-
ment obtained for all the quantum wells in S3 where the In
content is varied, further supports the band gap relation and
the model for the In segregation used here.
FIG. 5. Simulated composition profile of a 8-nm-thick quantum well with
an In mole fraction of 0.18 ~QW5 in S3!, and Al0.17Ga0.83As barriers. The
calculated mole fractions of the group III elements are indicated with sym-
bols ~Ga: squares, Al: circles, In: triangles! and the composition profiles
without segregation are shown with straight lines. Right axis: Al and In
mole fractions, and left axis: Ga mole fraction.
FIG. 6. The shape of the conduction band potential of the five 8 nm
InAlGaAs/AlGaAs quantum wells in S3. The origin of the energy scale
corresponds to the conduction band edge in GaAs.
FIG. 7. Measured e12hh1 ~squares! and e12lh1 ~triangles! transition en-
ergies of S3, compared to calculated values for the heavy ~solid line! and
light hole ~dotted line! using Eq. ~6! for the band gap energy.
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V. LINEWIDTH ANALYSIS
In Table II, the measured linewidths, full width at half
maximum ~FWHM!, of the five InAlGaAs quantum wells are
compared to the linewidths expected from random alloy fluc-
tuations ~RAF! and well width fluctuations ~WWF!. Based
on a previous analysis for ternary bulk semiconductors,26 the
following relation was used to calculate the FWHM broad-
ening due to the random distribution of In in a
Inx(AlyGa12y)12xAs quantum well:




The same relation was used for the Al distribution. N is
the number of atoms contained in the volume of the exciton,
V . Here, we have used V5pa0
2Lz , where a0 is the in plane
exciton Bohr radius and Lz is the FWHM size of the electron
wave function in the direction of growth. However, for QW1
and QW2, Lz was set to the well width, because the FWHM
size is larger than the well width. The best fit was found for
a0513 nm, which is smaller than the exciton Bohr radius in
GaAs, due to the enhanced exciton binding energy in a quan-
tum well compared to a bulk structure. The FWHM broad-
ening due to WWF is given by:
DEWWF5
]Ee2hh
]L DL , ~8!
where L is the thickness of the well and DL is an effective
interface roughness. The derivative of the transition energy
with respect to the thickness was calculated for the quantum
wells individually and for the effective roughness a value of
1.1 ML was obtained, which is comparable to typical values
obtained for AlGaAs structures. Assuming that the three con-
tributions to the broadening are independent, the total
FWHM broadening is given by:
DE tot5A~DEx!21~DEy!21~DEWWF!2. ~9!
For QW1–QW5, EWWF varies almost linearly with the
In content from 0.77 to 3.85 meV, whereas Ex (Ey) varies
sublinearly from 1.75 ~2.93 meV! to 3.19 meV ~3.29 meV!.
Since the dependencies of WWF and RAF on the In content
in QW1–QW5 are different, the two broadening mechanisms
can be distinguished in the measured line widths and hence
the parameters in the model, a0 and DL , are well deter-
mined.
Due to the good agreement between the measured and
calculated linewidths, we conclude that the distribution of
group III atoms in the InAlGaAs quantum wells does not
show any signs of clustering, and is well described by ran-
dom statistics.
VI. CONCLUSION
The transition energies and linewidths of several
InAlGaAs/AlGaAs quantum wells grown on a GaAs sub-
strate, have been measured and modeled. Using two refer-
ence samples with InGaAs/GaAs quantum wells grown un-
der the same conditions, it was possible to make a calibration
of the In growth rate and the chemical energies of the In
segregation. A good fit to the e-hh and e-lh transitions was
found using a band gap relation for Inx(AlyGa12y)12xAs,
Eq. ~6!, based on the well known relations for InxGa12xAs
and AlyGa12yAs, and adding a term 0.55xy to account for
the simultaneous presence of In and Al. From the linewidths,
an effective interface roughness of 1.1 ML was found, using
a model that includes well width fluctuations and random
alloy fluctuations. Hence, the linewidths do not show indica-
tions of clustering or dislocation formation in the InAlGaAs/
AlGaAs structures.
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Exciton localization and interface roughness in growth-interrupted GaAsÕAlAs quantum wells
K. Leosson, J. R. Jensen, W. Langbein,* and J. M. Hvam
Research Center COM, Technical University of Denmark, Building 349, DK-2800 Lyngby, Denmark
~Received 19 July 1999; revised manuscript received 19 November 1999!
We have used photoluminescence spectroscopy to investigate the influence of interface roughness in GaAs/
AlAs quantum wells on their optical properties over a wide continuous range of well thicknesses. In order to
compare different correlation lengths of the in-plane disorder potential, the wells were fabricated with growth
interruption at both, one, or neither of the interfaces. Growth-interruption increases the correlation length of the
monolayer-island structure on the surface, which gives rise to a long-range interface roughness after over-
growth. The relation between the correlation lengths of the in-plane disorder potential and the exciton local-
ization length determines the spectral shape of the exciton luminescence. When the correlation length of the
in-plane disorder potential is larger than the exciton localization length, the excitonic spectrum splits up into
discrete peaks, stemming from regions differing in effective thickness by an integral number of monolayers.
The energies of monolayers peaks, taking into account the in-plane localization energy, are found to be
reproducible in wafers grown under similar conditions. We conclude that atomically smooth growth islands are
formed on both AlAs and GaAs surfaces after growth interruption. During overgrowth, surface segregation
leads to the generation of an atomic-scale disorder in the first overgrown monolayers. This results in an
additional in-plane disorder potential with a much shorter correlation length than the original surface. It also
modifies the shape of the well potential in the growth direction, as we have modelled by growth simulations,
blueshifting the excitonic transition energies with respect to a square-well model.
I. INTRODUCTION
Interface roughness is an important parameter for the op-
tical and electrical properties of quantum wells and, conse-
quently, for quantum-well based devices. The observed pho-
toluminescence ~PL! spectrum of quantum wells with
imperfect interfaces is largely determined by how the length
scales of the interface roughness compare to the diameter,
localization length and diffusion length of the quantum-well
excitons. When quantum wells are grown with molecular-
beam epitaxy ~MBE!, the interface roughness can be tailored
to some extent by interrupting the growth at the heterointer-
faces, allowing for a restructuring of the free surface, mainly
by surface diffusion. It was realized early on that growth
islands with sizes comparable to or larger than the exciton
diameter can be created in this way, resulting in a splitting of
the PL into several lines of reduced inhomogeneous
linewidth.1 Initially, such narrow luminescence lines were
assigned to laterally extended quantum well regions with a
well-defined monolayer ~ML! thickness.1,2
More detailed investigations on these ‘‘monolayer peaks’’
in growth-interrupted ~GI! quantum wells revealed, however,
that narrow exciton luminescence was not necessarily indica-
tive of quantum wells having perfect interfaces and integer
monolayer widths. Gammon et al.3 demonstrated a wafer-to-
wafer variation in absolute energies of ML peaks in GI
GaAs/AlAs wells grown under identical conditions. War-
wick et al.4 observed a significant variation in peak energy in
Al0.37Ga0.63As/GaAs wells in a single sample, which could
not be explained by alloy fluctuations. The simplest model
which can account for this behavior is that of bimodal inter-
face roughness.4 It is now commonly accepted that discrete
luminescence lines can originate from extended quantum
well regions that differ in effective thickness by approxi-
mately one monolayer and exhibit nanoroughness on a
length scale smaller than the exciton diameter. Optically, the
presence of nanoroughness has been inferred from measure-
ments of GI GaAs quantum wells with AlxGa12xAs
(x<0.4) barriers5–10 as well as pure AlAs barriers.11,12
Scanning tunneling microscopy studies indicate that the
as-grown GaAs surface has atomically-flat islands which, af-
ter growth interruption, can reach lateral sizes of tens or
hundreds of nanometers,13 possibly with a distribution of
ML-deep holes much smaller than the exciton diameter.14
The as-grown AlAs surface exhibits a higher degree of
roughness on the nanometer scale, even after growth inter-
ruption, due to the smaller surface mobility of Al.12 Never-
theless, atomically smooth growth islands as large as
15 nm340 nm on an Al0.35Ga0.65As surface have been
reported.13
In order to clarify the relationship between surface rough-
ness during growth and the final interface structure, we have
used PL and microphotoluminescence (m-PL) spectroscopy
to characterize GaAs/AlAs quantum wells fabricated with
growth interruption at one, both, or neither of the interfaces.
The wells have a wide range of thicknesses, varying continu-
ously between approximately 4 and 11 nm ~for thicknesses
under 4 nm, the indirect barrier material results in the forma-
tion of type-II quantum wells12!. The use of binary barrier
and well materials eliminates the effects of alloy disorder,
making the results more reproducible. By interrupting the
MBE growth, we tune the correlation length of the quantum
well potential through several distinct regimes of interface
roughness. Using recent theoretical results15 we identify
these regimes with approximate length scales. Contrary to
previous work in the field, we demonstrate that when suffi-
ciently large growth islands are formed, reproducible ML
peak positions can be achieved over a large range of quan-
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tum well thicknesses, consistent with the formation of
monolayer-flat islands on both AlAs and GaAs surfaces after
GI. From growth simulations, we deduce that segregation
effects during overgrowth are generating atomic-scale inter-
face roughness, resolving the apparent contradiction between
atomically smooth as-grown surfaces and the observed nano-
roughness of quantum well interfaces.
II. EXPERIMENT
Single GaAs quantum wells, nominally 10, 7, and 5 nm
wide, were MBE grown at 630 °C on two-inch GaAs ~100!
wafers using pure AlAs barriers. One wafer ~Wafer 1! was
grown continuously, without growth interruption. Three wa-
fers were grown with a 120 s GI before ~Wafer 2!, after
~Wafer 3! and both before and after ~Wafer 4! growing the
wells. Short-period GaAs/AlAs superlattices ~SPSL’s! were
grown between wells in order to trap impurities and improve
the surface structure. Rotation of the substrate was stopped
only during the growth of the wells in order to achieve a
continuous variation in well thickness across the wafer while
maintaining a constant barrier width. Growth rates were cali-
brated using reflectance high-energy electron diffraction
~RHEED! on a reference wafer. The nominal growth rates
were 0.8 ML/s and 0.3 ML/s for GaAs and AlAs, respec-
tively, and a 30% variation in growth rate was observed
across the wafer. A standard V/III flux ratio of 8–10 was
used. For comparison, a wafer with four GaAs quantum
wells, growth-interrupted at both interfaces, was fabricated
in a later run, under similar growth conditions ~Wafer 5!.
The nominal quantum well thicknesses were 11, 8.5, 6.5, and
5 nm. Wafer 5 was grown with narrow ~8 nm! AlAs barriers
and 50 nm GaAs spacers but no SPSL’s between wells.
Conventional PL measurements were carried out at
sample temperatures of 10–50 K. In addition, micro-PL
spectra were measured at 10 K on selected samples. The
samples were cooled in a closed-cycle He cryostat and ex-
cited with a He-Ne laser, focused to a 50 mm spot. The PL
was dispersed in a spectrometer and detected with a cooled
charge coupled device array. The spectral resolution of the
detection system was ’1 Å ~0.2 meV!. In m-PL measure-
ments, the excitation beam and PL were passed confocally
through a 0.85 NA objective located inside the cryostat, giv-
ing an excitation spot diameter and a spatial resolution close
to 0.5mm.
III. RESULTS
Figure 1 shows PL spectra from the three single quantum
wells measured at similar positions on Wafers 1 to 4. The
continuously grown Wafer 1 exhibits nearly Gaussian lumi-
nescence lines for all well widths. At first glance, no large
difference is observed in Wafer 2, when MBE growth is
interrupted only at the bottom ~inverted! interface. However,
as shown below, systematic variations in linewidth are ob-
served when the PL is measured at different positions on the
wafer. In the third case, where growth is interrupted only at
the top ~normal! interface, the PL peaks split into a doublet,
most clearly seen in the 7 nm well. Only when growth is
interrupted at both interfaces does the luminescence exhibit
narrow peaks with discrete energies. Such a splitting of the
PL from each well into two or three peaks is observed on
Wafer 4. The highest energy peak is well fitted by a Lorent-
zian function whereas the peaks at lower energies are asym-
metric, with a tail on the high energy side. Identical results
were obtained for Wafer 5 ~not shown!.
The variation of the PL from single quantum wells along
a 5 mm section of each wafer is shown in Fig. 2. The spectra
are taken at comparable positions on Wafers 1 to 4. The total
scan distance corresponds to a quantum well thickness
FIG. 1. PL, measured at 50 K, from quantum wells of equal
thickness but grown with 120-s growth interrupts at neither, one, or
both interfaces, as indicated. The spectra from each well have been
normalized with respect to the peak height.
FIG. 2. Single quantum well PL spectra sampled over a 5 mm
region on the wafers at 50 K. The total scan distance represents a
thickness change of approximately one monolayer. The average
well thickness is 6 nm.
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change of approximately one monolayer. Similar spectra
were recorded for all three wells at 0.5 mm intervals across
the entire surface of the wafers in order to cover the full
range of well widths. In Fig. 3, the position and width of the
luminescence peaks are plotted as a function of distance
across the wafer. The position on the wafer has been con-
verted into an approximate thickness scale. For Wafers 1 and
2, the PL signal was fitted with a single Gaussian peak. In
the case of Wafer 3, the data was fitted with two Gaussian
peaks for intermediate well thicknesses ~5-8 nm!. The posi-
tion and full width at half maximum ~FWHM! of each peak
is indicated in this thickness range. For narrower and wider
wells, the peaks could not be resolved and the position of the
maximum luminescence and the FWHM of the total signal
are given. For Wafer 4, where growth was interrupted at both
interfaces, the positions and FWHM of the individually fitted
Lorentzian peaks are shown.
The left graph in Fig. 4 shows m-PL spectra measured at
10 K on the nominally 7 nm-thick quantum well in Wafer 4.
The PL was excited and detected confocally, with a resolu-
tion of approximately 0.5 mm and the displayed spectra
were recorded at 1 mm intervals along the sample surface.
As the probe is scanned in the direction of decreasing well
thickness, each ML peak in the m-PL spectra first appears as
a single unresolved peak with a FWHM around 1 meV, in-
creasing in intensity to a maximum value without shifting in
energy. As the maximum intensity drops, the peak splits up
into narrow lines with widths below our resolution limit. The
narrow-line pattern varies with position on the sample and
individual lines arise from regions with sizes below our spa-
tial resolution. As the well thickness decreases further, the
single lines spread over a larger energy range, the center of
the distribution shifts to higher energies and the total inten-
sity drops. For m-PL measurements an excitation power of
0.3 mW was used. A significant modification of the narrow-
line spectrum due to saturation of states was observed when
the excitation power exceeded 3 mW. Figure 4 also shows
the exciton optical density of states ~ODOS! for correspond-
ing positions on the sample. The ODOS was obtained from
the 50 K PL spectra assuming a Boltzmann distribution of
carriers. The spectra were shifted in energy to compensate
for the change in the GaAs bandgap with temperature. To
FIG. 3. PL peak positions ~at 50 K! and widths ~FWHM! mea-
sured at various points on the wafers. For clarity, results from the
different wells have been shifted horizontally and the position on
the wafer translated into an approximate well thickness scale.
FIG. 4. Left: 10-K micro-PL spectra from a nominally 7 nm
thick quantum well, growth-interrupted at both interfaces, at an ex-
citation power of 0.3 mW. The spectra were recorded at 1 mm
intervals along the sample surface and are displaced vertically for
clarity. The total scan distance corresponds to a thickness change of
one monolayer. Right: Optical density of states for the same posi-
tions on the sample, determined from 50-K PL spectra and cor-
rected for the temperature dependence of the bandgap.
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confirm that the excitons are in thermal equilibrium at 50 K,
we performed a temperature dependent photoluminescence
study of adjacent ML peaks ~16 and 17 ML! with a relatively
large splitting ~around 11 meV at the position measured!.
The integrated intensity ratio of the two peaks essentially
follows the form given by Melliti et al.16 with a linear tem-
perature dependence above 30 K characterized by an activa-
tion energy of around 8 meV.
Our main observations from the PL spectra can be sum-
marized as follows:
~i! The continuously grown single quantum wells exhibit
a smooth increase in transition energy and linewidth with
decreasing well thickness. The inhomogeneous linewidth
broadening corresponds to an exciton-averaged well thick-
ness variation of less than a monolayer. Anomalously in-
creased linewidth, along with a drop in luminescence effi-
ciency, is observed close to the edges of the wafer. The line
shape is discussed in more detail in the following section.
~ii! Growth interruption at the bottom interface introduces
only a slight modulation of the peak position as a function of
well width. The peak width, however, oscillates strongly
with the well thickness, in some cases dropping below the
corresponding linewidth of the continuously grown well. A
reduction in PL excitation ~PLE! linewidth in similarly pre-
pared samples reported by Zhang et al.17 is consistent with
this observation.
~iii! In the case of growth interruption at the top interface,
the PL is split into a doublet. The average PL energy in-
creases continuously with a weak modulation, similar to the
previously described case. However, when two peaks are re-
solved, each peak shifts to higher energy as it gains intensity
and then stays pinned or moves to lower energies as the
intensity drops again, with a decrease in peak width. Even
more pronounced ‘‘sawtooth’’ behavior of this kind was re-
ported by Gammon et al. in similar quantum wells and at-
tributed to gradients in barrier thickness.3 Our observations
show, however, that the effect persists with AlAs layers of
constant thickness. Furthermore, we note that in the ODOS
calculated from the PL spectra each peak moves monotoni-
cally upwards in energy with decreasing well thickness.
~iv! When growth is interrupted at both top and bottom
interfaces, two or three narrow PL lines are observed simul-
taneously. As the probe is scanned across the surface, the
peak position is generally pinned within 60.2 meV until the
peak has lost approximately half its maximum intensity, then
it broadens and shifts gradually to higher energies. The mini-
mum linewidths stay constant at around 1.3 meV, increasing
to about 5 meV only for the narrowest wells, as also ob-
served in Ref. 18. Similar discrete peaks were also measured
in Wafer 5, with minimum linewidths around 0.8 meV. We
attribute the smaller linewidth in these wells to reduced
exciton-electron scattering,19 confirmed by the observation
of trionic PL in Wafer 4 at low temperatures. Due to the
narrow barriers, charging effects are less important in the
quantum wells of Wafer 5, which do not show trionic PL at
low temperatures.
~v! Micro-PL spectroscopy reveals that the broadening
and shifting of ML peaks is observed simultaneous to their
further splitting into sharp PL lines, arising from spatially
localized exciton states. When compared with the exciton
ODOS, the m-PL curves confirm the localization of the ex-
citons into small islands, in which the in-plane quantization
supersedes the effect of nanoroughness within the islands.
IV. ANALYSIS
To determine the degree of interface roughness and exci-
ton localization in our continuously grown samples we use
the line shape model of Schnabel et al.20 to fit the PL peaks.
This model takes into account the violation of wave-vector
conservation due to partial localization of the exciton’s
center-of-mass wave function. For the ground state transi-
tion, the optical density for a disordered potential with a
mean energy E0 can be calculated to
a¯ ~E !}
1






We estimate a¯ by calculating the ODOS from our 50-K PL
spectra, as previously described, and fit Eq. ~1! to the result.
The relevant fitting parameters are the standard deviation of
the potential variation, sE , and a localization energy param-
eter, h5\2DK2/2M , derived from the wavevector uncer-
tainty DK , with M being the exciton mass. For the narrowest
continuously grown wells, we find a potential variation
around 4 meV, decreasing to 1 meV for the widest wells.
The localization energy parameter follows a similar depen-
dence on well width, with the ratio sE /h being nearly con-
stant for all wells and equal to 0.6760.03. The momentum
uncertainty in the model can be converted to a minimum
localization radius, DR , via the uncertainty relation, yielding
lower limits for localization radii at 3.5 nm for the narrowest
well, increasing to 8 nm for the widest.
Energies of ML peaks measured in Wafers 4 and 5 are
plotted in Fig. 5~a!. The measured data points correspond to
the energies at which the PL peaks are pinned before blue-
shifting as the peaks lose intensity. Since the only periodic
change over the different positions is the well thickness in
monolayers, we assign the neighboring peak positions to
quantum wells differing in thickness by one monolayer. This
assignment is in agreement with the RHEED growth calibra-
tion. From Fig. 3 it is evident that due to the peak shift over
the average well thickness, a submonolayer splitting between
peaks is observed when comparing the positions of the dif-
ferent peaks for the same average thickness, i.e., in the PL
measured at one position. Such submonolayer splitting ~typi-
cally 0.8–0.9 ML! has been previously reported in
literature.2,4,6,8,10 In order to determine the absolute thickness
of the wells, we find the position on the wafer where the
thickness difference between wells ~counted in ML steps in
the PL spectra! matches exactly the RHEED-calibrated
thickness difference. At this position, the actual well thick-
ness equals the nominal thickness and, therefore, we can as-
sign absolute quantum well thicknesses to the series of ML
peaks, accurate to within 1 ML.
We find an excellent agreement between ML peak posi-
tions within each wafer and between wafers. Typical varia-
tions in peak position between Wafers 4 and 5 are of the
same order as the variation within the wafers ~under 0.5
meV!. For intermediate well thicknesses, the agreement is
better than 0.1 meV. For wells with thickness around 7 nm,
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this corresponds to a maximum exciton-averaged thickness
difference of less than 0.02 ML. It should be emphasized that
several months passed between the growth of Wafers 4 and 5
and that the wafers have different barrier configurations and
different nominal well thicknesses. The largest deviations
~up to 0.3 ML! are observed for the narrowest wells
(,16 ML) and for peaks measured close to the wafer
edges.
In order to calculate the transition energies of our quan-
tum wells we used an effective-mass model with two types
of well potentials: ~i! a simple finite-barrier square well po-
tential with integral ML thickness and ~ii! a nonabrupt po-
tential obtained from a surface segregation model, where the
possibility of cation interchange at the interfaces during
overgrowth is taken into account. The calculation of the elec-
tronic states was carried out assuming an isotropic conduc-
tion band and using a six-band kp approximation for the
valence band. The physical parameters used in the calcula-
tion, along with a description of the segregation model, are
provided elsewhere.21 Well-width dependent heavy-hole ex-
citon binding energies were calculated using the interpola-
tion formula provided by Gurioli et al.22 The variation of the
GaAs band gap with temperature was determined from the
shift in the near-bandgap luminescence of the GaAs sub-
strate, giving Eg(0 K)2Eg(50 K)53.0 meV. The results
of the calculations are plotted in Fig. 5~a!. We observe a
significant blueshift of transition energies when segregation
effects are included, up to 27 meV for 14 ML wells. Calcu-
lated ML peak splittings for the two types of well potential
and measured values from Wafers 4 and 5 are plotted as a
function of well thickness in Fig. 5~b!. Excellent agreement
between calculated and measured values of the peak splitting
is obtained when segregation effects are taken into account.
In Fig. 5~a! we also show schematically the calculated inter-
face structure and resulting well potential for a 14 ML quan-
tum well, assuming initially perfect growth surfaces. This
clearly shows the importance of segregation, which intro-
duces nanoroughness on the interface, even in the case of
growth-interrupted QW’s.
In Fig. 6, we show the ODOS for three different well
widths from Wafer 4 on a monolayer energy scale. By care-
fully selecting the positions on the wafer, we compare spec-
tra with average well widths of (n10.3) ML and (n
10.5) ML, with n516, 22, and 33. In the former case, the
low-energy peak shifts to higher energy and becomes less
defined with increasing well thickness while the position of
the high-energy peak remains fixed. In the latter case, peak
positions are unaffected but more states appear between the
monolayer peaks. We note that this modification cannot be
accounted for by the relative increase of the homogeneous
linewidth Ghom&0.7 meV ~Ref. 23!, which is indicated for
reference in the figure. We attribute the observed changes in
the ODOS to the larger localization length in wider wells, as
discussed in the following section.
V. DISCUSSION
In previous literature, simple quantitative models have
generally been employed in order to explain the experimen-
FIG. 5. ~a! Discrete PL peak energies in growth-interrupted Wa-
fer 4 ~squares! and Wafer 5 ~circles, diamonds, and triangles! dem-
onstrating the reproducibility of peak positions measured in differ-
ent wells and on different wafers. Also shown are calculated
transition energies for a square well potential ~dashed line! and a
well potential where segregation effects are included ~solid line!.
The diagram on the right schematically illustrates the calculated
segregation in a 14 ML well with initially flat growth surfaces,
along with the resulting well potential. ~b! Experimental and theo-
retical values for the monolayer peak splitting. The calculated ML
splitting is in excellent agreement with the measured values when
segregation is included. The exciton localization length, determined
from the peak splitting, is also shown.
FIG. 6. Exciton optical density of states in wells of different
thicknesses, plotted on a normalized energy scale. The graphs rep-
resent different island densities; 30% ~top! and 50% ~bottom!. The
spectra are normalized with respect to the total number of states.
Horizontal bars indicate an upper limit of the homogeneous line-
width on each energy scale.
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tally observed ML peak splitting in the exciton luminescence
from growth-interrupted quantum wells. These models as-
sume that one or both interfaces consist of extended
monolayer-high but atomically rough growth islands with
sizes comparable to or larger than the exciton
radius.2–4,7,8,11–13 Sharp transition lines observed in
micro-PL have furthermore been attributed to roughness-
induced localization of exciton states.24–27
The case of a realistic well potential with a disorder cor-
relation length smaller than the exciton radius has been
treated theoretically in some detail.28,29 Due to the small
length scales of the disorder, these studies do not predict a
splitting of the optical exciton density of states. In a recent
work of Castella and Wilkins,15 however, the problem is
studied for a wider range of correlation lengths. Their analy-
sis indicates ~a! that the energy distribution of exciton states
is mainly dependent on the ratio of island size ~correlation
length! to localization length, rather than the ratio of island
size to exciton radius and ~b! that ML peaks appear when the
island size is similar to or larger than the localization length.
The localization length represents the minimum lateral ex-
tension of a disk-shaped potential fluctuation which creates a





V0 is the strength of the confining potential, which is given
by the monolayer peak spacing when the island size is larger
than the exciton diameter. As a result, the localization length
increases considerably with well thickness and larger growth
islands are required in wider wells to observe ML splitting.
In Fig. 5~b! we plot j0 for the quantum wells of Wafers 4
and 5. The localization length varies from 6 nm to 18 nm,
whereas the exciton radius aB5\/A2mEb only changes
from 6 nm to 7 nm in the same well width range ~calculated
using values of exciton binding energies Eb from Ref. 22!.
We note that analysis based on the separation of the exciton
wave function into relative and center-of-mass coordinates
might not be valid in our narrowest wells (,16 ML), where
the confinement potential exceeds the exciton binding en-
ergy.
The simulations of Castella and Wilkins15 show that the
shape of the exciton spectra is sensitive to the ratio between
the correlation length scale j of the disordered quantum well
potential and the localization length j0. We note that a dou-
blet structure in the exciton spectra is expected when the
j/j0’1/2 and a ML splitting occurs when j/j0’1, with the
splitting becoming gradually more defined as the ratio in-
creases. By comparing the shape of our measured spectra
~Figs. 2 and 6! with the simulations of Ref. 15 we can iden-
tify distinct regimes of potential fluctuations, corresponding
to different j/j0 ratios. Using localization lengths deter-
mined from Eq. ~2! we can derive approximate length scales
of interface roughness in our quantum wells.
~i! In the continuously grown quantum wells, the interface
roughness is fully averaged over the exciton area and no
splitting is observed in the PL spectra. By putting V0 in Eq.
~2! equal to the exciton-averaged potential variation, sE ,
determined from the lineshape fit presented in the previous
section, we deduce that j0 varies from 14 nm in narrow wells
to 30 nm in wider wells. The degree of localization was also
deduced independently via the localization energy parameter
h in the lineshape fit. The relationship between the localiza-
tion length and the localization radius is given by DR
5(j0 /p)AsE /h . We observe a constant sE /h ratio for all
well widths, yielding a direct proportionality between DR
and j0. From the fact that we observe a single asymmetric
ODOS peak, even in our narrowest wells where the localiza-
tion length is shortest, we conclude, by comparison with
simulations, that the typical correlation length in continu-
ously grown wells is j&j0/4’3 nm, much smaller than the
localization length.
~ii! Interrupting growth at the bottom interface slightly
changes the luminescence characteristics, most notably in
wells under 7 nm thickness. We are therefore moving out of
the small island regime, where the exciton in insensitive to
the underlying potential fluctuation. Since no evidence of
peak splitting is observed, the localization length in the nar-
row wells can still taken to be around 14 nm. The fact that no
splitting is observed furthermore implies that j0 /j,1/2 so
we estimate the correlation length in this case to be 4–6 nm.
~iii! Wells with GI at the top interface show a weak split-
ting of the exciton peak, but no pinning of peak energies.
The shape of the spectra agrees with simulation results in an
intermediate regime, where island sizes approach half of the
localization length, around 6–8 nm in this case. Here, the
island size is also approaching the exciton diameter and the
averaging of the potential becomes less important.
~iv! When growth is interrupted at both interfaces, islands
become sufficiently large for the ODOS to split into discrete
levels. From Fig. 6 we observe that the ML splitting is more
pronounced in thinner wells, where the localization length is
shorter. Comparison with simulations indicates that correla-
tion lengths comparable to j0 in thicker wells and up to 2j0
in thinner wells match our observations, giving a typical po-
tential correlation length in all wells of 15–20 nm.
Growth-interruption is known to result in the formation of
large growth islands on the GaAs surface, with sizes of more
than 50 nm.12,13 In samples with GI at both interfaces, we
therefore attribute the observed 15–20 nm correlation length
of the quantum well potential to the typical island size on the
GI AlAs surface. When growth is not interrupted at the bot-
tom interface ~case iii!, the island size is reduced to 6–8 nm.
During GI, the AlAs surface therefore relaxes by enlarging
the island size by a factor of 2–3, consistent with a slow
surface diffusion of Al. Using GI only at the bottom interface
~case ii!, the observed potential correlation length is 4–6 nm.
Knowing that typical island sizes on the GI AlAs surface are
significantly larger, this length represents the island size on
the non-GI GaAs surface. This is in agreement with STM
studies on non-GI GaAs surfaces ~grown at 580 °C) which
have shown typical island sizes of 3–6 nm.13 The deduced
roughness length scales of 4–6 nm and 6–8 nm at non-GI
top and bottom interfaces, respectively, are also consistent
with the observed <3-nm combined potential correlation
length in Wafer 1.
From the small variations in ML peak positions within
each wafer and between wafers grown under similar condi-
tions, we conclude that atomically smooth monolayer-high
islands are formed on both AlAs and GaAs surfaces upon GI
during MBE growth. A significant degree of nanoroughness
on the growth islands would necessarily result in greater
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fluctuations of the ML peak positions. Although atomically
smooth AlAs surfaces can be formed during growth, atomic-
scale nanoroughness still arises during overgrowth because
of the segregation of Al atoms into the GaAs quantum well.
This process results in an atomically rough interface, extend-
ing through approximately 2 ML, according to our simula-
tions. Similarly, segregation of Ga atoms into the AlAs bar-
rier also takes place at the top interface. The segregation
length of Ga into AlAs is longer than that of Al in GaAs, but
the effect of Ga segregation on transition energies is smaller
since it occurs in the barrier rather than the quantum well. A
higher degree of segregation might be responsible for a blue-
shift of ML peaks observed with increasing growth
temperatures.11,18 The peak shift reported in these studies,
however, is considerably larger than predicted by our simu-
lations. The combination of surface diffusion during GI re-
sulting in large atomically flat growth islands and atomic-
scale segregation during overgrowth is the origin of the
bimodal character of the interface roughness. In the case of
non-GI quantum wells, the combined effects of small islands
on as-grown surfaces and segregation will result in an nano-
rough interface of increased thickness and a smoother quan-
tum well potential, consistent with a red-shift of lumines-
cence upon GI, observed by us ~Fig. 1! and others, e.g., Ref.
10.
VI. CONCLUSIONS
From the above discussion we stress the following points,
frequently overlooked in the previous literature:
~i! Shifting of ML peaks and observation of sub-ML split-
ting in growth-interrupted quantum wells is due to the finite
quantization energy of excitons localized in monolayer is-
lands with sizes exceeding the exciton localization length.
The localization length, which is determined by the mono-
layer splitting and the exciton mass, can be considerably
larger than the exciton diameter. Positions of ML peaks for
negligible in-plane quantization energy are reproducible in
wafers grown under similar conditions.
~ii! Observation of interface nanoroughness in quantum
wells does not imply nanoroughness on free as-grown sur-
faces. Instead, substantial interface roughness on the atomic
scale is unavoidably introduced through surface segregation
during growth, resulting in a bimodal distribution of the in-
plane disorder potential correlation length, especially impor-
tant in growth-interrupted quantum wells.
~iii! Surface segregation changes the shape of the quan-
tum well potential, increasing ground-state transition ener-
gies as compared to a square quantum well potential with the
same deposited thickness.
In summary, we have argued that atomically smooth
growth islands can be formed on free AlAs and GaAs sur-
faces following growth interruption. The resulting correla-
tion length of the well potential is sufficiently large, com-
pared to the exciton localization length, to cause a monolayer
splitting of the optical density of states. Segregation during
the growth of the wells is responsible for formation of nano-
rough quantum well interfaces. A bimodal interface rough-
ness therefore arises naturally when large atomically smooth
islands are formed during growth. Furthermore, the segrega-
tion modifies the shape of the potential well, causing a blue-
shift of transition energies.
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Instantaneous Rayleigh scattering from excitons localized in monolayer islands
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We show that the initial dynamics of Rayleigh scattering from excitons in quantum wells can be either
instantaneous or delayed, depending on the exciton ensemble studied. For excitation of the entire exciton
resonance, a finite rise time given by the inverse inhomogeneous broadening of the exciton resonance is
observed. Instead, when exciting only a subsystem of the exciton resonance, in our case excitons localized in
quantum well regions of a specific monolayer thickness, the rise has an instantaneous component. This is due
to the spatial nonuniformity of the initially excited exciton polarization, which emits radiation also into
nonspecular directions.
Light emission from resonantly excited excitons in semi-
conductor quantum wells ~QW! receives continued interest.
In particular, the emission dynamics after a short-pulse exci-
tation is discussed.1–4 The scattering of the excitation light
into a nonspecular direction which differs from the transmit-
ted or reflected directions is called secondary emission ~SE!,
and involves scattering processes which are breaking the in-
plane translational invariance of an ideal QW. The temporal
coherence between the scattered and exciting light fields al-
lows a distinction between scattering by static disorder,
which preserves the coherence, and scattering by other qua-
siparticles, like phonons or excitons, which does not preserve
the coherence. If static disorder dominates, the scattering is
elastic and is called Rayleigh scattering. It was noticed early
on2 that excitons in QW’s showed a delayed secondary emis-
sion, unlike what is observed in atomic vapors.5 This is due
to the fact that the spectrally integrated 1s excitonic oscilla-
tor strength is distributed uniformly in the QW plane. Scat-
tering processes within the 1s exciton dispersion do not af-
fect this property. Only when internally excited exciton
states like the 2s or the continuum are mixed with the 1s
state by the scattering, i.e., when the broadening of the exci-
ton resonance is comparable to the exciton binding energy,
this invariance is broken. Exciting the entire 1s exciton reso-
nance only allows the initial macroscopic polarization to ac-
commodate the incoming plane wave uniformly, and the ini-
tial emission occurs in specular directions only—no
instantaneous SE is present. At finite times after excitation,
the spatially varying time dynamics of the microscopic po-
larization, which is induced by the scattering processes, lead
to a spatial disorder of the macroscopic polarization, and SE
~into nonspecular directions! occurs. For static disorder scat-
tering, a quadratic rise of the SE has been predicted6,7 and
observed.3 For high exciton densities, exciton-exciton scat-
tering was found to dominate the rise of the SE.2,8 In this
case, the initial dynamics is often described in the Markov-
limit by a linear rise.
In the present work, we show that the delayed rise of the
SE is relying on the excitation of the entire exciton reso-
nance. When exciting only a part of the resonance, the in-
plane uniformity of the initially excited polarization is bro-
ken, and an instantaneous rise of the SE is observed. For
excitons in QW’s, the experimental difficulty to measure
such an instantaneous rise is to optically excite only a part of
the exciton resonance with sufficient temporal resolution,
i.e., with a pulse that is wider than the spectral width of the
excited exciton distribution. This becomes possible when the
exciton resonance is split into separated peaks, which can be
achieved by growing QW’s with a growth interrupt on both
interfaces. The formation of growth islands larger than the
exciton localization length9,10 during the growth interrupt
leads to a splitting of the excitonic absorption into distinct
lines corresponding to regions of the QW differing in effec-
tive thickness by one monolayer ~ML!. To compare both
cases of the initial SE dynamics, we investigate two different
samples, grown with or without growth interruption. While
the spectral widths of the excited excitonic distributions are
similar in both samples, the SE rise is different, instanta-
neous for the monolayer peak of the growth interrupted
sample, and delayed for the continuously grown sample.
The two investigated samples are GaAs single quantum
wells ~SQW’s! grown on GaAs ~100! wafers. The first
sample ~CG! was grown without growth interrupt, and con-
tains a 12 nm thick GaAs well embedded in Al0.3Ga0.7As
barriers. In this sample, the surface growth islands are
smaller than the exciton Bohr radius, and the segregation as
well as the alloy disorder in the barriers introduce a disorder
potential with an atomic scale correlation length. The sample
shows an asymmetric excitonic absorption line shape ~see
Fig. 1!. Such a line shape is typical for excitons localized by
a potential with a correlation length much smaller than the
exciton radius.11
The second sample ~GI! contains a nominally 11 nm thick
GaAs well embedded in AlAs barriers. The growth has been
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interrupted for 120 s at each interface to enable the formation
of larger monolayer islands on the respective surfaces. This
results in a splitting of the exciton resonance into so-called
monolayer peaks, which are related to excitons localized in
QW regions with effective thicknesses differing by integer
monolayers. The broadening of each monolayer peak is due
to the finite size of the growth islands, leading to varying
in-plane quantization energies, and due to an atomic-scale
interface roughness formed by segregation during the over-
growth on the surfaces. We have chosen a rather wide GaAs
well in order to reduce the spectral width of the monolayer
peaks originating from the atomic-scale interface roughness.
However, the monolayer splitting is reduced by the same
factor, while the in-plane quantization energies are constant,
and thus the monolayer peaks are not as well distinguished
as for narrower wells. Rotation of the substrate was stopped
during the growth of the well in order to achieve a continu-
ous variation in well thickness across the wafer. This allows
us to tune the well thickness for the best linewidth. More
details about the growth and characterization are given in
Ref. 9. In the following experiments we choose the sample
position 20.2 ML in Fig. 1. The samples are placed in a
helium cryostat at a temperature of 5 K. The exciton reso-
nance is excited by optical pulses from a mode-locked
Ti:sapphire laser spectrally shaped to about 1 ps Fourier-
limited pulse width. The SE in various directions is spec-
trally filtered by a monochromator and detected by a syn-
chroscan streak camera with a time resolution of about 3 ps.
The angular resolution achieved by the second dimension of
the streak camera was adjusted to the speckle size, i.e., to the
diffraction limit of the emission from the excited area on the
sample.12 The spectral resolution of about 1 meV rejects non-
resonant emission, but does not deteriorate the temporal
resolution. All presented data were taken with excitation in
Brewster angle and detection normal to the sample, through
an analyzer parallel to the linear excitation polarization.
From the temporally and directionally resolved emission
intensity I(t ,qW ), the speckle analysis technique12–15 can de-
duce the average emission intensity I(t), and the average
coherence c5Icoh/ I¯ where the average is taken over the scat-
tering directions qW at fixed time, and Icoh is the SE intensity
which is coherent to the excitation ~RRS!. A simple model12
for localized 1s excitons in a SQW is a spatially homoge-
neous distribution of oscillators with Gaussian distributed,
spatially uncorrelated transition frequencies of variance s .
Each state has the same polarization decay rate due to radia-
tive loss and phonon dephasing, G5G rad1Gphon . For the







The measured I(t) and c(t) are displayed in Fig. 2 for the
two investigated samples. The corresponding SE spectra are
shown in the inset together with the exciting laser pulse. The
full width at half maximum ~FWHM! of the SE spectra are
0.42 ~0.4! meV for the sample GI ~CG!, corresponding to
s2153 ps ~3.3 ps!. The laser spectra are of 2.3 meV
~1.4 meV! FWHM, corresponding to 0.8 ps ~1.3 ps! long
pulses. Both samples show, after the initial transient, an ex-
ponential decay of the secondary emission intensity with
16 ps ~19 ps! decay time, and of the emission coherence with
66 ps ~74 ps! decay time, respectively. From the decay we
deduce according to Eq. ~1! a G rad of 21 meV ~17 meV), and
a Gphon of 5 meV ~4.5 meV). Both the lifetime and the
dephasing times are thus much longer than the inverse inho-
mogeneous broadening, which implies that the initial dynam-
ics is dominated by the inhomogeneous broadening and that
the initial SE is dominantly RRS.
The initial dynamics for both samples is displayed on a
linear scale in Fig. 3 together with the response function of
the streak camera. The dynamics according to Eq. ~1!, con-
voluted with the streak response, is given by the solid lines
(a51), using the parameters given above. The data for the
GI sample show a much faster rise than this calculation,
while the data from the CG sample are in full agreement.
FIG. 1. Optical density of the excitonic resonance in the inves-
tigated SQW samples, deduced from the photoluminescence at 30 K
lattice temperature. Left: sample GI, a growth interrupted 11 nm
GaAs/AlAs well at several positions along the thickness gradient.
The labels give the estimated differences in the average well thick-
ness for the different positions. Right: sample CG, a continuously
grown 12 nm GaAs/Al0.3Ga0.7As well.
FIG. 2. Secondary emission intensity ~open circles! and its co-
herence ~closed squares! deduced from the speckle statistics. Left:
sample GI for the 20.2 ML position. Right: sample CG. In the
insets the intensity spectra of the respective exciting pulse ~dotted
line! and secondary emission ~solid line! are shown.
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The dynamics in the GI sample thus do not show the qua-
dratic rise given by the inhomogeneous broadening as pre-
dicted by Eq. ~1!, but a much faster response, indicating an
instantaneous contribution to the RRS.
To include the influence of growth islands into the model
of Eq. ~1!, we can assign to each exciton a monolayer thick-
ness, where the spatial distribution of the monolayers is ran-
dom on a length scale of the light wavelength. Only excitons
belonging to the selected monolayer are optically excited,
and are thus contributing to the SE. With the probability a of






The calculated initial dynamic for different a and neglect-
ing G rad and Gphon is shown in the inset of Fig. 3. The SE
intensity acquires an instantaneous contribution of a fraction
12a of the total signal. For a small concentration of excited
resonances, as it is the case in atomic vapors or for impurity-
bound excitons in bulk semiconductors, the predicted RRS
rise is thus completely instantaneous. For the present case of
excitons localized in monolayer islands, typically 2–3 differ-
ent monolayer thicknesses exist for a given average
thickness,9,16,17 which is compatible with a’0.4. In this
case, both an instantaneous and a delayed component is ex-
pected. The calculation using Eq. ~2! convoluted with the
streak camera response is given as a dashed line in Fig. 3. It
agrees with the data on the GI sample. We thus conclude that
the dynamics of the CG sample is well described by the
model with a spatially homogeneous distribution of the op-
tically excited excitons. In contrast, the GI sample shows a
faster rise, which is instantaneous within our time resolution.
We assign this instantaneous RRS contribution to the spatial
nonuniformity of the excitons belonging to one monolayer
thickness. This behavior is illustrated in Fig. 4.
In the CG sample ~upper row!, the initially excited polar-
ization is constant (st50), while in the GI sample, only the
regions of the selected monolayer thickness are excited, and
the polarization has a corresponding spatial pattern, which
implies that RRS is present already at st50. For a finite time
after excitation (st50.5), the initially in-phase excited po-
larization from the individual localized excitons becomes out
of phase, due to their different eigenenergies, which leads to
a spatially varying macroscopic polarization. After the initial
transient (st52), the phases of the individual excitons are
fully random, and strong SE occurs. This is equivalent in the
GI structure, but here, the initial spatial variation is only
weakly increasing at later times.
The length scale of the monolayer islands is about9 20 nm,
significantly lower than the wavelength of the emitted light.
The SE is thus emitted isotropically in all directions. Since
the growth islands are rather small, typically only one local-
ized exciton state is situated in each island, and the phase of
the macroscopic polarization has a common time evolution
within one island. On a length scale of 10 nm, the spatial
pattern of the macroscopic polarization is thus markedly dif-
ferent for the two investigated structures, which might be
important in modelling the long-term RRS dynamics by mi-
croscopic models for QW’s with large correlation lengths of
the disorder potential.18
In conclusion, we have demonstrated that the initial dy-
namics of the SE from excitons in QWs can acquire an in-
stantaneous contribution in a situation where the excited ex-
citon polarizability is spatially nonuniform. This is expected
not only to be important in the investigated case of a mono-
layer peak, but also for samples of larger disorder, in which
internally excited states of the exciton are mixed into the
broadened 1s excitonic resonance.
The samples were grown at III-V Nanolab, a joint labo-
ratory between Research Center COM and the Niels Bohr
Institute, Copenhagen University. The authors wish to thank
Dr. C.B. Sorensen for his assistance with the MBE growth,
P. Borri for stimulating discussions, and Tele Danmark R/D
for the donation of experimental equipment. This work
was supported by the German Science Foundation ~DFG!
within the ‘‘Schwerpunktprogramm Quantenkoha¨renz in
Halbleitern.’’
FIG. 3. Initial secondary emission intensity dynamics ~circles!,
compared with the prediction of Eq. ~1! ~solid! and Eq. ~2! for a
50.4 ~dashed!, and the instrument response ~dotted!. Left: sample
GI for the 20.2 ML position. Right: sample CG. The inset shows
I¯(t) from Eq. ~2! for various values of a and G rad5Gphon50.
FIG. 4. Illustration of the spatial dynamics of the macroscopic
polarization following excitation of the whole exciton resonance
~top! or only one monolayer peak ~bottom!. The grayscale is linear,
and centered at zero. The pictures have been generated from a 64
364 array of resonances with Gaussian-distributed eigenenergies,
excited at t50 by a d pulse. In the case of the GI, the resonances
are only active at the positions given by the pattern visible at st
50, for which a50.5.
RAPID COMMUNICATIONS
PRB 61 R10 557INSTANTANEOUS RAYLEIGH SCATTERING FROM . . .
1 H. Stolz, D. Schwarze, W. von der Osten, and G. Weimann, Phys.
Rev. B 47, 9669 ~1993!.
2 H. Wang, J. Shah, T. Damen, and L. Pfeiffer, Phys. Rev. Lett. 74,
3065 ~1995!.
3 S. Haacke, R. Taylor, R. Zimmermann, I. Bar-Joseph, and B.
Deveaud, Phys. Rev. Lett. 78, 2228 ~1997!.
4 D. Birkedal and J. Shah, Phys. Rev. Lett. 81, 2372 ~1998!.
5 S. Haroche, in High Resolution Laser Spectroscopy, Vol. 13 of
Topics in Applied Physics ~Springer, Berlin, 1976!, pp. 253–
313.
6 R. Zimmermann, Nuovo Cimento D 17D, 1801 ~1995!.
7 D. S. Citrin, Phys. Rev. B 54, 14 572 ~1996!.
8 S. Haacke, G. Hayes, R. A. Taylor, B. Deveaud, R. Zimmermann,
and I. Bar-Joseph, Phys. Status Solidi B 204, 35 ~1997!.
9 K. Leosson, J. R. Jensen, W. Langbein, and J. M. Hvam, Phys.
Rev. B 61, 10 322 ~2000!.
10 H. Castella and J. W. Wilkins, Phys. Rev. B 58, 16 186 ~1998!.
11 R. Zimmermann and E. Runge, J. Lumin. 60-61, 320 ~1994!.
12 W. Langbein, J. M. Hvam, and R. Zimmermann, Phys. Rev. Lett.
82, 1040 ~1999!.
13 W. Langbein and J. M. Hvam, in Advances in Solid State Physics,
edited by B. Kramer ~Vieweg, Braunschweig, 1999!, Vol. 39,
pp. 463–472.
14 E. Runge and R. Zimmermann, in Advances in Solid-State Phys-
ics, edited by B. Kramer ~Vieweg, Braunschweig, 1999!, Vol.
39, pp. 423–432.
15 W. Langbein and J. M. Hvam, Phys. Status Solidi A. ~to be pub-
lished!.
16 D. Gammon, B. V. Shanabrook, and D. S. Katzer, Phys. Rev.
Lett. 67, 1547 ~1991!.
17 R. F. Kopf, E. F. Schubert, T. D. Harris, and R. S. Becker, Appl.
Phys. Lett. 58, 631 ~1991!.
18 V. Savona, S. Haacke, and B. Deveaud, Phys. Rev. Lett. 84, 183
~2000!.
RAPID COMMUNICATIONS
R10 558 PRB 61LANGBEIN, LEOSSON, JENSEN, HVAM, AND ZIMMERMANN
Second-harmonic imaging of semiconductor quantum dots
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Resonant second-harmonic generation is observed at room temperature in reflection from
self-assembled InAlGaAs quantum dots grown on a GaAs ~001! substrate. The detected
second-harmonic signal peaks at a pump wavelength of ;885 nm corresponding to the quantum-dot
photoluminescence maximum. In addition, the second-harmonic spectrum exhibits another smaller
but well-pronounced peak at 765 nm not found in the linear experiments. We attribute this peak to
the generation of second-harmonic radiation in the AlGaAs spacer layer enhanced by the local
symmetry at the quantum-dot interface. We further observe that second-harmonic images of the
quantum-dot surface structure show wavelength-dependent spatial variations. Imaging at different
wavelength is used to demonstrate second-harmonic generation from the semiconductor quantum
dots. © 2000 American Institute of Physics. @S0003-6951~00!00932-3#
Second-harmonic generation ~SHG! is extremely sensi-
tive to the symmetry of materials1 and is widely used as a
nondestructive and noncontact probe of surfaces and
interfaces.2 Furthermore, starting with the first experiments
on spatially resolved SHG from a dye monolayer,3 SHG mi-
croscopy has appeared as a very useful characterization tool
for inhomogeneous surfaces. It has recently been applied to
imaging of periodically poled ferroelectric domains,4 poled
silica waveguides,5 and domain walls,6 domain structures in
epitaxially grown magnetic garnet films7 and polymer
monolayers,8 and polar orientational distribution in thin
polymer films.9 Semiconductor quantum dots ~QDs!, whose
unique properties promise wide applications in
optoelectronics,10 is yet another interesting object for SHG
microscopy. The electronic eigenstates of the QDs are
strongly influenced by their sizes and shapes as well as by
strain and piezoelectric fields.11 Self-assembled InAs/GaAs
QDs have been extensively studied with various methods,10
however, the wealth of information encoded in the nonlinear
optical coefficients is still largely unexplored. As far as SHG
is concerned, the main problem is related to the fact that
GaAs possesses very large second-order susceptibilities,12 so
that any second harmonic ~SH! radiation from the QDs has
to be distinguished from the SH generated in GaAs. Our idea
is to use SHG in configurations where the bulk and surface
contributions are forbidden for a homogeneous sample, so
that the only source of SHG is associated with nanostructures
embedded in the host material.13
In this letter, we demonstrate that, for normal incidence
of resonant pump radiation, SHG in reflection from a sample
containing selfassembled In0.50Al0.08Ga0.42As QDs grown on
a GaAs ~001! substrate is dominated by the SH radiation
from the QDs. The spectral analysis shows correspondence
to the energy eigenstates characterized by photolumines-
cence ~PL! measurements. The wavelength dependence of
the SH signal is found to exhibit another peak at 765 nm,
which is related to the interface between the QD layer and
the AlGaAs spacer layer. Furthermore, we present prelimi-
nary results on wavelength resolved SH imaging of QDs
conducted for different linear polarizations of the SH radia-
tion. Transformation of the SH images when changing the
pump wavelength is observed and attributed to the spatially
varying conditions for SHG generation at the inhomoge-
neous surface and therefore essential for the identification of
the SH radiation from the QDs.
The QD sample used in this work was fabricated by
molecular beam epitaxy, where 6 monolayers of
In0.50Al0.08Ga0.42As were grown with 100 ~20! nm
Al0.16Ga0.84As bottom ~top! spacer layer and 8 nm
Al0.40Ga0.60As barriers terminated with a GaAs cap layer of
20 nm. The molefractions of the QD material was chosen to
fit the energies of the QD states into a wavelength range
accessible with the Ti:sapphire laser used for the SHG, see
the following. The Stranski–Krastanow formation of the
QDs was evident from the reflection high energy electron
diffraction spectrum during growth as well as from atomic
force microscope studies of uncapped QD samples grown
under similar conditions indicating typical QD distances of
50 nm. To remove possible influences from the semi-
insulating ~001! GaAs substrate on the SHG experiments, a
500 nm GaAs buffer layer was grown on top of an etch layer
of 50 nm AlAs. After etching with 10% hydroflouric acid
and lift-off using a wax, the QD sample was mounted on a
high optical quality sapphire substrate using only van der
Waals forces to avoid any additional strain in the sample.
The mounted QD sample was characterized by measur-
ing the PL spectrum at room temperature @Fig. 1~a!#. The PL
spectrum, after excitation with a HeNe laser over two de-
a!Author to whom all correspondence should be addressed; electronic mail:
jeo@com.dtu.dk
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cades of cw power up to 1 mW focused to a spot of
;40 mm, shows two strong resonances: the PL from the
GaAs buffer layer at 870 nm ~1.42 eV! and from the QDs at
the design wavelength of 885 nm ~1.40 eV!. From the spec-
tra we estimate an inhomogeneous broadening of the QDs of
15 nm ~24 meV!, i.e., the QD eigenstates are well separated
from the GaAs absorption band edge. The InAlGaAs wetting
layer resonance appeared as a small shoulder on the GaAs
PL signal at ;810 nm, but was not directly observable in the
SHG experiments.
The experimental setup for SHG microscopy represents
a scanning optical microscope in reflection geometry @Fig.
1~b!#. The linearly polarized light beam from a mode-locked
Ti-sapphire laser (Pvav’50 mW, repetition rate f ’80 MHz,
pulse duration t;200 fs! was focused on the sample surface
at normal incidence with a 340 microscope objective ~the
spot size ;2 mm!, and the sample was scanned along the
surface plane by a stepper-motor driven xy stage. The re-
flected SH radiation was detected with a photomultiplier,
whose output was recorded as a function of the scanning
coordinate ~with the step length of 0.25 mm!. Note that only
at normal incidence is the SHG from the bulk and the surface
forbidden by symmetry. Our first measurements in GaAs
showed that the SHG in reflection ~at carefully adjusted nor-
mal incidence! from a ~001! substrate was negligibly small,
and the SH signal was more than three orders of magnitude
weaker than that from a ~111! substrate.13 We have used an
optical isolator to avoid the reflected pump beam coupling
back into the laser cavity @Fig. 1~b!#. The incident pump
beam was linearly polarized either along the x or y axis in
the experimental setup, and we detected the SH radiation at
two orthogonal linear polarizations x and y . Because of the
lift-off of the sample, the crystal axis of the sample was
unknown. However, in the investigations of the SH signals
for the four different combinations of linear polarizations
between the incident pump and the detected SHG signal, the
SH signal in the yy configuration was on average one order
of magnitude larger than that in the other combinations ~data
not shown!. With the investigated QD sample and the polar-
ization configuration with the best SHG yield, a resonant
pump power of about 50 mW at the sample resulted in SH
signals in the range 103 – 104 counts/s. This signal level al-
lowed us to use a count time of 0.1 s and to record SH
images containing 1003100 points within ;16 min.
The main features observed in our experiment are ~i! the
spatial dependence of the SH signal, ~ii! the transformation
of the SH image with the wavelength ~Fig. 2!, and ~iii! the
wavelength dependence of the average SH signal ~Fig. 3!.
Strong enhancement of the average SH signal at ;885 nm
with the width of the enhancement (,20 nm) being compa-
rable to the linear QD PL spectrum is observed @cf. Figs. 3
and 1~a!#. This indicates that the detected SH radiation origi-
nates from QDs, whose energy states are inhomogeneously
broadened. With the spot size obtainable in far-field micros-
copy, the incident beam interacts with a large (;104) num-
ber of QDs and the SH signal averages out the responses of
individual QDs. However, we have observed that the SH
images show strong variation in the SH signal ~Fig. 2!. This
feature can be attributed to variations mainly due to the local
FIG. 1. ~a! Photoluminescence characterization of the QD sample for three
different HeNe ~632.8 nm! laser light intensities ~solid! revealing the GaAs
buffer layer at 870 nm and the QD resonance at the design wavelength of
885 nm. The extracted QD resonance with a linewidth of 15 nm from line
shape analysis is shown as a dashed line. ~b! The second-harmonic imaging
setup in reflection with a PMT: photomultiplier, BS: beam splitter, S:
sample, M: mirror, L: focusing lense, OI: optical isolator, F: filter, A: ana-
lyzer, and P: polarizer.
FIG. 2. Room temperature second-harmonic images recorded at pump
wavelengths of: ~a! 896 nm, ~b! 885 nm, ~c! 879 nm, and ~d! 875 nm.
FIG. 3. The spectral changes of the SHG signal recorded at the darker spot
~open circles! in the center ~dark area! and at the brighter spot to the left
~open triangles! of the images in Fig. 2. The vertical arrow indicates the
absorption band edge for GaAs at 870 nm.
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surface orientation since the large number of QDs average
their spatial variation and their individual optical response.
Since the positions of bright and dark spots were found to be
stable with respect to the pump wavelength, we believe that
bright spots represent the areas that are locally tilted with
respect to the average surface plane. Such a tilt would break
the symmetry and allow SHG from the bulk, i.e., from the
GaAs buffer layer. Therefore, one should expect that the SH
signal from bright spots may contain a substantial contribu-
tion from the bulk SHG. Indeed, the main peak in the SHG
spectrum obtained at the bright spot is shifted toward lower
wavelengths ~in comparison with the peak from the dark
spot! and exhibits a pronounced shoulder at the wavelength
of 870 nm corresponding to the maximum of PL from the
GaAs buffer layer ~Fig. 3!. Actually, a similar ~but less pro-
nounced! shoulder is also seen in the main peak obtained at
the dark spot indicating that, even at normal incidence, there
is a ~relatively weak! bulk contribution to SHG. This contri-
bution can be accounted for by the fact that the pump light is
scattered by the embedded nanostructures so that the local
normal incidence condition is not fulfilled for the scattered
light. The same reasoning can be used to explain a second
peak in the SHG spectrum at 765 nm ~Fig. 3!, which corre-
sponds to the room temperature band gap of the
Al0.16Ga0.84As spacer layer.14 Finally, let us notice that the
shape of the dark spot depends on the pump wavelength
~Fig. 2!. We believe that this modification can be related to
the interplay between the SHG response from the dark and
bright areas with different spatial and spectral SHG response.
The observed features demonstrate that the wavelength re-
solved SHG microscopy is a very sensitive tool for investi-
gation of nanostructured semiconductors.
In conclusion, we have demonstrated SHG from semi-
conductor QDs at room temperature using resonant sample
illumination at normal incidence. In this configuration, the
second-order nonlinear optical susceptibility x (2) due to bulk
and surface contributions from the different semiconductor
layers composing the structure is ideally zero. The SHG
spectrum is peaked at 885 nm in accordance with the
InAlGaAs QD spectrum of the PL. Scanning over the sample
surface was used to map the strength of SHG over a surface
area of 12.5312.5 mm2. The SH imaging was used to sepa-
rate the SH signals from the QDs and the GaAs bulk, whose
contribution notably increases when the normal incidence
condition deteriorates. This furthermore enabled the observa-
tion of a second peak in the SHG spectrum at 765 nm result-
ing from light scattering at the interface between the QD
layer and the AlGaAs spacer layer. Finally, we would like to
stress that, contrary to the PL characterization technique, the
SHG microscopy in reflection used in this work is inherently
insensitive to the presence of a GaAs substrate even at room
temperature. It can therefore be successfully used at room
temperature to study embedded nanostructures without etch-
ing away a substrate.13 This is normally a complicated pro-
cedure which makes subsequent characterization, e.g., deter-
mination of the orientation of the crystal axis, very difficult
because of reduced sample quality. We believe that further
exploration of this technique would enable us to investigate
various fascinating phenomena such as the influence of strain
and piezoelectric fields on the QD characteristics.11
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Ultranarrow polaritons in a semiconductor microcavity
J. R. Jensen,a) P. Borri,b) W. Langbein,b) and J. M. Hvam
Research Center COM, The Technical University of Denmark, Building 349, DK-2800 Kgs. Lyngby,
Denmark
~Received 26 January 2000; accepted for publication 4 April 2000!
We have achieved a record high ratio ~19! of the Rabi splitting ~3.6 meV! to the polariton linewidth
~190 meV!, in a semiconductor l microcavity with a single 25 nm GaAs quantum well at the
antinode. The narrow polariton lines are obtained with a special cavity design which reduces the
exciton broadening due to scattering with free charges and has a very low spatial gradient of the
cavity resonance energy. Since the static quantum-well disorder is very small, the polariton
broadening is dominantly homogeneous. Still, the measured linewidths close to zero detuning
cannot be correctly predicted using the linewidth averaging model. © 2000 American Institute of
Physics. @S0003-6951~00!02922-3#
Since the first realization of a semiconductor microcav-
ity ~MC! structure showing a Rabi splitting of the cavity
polaritons ~CP!,1 the strong-coupling regime of excitons and
photons in this two-dimensional system has been studied in-
tensely. Much work has been focused on understanding the
behavior of the CP linewidth as a function of detuning, and it
is still debated if the linewidths can be fully described using
linear dispersion theory or if additional effects such as mo-
tional narrowing have to be taken into account.2,3 However,
little progress has been reported on realizing MCs with CP
lines narrower than 0.5 meV, which is interesting, e.g., for
bistable devices.4
Stanley et al.5 have reported a very narrow bare cavity
linewidth of 120 meV obtained in a structure grown by
molecular-beam epitaxy ~MBE!. They conclude that the
width is limited by the curvature of the thickness of the
epitaxial layers across the sample. Bare excitonic resonances
of the same width may also be obtained in wide
GaAs/Al0.3Ga0.7As quantum wells at low temperatures,6
where the influence of quantum-well disorder is negligible
and the homogeneous broadening due to phonon scattering is
small. Yet, for a wide GaAs quantum well in a MC, the CP
linewidths that have been obtained are much broader than
expected from the bare linewidths.7 Instead, the narrowest
CPs have been obtained using a shallow InGaAs/GaAs quan-
tum well where the excitonic resonance is broadened by
quantum-well disorder.8
In this letter, we demonstrate that ultranarrow CP lines
can be obtained using a single 25 nm GaAs quantum well
confined by a low barrier potential, similar to shallow
InGaAs/GaAs quantum wells. Two samples with different
barriers, in the following labeled S1 and S2, were grown by
MBE for comparison. Both samples consist of a 25 nm
GaAs/Al0.3Ga0.7As quantum well placed at the antinode of a
l cavity, with a 25 ~16! period AlAs/Al0.15Ga0.85As Bragg
reflector at the bottom ~top!. In S1 the quantum well is sur-
rounded by Al0.3Ga0.7As barriers forming the spacer layer of
the cavity, whereas in S2 the quantum well has 5-nm-wide
Al0.3Ga0.7As barriers and the rest of the spacer layer consists
of digitally alloyed Al0.05Ga0.95As. Both structures were
grown with a V/III flux ratio of approximately 8, a substrate
temperature of 630 °C, and a growth rate of 1 mm/h. The
samples were rotated during growth of the Bragg reflectors
and the quantum well but stopped at a specific angle for the
growth of the spacer layers on each side of the quantum well,
generating a thickness gradient across the sample.
The photoluminescence ~PL! spectra of S1 and S2,
shown in Fig. 1, were obtained by exciting the quantum
wells with a Ti:sapphire laser through the cavity resonance,
which was tuned to an energy more than 30 meV above the
exciton resonance. The power density of the laser was
0.3-0.9 W/cm2. Both the heavy-hole exciton (Xhh) and the
light-hole exciton (X lh) are visible, as well as a low-energy
shoulder on the Xhh peak. This resonance is ascribed to ex-
citons bound to free carriers ~trions!, in agreement with mea-
surements showing a constant intensity ratio of the low-
energy shoulder to the Xhh peak over two orders of
magnitude of the excitation power. The full width at half
maximum ~FWHM! of the heavy-hole exciton peak in S1
~S2! is 440 meV ~220 meV!. From the PL spectra we con-
clude that a significantly larger free-carrier density is present
in S1 than in S2, giving rise to a more intense trion peak and
a!Electronic mail: jrj@com.dtu.dk
b!Present address: Lehrstuhl fu¨r Experimentelle Physik EIIb, Universita¨t
Dortmund, Otto-Hahn Str. 4,D-44221 Dortmund, Germany.
FIG. 1. Photoluminescence spectra of ~a! S1 and ~b! S2 at T511 K. The
labeled peaks correspond to the heavy-hole (Xhh) and light-hole (X lh) exci-
tons.
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larger homogeneous broadening due to a higher free-carrier
scattering rate. A broadening of the excitonic resonance due
to charged states has also been reported for other MC
structures.9
Since S1 and S2 are nominally undoped, the charges in
the structures most likely originate from background p dop-
ing, due to carbon incorporation during growth. The largest
contribution is expected from the AlAs Bragg layers, since
previous experiments have shown that the background dop-
ing concentration increases with the Al molefraction in
AlGaAs.10 Hence, the total concentration of dopants is ap-
proximately the same in S1 and S2, but due to the lower
band gap of the spacer layer in S2 a smaller density of free
charges can accumulate in the quantum well before band-
bending makes it energetically favorable to tunnel out into
the spacer layer.
In Fig. 2 the broadband reflectivity spectrum is shown
for two positions on S2 18 mm apart. For all the reflectivity
measurements reported here, white light was focused to a
diffraction-limited spot size of 75 mm (NA50.0065) on the
sample at normal incidence. For this value of the numerical
aperture, the angle of the light cone is small enough to avoid
a broadening of the cavity linewidth5 due to the k dispersion,
and at the same time the spot size is so small that the shift of
the cavity energy within the probe spot is always signifi-
cantly less than the cavity linewidth. The measurements
shown in Fig. 2 were obtained for the cavity energy tuned
below the exciton resonance, where the properties of the bare
cavity can be obtained. As expected, the position of the stop
band is the same since the Bragg reflectors have a uniform
thickness, but due to the wedge of the spacer layer the cavity
resonance energy is shifted. The gradient of the cavity reso-
nance energy is 1.5 meV/mm, which is a factor of 5 lower
than what is obtained with our MBE system if the whole MC
is wedged. This large reduction of the gradient is in agree-
ment with theoretical calculations showing that the cavity
resonance energy is more dependent on the penetration depth
into the Bragg reflectors than the spacer layer thickness.11
The low gradient of the cavity energy achieved here is
very important in order to avoid a broadening of the cavity
linewidth due to the shift of the cavity energy within the
optimal probe spot area.5 However, with this design the
width of the cavity resonance is not constant across the struc-
ture, as shown in Fig. 2. Since the reflectivity of a Bragg
reflector is highest in the middle of the stop band, the cavity
linewidth increases when it is detuned from the center due to
a reduced photon lifetime in the cavity. The dashed line in-
dicates the calculated cavity linewidths for S2 obtained from
a tranfer matrix model. Except for two regions, where the
measured linewidths are significantly larger than the calcu-
lated values, the agreement is very good. We attribute the
increased linewidth to absorption features below the exciton
resonance in the quantum well, probably due to defect states.
We conclude that within a region of 15 meV from the center
of the stop band the measured cavity linewidth is practically
constant in such a structure, and theoretically it only in-
creases by 10%.
The reflection spectrum of S2 for the cavity resonance
tuned to the energy of the heavy-hole exciton is shown in
Fig. 3. The three CP lines correspond to the mixed states
between the bare cavity, and the heavy- and light-hole exci-
tons. All three lines are well fitted by Lorentzian line having
the same width of g5190 meV, indicating a dominating ho-
mogeneous broadening. Indeed, for the 25 nm quantum well,
an inhomogeneous broadening well below 60 meV has been
measured,6 leaving mostly homogeneous broadening mecha-
nisms for the polaritons, e.g., their radiative decay, and ex-
citon dephasing due to phonon scattering and free-carrier
scattering. For these measurements a high-resolution spec-
trometer was used with a resolution of 30 meV. Note that in
S1 the measured reflectivity spectrum showed a much bigger
CP linewidth of ’1 meV. The fit of the CP energies as a
function of detuning was obtained by diagonalizing the
Hamiltonian of the system,
F Ehh 0 \Vhh0 E lh \V lh






where Ecav , Ehh and E lh are the energies of the bare cavity
resonance, heavy-hole exciton, and light-hole exciton, and
the detuning is Ecav2Ehh . \Vhh and \V lh are the coupling
strengths of the photon to the heavy-hole and light-hole ex-
citons, and correspond to half the Rabi splittings. For the fit,
the values of Ehh and E lh were fixed to the transition energies
obtained from the PL measurement, and we found \Vhh
51.8 meV and \V lh51.1 meV, in good agreement with pre-
vious measurements.12 The ratio of the heavy-hole Rabi
FIG. 2. ~a! Reflection spectra of S2 (T511 K) at two different positions on
the sample, where the cavity resonance is tuned below the excitonic reso-
nance. ~b! The measured ~triangles! and calculated ~dashed line! Lorentzian
cavity linewidths ~FWHM! as a function of the cavity resonance energy.
FIG. 3. ~a! Measured reflection spectrum ~dashed line! of S2 at zero detun-
ing, and best fit obtained with three Lorentzian lines ~solid line!. ~b! Mea-
sured ~circles! and fitted ~solid lines! energies of the polaritons as a function
of detuning.
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splitting to the linewidth in this sample is 2\Vhh /g519,
which is approximately a factor of 2 better than the highest
value reported so far.8
In Fig. 4, the measured linewidths of the CP branches
are shown as a function of detuning at T511 K. Due to the
shallow reflectivity dips obtained for the exciton-like polari-
tons at large detunings, precise fits of all the linewidths could
not be obtained over the full detuning range shown in Fig. 3.
For negative detuning the mixing of the three bare states is
weak, and we observe almost constant linewidths of the CPs.
In this region, the width of the lower CP corresponds to the
bare cavity, and the value is in good agreement with the
measurements described previously. The widths of the
middle and upper CPs correspond to the nonradiative broad-
ening of the heavy- and light-hole excitons,13 however, they
are 60–80 meV below the values obtained from PL. This
difference is attributed to the different experimental condi-
tions of the two measurements, e.g., the exciton resonance
observed in the PL may be broadened due to photoinduced
charges in the quantum well. Around zero detuning the line-
widths cross, as the excitonic and photonic contents of the
polaritons change due to the strong mixing. For positive de-
tuning, the upper polariton has a dominating photonic con-
tent, so the abrupt increase in the linewidth observed here is
explained by increased absorption in the cavity resonance
due to the proximity of the continuum edge of the quantum
well.
In order to compare the measurements with theory, we
have calculated the CP linewidths using the linewidth aver-
aging model,
gpol5uc1u2ghh1uc2u2g lh1uc3u2gcav . ~2!
Here, the nonradiative linewidths of the excitonic states
were assumed to be constant, ghh5g lh5130 meV. The
change of gcav due to absorption was empirically modeled
using the tail of a Lorentzian, and assuming a constant 270
meV linewidth in the absence of absorption.
We note two important differences between the mea-
sured and calculated values. First, the measured lower CP
linewidth drops more steeply close to zero detuning than the
calculated value, and second, the crossing of the upper and
lower CP linewidths is shifted about 1 meV below the cal-
culated crossing point. Both the steepness and the crossing
point are practically insensitive to variations in ghh , g lh , and
gcav , and almost entirely determined by the values of c1 , c2 ,
and c3 . However, the accurate fit of the eigenvalues in Fig. 3
show that c1 ,c2 , and c3 are well determined. We emphasize
that our structure is a three-level system while most other
structures studied both experimentally and theoretically are
two-level systems, which implies that zero detuning in our
definition (Ehh5Ecav) is not directly comparable to zero de-
tuning in other structures. It is more relevant to compare with
the detuning for which the upper and lower polaritons have
equal excitonic and photonic contents, which is at 1.2 meV
in S2. Indeed, at this value of the detuning, the lower CP is
narrower than the upper CP, as predicted in Ref. 14.
Temperature-dependent measurements have been carried out
in order to investigate this effect further, which are described
elsewhere.15
In conclusion, we have shown that MCs with ultranar-
row homogeneously broadened polariton lines can be real-
ized with a GaAs quantum well if a cavity design with shal-
low energy levels is used, reducing the density of free
carriers in the well. Wedging only the spacer layer during
growth ensures a low gradient of the cavity energy, and we
have experimentally verified that for such a structure the
variation of the cavity linewidth is negligible in a range of 15
meV from the center of the stop band, in agreement with
transfer matrix calculations. Finally, we observe that close to
zero detuning the polariton linewidths are not well predicted
by the linewidth averaging model, indicating that additional
narrowing of the lower polariton is taking place.
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FIG. 4. Comparison of the measured linewidths ~FWHM! with the linewidth
averaging model @Eq. ~2!#. The symbols show the measured values and the
lines show the calculated values for the lower polariton ~filled squares/solid
line!, the middle polariton ~open circles/dashed line!, and the upper polar-
iton ~filled triangles/dotted line!.
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Direct evidence of reduced dynamic scattering in the lower polariton
of a semiconductor microcavity
P. Borri,* J. R. Jensen, W. Langbein,* and J. M. Hvam
Research Center COM, The Technical University of Denmark, Building 349, DK-2800 Kgs. Lyngby, Denmark
~Received 21 December 1999; revised manuscript received 7 February 2000!
The temperature dependent linewidths of homogeneously broadened GaAs/AlxGa12xAs microcavity polari-
tons are investigated. The linewidths of the lower, middle, and upper polariton resonances are measured
directly from reflection spectra at normal incidence (k i50). The linewidth of the lower polariton is found to
be smaller than the linewidths of the middle and upper polaritons at all investigated temperatures ranging from
11 to 100 K. The results clearly show the reduction of dynamic scattering processes in the lower polariton
compared to the middle and upper polaritons, in agreement with theoretical predictions in literature. A non-
trivial temperature dependence of the linewidth is found and its physical origin is discussed.
The optical linewidth of polariton resonances in semicon-
ductor quantum-well microcavities has been the subject of
intense theoretical and experimental work in recent years.
Particular attention has been devoted to the role of the static
structural disorder in the optical response of semiconductor
microcavities in the strong coupling regime. This regime oc-
curs when the damping mechanisms are weak compared to
the exciton-photon coupling, resulting in a normal mode en-
ergy splitting when the cavity mode is close to the exciton
resonance. It has been found experimentally1,2 that at reso-
nance the inhomogeneous linewidth of the lower polariton is
narrower than that of the upper polariton. This has been ex-
plained by a spatial averaging over the disorder potential in
the lower polariton1,3,4 ~motional narrowing! or by a linear
dispersion theory together with an asymmetric lineshape of
the bare quantum well ~QW! excitonic absorption.2 The role
of phonon scattering and polariton-polariton scattering in the
homogeneous polariton linewidth has also been recently dis-
cussed. Polariton-polariton scattering is predicted to be in-
hibited in the lower polariton resonance at k i50 as long as
the scattering involves only the small region of k space,
where the polariton effective mass is very light due to the
photon coupling, resulting in a very small density of states.5
This leads to a threshold density for the polariton-polariton
scattering in the lower polariton branch.5 Experimental re-
sults confirming this prediction have been reported.6,7 How-
ever, due to the inhomogeneous broadening of the investi-
gated samples, the homogeneous linewidth of the polaritons
had to be inferred from nontrivial nonlinear experiments.
Polariton-acoustic phonon scattering is also predicted to be
strongly quenched in the lower polariton branch, as long as
the temperature is low enough to limit the interaction to the
zone where the density of states is very small.8 Indications of
this behavior have been experimentally shown9,10 but again
using indirect techniques, based on interferometric time-
correlated secondary emission on inhomogeneously broad-
ened samples. Moreover, no direct comparison between the
lower and upper polariton homogeneous broadenings was
presented.
In this work we have investigated the temperature-
dependent linewidth of homogeneously broadened microcav-
ity polaritons in the strong coupling regime using white-light
reflection spectra at normal incidence (k i50). The sample
consists of an MBE-grown 25 nm GaAs/Al0.3Ga0.7As single
quantum well placed in the center of a l cavity. An
AlAs/Al0.15Ga0.85As Bragg reflector of 25 ~16! periods was
grown at the bottom ~top! of the cavity. The Al0.3Ga0.7As
barriers are 5 nm thick and the rest of the spacer layer con-
sists of Al0.05Ga0.95As. The spacer layer is wedged, in order
to tune the cavity mode along the position on the sample.
Details on the growth conditions and sample design can be
found in Ref. 11. The white-light source was focused on the
sample with a spot diameter of 75 mm, resulting in a varia-
tion of the cavity resonance over the spot size of only 100
meV, due to the wedged geometry. This variation is more
than a factor of 2 smaller than the cavity linewidth, as shown
in the following. Smaller spot diameters resulted in an in-
creased cavity linewidth due to larger incident k vectors. The
sample was held in an exchange gas cryostat, at temperatures
from T511 to 100 K. For T,40 K, the spectra were detected
using a high resolution spectrometer and a CCD camera,
with a spectral resolution of 15 meV half width at half maxi-
mum ~HWHM!. Above 40 K, a normal resolution spectrom-
eter was used resulting in 50 meV HWHM resolution. All the
linewidths will be given in the paper as HWHM.
The use of a wide GaAs quantum well leads to a homo-
geneously broadened QW exciton absorption resonance, as
experimentally shown in Ref. 12, due to the small effect of
interface roughness on the confined excitons. An absorption
linewidth of 60 meV at 5 K is found at the 1s heavy-hole
exciton, dominated by radiative decay.12 The exciton-photon
coupling in the microcavity structure leads to three polariton
resonances, arising from the mixing of the heavy-hole ~HH!
exciton, light-hole ~LH! exciton, and cavity modes. Measure-
ments at 11 K of the polariton resonances at different detun-
ing between the cavity mode and the HH exciton can be
fitted by a three coupled-oscillator model from which we
have inferred a Rabi splitting of 3.6 meV for the HH and
2.2 meV for the LH excitons.11 The temperature dependence
of the reflectivity spectra for a tuning of the cavity mode
approximately in resonance with the HH exciton is shown in
Fig. 1. The spectra have been corrected for the temperature
induced band-gap shifts by aligning the reflectivity minima
of the lower polariton ~LP!, for better clarity. It can be
clearly seen that the middle ~MP! and upper polariton ~UP!
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linewidths are strongly broadened by increasing the tempera-
ture, while the LP is narrower than MP and UP for T.11 K.
The reflectivity spectrum at 11 K is fitted with a Lorentzian
lineshape at each resonance, as shown in Fig. 2. A linewidth
of 95 meV at each of the resonances is found. At higher
temperatures, the linewidth broadening leads to a partial
merging of the polariton line shapes, especially for the MP
and UP. In this case we have fitted the reflectivity spectrum







where En (n51,2,3) are the three polariton energy reso-
nances and gn are the corresponding linewidths. An are am-
plitude fit parameters, and dn are the relative phases.
The validity of this expression to fit the data has been
checked by simulating the reflectivity spectrum in the micro-
cavity with transfer matrix calculations. A perfect agreement
between the numerical simulations and the formula used was
found. The physical meaning of Eq. ~1! is that the total elec-
tric field associated with the structure has to be calculated, by
summing over the amplitude transmission coefficients of
each resonance, to give rise to the reflectivity spectrum.13
The use of this formula to fit the spectrum at 100 K is shown
in Fig. 2. An excellent agreement between the data and the fit
is found.
Savona and Piermarocchi8 pointed out that a strong reduc-
tion in the temperature-dependent broadening of the LP line-
width compared to the UP is expected when calculating the
scattering rate by acoustic-phonon absorption of the lower
polariton at k i50. In their work, the difference between the
detuning dependence of the homogeneous linewidth result-
ing from the calculation and from linewidth averaging is also
pointed out. The linewidth averaging approach is obtained by
solving the complex eigenvalue problem of the exciton-
photon coupled system8 at k i50. This approach is question-
able when the broadening mechanisms are related to scatter-
ing between different k i , and thus influenced by the different
dispersion in the microcavity compared to the bare QW.8
The linewidth averaging predicts that LP and UP linewidths
are equal at resonance ~zero detuning! for two coupled oscil-
lators. The calculation of Savona and Piermarocchi shows
that the LP linewidth is smaller than the UP one at zero
detuning. Consequently, the crossing point between the LP
and UP linewidths is shifted towards negative detuning, i.e.,
when the cavity resonance is below the exciton resonance,
assuming gHH,gc where gHH and gc are the bare HH and
cavity linewidths, respectively.
In Fig. 3 we show the measured detuning dependence of
the linewidths for the three polariton resonances at three dif-
ferent temperatures, as indicated, and we compare it with the
linewidth averaging in a three-coupled oscillators system.
The detuning is defined as d5Ec2EHH with Ec and EHH
being the cavity and bare HH exciton energies. At 11 K, a
cavity linewidth of 130 meV and a bare exciton linewidth of
75 meV is deduced from the large negative detuning data.
The corresponding detuning dependence expected by line-
width averaging is shown in the lower part of the figure. Due
to the presence of three resonances, the calculated crossing
point is not at d50, and does not correspond to 0.5 photonic
and excitonic content, as in the two-coupled oscillators
model.8 Instead, the crossing point between LP and UP oc-
curs at d51.2 meV where the photonic content is 0.37 and
the total ~HH1LH! exciton content is 0.63 both in the LP
and UP eigenstate.11 From our measurements at 11 K, the
crossing between the linewidths is obtained at d;0. For
large positive detunings, the UP linewidth, which is cavity-
like, is increased by the absorption from the QW continuum.
At 20 K a larger bare-exciton linewidth of about 90 meV is
measured at negative detuning, as expected from enhanced
scattering mechanisms at higher T on the bare exciton. The
crossing point between the LP and UP occurs at a slight
negative detuning. At 70 K the bare exciton linewidth is
above the cavity linewidth, and no crossing between the LP
and UP occurs at any detuning. Therefore, the simple line-
FIG. 1. Reflectivity spectra near zero detuning at different tem-
peratures as indicated. The energy positions are shifted to overlap at
the LP resonance for better clarity.
FIG. 2. Reflectivity spectra ~dotted line! and fits ~solid lines! at
11 and 100 K. The fit at 11 K is a Lorentzian function at each
resonance. The fit at 100 K is obtained using a triple-correlated
Lorentzian function.
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width averaging is not verified by our experimental findings
at any temperature, in agreement with the discussion in Ref.
8.
The physical quantities of interest in the reduced acoustic-
phonon absorption of the LP branch at k i50 are the energy
separation DE , between the LP resonance at k i50 and the
HH bare exciton, and the cutoff (qc) in the wave vector
exchanged between the acoustic phonon and the exciton in
the QW.8,5,10 The k dispersion of the LP branch approaches
the HH bare exciton for k i@0, where a flat dispersion is
recovered due to the large exciton mass. Therefore, DE is the
energy barrier to overcome in order that the excitonlike part
of the LP dispersion becomes available as final states for
scattering via phonon absorption. As long as kBT,DE , only
a small scattering phase space is available and the broaden-
ing in the LP is negligible.8 When kBT.DE , the scattering
rate depends on the comparison between the acoustic phonon
energy associated with qc ~i.e., \vqc with the sound velocity
v) and DE . When \vqc,DE , the phonon scattering of the
lower polariton branch is expected to be several orders of
magnitude smaller than for the bare exciton.10,5 We estimate
\vqc51.24 meV, with v55000 ms21 and10 qc53p/L ,
where L is the width of the quantum well. At d50 we have
DE52 meV and at d51.2 meV, DE51.43 meV. We there-
fore expect in our structure a strong reduction in the
acoustic-phonon absorption rate of the LP, corresponding to
a nearly constant LP linewidth versus temperature until the
LO-phonon absorption becomes active. The MP and UP line-
widths, instead, should almost follow the temperature depen-
dence of the bare QW exciton.8
In Fig. 4 the LP, MP, and UP linewidths versus T are
shown at d50 and d51.2 meV. The temperature depen-
dence of the linewidth of the bare exciton, as expected from
acoustic and optical phonon scattering is also shown ~solid
line!, weighted by the excitonic content at d51.2 meV. An
acoustic phonon coefficient of 2.1 meV/K, and an optical
phonon coefficient of 10 meV are used, in agreement with
the measured dependence in the bare QW,12 and a small
inhomogeneous broadening of 25 meV, which is realistic for
the investigated quantum well, is also included. The mea-
sured temperature dependence in the MP and UP is surpris-
ingly quite different from the one expected by phonon scat-
tering ~even at large negative detuning where the MP and UP
tend to the bare HH and LH exciton!. In particular, the line-
width of MP and UP is always higher than expected, indi-
cating that additional scattering mechanisms are taking
place. We believe that an excess of free carriers in the mi-
crocavity structure, possibly due to unintentional doping of
the Bragg reflectors, is responsible for a polariton scattering
additional to the phonon interaction. The nonlinear increase
of the linewidth up to 40 K could be due to an increased
kinetic energy of the free carriers with temperature. Above
40 K, the linewidth is slightly reduced up to 65 K. This could
be explained by phonon assisted escape of the excess of car-
riers from the QW, via tunnelling through the shallow barri-
ers, and consequent reduction of the free carrier concentra-
tion in the well. Finally, above 65 K an increased linewidth
versus T, with a similar trend as the one due to LO-phonon
absorption in the bare exciton, is found.
FIG. 3. LP ~squares!, MP ~circles!, and UP ~triangles! linewidth
versus detuning at three different temperatures as indicated. In the
lower part, the detuning dependence as expected by linewidth av-
eraging at 11 K is shown.
FIG. 4. Temperature dependence of the polariton linewidths for
zero and 1.2 meV detuning. The solid line is the expected linewidth
dependence due to phonon absorption in the bare exciton, weighted
by the excitonic content at 1.2 meV detuning. In the top part, the
ratio between the UP and LP linewidth, after subtraction of the
cavity contribution, is shown at zero ~open symbols! and 1.2 meV
detuning ~closed symbols!.
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We would like to point out that the investigated sample is
one of the highest qualities shown up to now, with a ratio of
19 between the HH Rabi splitting and the linewidth at zero
detuning. We believe that the presence of free carriers is a
common problem in microcavities, often simply masked by a
dominant inhomogeneous broadening. Note that Cassabois et
al.10 use an acoustic phonon coefficient of 11 meV/K to ex-
plain their results, much too high compared to what is re-
ported in good-quality InxGa12xAs quantum wells,14 and
possibly overestimated due to free carrier scattering. Anoma-
lous photoinduced quenching of the polariton linewidth has
been reported in InxGa12xAs quantum well microcavities,15
which could be also explained by a reduction of the free
carrier density via recombination with the photoinduced car-
riers.
The measured temperature dependence of the polariton
linewidths yields higher values than expected from pure pho-
non scattering, due to the additional free carrier scattering.
However, we do observe a narrower linewidth in the LP
compared to the MP and UP at all the investigated tempera-
tures. It is actually reasonable that also free carrier scattering
is quenched in the low polariton branch due to the general
argument of a small density of states at small k i in the LP
dispersion, which also explains a reduced polariton-polariton
scattering.5,16
In the top part of Fig. 4, the ratio between the UP and LP
linewidth, after subtracting the cavity linewidth weighted by
the photonic content, is shown versus temperature for d50
and 1.2 meV. At d50, the LP and UP do not have the same
excitonic content, and the ratio has been multiplied with the
ratio of the LP and UP excitonic content. According to the
average linewidth model, this ratio should be 1 at all tem-
peratures, as long as the correction to the Rabi splitting due
to the broadening is negligible,17 which is applicable in our
case up to 100 K as experimentally verified. We clearly ob-
serve that the ratio is always above 1 and tends to 2 at 100 K.
A ratio of 2 is obtained when the UP is broadened by acous-
tic and optical phonons of equal scattering rates, as is the
case at ;100 K, while the LP is only broadened by the
LO-phonon scattering. This indicates that a phonon-
scattering picture tends to be recovered at high temperatures
when the LO-phonon scattering dominates over the free car-
rier scattering.18
In conclusion, we have experimentally demonstrated that
the LP homogeneous linewidth is narrower than the MP and
UP linewidths in the strong-coupling regime and at all tem-
peratures from 11 to 100 K. We presented, to the best of our
knowledge, the first direct evidence of reduced scattering
processes in the homogeneous broadening of the LP com-
pared to the UP. The measured temperature dependence of
the linewidth shows a surprising behavior, that cannot be
simply attributed to phonon scattering, and is assigned to a
temperature dependent additional scattering from excess free
carriers in the investigated structure.
The authors thank K. Leosson for the use of the high
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Polariton linewidths have been measured in a series of high-quality microcavities with different excitonic
inhomogeneous broadening in the weak-disorder regime. We show experimentally that the influence of the
disorder on the polariton linewidths is canceled when the polariton energies are far in the tail of the excitonic
absorption. The measured linewidths are quantitatively compared with an estimation using the measured
excitonic absorption spectrum of the bare quantum wells, and good agreement is found.
DOI: 10.1103/PhysRevB.63.035307 PACS number~s!: 78.66.2w, 78.66.Fd, 71.36.1c
The role of static disorder in the linewidth of cavity po-
laritons has been intensively discussed in recent years, ex-
perimentally and theoretically. In 1996, Whittaker et al.1 re-
ported reflectivity spectra measured on a GaAs
semiconductor microcavity ~MC! containing three InGaAs
quantum wells ~QW’s!. They observed that when the cavity
mode is in resonance with the bare heavy-hole ~HH! exciton
transition the linewidth of the lower polariton ~LP! is smaller
than expected by averaging the bare exciton and cavity line-
widths. Moreover, the lower-polariton linewidth is narrower
than that of the upper polariton. They explained the subav-
erage broadening with a scaling theory based on a motional
narrowing argument: When a quantum particle of finite size
moves in a disordered potential with correlation length
smaller in size, the spectral linewidth is reduced compared to
that of a classical particle due to spatial averaging over the
disorder. However, their model, which neglected interbranch
scattering and nonparabolicity of the polariton dispersion,
failed in explaining the different linewidths of the lower and
upper branches near resonance. In 1997, Savona et al.2 pro-
posed a one-dimensional microscopic model of disordered
quantum wells embedded in a microcavity where exciton-
photon coupling and exciton-disorder interaction are treated
nonperturbatively. This model was able to reproduce both
the subaverage broadening due to motional narrowing, and
the larger linewidth in the upper polariton due to additional
interbranch scattering. In 1998, Ell et al.3 showed that all
these features were reproduced by using the measured optical
absorption of the bare QW together with linear dispersion
theory. They concluded that the disorder-averaged excitonic
response in the bare QW fully determines the optical prop-
erties of the well embedded in a microcavity, and in particu-
lar that the asymmetric line shape of an inhomogeneously
broadened exciton absorption4 is responsible for the nar-
rower LP linewidth compared to that of the upper polariton.
At the same time Whittaker5 proposed a unified picture
where numerical calculations using a microscopic two-
dimensional model were in good agreement with a simpler
model describing the polariton to exciton scattering in terms
of an absorption picture. In this model, the polariton line-
width is given by the photon lifetime due to escape through
the mirrors and by the loss of photons due to absorption into
exciton states. In other words, the photonic fraction of the
upper and lower polaritons is resonant with states in the tails
of the exciton absorption that are in the weak-coupling re-
gime and simply act as a source of absorption in the cavity.
Therefore, in this model the difference between the widths of
the two polariton branches is a consequence of the asymme-
try of the inhomogeneously broadened exciton line shape,
with larger absorption on the high-energy side.4 This absorp-
tion model is thus a simplified version of the model of Ell
et al.,3 but in essence also agrees with the suggestion of
Savona et al.2 that the large width of the upper branch is
caused by scattering of polaritons into higher-momentum ex-
citon states. It is emphasized by Whittaker5 that this simple
model is justified because motional narrowing effectively
eliminates the contribution to the linewidth due to disorder-
induced scattering between low-momentum polaritons in the
same branch, and the only important contribution is the po-
lariton to exciton scattering. Thus a very intriguing feature of
this absorption model is the prediction that the disorder con-
tribution to the polariton linewidth should disappear in struc-
tures with small but finite exciton inhomogeneous broaden-
ing, when polariton to exciton scattering becomes impossible
because the polariton energies are too far in the tails of the
excitonic absorption ~see Fig. 3 in Ref. 5!. More precisely,
the disorder contribution to the polariton linewidth should
disappear, especially in the lower polariton, when the exciton
inhomogeneous broadening is much narrower than the Rabi
splitting in the microcavity ~weak-disorder limit!. However,
this point was not experimentally verified in these previous
works, also due to the significant exciton inhomogeneous
broadening in the samples investigated. Recent achievements
in growth of high-quality microcavities6,7 now open the pos-
sibility of experimentally verifying this prediction.
In this article we report a detailed investigation of the
polariton linewidths in a series of semiconductor microcavi-
ties with variable exciton inhomogeneous broadening, in the
weak-disorder regime. We have used molecular beam epi-
taxy grown GaAs single QW’s embedded in AlGaAs micro-
cavities, with three different well widths of 25 nm, 15 nm,
and 10 nm. With decreasing well width, the exciton becomes
more sensitive to the interface and alloy disorder due to the
larger wave function overlap with the interface region. The
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optical properties of bare GaAs/Al0.3Ga0.7As QW’s of the
same nominal thicknesses and grown under similar condi-
tions are shown in Fig. 1. The excitonic absorption spectrum
is deduced from the photoluminescence spectrum, measured
at 20 K at resonant excitation and low intensity, divided by
the Boltzmann population factor, assuming an exciton popu-
lation in thermal equilibrium at the lattice temperature as
described in Ref. 8. This procedure is already a good ap-
proximation at 20 K in the samples investigated as we have
experimentally verified by comparison with higher tempera-
tures. The corresponding half widths at half maximum
~HWHM’s! of the HH excitonic absorption are indicated. All
the linewidths will be given in the following as HWHM’s. In
order to estimate the exciton inhomogeneous broadening we
have compared these linewidths with measurements of the
homogeneous broadening by degenerate four-wave mixing
~FWM!. Details of the experimental setup can be found in
Ref. 9. In the inset, the time-integrated FWM for collinearly
polarized pulses is shown versus their relative delay time at 5
K close to the low-density regime (;109 excitons/cm2).
For the 25 nm wide QW ~bottom plot! the decay is monoex-
ponential and the FWM is a free-polarization decay, indicat-
ing the absence of disorder probed by the exciton.9 The cor-
responding homogeneous broadening agrees well with the
absorption linewidth at 20 K, when we take into account
2.1 meV/K linewidth broadening by acoustic-phonon
absorption.9 Thus, the exciton absorption in the 25 nm QW is
predominantly homogeneously broadened. In the 15 nm
wide QW ~middle plot! signatures of exciton inhomogeneous
broadening appear in the absorption line shape, which is
broader and slightly asymmetric.4 The FWM is now a photon
echo with a delayed maximum, and its decay was fitted as
proposed by Erland et al.10 An acoustic-phonon coefficient
of ;2 meV/K was also measured in this QW, resulting in a
homogeneous broadening contribution of ;80 meV at 20
K. Thus the total linewidth of the 15 nm wide QW is an
interplay of comparable homogeneous and inhomogeneous
broadenings. Finally, the absorption profile of the 10 nm QW
~top plot! is strongly inhomogeneously broadened, with a
negligible contribution due to the homogeneous broadening
as deduced by FWM, and largely asymmetric.
We have recently reported on the optical properties of a
microcavity formed by embedding a 25 nm GaAs single QW
inside an AlGaAs l cavity.6,11 An AlAs/Al0.15Ga0.85As
Bragg reflector of 25 ~16! periods was grown at the bottom
~top! of the cavity. A special design of the Al0.3Ga0.7As bar-
riers and the spacer layer was shown to be successful in
reducing excess free-carrier densities in the microcavity
compared to more conventional designs.11 We obtained a
Rabi splitting to linewidth ratio of 19 at 11 K, one of the best
reported until now to our knowledge for single QW micro-
cavities. With the same design, we have grown two new
microcavities containing, respectively, a 15 nm and a 10 nm
wide single GaAs QW, which are investigated in this work in
comparison with the MC containing the 25 nm QW. The
energy of the polaritons versus the energy distance between
the cavity resonance and the bare HH exciton ~detuning! is
shown in Fig. 2 for these two microcavities at low tempera-
ture ~5 K!. A good fit to the data is obtained by solving a
three-coupled-oscillator model including the light-hole ~LH!
exciton.11 The coupling to the LH exciton results in the ap-
pearance of three polariton modes, the lower, middle, and
upper polaritons. From the fits we deduced 3.8 meV HH
Rabi splitting ~2.4 meV LH Rabi splitting! for the MC con-
taining the 15 nm QW, and 4.15 meV HH Rabi splitting ~2.8
meV LH Rabi splitting! for the MC containing the 10 nm
QW. Thus, in all the microcavities investigated the HH ex-
citon inhomogeneous broadening is smaller than one-half the
HH Rabi splitting, i.e., the structures are in the weak-
disorder regime.5 Note that for smaller well widths the stron-
ger quantization of the LH exciton leads to a smaller mixing
of this state in the LP and middle polariton ~MP! resonances
around zero detuning.
In the inset, the reflectivity spectrum measured with white
light near normal incidence (;1°) is shown for both MC’s
at zero detuning. The white-light source was focused on the
sample with a spot diameter of 70 mm resulting in a small
energy broadening of the cavity mode from the wedge gra-
dient and the incident wave vector spread.11 The spectra
were detected using a spectrometer and an intensified multi-
channel analyzer, with a total spectral resolution close to a
Lorentzian line shape of 65 meV HWHM. It can be seen
from the insets of Fig. 2 that the LP linewidth is narrower
FIG. 1. Absorption profile, as deduced from the photolumines-
cence spectrum at 20 K corrected by a Boltzmann population factor,
for a 25 nm ~bottom!, a 15 nm ~middle!, and a 10 nm ~top!
GaAs/Al0.3Ga0.7As single quantum well. In the insets, four-wave
mixing ~FWM! traces at 5 K are given with the corresponding fits
of the homogeneous broadening.
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than that of the MP and its value is subaverage, in agreement
with previous observations on the effect of disorder on the
polariton linewidths.1
In order to investigate in detail the role of the disorder in
the polariton linewidths, we have measured the detuning de-
pendence of the LP and MP linewidths, as shown in Fig. 3.
The measured linewidths, well fitted with Lorentzian pro-
files, have been corrected by subtracting the spectral resolu-
tion. The closed squares are the LP linewidths while the open
circles are the MP linewidths. The solid ~dotted! lines are the
cavity linewidths, due to the finite transmission of the Bragg
mirrors, multiplied by the calculated photonic content in the
lower ~middle! polariton. The cavity linewidth was calcu-
lated taking into account the change of the linewidth with
energy position in our specially designed structure with uni-
form Bragg mirrors and a wedged spacer layer,11 and agrees
well with the measured LP linewidth at large negative detun-
ings. Uncertainties in the fit of the cavity linewidths are less
than 10%. Comparable LP broadenings are measured at large
negative detuning in all the samples, consistent with the fact
that all the samples have nominally equal Bragg mirror re-
flectivities. It can be clearly seen from Fig. 3 that close to
zero detuning the 15 and 10 nm QW MC’s show a LP line-
width narrower than that of the MP. Moreover, from the
comparison with the calculated photonic part the LP line-
width is subaverage and given only by the cavity contribu-
tion. In the 25 nm QW MC, instead, the LP and MP line-
widths are almost equal at zero detuning, and the LP
linewidth is larger than the cavity linewidth contribution.
In order to give a physical picture of the observed results,
we have plotted in Fig. 4 the polariton linewidths versus the
distance EP2EHH of the polariton energy from that of the
HH bare exciton. According to the simple absorption model
of Whittaker,5 the polariton linewidth is the sum of the cavity
contribution and an excitonic part. This excitonic part ge of
the linewidth should be related to the strength of the exciton
absorption probed by the polariton resonances. We have
quantitatively performed this comparison. The measured ab-
sorption spectra in Fig. 1 have been scaled in order to repre-
sent the absorption probability in the QW.12 The area of the
absorption probability a(v) in a QW is proportional to the




with the refractive index n, the electron charge e and mass
m0 , and the speed of light c. The oscillator strength per unit
area is proportional to the exciton radiative linewidth,13
which is related to the Rabi splitting \V in the





with Leff the effective length in the microcavity due to the
penetration length into the Bragg mirrors. The absorption
probability is a loss in the cavity that gives rise to a photon
FIG. 2. Polariton energies versus detuning for the 10 nm ~upper!
and the 15 nm ~lower! GaAs quantum well microcavity at 5 K. The
solid lines are fits to the data. The insets show the reflectivity spec-
trum of the microcavity at zero detuning.
FIG. 3. Linewidths versus detuning of the lower ~closed
squares! and middle ~open circles! polaritons, for the different mi-
crocavity samples as indicated. The solid ~dotted! lines are the cal-
culated photonic linewidths of the lower ~middle! polaritons.
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decay rate a(v)c(nLeff)21 additional to the transmission
losses from the Bragg mirrors. Thus, finally, the measured
absorption spectrum with an integral over the energy normal-




with uclu2 being the photonic content of the polariton at the
energy \v . This formula is a valid approximation when uclu2
is not too small; otherwise it predicts that the polariton line-
width tends to zero when the photonic content tends to zero,
while the true value tends to the exciton linewidth.5
The solid lines in Fig. 4 are the calculated polariton line-
widths gP5uclu2gc1ge with gc the cavity linewidth ~see
Fig. 3! and ge calculated using Eq. ~3! and the absorption
spectra in Fig. 1. For comparison, the isolated cavity line-
width contribution uclu2gc is plotted as dotted lines. The
overall quantitative agreement between calculated and mea-
sured linewidths is quite good for uEP2EHHu.1 meV,
where the absorption model holds, i.e., when the photonic
content is not too small and when the polariton energies are
resonant with excitonic states far enough in the tail of the
absorption to be in the weak-coupling regime.5 In particular,
it appears clearly that when the excitonic absorption profile
is asymmetric the contribution to the polariton linewidth
from the excitonic absorption is bigger for EP2EHH.0, i.e.,
for the MP, than for EP2EHH,0, i.e., for the LP, in agree-
ment with the measurements. Moreover, in the LP the
disorder-induced broadening is absent when the polariton en-
ergies are far in the tail of the excitonic absorption.
Some small discrepancies between calculation and mea-
surements are also evidenced. A parameter not under control
in this comparison is the density of excess free carriers in the
samples, resulting in trion resonances in the low-energy tail
of the excitonic absorption. In the upper part of Fig. 4 a trion
resonance ;2 meV below the exciton seems to be present
in the 10 nm bare QW, which is not observed in the micro-
cavity sample. The opposite occurs in the 25 nm QW ~lower
figure!, where a trion resonance is evidenced in the micro-
cavity sample, approximately 1 meV below the HH exciton,
also in agreement with photoluminescence measurements on
this structure,11 while it is less present in the bare QW
sample. Additionally, in the 15 nm and 25 nm QW MC’s, the
MP linewidths appear to be slightly higher ~by a few tens of
meV) than the calculated ones in the region where the pho-
tonic content is not very small. Even if this difference is at
the limit of our accuracy, it is reasonable that when the
disorder-induced broadening is very small the MP linewidths
are affected by other scattering processes, such as phonon or
free-carrier interactions, not included in the simple absorp-
tion model of Whittaker.5 In fact, the observed difference is
on the order of what is calculated from additional homoge-
neous broadening of the upper polariton due to acoustic pho-
non scattering,15 which is inhibited in the lower polariton. As
a general comment, note that the polariton linewidths shown
in this work are very small, well below those reported in
previous work investigating the role of disorder in cavity
polaritons.3,5 Thus it is not surprising that small features such
as trion/free carriers and phonon effects are affecting the
measured linewidths in our samples.
In conclusion, we have shown experimentally that the in-
fluence of disorder on the polariton linewidth of microcavi-
ties in the weak-disorder regime can be canceled when the
polariton energies are far in the tail of the excitonic absorp-
tion, in agreement with predictions in the literature.5,2 The
measured linewidths have been quantitatively compared with
those estimated from the measured excitonic absorption in
the bare quantum wells, following the simple absorption
model proposed by Whittaker.5 A generally good agreement
is found.
1 D.M. Whittaker, P. Kinsler, T.A. Fisher, M.S. Skolnick, A.
Armitage, A.M. Afshar, M.D. Sturge, and J.S. Roberts, Phys.
Rev. Lett. 77, 4792 ~1996!.
2 V. Savona, C. Piermarocchi, A. Quattropani, F. Tassone, and P.
Schwendimann, Phys. Rev. Lett. 78, 4470 ~1997!.
3 C. Ell, J. Prineas, T.R. Nelson, S. Park, H.M. Gibbs, G. Khitrova,
S.W. Koch, and R. Houdre´, Phys. Rev. Lett. 80, 4795 ~1998!.
4 R.F. Schnabel, R. Zimmermann, D. Bimberg, H. Nickel, R.
Lo¨sch, and W. Schlapp, Phys. Rev. B 46, 9873 ~1992!.
5 D.M. Whittaker, Phys. Rev. Lett. 80, 4791 ~1998!.
FIG. 4. Measured ~symbols! and calculated ~lines! polariton
linewidths versus the energy distance of the polariton from the bare
HH exciton. The dotted lines are the estimated cavity contributions
in the polariton linewidths.
BORRI, LANGBEIN, WOGGON, JENSEN, AND HVAM PHYSICAL REVIEW B 63 035307
035307-4
6 P. Borri, J.R. Jensen, W. Langbein, and J.M. Hvam, Phys. Rev. B
61, R13 377 ~2000!.
7 M. Saba, F. Quochi, U. Oestersle, J.L. Staehli, B. Deveaud, G.
Bongiovanni, and A. Mura, Phys. Status Solidi A 178, 149
~2000!.
8 M. Gurioli, A. Vinattieri, J. Martinez-Pastor, and M. Colocci,
Phys. Rev. B 50, 11 817 ~1994!.
9 W. Langbein and J.M. Hvam, Phys. Rev. B 61, 1692 ~2000!.
10 J. Erland, K.H. Pantke, V. Mizeikis, V.G. Lyssenko, and J.M.
Hvam, Phys. Rev. B 50, 15 047 ~1994!.
11 J.R. Jensen, P. Borri, W. Langbein, and J.M. Hvam, Appl. Phys.
Lett. 76, 3262 ~2000!.
12 Note that, from the comparison of the bare HH energy positions
measured in the spectra of Fig. 1 and deduced by the fits of the
polariton energies in Fig. 2, we actually found a small deviation
in the effective well width inside the microcavity, which is
;5% larger compared to the bare sample. Thus the absorption
spectra have been corrected by rescaling the energy axis in order
to fit the exciton quantization energy of the quantum well in the
microcavity sample.
13 L. C. Andreani, in Confined Electrons and Photons: New Physics
and Applications, Vol. 340 of NATO Advanced Study Institute,
Series B: Physics, edited by E. Burstein and C. Weisbuch ~Ple-
num Press, New York, 1995!, pp. 57–112.
14 M.S. Skolnick, T.A. Fisher, and D.M. Whittaker, Semicond. Sci.
Technol. 13, 645 ~1998!.
15 V. Savona and C. Piermarocchi, Phys. Status Solidi A 164, 45
~1997!.
MICROCAVITY POLARITON LINEWIDTHS IN THE . . . PHYSICAL REVIEW B 63 035307
035307-5
