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In low-temperature glasses, the sound velocity changes as the logarithmic function of temper-
ature below 10K: [c(T ) − c(T0)]/c(T0) = C ln(T/T0). With increasing temperature starting from
T = 0K, the sound velocity does not increase monotonically, but reaches a maximum at a few
Kelvin and decreases at higher temperatures. Tunneling-two-level-system20 (TTLS) model suc-
cessfully explained the lnT dependence of sound velocity shift. According to TTLS model, the
slope ratio of lnT dependence of sound velocity shift between lower temperature increasing regime
(known as resonance regime) and higher temperature decreasing regime (known as relaxation regime)
is Cres : Crel = 1 : − 1
2
. In this paper we develop a new glass model, namely the generic cou-
pled block model, to prove that the slope ratio of sound velocity shift between two regimes is
Cres : Crel = 1 : −1 rather than 1 : − 1
2
, which agrees with the majority of the sound veloc-
ity measurements in low-temperature glasses. On the other hand, the dielectric constant shift in
low-temperature glasses, [r(T )− r(T0)]/r(T0), has a similar logarithmic temperature dependence
below 10K: [(T ) − (T0)]/(T0) = C ln(T/T0). Starting from T = 0K, the dielectric constant does
not decrease monotonically, but reaches a minimum at a few Kelvin and increases at higher tem-
peratures. According to TTLS model, the slope ratio between lower temperature resonance regime
and higher temperature relaxation regime is Cres : Crel = −1 : 1
2
. In this paper we apply the electric
dipole-dipole interaction, to prove that the slope ratio between two regimes is Cres : Crel = −1 : 1
rather than −1 : 1
2
. Our result agrees with the dielectric constant measurements in low-temperature
glasses. By developing a real space renormalization technique for glass non-elastic and dielectric
susceptibilities, we show that these universal properties of low-temperature glasses essentially come
from the 1/r3 long range interactions, independent of the materials’ microscopic properties.
I. INTRODUCTION
One of the unambiguous experiments presented by
Zeller and Pohl1 is that the low temperature heat ca-
pacity of glasses differs significantly from that of crys-
talline solids. In pure and defect-free insulating crys-
tals the heat capacity is proportional to T 3 below 1K,
which comes from the long wavelength phonon vibra-
tional modes. In glasses, however, the heat capacity is
the summation of two parts: long wavelength phonon
contibution from Debye’s theory, and an excess specific
heat known as the glass excitations approximated by
Cexcess = c1T
1+δ+c2T
3, where δ is of order 0.1, and c1, c2
vary for different materials2. Anderson, Halperin and
Varma’s3 group and Phillips20 independently developed
a microscopic phenomenological model which was later
known as tunneling-two-level-system (TTLS) model. It
successfully explained the excess heat capacity of glasses,
together with several other universal properties such as
saturation, echoes etc.
To further verify the existence of two-level-systems,
L. Piche´, R. Maynard, S. Hunklinger and J. Ja¨ckle31
studied the influence of two-level-systems on the sound
velocity in vitreous silica Suprasil I at temperatures
around 0.28K < T < 4.2K and frequencies around
30MHz < f < 150MHz. Below 10K, the shift of
sound velocity was observed to be the logarithmic func-
tion of temperature, in both of the lower tempera-
ture resonance regime and higher temperature relax-
ation regime: [c(T ) − c(T0)]/c(T0)|res = Cres ln(T/T0),
[c(T ) − c(T0)]/c(T0)|rel = Crel ln(T/T0). In the high fre-
quency lower temperature resonance regime, with ωτ 
1 (τ is the effective thermal relaxation time, please refer
to section 2(A) for detailed discussions) the sound veloc-
ity increases with the increase of temperature: Cres > 0.
The slope Cres is independent of the input phonon fre-
quency. In the low frequency higher temperature re-
laxation regime with ωτ  1, the sound velocity de-
creases with increasing temperature: Crel < 0. Such
increase-decrease transition of sound velocity occurs at
the transition point ωτ(Tc) ≈ 1, which means the tran-
sition temperature Tc is the function of phonon fre-
quency. However, as long as the sound velocity shift
[c(T ) − c(T0)]/c(T0) enters into relaxation regime, the
slope Crel turns out to be independent of frequency as
well. The main purpose of this paper is to discuss the
slope of lnT dependence of sound velocity shift in re-
laxation and resonance regimes separately, so we assume
that the slopes Crel and Cres are independent of frequency
in both of relaxation and resonance regimes. Such uni-
versal property has been observed in amorphous materi-
als such as vitreous silica, lithium-doped KCl4 and silica
based microscopic cover glasses9, etc..
In TTLS model, the phonon strain fields are coupled
to two-level-systems. If we calculate phonon-phonon cor-
relation function (phonon Green’s function), the pole
of Green’s function tells us that the dispersion relation
of long wavelength phonon is no longer proportional to
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2the wave number k, but to receive a slight shift due
to the coupling between phonon strain field and two-
level-systems. The shift is proportional to the real part
of two-level-system susceptibility. If we use Kramers-
Kronig relation to convert the real part of two-level-
system susceptibility into the imaginary part and av-
erage over the configurations of two-level-systems, we
will find that the sound velocity changes as the loga-
rithmic of temperature11,20. TTLS model also proves
that in resonance regime the sound velocity increases as
the increase of temperature, while in relaxation regime
it decreases as the increase of temperature. The slope
ratio between resonance regime and relaxation regime
is Cres : Crel = 1 : −1/2, which agrees quite well
with the measurements of silica based microscopic cover
glass9. However, at least to the author’s knowledge,
this is the only amorphous material with the slope ratio
Cres : Crel = 1 : −1/2. Other materials, present the abso-
lute value of Crel equal or slightly greater than Cres: vitre-
ous silica Suprasil I31, PdSiCu10, Zr-Nb18, lithium-doped
KCl4, vitreous silica12, metallic glasses14 Ni81P19, etc.
(in metallic glass Ni81P19, the electron-TTLS coupling
is relatively weak compared to phonon-TTLS coupling,
so conducting electrons are not strong enough to affect
the behaviors of sound velocity11). According to S. Hun-
klinger and C. Enss13, most of the slope ratios of sound
velocity shifts in low-temperature glasses are rather 1 to
−1, probably due to the mutual interactions between tun-
neling systems. In this paper our main goal is to set up a
generic coupled block model to prove the universal slope
ratio of sound velocity shift Cres : Crel = 1 : −1 in low-
temperature glasses.
FIG. 1. The sound velocity shift of silica based micro-
scope cover glass at 1028Hz by S. Hunklinger and A. K.
Raychaudhuri11. So far, among the 12 sound velocity shift
measurements in low-temperature glasses4,5,9,10,12,14,18,31,33,
this is the only material with the abosulte value of Crel (the
negative slope on the r.h.s.) smaller than Cres (the positive
slope on the l.h.s.).
In low-temperature glasses below 10K, the dielec-
tric constant changes as the logarithmic function of
temperature as well, in both of the lower tempera-
ture resonance regime and higher temperature relax-
ation regime: [r(T )− r(T0)]/r(T0)|res = Cres ln(T/T0),
[r(T ) − r(T0)]/r(T0)|rel = Crel ln(T/T0). In the high
frequency lower temperature resonance regime, the di-
electric constant decreases with the increase of tempera-
ture: Cres < 0. In the low frequency higher temperature
FIG. 2. The sound velocity shift of Vitreous silica13. The
slope ratio of sound velocity shift is Cres : Crel = 1 : −1 rather
than 1 : − 1
2
predicted by TTLS model.
relaxation regime, the dielectric constant increases with
increasing temperature: Crel > 0. By assuming that the
electric field couples to two-level-systems8, TTLS model
successfully proved the logarithmic temperature depen-
dence of dielectric constant shift. According to TTLS
model, the slope ratio between resonance regime and re-
laxation regime is Cres : Crel = −1 : + 12 . Up to now,
we only find 3 dielectric constant measurements in low-
temperature glasses: vitreous silica Suprasil W and vit-
reous As2S3
15, vitreous silica Suprasil I6 and borosilicate
glasses (BK7)16. All of the measurements show that the
slope ratio is Cres : Crel = −1 : +1 rather than −1 : +12 .
In chapter 5 we apply electric dipole-dipole interaction
to prove the universal shift of dielectric constant in low-
temperature glasses.
FIG. 3. The dielectric constant shift of BK713. The slope
ratio of dielectric constant shift is Cres : Crel = −1 : +1 rather
than −1 : + 1
2
predicted by TTLS model.
Besides the above discrepancies, there are several other
problems in TTLS model. First, TTLS model cannot
explain other universal properties between 1K < T <
50K26, e.g., the universal internal friction Q−1 between
10K < T < 50K32. Second, there are too many ad-
justable parameters in TTLS model. For example, the
random distribution function f(,∆) of parameters for
diagonal and off-diagonal matrix elements ,∆ in two-
level-system Hamiltonian, the phonon strain field-TTLS
coupling constants γl,t, etc.. Third, according to the sug-
gestions by S. Hunklinger and C. Enss, two-level-systems
must generate a mutual RKKY-type interaction23 due
to the couplings between two-level-systems and intrin-
sic phonon strain fields. Taking this virtual-phonon ex-
3change interaction into account may not only change the
results in theory, but also question the validity of TTLS
model.
In this paper we focus on the universal shift of
sound velocity and dielectric constant in low-temperature
glasses. We start by expanding the non-elastic part of
glass Hamiltonian in orders of intrinsic phonon strain
field eij(~x) to introduce the concept of non-elastic stress
tensors. We derive the non-elastic stress-stress suscepti-
bility by using linear response theory. By putting inthe
mutual RKKY-type interaction, we derive the renormal-
ization relation between large and small length scale non-
elastic stress-stress susceptibilities. The renormalization
equation presents a non-trivial fixed point, which leads
to the universal slope ratio Cres : Crel = 1 : −1 of sound
velocity shift in low-temperature glasses. By considering
the electric dipole-dipole interaction, we use the same
renormalization technique to prove the universal shift of
dielectric constant as well.
The organization of this paper is as follows: in sec-
tion 2 we generalize the glass two-level-system model
to multiple-level-system model. Then we derive our
generic coupled block model by introducing the mutual
RKKY-type interaction between multiple-level-systems.
We introduce the most important concept of this paper,
namely non-elastic stress-stress susceptibility at the end
of section 2(A). In section 3 we treat RKKY-type inter-
action as a perturbation, to set up the renormalization
relation between small and large length scale non-elastic
stress-stress susceptibilities. By repeating such recursion
relation, we eventually carry out non-elastic stress-stress
susceptibility at macroscopic length scales. In section 4
we derive the sound velocity shift in terms of non-elastic
relaxation/resonance susceptibilities to prove the univer-
sal sound velocity shift in low-temperature glasses. In
section 5 we derive the dielectric constant shift in terms of
glass dielectric susceptibility. By applying the same real
space renormalization technique we prove the universal
shift of dielectric constant in low-temperature glasses.
II. THE MODEL
A. The Definitions of Glass Non-elastic
Hamiltonian, Stress Tensor and Susceptibility
Let us consider a block of amorphous material (glass).
Our purpose is to discuss the universal properties in
amorphous materials at low-temperatures below 10K. To
explore these properties, we begin our discussion from
the famous tunneling-two-level-system model (TTLS
model)20. In this model we assume that there are a
group of TTLSs randomly embedded in the glass mate-
rial, with the location ~xi for the i-th TTLS. The effective
glass Hamiltonian Hˆtot in TTLS theory is the summation
of long wavelength phonon Hamiltonian Hˆel, tunneling-
two-level-system Hamiltonian, and the coupling between
TTLS and strain field (phonon field):
Hˆtot = Hˆel +
∑
i
1
2
(
Ei 0
0 −Ei
)
+
1
2
∑
i
(
Di Mi
Mi −Di
)
· e(~xi) (2.1)
where the first, second and third terms stand for long
wavelength phonon Hamiltonian (we will also call it
“purely elastic Hamiltonian Hˆel”), the Hamiltonian of a
group of two-level-systems, and the coupling between ev-
ery two-level-system and intrinsic phonon strain field at
corresponding position ~xi, respectively. The two-level-
system Hamiltonian is written in the representation of
energy eigenvalue basis, with Ei =
√
∆2i + ∆
2
0i the en-
ergy splitting; Di = ∆i/Ei and Mi = ∆0i/Ei are di-
agonal and off-diagonal matrix elements of the coupling
between two-level-system and strain field, and by defini-
tion they are no greater than 1; e(~xi) is the local intrinsic
strain field at the position of the i-th two-level-system.
The purpose of this subsection is to set up our multiple-
level-system model from the generalization of 2-level-
system model. At this moment, we have not applied
any external strain field yet. We will consider external
strain field in subsection 2(D). We begin our model by
considering a single block of glass with the length scale
L much greater than the atomic distance a ∼ 10A˚. In
the subsection 2(C), we will combine a group of such
single blocks to form a “super block”. We will consider
the RKKY-type interaction between these single blocks,
which is generated by virtual phonon exchange process.
For now, we do not consider RKKY-type interaction and
focus on the Hamiltonian of single block glass only.
We define intrinsic strain field eij(~x) at position ~x: if
~u(~x) denotes the displacement relative to some arbitrary
reference frame of the matter at point ~x, then strain field
is defined as follows
eij(~x) =
1
2
(
∂ui(~x)
∂xj
+
∂uj(~x)
∂xi
)
(2.2)
We write down our general glass Hamiltonian as Hˆtot.
Let us separate out from the glass general Hamiltonian
Hˆtot, the purely elastic contribution Hˆel. It can be repre-
sented by phonon creation-annihilation operators as fol-
lows:
Hˆel =
∑
kα
~ωkα
(
aˆ†kαaˆkα +
1
2
)
(2.3)
where α = l, t represents longitudinal and transverse
phonon polarizations. We will discuss the purely elas-
tic Hamiltonian Hˆel in details in subsection 2(B).
Subtracting the purely elastic part of Hamiltonian Hˆel,
we name the left-over glass Hamiltonian (Hˆtot − Hˆel) as
“the non-elastic part of glass Hamiltonian, Hˆnon”. We
expand the left-over Hamiltonian Hˆnon up to the first or-
der expansion of long wavelength intrinsic phonon strain
4field. We name the coefficient of the first order expan-
sion to be “non-elastic stress tensor Tˆ nonij (~x)”, defined as
follows:
Hˆnon = Hˆnon0 +
∫
d3x
∑
ij
eij(~x)Tˆ
non
ij (~x) +O(e2ij)
Tˆ nonij (~x) = δHˆ
non/δeij(~x) (2.4)
Now let us stop for a moment and compare Eq.(2.4)
with Eq.(2.1): Hˆtot and Hˆel in Eq.(2.4) corresponds to
the glass total Hamiltonian and purely elastic Hamilto-
nian in Eq.(2.1) of TTLS model, respectively; the ze-
roth order expansion of non-elastic Hamiltonian Hˆnon
with respect to strain field eij , Hˆ
non
0 , is the generaliza-
tion from two-level-system Hamiltonian to multiple-level-
system Hamiltonian; non-elastic stress tensor Tˆ nonij is the
multiple-level generalization of the 2 × 2 matrix which
couples to strain field in TTLS model. In the rest of
this paper, we denote Hˆnon0 to be the non-elastic Hamil-
tonian excluding the coupling between intrinsic phonon
strain eij(~x) and non-elastic stress tensor Tˆ
non
ij (~x). We
denote Hˆnon to be the non-elastic Hamiltonian including
stress-strain coupling (see the first equation of Eqs.(2.4)).
Let us denote |m〉 and Em to be the m-th eigen-
state and eigenvalue of Hˆnon0 . Such a set of eigenbasis
|m〉 is a generic multiple-level-system. Now we can de-
fine the most important quantity of this paper, namely
the non-elastic stress-stress susceptibility (i.e., linear re-
sponse function). Let us apply an external infinitesimal
testing strain, eij(~x, t) = eij(~k)e
i(~k·~x−ωkt). The non-
elastic Hamiltonian Hˆnon will provide a stress response
〈Tˆ nonij 〉(~x, t) = 〈Tˆ nonij 〉ei(~k·~x−ωkt). Then we are ready to
define the non-elastic stress-stress susceptibility (complex
response function34) χnonijkl(~x, ~x
′; t, t′)
χnonijkl(~x, ~x
′;ω, ω′) =
∫
dtdt′ eiωt+iω
′t′χnonijkl(~x, ~x
′; t, t′)
χnonijkl(~x, ~x
′; t, t′) =
δ〈Tˆ nonij 〉(~x, t)
δekl(~x′, t′)
(2.5)
In the rest of this paper we will always use Hˆ, Hˆ0,
χijkl and Tˆij to represent non-elastic Hamiltonians Hˆ
non,
Hˆnon0 , susceptibility χ
non
ijkl and stress tensor Tˆ
non
ij respec-
tively, while we use Hˆel, χelijkl and Tˆ
el
ij to represent the
elastic Hamiltonian, susceptibility and stress tensor, re-
spectively.
In Eq.(2.5) the stress response of non-elastic Hamilto-
nian, 〈Tˆij〉(~x, t), is defined as follows: (please note from
now on we use Tˆij to stand for Tˆ
non
ij )
〈Tˆij〉(~x, t) = δF (t)
δeij(~x, t)
= − 1
β
δ
δeij(~x, t)
lnZ(t)
=
∑
m
e−βEm(t)
Z(t) 〈mI , t|Tˆij,(I)(~x, t)|mI , t〉(2.6)
where Z(t) = ∑n e−βEn(t) is the time-dependent parti-
tion function of non-elastic Hamiltonian. With the pres-
ence of external testing strain field eij(~x, t), the amor-
phous material receives a time-dependent perturbation∫
d3x
∑
ij eij(~x, t)Tˆij(~x). In the representation in which
Hˆ0 is diagonal, the perturbation has both of diagonal
and off-diagonal matrix elements. The diagonal matrix
elements of external perturbation shift the energy eigen-
values: En(t) = En+
∫
d3x eij(~x, t)〈n|Tˆij(~x)|n〉, resulting
in the probability function and partition function shift:
e−βEn(t)/Z(t), Z(t) = ∑n e−βEn(t). The off-diagonal
matrix elements change the eigenstate wavefunctions:
|mI , t〉 = T e 1i~
∫ t d3x eij(~x,t′)Tˆij,(I)(~x,t′)dt′ |m〉. Tˆij,(I)(~x, t)
is the stress tensor operator in the interaction picture:
Tˆij,(I)(~x, t) = e
iHˆ0t/~Tˆij(~x)e−iHˆ0t/~.
In the rest of this paper, we use “non-elastic sus-
ceptibility” to short for “non-elastic stress-stress sus-
ceptibility”. According to the definitions in Eq.(2.5)
and Eq.(2.6), the non-elastic susceptibility is the func-
tion of temperature. However, for notational simplic-
ity we write χijkl(~x, ~x
′; t, t′;T ) as χijkl(~x, ~x′; t, t′) in the
rest of this paper. By using linear response theory, we
expand 〈Tˆij〉(~x, t) up to the first order of perturbation∫
d3x eij(~x, t)Tˆij(~x), to calculate non-elastic susceptibil-
ity Eq.(2.5) with the following process:
We use the same language as TTLS model, that the
non-elastic susceptibility can be expressed in the relxa-
tion and resonance parts. We use χrelijkl and χ
res
ijkl to stand
for the relaxation and resonance susceptibilities respec-
tively. Let us denote τ to be the effective thermal relax-
ation time for the glass single block Hamiltonian. The
non-elastic susceptibility is therefore expressed as follows,
χijkl(~x, ~x
′;ω, ω′) = (2pi)δ(ω + ω′)χijkl(~x, ~x′;ω)
χijkl(~x, ~x
′;ω) =
1
1− iωτ χ
rel
ijkl(~x, ~x
′) + χresijkl(~x, ~x
′;ω)
χrelijkl(~x, ~x
′) = β
(∑
nm
PnPm〈n|Tˆij(~x)|n〉〈m|Tˆkl(~x′)|m〉 −
∑
n
Pn〈n|Tˆij(~x)|n〉〈n|Tˆkl(~x′)|n〉
)
χresijkl(~x, ~x
′;ω) = −1
~
∑
n
∑
m 6=n
Pm
〈n|Tˆij(~x)|m〉〈m|Tˆkl(~x′)|n〉
ω + (En − Em)/~ + iη +
1
~
∑
m
∑
n6=m
Pn
〈n|Tˆij(~x)|m〉〈m|Tˆkl(~x′)|n〉
ω + (En − Em)/~ + iη (2.7)
5where Pn = e
−βEn/Z is the n-th eigenstate prob-
ability function, Z is the partition function, β is the
inverse of temperature β = (kBT )
−1, and η is a phe-
nomenological parameter to represent higher order cor-
rections of non-elastic susceptibility due to the coupling
between intrinsic strain field and non-elastic stress ten-
sor:
∑
ij eij(~x)Tˆij(~x).
Please note it is an approximation that we use the
parameter τ to represent the effective thermal relaxation
time of glass non-elastic part of Hamiltonian Hˆ0: in prin-
ciple, the relaxation process of the n-th state is the sum-
mation of all relaxation processes between m-th state
and n-th state, ∀m 6= n. The effective thermal relax-
ation time τn is therefore different for different quantum
number n. Generally speaking, one cannot use a simple
parameter τ to stand for the thermal relaxation process
for an arbitrary multiple-level-system. However, in this
paper we discuss the renormalization equation for non-
elastic susceptibility in relaxation and resonance regimes
separately. In resonance regime with ωτn  1, the fac-
tor (1 − iωτn)−1  1 makes the relaxation susceptibil-
ity negligible compared to the resonance susceptibility,
while in relaxation regime with ωτn  1, the factor
(1 − iωτn)−1 ≈ 1, which means the relaxation suscep-
tibility is no longer negligible compared to the resonance
susceptibility. The only regime which is sensitive to τn is
the relaxation-resonance cross-over regime with ωτn ≈ 1,
and, we are not interested in it within this paper. There-
fore in the relaxation susceptibility of Eq.(2.7), we use
a simple parameter τ to tell the difference between reso-
nancec regime (ωτ  1) and relaxation regime (ωτ  1).
It does not harm our theory to replace τn, ∀n = 0, 1, 2, ...
with a simple parameter τ to represent the effective ther-
mal relaxation process of our multiple-level-system.
According to the definition of non-elastic susceptibility
in Eq.(2.7), the imaginary part of non-elastic susceptibil-
ity Imχl,t(ω) is always negative for arbitrary ω > 0. The
negativity of Imχl,t(ω > 0) will be very useful in the dis-
cussions of the renormalization behavior of non-elastic
susceptibility in section 3.
We further define the space-averaged non-elastic sus-
ceptibility for a single block of glass with the volume
V = L3, which will be very useful in later discussions,
χijkl(ω) =
1
V
∫
V
d3xd3x′ χijkl(~x, ~x′;ω) (2.8)
It is very useful to apply the assumption in the rest
of this paper, that our amorphous material is rotation-
ally invariant under real space SO(3) group. Therefore,
the non-elastic susceptibility obeys the generic form of
an arbitrary isotropic 4-indice quantity: χijkl = (χl −
2χt)δijδkl + χt(δikδjl + δilδjk), where χl is the compres-
sion modulus and χt is the shear modulus.
In this subsection we define the most important quan-
tities of this paper, namely the non-elastic Hamiltonian,
stress tensor and susceptibility. In the following subsec-
tion we will set up the problem of universal sound velocity
shift in amorphous materials.
B. Phonon-Phonon Correlation Function: the
Sound Velocity Shift in Glass
Now, let us focus on the purely elastic Hamiltonian,
Eq.(2.3). Let us consider the phonon-phonon correla-
tion function (Green’s function), χphijkl(~x − ~x′; t − t′) =
− i~Θ(t−t′)
∑
m
e−βEm
Z 〈m| [eij(~x, t), ekl(~x′, t′)] |m〉, where
Θ(t− t′) is Heaviside step function, and Z = ∑m e−βEm
is partition function of phonon energy levels. The full
phonon-phonon correlation function containing higher
order corrections of stress-strain coupling is obtained by
Dyson equation:(
χphijkl
)−1
(ω) =
(
χphijkl
)−1
0
(ω)− χijkl(ω) (2.9)
where χijkl(ω) is the space-averaged non-elastic sus-
ceptibility. The bare longitudinal/transverse phonon-
phonon correlation functions are given by χphl,t (ω) =
(ρc2l,t)
−1ω2k;l,t/(ω
2 − ω2k;l,t). According to Eq.(2.9), the
phonon dispersion relation is shifted away from the lin-
ear dispersion relation ωk = cl,tk due to the correction of
non-elastic susceptibility:
∆ωk;l,t
ωk;l,t
=
Reχl,t(ω) + i Imχl,t(ω)
2ρc2l,t
(2.10)
In the above result, the real part of frequency shift ∆ωk;l,t
corresponds to the sound velocity shift, while the imagi-
nary part corresponds to the phonon mean free path l.
Since the glass non-elastic susceptibility can be sep-
arated into the relaxation and resonance parts, we can
calculate the contributions to sound velocity shift from
the relaxation and resonance susceptibilities, separately.
In Eq.(2.7) the relaxation susceptibility is multiplied by
a factor of (1 − iωτ)−1. In low temperature high fre-
quency resonance regime, ωτ  1 so the prefactor of
relaxation susceptibility (1 − iωτ)−1 makes it negligible
compared to the resonance one. The sound velocity shift
∆c/c is dominated by non-elastic resonance susceptibil-
ity. In high temperature low frequency relaxation regime
ωτ  1, so (1 − iωτ)−1 ≈ 1, relaxation susceptibility is
no longer much smaller than the resonance one. Both of
the relaxation and resonance susceptibilities contribute
to the sound velocity shift ∆c/c in resonance regime:
∆cl,t
cl,t
=
Re
(
χresl,t (k, ω) + χ
rel
l,t (k, ω)
)
2ρc2l,t
relaxation regime
∆cl,t
cl,t
=
Reχresl,t (k, ω)
2ρc2l,t
resonance regime
(2.11)
In order to explain the universal property of sound ve-
locity shift in low-temperature glasses, we need to inves-
tigate the properties of non-elastic relaxation and reso-
nance susceptibilities.
6C. Virtual Phonon Exchange Interactions
Within single-block considerations, non-elastic stress
tensor Tˆij(~x) and non-elastic part of glass Hamiltonian
Hˆ0 are simply generalizations from 2-level-system to
multiple-level-system, so nothing non-trivial will be ob-
tained within single block considerations. However, if
we combine a set of N30 single blocks together to form
a “super block”, the interactions between single blocks
must be taken into account. Since the non-elastic stress
tensors are coupled to intrinsic strain field, if we allow
virtual phonons to exchange with each other, it will gen-
erate a RKKY-type many-body interaction between sin-
gle blocks. This RKKY-type interaction is the product
of stress tensors of single blocks at different locations:
Vˆ =
∫
d3xd3x′
∑
ijkl
Λijkl(~x− ~x′)Tˆij(~x)Tˆkl(~x′)(2.12)
where the coefficient Λijkl(~x − ~x′) was first derived by
J. Joffrin and A. Levelut23. We further give a detailed
correction to this coefficient, please see Appendix (A):
Λijkl(~x− ~x′) =
∑
~k
Λijkl(~k)e
i~k·(~x−~x′)
Λijkl(~k) =
α
2ρc2t
(
kikjkkkl
k4
)
− 1
8ρc2t
(
kjklδik + kjkkδil + kiklδjk + kikkδjl
k2
)
(2.13)
where α = 1−c2t/c2l . Λijkl(~k) is the coefficient of RKKY-
type interaction in momentum space. ρ is the mass den-
sity of amorphous material. i, j, k, l are cartesian coor-
dinate indices which run over 1, 2, 3. In the rest of this
paper we name Eq.(2.12) the non-elastic stress-stress in-
teraction.
By combining N30 identical L×L×L single blocks, we
get a N0L × N0L × N0L super block. The non-elastic
part of super block Hamiltonian (without the presence
of external strain field) is given by the summation of sin-
gle block non-elastic Hamiltonian and non-elastic stress-
stress interaction:
Hˆsup =
N30∑
s=1
Hˆ(s) +
∫
d3xd3x′
∑
ijkl
Λijkl(~x− ~x′)Tˆij(~x)Tˆkl(~x′)
(2.14)
where Hˆ(s) represents the non-elastic part of Hamiltonian
for the s-th glass single block, including the coupling be-
tween non-elastic stress tensor and intrinsic strain field:
Hˆ(s) = Hˆ
(s)
0 +
∫
V (s)
d3x
∑
ij eij(~x)Tˆij(~x).
D. Glass Super Block Hamiltonian and
Susceptibility with the Presence of External Strain
In previous subsections, we used the notation e(~x) to
stand for intrinsic strain field. In this subsection we turn
on external weak strain field as a perturbation, and use
the notation e(~x, t) to stand for it. We consider glass
single block and super block non-elastic Hamiltonians
Hˆ(s)(e(~x, t)) and Hˆsup(e(~x, t)) with the presence of ex-
ternal weak strain e(~x, t) in this subsection. It seems the
Hamiltonian Eq.(2.14) simply adds a stress-strain cou-
pling
∫
d3x
∑
ij eij(~x, t)Tˆij(~x). However, more questions
arise with the presence of e(~x, t).
First of all, stress tensor operator Tˆij(~x) might be
modified by e(~x, t). A familiar example is that ex-
ternal strain field can modify electric dipole moments
by changing positive-negative charge pairs’ relative po-
sitions: ∆pi(t) =
∑
j(∂ui(t)/∂xj)pj . Let’s denote the
change of Tˆij(~x) is ∆Tˆij(~x). We further define a new
stress tensor operator Tˆij(~x, e(~x, t)) as follows,
Tˆij(~x, e(~x, t)) = Tˆij(~x) + ∆Tˆij(~x) = δHˆ
(s)(e(~x, t))/δeij(~x)
(2.15)
The above result means the new tensor operator
Tˆij(~x, e(~x, t)) is actually the non-elastic stress tensor
with the presence of external strain field e(~x, t). The
stress-intrinsic strain field coupling is then given by
eij(~x)Tˆij(~x, e(~x, t)). The non-elastic susceptibility in
Eq.(2.7) is given by replacing Tˆij(~x) with Tˆij(~x, e(~x, t)).
Virtual phonon exchange process gives non-elastic
stress-stress interaction Vˆ =
∫
d3xd3x′
∑
ijkl Λijkl(~x −
~x′)Tˆij(~x, e(~x, t))Tˆkl(~x′, e(~x, t)). In the rest of this paper,
we still use χijkl(~x, ~x
′;ω), Tˆij(~x), Hˆ(s) and Hˆ
(s)
0 to stand
for χijkl(~x, ~x
′;ω; e(~x, t)), Tˆij(~x, e(~x, t)), Hˆ(s)(e(~x, t)) and
Hˆ
(s)
0 (e(~x, t)) for simplicity. Such simplicity does not
harm the result of our theory.
Second, the relative positions between different single
blocks ~x − ~x′ could be changed by external strain field,
so the coefficient of non-elastic stress-stress interaction
Λijkl(~x− ~x′) is changed to be Λijkl(~x− ~x′; e(~x, t)). Thus
the glass total non-elastic Hamiltonian with the presence
of external strain is given by
Hˆsup =
∑
s
Hˆ(s) +
∫
d3x
∑
ij
eij(~x, t)Tˆij(~x)
+
∫
d3xd3x′
∑
ijkl
Λijkl(~x− ~x′; e(~x, t))Tˆij(~x)Tˆkl(~x′)
(2.16)
According to the definition of stress tensor operator,
the super block non-elastic stress tensor is given by the
derivative of super block non-elastic Hamiltonian with re-
spect to intrinsic strain field: Tˆ supij (~x) = δHˆ
sup/δeij(~x).
Because Λijkl(~x− ~x′; e(~x)) is also the function of intrin-
sic strain field, an extra term appears in the super block
7non-elastic stress tensor:
Tˆ supij (~x) = Tˆij(~x)
+
∫
d3xsd
3x′s
∑
abcd
δΛabcd(~xs − ~x′s)
δeij(~x)
Tˆab(~xs)Tˆcd(~x
′
s)
(2.17)
In Eq.(3.2) we will prove that the contribution of the
second term in Eq.(2.17) to the renormalization equa-
tion of non-elastic susceptibility is negligible. Therefore,
it is reasonable to drop the second term in Eq.(2.17).
For now, we still want to keep it in super block stress
tensor Tˆ supij (~x). We will prove that it is negligible in
Eq.(3.2). Finally, we are able to rewrite super block
Hamiltonian as the summation of single block Hamil-
tonian
∑N30
s=1 Hˆ
(s), non-elastic stress-stress interaction
Vˆ =
∫
d3xd3x′
∑
ijkl Λijkl(~x − ~x′)Tˆij(~x)Tˆkl(~x′) and ex-
ternally applied time-dependent perturbation Hˆ ′(t) =∫
d3x
∑
ij eij(~x, t)Tˆ
sup
ij (~x) as follows:
Hˆsup(t) =
N30∑
s=1
Hˆ(s) + Vˆ + Hˆ ′(t)
Vˆ =
∫
d3xsd
3x′s
∑
ijkl
Λijkl(~x− ~x′)Tˆij(~x)Tˆkl(~x′)
Hˆ ′(t) =
∫
d3x
∑
ij
eij(~x, t)Tˆ
sup
ij (~x) (2.18)
With the input of external weak strain field e(~x, t), the
super block glass non-elastic Hamiltonian Hˆsup(t) pro-
vides a corresponding stress response 〈Tˆ supij 〉(~x, t). We
can define the super block glass non-elastic susceptibility
is as follows
χsupijkl(~x, ~x
′; t, t′) =
δ〈Tˆ supij 〉(~x, t)
δekl(~x′, t′)
(2.19)
To calculate super block non-elastic susceptibility, let
us denote |nsup〉 and Esupn to be the nsup-th eigenstate
and eigenvalue of super block non-elastic Hamiltonian∑
s Hˆ
(s)
0 + Vˆ , and use linear response theory for the per-
turbation
∫
d3x
∑
ij eij(~x, t)Tˆ
sup
ij (~x). Please note that
the in the following super block non-elastic relaxation
susceptibility, the “effective thermal relaxation time”,
τ sup should be different from single block relaxation time
τ . However, since we will discuss the renormalization be-
haviors of non-elastic susceptibility in relaxation regime
(with ωτ and ωτ sup  1) resonance regime (with ωτ
and ωτ sup  1) separately, the exact relation between
τ and τ sup is not important. We still use τ to stand
for the super block relaxation time for convenience. In
the following super block non-elastic resonance suscepti-
bility, η is a phenomenological parameter which stands
for higher order corrections due to the coupling between
super block stress tensor Tˆ supij (~x) and intrinsic phonon
strain field eij(~x). The super block non-elastic suscepti-
bility is therefore given by
χsupijkl(ω) =
1
(N0L)3
β
1− iωτ
∫
d3xd3x′
( ∑
nsupmsup
e−β(E
sup
n +E
sup
m )
Zsup2 〈n
sup|Tˆ supij (~x)|nsup〉〈msup|Tˆ supkl (~x′)|msup〉
−
∑
nsup
e−βE
sup
n
Zsup 〈n
sup|Tˆ supij (~x)|nsup〉〈nsup|Tˆ supkl (~x′)|nsup〉
)
+
1
(N0L)3
2
~
∫
d3xd3x′
∑
nsuplsup
e−βE
sup
n
Zsup
(Esupl − Esupn )/~
(ω + iη)2 − (Esupl − Esupn )2/~2
〈lsup|Tˆ supij (~x)|nsup〉〈nsup|Tˆ supkl (~x′)|lsup〉
(2.20)
where in the above result, the first and second lines
stand for the relaxation part of super block susceptibil-
ity 11−iωτ χ
sup rel
ijkl (ω), and the third line stands for the
resonance part of super block susceptibility χsup resijkl (ω).
Zsup = ∑nsup e−βEsupn is the partition function of the
super block non-elastic Hamiltonian
∑
s Hˆ
(s)
0 + Vˆ .
III. RENORMALIZATION PROCEDURE OF
GLASS NON-ELASTIC SUSCEPTIBILITY
We have defined the single and super block non-elastic
Hamiltonians, stress tensor operators and non-elastic sus-
ceptibilities. In this section our main purpose is to set
up the recursion relation (i.e., real space renormaliza-
tion equation) between single block and super block non-
elastic susceptibilities. Let us combine N30 glass single
blocks with the dimension L×L×L to form a super block
with the dimension N0L×N0L×N0L. Because the su-
per block is N30 times the volume of single block, repeat-
ing such process from microscopic length scale L1 will
eventually carry out the glass Hamiltonian, non-elastic
stress tensor and susceptibility at experimental length
scale R. According to the argument by D. C. Vural
and A. J. Leggett26, the suggested starting microscopic
length scale of renormalization procedure is, for example,
L1 ∼ 50A˚. Since the final result only logarithmically de-
8pends on this choice, it will not be sensitive. In the n-th
step of renormalization, we combine N30 identical blocks
with the side Ln to form a n-th step super block with the
side N0Ln. The single block length scale in the next step
is Ln+1 = N0Ln. On the other hand, the experimental
length scale is the phonon wave length R = 2pi/q, which
means throughout the entire renormalization process, the
super block length scale Ln+1 is always smaller than the
phonon wave length. We always have the important rela-
tions ~q · (~xs − ~x′s) 1 and ei~q·(~xs−~x
′
s) ≈ 1, where ~xs − ~x′s
is the relative position between arbitrary single blocks in
the arbitrary renormalization step.
We begin with such a group of non-interacting single
blocks with the non-elastic part of Hamiltonian Hˆ0 =∑N30
s=1 Hˆ
(s)
0 , eigenstates |n〉 =
∏N30
s=1 |n(s)〉 and eigenval-
ues En =
∑N30
s=1E
(s)
n , where |n(s)〉 and E(s)n stand for
the n(s)-th eigenstate and eigenvalue for the s-th single
block Hamiltonian Hˆ
(s)
0 . The partition function of these
non-interacting single blocks is Z = ∏sZ(s). We com-
bine them to form a super block, and turn on non-elastic
stress-stress interaction Vˆ . We assume Vˆ is relatively
weak compared to
∑N30
s=1 Hˆ
(s)
0 , so it can be treated as
a perturbation. Because the length scale dependence of
Vˆ is Vˆ ∝ 1/|~x − ~x′|3, at small length scales it always
dominates glass Hamiltonian. However, if the non-elastic
susceptibility decreases logarithmically as the increase of
length scale (which will be proved in Eq.(3.9)), then that
means Vˆ can be treated as a perturbation at late stages.
The assumption that Vˆ can be treated as a perturbation
is qualitatively correct. In the last section we denote the
nsup-th eigenstate and eigenvalue of super block Hamilto-
nian
∑
s Hˆ
(s)
0 + Vˆ to be |nsup〉 and Esupn . Their relations
with |n〉 and En are given as follows,
|nsup〉 = |n〉+
∑
p 6=n
〈p|Vˆ |n〉
En − Ep |p〉+O(V
2)
Esupn = En + 〈n|Vˆ |n〉+O(V 2) (3.1)
With the help of Eq.(3.1) one can rewrite the super block
non-elastic susceptibility in terms of single block suscepti-
bilities: we expand super block relaxation and resonance
susceptibilities (see Eq.(2.20)) up to the first order of in-
teraction Vˆ . Up to the first order of Vˆ we can write
the expansions of super block non-elastic susceptibility
χsupijkl(ω) in terms of single block non-elastic susceptibili-
ties χijkl(ω). The recursion relation for single block and
super block non-elastic susceptibilities are given as fol-
lows:
χsupijkl(ω) =
(
χrelijkl
1− iωτ +K1
)
+
(
χresijkl(ω) +K2
)
+
(
K3 +K4
)
K1 = − 1
(N0Ln)3(1− iωτ)
∫
d3xsd
3x′sd
3xud
3x′u
[
−
∑
abcd
Λabcd(~xu − ~x′u)
]
[
χrelijab(~xs, ~xu)χ
rel
cdkl(~x
′
u, ~x
′
s) + χ
rel
ijab(~xs, ~xu)χ
res
cdkl(~x
′
u, ~x
′
s; 0) + χ
res
ijab(~xs, ~xu; 0)χ
rel
cdkl(~x
′
u, ~x
′
s)
]
K2 = − 1
(N0Ln)3
∫
d3xsd
3x′sd
3xud
3x′u
[
−
∑
abcd
Λabcd(~xu − ~x′u)
]
χresijab(~xs, ~xu;ω)χ
res
cdkl(~x
′
u, ~x
′
s;ω)
K3 = 2β
−1
(N0Ln)3(1− iωτ)
∑
abcdefgh
∫
d3xd3x′d3xsd3x′sd
3xud
3x′u
δΛabcd(~xs − ~x′s)
δeij(~x)
δΛefgh(~xu − ~x′u)
δekl(~x′)[
χ
rel(1)
abef (~xs, ~xu)χ
rel(1)
cdgh (~x
′
u, ~x
′
s)− χrel(2)abef (~xs, ~xu)χrel(2)cdgh (~x′u, ~x′s)
]
K4 = − 2
(N0Ln)3
∑
abcdefgh
∫
d3xd3x′d3xsd3x′sd
3xud
3x′u
1
pi2
δΛabcd(~xs − ~x′s)
δeij(~x)
δΛefgh(~xu − ~x′u)
δekl(~x′){∫
(1− e−β~(ωs+ω′s))
(1− e−β~ωs)(1− e−β~ω′s)
Imχresabef (~xs, ~xu;ωs)Imχ
res
cdgh(~x
′
u, ~x
′
s;ω
′
s)
~ωs + ~ωs′ − ~ω d(~ωs)d(~ω
′
s)
+i(1− e−β~ω)pi
∫
Imχresabef (~xs, ~xu;ωs)Imχ
res
cdgh(~x
′
u, ~x
′
s;ω − ωs)
(1− e−β~ωs)(1− e−β~(ω−ωs)) d(~ωs)
}
(3.2)
For details of the calculations of obtaining Eq.(3.2),
please see Appendix (B). In the terms K3 and K4 of
Eq.(3.2), χ
rel(1)
ijkl , χ
rel(2)
ijkl are defined as follows:
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rel(1)
ijkl (~x, ~x
′) = β
∑
nm
PnPm〈n|Tˆij(~x)|n〉〈m|Tˆkl(~x′)|m〉
χ
rel(2)
ijkl (~x, ~x
′) = β
∑
n
Pn〈n|Tˆij(~x)|n〉〈n|Tˆkl(~x′)|n〉
χrelijkl(~x, ~x
′)
1− iωτ =
1
1− iωτ
(
χ
rel(1)
ijkl (~x, ~x
′)− χrel(2)ijkl (~x, ~x′)
)
(3.3)
Compared to the other terms in Eq.(3.2), K3 and K4
decrease (∝ L−3) much faster with the increase of length
scale L, due to the 1/L3 decreasing behavior of the coeffi-
cient of non-elastic stress-stress interaction Λijkl(~xs−~x′s).
We first qualitatively investigate the length scale de-
pendence of K3. With the symmetry assumption that
χ
rel(1,2)
ijkl = (χ
rel(1,2)
l − 2χrel(1,2)t )δijδkl + χrel(1,2)t (δikδjl +
δilδjk), K3 can be simplified as β−1C(1,2)l,t (χrel(1,2)l,t )2/(1−
iωτ)ρ2c4l,tL
3
n, where C
(1,2)
l,t are dimensionless constants of
order 1 with the upper indices (1, 2) stand for the first
and second parts of non-elastic relaxaton susceptibilities
(see Eq.(3.3)). If we require that there is a critical length
scale Lrelc , beyond which K3 is smaller than K1 and K2,
then the upper limit of Lrelc is given as follows
Lrelc <
(
kBT/ρc
2
l,t
) 1
3 (3.4)
We further let the temperature T to take an extremely
high value, T = 104K (much greater than the melting
temperature of glass), then the upper limit of Lrelc is 4.6A˚,
which is still much smaller than 50A˚, the microscopic
starting length scale of our generic coupled block model.
Therefore throughout the entire renormalization process,
K3 is always negligible compared to K1 and K2.
Next, we want to investigate the length scale de-
pendence of K4. We use the assumption that the re-
duced imaginary resonance suceptibility Im χ˜resijkl(ω) =
Imχresijkl(ω)/(1 − e−β~ω) is approximately a constant
up to the frequency of ωc (which will be discussed
later) and temperatures of the order 10K. Integrat-
ing over the frequency variables ωs, ω
′
s in K4 gives
us K4 ≈ −Cl,t [~ωc ln(ωcω ) − ipi~ω](Im χ˜resl,t )2/ρ2c4l,tL3n,
where we obtain this result by using the symme-
try property of resonance susceptibility χresijkl(ω) =
(χresl (ω)− 2χrest (ω)) δijδkl + χrest (ω)(δikδjl + δilδjk). Cl,t
is a positive constant of order 1, and ω is the experi-
mentally input frequency31,32 of order ω ∼ 107rad/s. If
we require that there is a critical length scale Lresc , be-
yond which K4 is smaller than K1 and K2, then we need
to calculate the order of magnitude of Lresc . The upper
limit of Lresc can be obtained by letting ωc to be an ex-
tremely high value, ωc ∼ 1015Hz which corresponds to
Tc = ~ωc/kB ∼ 104K:
Lresc <
(
1
ρc2l,t
~ωc
ln (ωc/ω)
) 1
3
∼ 1.7A˚ < L1 = 50A˚(3.5)
The above result implies that even if we choose an un-
reasonably high cut-off ωc, the upper limit of L
res
c is
still much smaller than the microscopic starting length
scale of our generic coupled block model. Throughout
the entire renormalization procedure K3 and K4 are al-
ways negligible compared to K1 and K2. This agrees
with the conclusion by D. Zhou and A. J. Leggett7, that
the contribution of resonance phonon energy absorption
from δΛijkl(~xs − ~x′s)/δe(~x) is renormalization irrelevant.
Dropping K3 and K4, the renormalization equations for
non-elastic relaxation and resonance susceptibilities are
simplified as follows
χsup rell,t = χ
rel
l,t −
lnN0
ρc2l,t
[(
χrell,t
)2
+ 2χrell,tχ
res
l,t (0)
]
χsup resl,t (ω) = χ
res
l,t (ω)−
lnN0
ρc2l,t
[
χresl,t (ω)
]2
(3.6)
Eqs.(3.6) are the most important results of this paper.
A. The Renormalization Behavior of Non-elastic
Resonance Susceptibility χresl,t (ω)
We now examine the renormalization behaviors of
non-elastic relaxation and resonance susceptibilities in
Eqs.(3.6). First of all, we focus on the renormalization
behavior of non-elastic resonance susceptibility. Since
χresl,t (ω) = Reχ
res
l,t (ω) + i Imχ
res
l,t (ω), there are two renor-
malization equations for non-elastic resonance suscepti-
bility:
δReχresl,t (ω) = −
lnN0
ρc2l,t
[(
Reχresl,t (ω)
)2 − (Imχresl,t (ω))2]
δ Imχresl,t (ω) = −
2 lnN0
ρc2l,t
Reχresl,t (ω) Imχ
res
l,t (ω) (3.7)
where we define the “change of non-elastic resonance
susceptibility” δReχresl,t (ω) = Reχ
sup res
l,t (ω)− Reχresl,t (ω)
and δ Imχresl,t (ω) = Imχ
sup res
l,t (ω)− Imχresl,t (ω). Solve the
differential equation between Reχresl,t (ω) and Imχ
res
l,t (ω),
the renormalization flow curve is given by(
Reχresl,t (ω)
ρc2l,t
)2
+
(
Imχresl,t (ω)
ρc2l,t
+ C
)2
= C2 (3.8)
where C is a constant determined by microscopic
starting length scale non-elastic resonance susceptibility
χresl,t (ω,L1). Let us plot the RG flow for Reχ
res
l,t (ω) v.s.
Imχresl,t (ω) in the following Fig.4, where the flow direction
indicates the increase of length scales.
According to Eq.(2.7), the imaginary part of non-
elastic resonance susceptibility is always negative for ar-
bitrary positive ω. Therefore we are interested in the
second and third quadrants of Fig.4. The renormaliza-
tion behavior of Reχresl,t (ω) and Imχ
res
l,t (ω) depends on
the sign of Reχresl,t (ω). If Reχ
res
l,t (ω) < 0, then both of
Reχresl,t (ω) and Imχ
res
l,t (ω) increase with the increase of
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FIG. 4. The renormalization flow plot for Reχresl,t (ω) v.s.
Imχresl,t (ω). In the first and third quadrants, the absolute
value of Reχresl,t (ω) increases first, then decreases, while the
absolute value of Imχresl,t (ω) keeps increasing; in the second
and fourth quadrants, the absolute values of Reχresl,t (ω) and
Imχresl,t (ω) keeps decreasing.
length scale. The qualitative increasing behavior of non-
elastic resonance susceptibility is approximately given by
|χresl,t (ω,R)| = |χresl,t (ω,L1)|+
|χresl,t (ω,L1)|2
ρc2l,t
ln
(
R
L1
)
.
If Reχresl,t (ω) > 0, then both of Reχ
res
l,t (ω) and
Imχresl,t (ω) decrease with the increase of length scale. By
solving Eq.(3.7), the real and imaginary parts of non-
elastic resonance susceptibility are given as follows:
Reχresl,t (ω,R) =
ρc2l,t
ln (R/L1)
Imχresl,t (ω,R) = −
1
2C
ρc2l,t
ln2 (R/L1)
(3.9)
where we use the approximation that Imχresl,t (ω,R) 
Reχresl,t (ω,R), and we assume (Reχ
res
l,t (ω,L1))
−1 
(ρc2l,t)
−1ln (R/L1).
According to the previous discussions, the renormal-
ization behaviors of Reχresl,t (ω) and Imχ
res
l,t (ω) are sig-
nificantly different when Reχresl,t (ω) changes sign. It is
obvious that for large enough ω, Reχresl,t (ω) > 0, so both
of Reχresl,t (ω) and Imχ
res
l,t (ω) decrease with the increase
of length scale, i.e., they are renormalization irrelevant.
However, at the first glance, limω→0+ Reχresl,t (ω) < 0,
which means in zero-frequency limit both of Reχresl,t (ω)
and Imχresl,t (ω) are renormalization relevant, i.e., they
increase with the increase of length scale. This is
an unphysical conclusion, because when the decreas-
ing ω passes through some critical value ωcrit, the real
space renormalization irrelevant quantities Reχresl,t (ω)
and Imχresl,t (ω) suddenly become renormalization rele-
vant. At experimental length scale R, χresl,t (ω > ωc) is
logarithmically small, while χresl,t (ω < ωc) is logarithmi-
cally large. At least to the author’s knowledge, such un-
usual phenomena of glass mechanical response function
was never reported2,8,9,16,32,33. A more severe problem
is that when the non-elastic susceptibility is in static
limit, the logarithmically huge, negative χresijkl(ω = 0)
implies that any amorphous material is mechanically
unstable against arbtrary infinitesimal static perturba-
tion (see the non-elastic part of free energy F non(e) =
F non0 +
1
2
∫
dxdx′χ(x− x′)e(x, t)e(x′, t)). Because of the
above two unreasonable implications, we would like to
argue that for arbitrary ω, Reχresl,t (ω) is always posi-
tive (including Reχresl,t (ω = 0) > 0). This is because
the phonon-phonon correlation function χphl,t (ω) will pro-
vide a positive real part of self-energy correction in the
Dyson equation of χresl,t (ω), so that limω→0 Reχ
res
l,t (ω) is
prevented from being negative. For details of discussions,
please see Appendix (C). Finally, we would like to argue,
that χresl,t (ω) is always renormalization irrelevant for arbi-
trary ω. The length scale dependences of Reχresl,t (ω) and
Imχresl,t (ω) are given by Eqs.(3.9).
B. The Renormalization Behavior of Non-elastic
Relaxation Susceptibility χrell,t (ω)
Based on the renormalization irrelevant behavior of
non-elastic resonance susceptibility, we are able to discuss
the non-elastic relaxation susceptibility now. According
to Eq.(3.6), the non-elastic relaxation susceptibility has
a non-trivial stable fixed point and a trivial stable fixed
point:
χrell,t (R) = −2χresl,t (ω = 0, R) (3.10)
χrell,t (R) = 0 (3.11)
Eq.(3.10) is the main result to explain the universal shift
of sound velocity in glasses. The non-trivial stable fixed
point, Eq.(3.10) indicates that even if the non-elastic re-
laxation and resonance susceptibilities are entirely dif-
ferent at microscopic level, at experimental large length
scales the relaxation susceptibility always flows to −2
of resonance susceptibility in zero-frequency limit. On
the other hand, however, the trivial stable fixed point
Eq.(3.11) suggests that the relaxation susceptibility will
approach zero as the length scale increases, with the
speed (χrel ∝ L1/R) much faster than that of resonance
susceptibility (χres ∝ 1/ ln(R/L1)). These two stable
fixed points seem to contradict with each other. Let us
discuss this problem as follows.
First, in the zero temperature limit, the non-elastic
relaxation susceptibility limT→0 χrel(L) is always 0 (see
the non-elastic relaxation susceptibility in Eq.(2.7)). In
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the trivial fixed point, Eq.(3.11), χrel(L) approaches
zero extremely fast with the increase of length scale,
χrel(R) ∝ L1/R ∼ 10−10, which intuitively agrees with
the behavior of χrel(L) in the T = 0 limit. In the non-
trivial fixed point, the relaxation susceptibility χrel(L)
approaches zero relatively slow: χrel(R) = −2χres(ω =
0, R) ∝ 1/ ln(R/L1) ∼ 1/20. The non-trivial fixed
point Eq.(3.10) does not agree with the behavior of
limT→0 χrel(L) intuitively. It seems that the non-trivial
fixed point, Eq.(3.10) is unphysical. To explain this
dilemma, we plot the renormalization flow of χrel v.s.
χres in Fig.5, where the flow direction represents the in-
crease of length scale.
FIG. 5. RG flow plot for y = χrel v.s. x = χres. We will
mainly discuss three important lines: y = 0, y = −x and
y = −2x in the following discussions.
In Fig.5 we see two fixed points (fixed lines): (1) triv-
ial fixed point y = 0 (χrel = 0), which means χrel(L)
will always flow to 0 much faster than the logarithmic
decreasing behavior of χres(L) as the function of length
scale L. It agrees with the zero-temperature behav-
ior of χrel(L), that the non-elastic relaxation suscep-
tibility limT→0 χrel(L) → 0; (2) the non-trivial fixed
point y = −2x (χrel = −2χres) implies that the non-
elastic relaxation susceptibility will flow to −2 of reso-
nance susceptibility; and (3) the dashed line, y = −x
(χrel = −χres), it is the transition line between the triv-
ial fixed point and the non-trivial fixed point. At micro-
scopic starting length scale L1, if the non-elastic relax-
ation susceptibility is greater than −1 of resonance sus-
ceptibility: χrel(L1) > −χres(L1) (for example, in zero-
temperature limit, limT→0 χrel(L1) = 0 > −χres(L1)),
then the renormalization flow chooses trivial stable fixed
point, that χrel flows to 0 much faster than χres. On
the other hand, if the starting non-elastic relaxation sus-
ceptibility is smaller than −1 of resonance susceptibil-
ity, χrel(L1) < −χres(L1), the renormalization flow will
choose non-trivial fixed point χrel(R) = −2χres(R). From
Fig.5 we see the slope of renormalization flow slowly ap-
proaches to −2 when χres(R) logarthmically approaches
0 with the increase of length scale.
To further verify the stability of Eq.(3.10) and
Eq.(3.11) we consider the quantity |χrell,t + χresl,t (ω = 0)|,
which has the same length scale behavior as |χresl,t (ω = 0)|.
At the experimental length scale R they are given as fol-
lows
|χrell,t (R) + χresl,t (ω = 0, R)| = |χresl,t (ω = 0, R)| =
ρc2l,t
ln (R/L1)
(3.12)
Eq.(3.12) has two solutions, χrell,t (R) = 0 which stands for
the trivial fixed point, and χrell,t (R) = −2χresl,t (ω = 0, R)
to represent the non-trivial fixed point. To illustrate the
stability of the trivial and non-trivial fixed points, we
further plot the renormalization flow of |χrell,t + χresl,t (ω =
0)|−1 v.s. |χresl,t (ω = 0)|−1 in Fig.6.
Next we give two qualitative arguments on the exis-
tence of the non-trivial stable fixed point: χrel(R) =
−2χres(ω = 0, R). At microscopic length scale L1 = 50A˚,
there is no specific reason that the non-elastic relaxation
and resonance susceptibilities must have such a simple
relation. In fact, relaxation susceptibility is the product
of diagonal matrix elements 〈n|Tˆij(~x)|n〉〈m|Tˆkl(~x′)|m〉,
while the resonance one is the product of off-diagonal
matrix elements 〈n|Tˆij(~x)|m〉〈m|Tˆkl(~x′)|n〉. These diag-
onal and off-diagonal elements 〈n|Tˆij(~x)|m〉 are entirely
random for different quantum numbers n,m and spacial
coordinates ~x, ~x′.
First, with the increase of length scale, more and more
single blocks join in the glass total Hamiltonian. Be-
fore turning on non-elastic stress-stress interaction Vˆ ,
super block non-elastic stress tensor equals to the sin-
gle block stress tensor Tˆ supij (~x) = Tˆij(~x), super block
eigenstates are the direct product of single block eigen-
states |n〉 = ∏N30s=1 |n(s)〉. Hence the diagonal and off-
diagonal matrix elements of super block stress tensors
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FIG. 6. At starting microscopic length scale L1, for arbitrary
relation between y = |χresl,t (0) + χrell,t |−1 and x = |χresl,t (ω =
0)|−1, they always flow to the asymptote y = x when length
scale becomes large.
are the same as the those of single block stress ten-
sors: 〈n|Tˆ supij (~x)|n〉 = 〈n|Tˆij(~x)|n〉, 〈n|Tˆ supij (~x)|m〉 =
〈n|Tˆij(~x)|m〉. Without non-elastic stress-stress interac-
tion, non-elastic relaxation and resonance susceptibili-
ties still have no specific relation at experimental length
scales. The presence of non-elastic stress-stress interac-
tion allows super block eigenstates to be the mixture of
single block eigenstates. Besides, super block stress ten-
sor receives an extra term proportional to δΛijkl(~xs −
~x′s)/δeab(~x) (see Eq.(2.17)). It further mixes the diago-
nal and off-diagonal matrix elements of stress tensors. It
is at this point that the non-elastic relaxation and res-
onance susceptibilities could possibly have a relation at
macroscopic length scales.
Second, the criteria to distinguish the relaxation and
resonance processes for a pair of eigenstates |n〉 and |m〉
is whether En−Em  ~/τ or not. At small length scale
when glass Hamiltonian has a distinct set of eigenval-
ues, energy spacing is so large compared to ~/τ that the
off-diagonal matrix elements of stress tensors must con-
tribute to the transition process between different eigen-
states. As the glass size grows, the increasing number
of single blocks and non-elastic stress-stress interactions
greatly increase the super block Hamiltonian density of
states. At experimental length scales, the “diagonal ma-
trix element of stress tensor 〈n|Tˆij |n〉” is no longer a
clear definition since the criteria whether En − Em is
much smaller than ~/τ depends on the values of thermal
relaxation time τ and level spacing En − Em. Further-
more, according to the TTLS calculations by J. Ja¨ckle28,
~/τmn ∝ T (En − Em)2 roughly increases with tempera-
ture, which means the diagonal matrix elements in low
frequency higher temperature relaxation regime could
be off-diagonal when the experimental condition enters
in high frequency lower temperature resonance regime.
Since a huge amount of eigenstate pairs |m〉, |n〉 take
part in both of the resonance and relaxation processes, it
is possible to have a simple relation between relaxation
and resonance susceptibilities.
IV. UNIVERSAL SOUND VELOCITY SHIFT OF
LOW-TEMPERATURE GLASSES
In this section we want to discuss the universal tem-
perature dependence of longitudinal and transverse ul-
trasound velocity cl,t(T ), in relaxation and resonance
regimes separately. It is convenient to set up a refer-
ence frequency shift ∆ωk;l,t(T0) at some reference tem-
perature T0, then consider the relative phonon frequency
shift ∆ωk;l,t(T ) at arbitrary temperature T . Since one
can always write phonon frequency shift as ∆ωk;l,t(T ) =
k∆cl,t(T ), we get the relative sound velocity shift as fol-
lows:
∆cl,t(T )−∆cl,t(T0)
cl,t
=
Reχl,t(ω, T )− Reχl,t(ω, T0)
2ρc2l,t
(4.1)
The behavior of sound velocity shift is different in re-
laxation and resonance regimes. In resonance regime
the only contribution to the sound velocity shift is the
real part of non-elastic resonance susceptibility, while
in relaxation regime both of the real part of resonance
and relaxation susceptibilities contribute to the sound
velocity shift. The real part of non-elastic resonance
susceptibility can be transformed into the imaginary
part by Kramers-Kronig relation. Using the assump-
tion that the reduced imaginary resonance susceptibility
Im χ˜resl,t (ω, T ) = (1 − e−β~ω)−1Imχresl,t (ω, T ) is approxi-
mately a constant of frequency and temperature, up to
the frequency of order ωc ∼ 1015Hz and around the tem-
perature of order 10K32, we obtain the logarithmic tem-
perature dependence of relative sound velocity shift as
follows:
∆cl,t(T )−∆cl,t(T0)
cl,t(T0)
∣∣∣∣
res
=
2
2piρc2l,t
P
∫ ∞
0
Ω
(
Imχresl,t (Ω, T )− Imχresl,t (Ω, T0)
)
Ω2 − ω2 dΩ
= Cl,t ln
(
T
T0
)
(4.2)
where Cl,t = − Im χ˜resl,t /2piρc2l,t is a positive constant pro-
portional to reduced imaginary resonance susceptibil-
ity. For details of calculations please refer to Appendix
(D). Eq.(4.2) is a multiple-level-system generalization of
TTLS model derivation on logarithmic temperature de-
pendence of sound velocity shift31. The constant Cl,t is
not the functional of phonon frequency. We analytically
continue this result from high frequency ωτ  1 regime
to ω → 0+, and carry out it’s contribution in relaxation
regime.
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Next we discuss the sound velocity shift in relax-
ation regime. Both of the real part resonance and
relaxation susceptibilities contribute to the sound ve-
locity shift in this regime. By analytical continua-
tion, the contribution of real part resonance suscepti-
bility in relaxation regime is still Cl,t ln (T/T0). On the
other hand, from Eq.(3.10) the relaxation susceptibility
equals to −2 of zero-frequency resonance susceptibility:
∆Reχrell,t (ω, T )/(−2ρc2l,t) = −2Cl,t ln(T/T0). Finally, the
sound velocity shift in relaxation regime is given by the
summation of both contributions
∆cl,t(T )−∆cl,t(T0)
cl,t
∣∣∣∣
rel
=
∆Re
(
χrell,t (ω, T ) + χ
res
l,t (ω, T )
)
2ρc2l,t
= −Cl,t ln
(
T
T0
)
(4.3)
where we denote χrell,t (ω) =
χrell,t
1−iωτ . Combining Eqs.(4.2,
4.3), the theoretical temperature dependence of sound
velocity shift in different regimes is summarized in Fig.8.
The slopes in different regimes Crel,resl,t are frequency in-
dependent, with the ratio Cresl,t : Crell,t = 1 : −1.
Up to now, we only find 12 sound velocity shift
measurements4,5,9,10,12,14,18,31,33. Only one of them sup-
ports TTLS model expectation (Fig.7): the slope ratio
is Cresl,t : Crell,t = 1 : − 12 . Nine of them support our
generic coupled block model (Fig.8): the slope ratio is
Cresl,t : Crell,t = 1 : −1. Two of them even have slightly
greater ratio (Fig.9). We do now know how to explain
such great ratio.
FIG. 7. The theoretical prediction of sound velocity shift by
TTLS model, Cresl,t : Crell,t = 1 : − 12 . It agrees with the data
of silica based microscopic cover glass measurements9 with
f = 1028Hz.
V. UNIVERSAL DIELECTRIC CONSTANT
SHIFT ∆r/r OF LOW-TEMPERATURE
GLASSES
In this section we want to discuss the universal
property of dielectric constant shift ∆r/r in low-
temperature glasses (see Fig.3). We still consider a single
block of glass with the size much greater than atomic dis-
tance L  a. We write down the general single block
glass Hamiltonian as Hˆtot. Let us separate out from
the glass general Hamiltonian Hˆtot, the purely electro-
magnetic field Hamiltonian HˆEM . Subtracting the purely
FIG. 8. The theoretical result of sound velocity shift by our
generic coupled block model, the slope ratio Cresl,t : Crell,t = 1 :
−1. It agrees with the data of Zr-Nb18, lithium-doped KCl4,
vitreous silica12 with f ∼ 10kHz, BK75 with f ∼ 100MHz,
(ZrO2)0.89(CaO)0.11 with f = 83kHz, (CaF2)0.74(LaF3)0.26,
PS with f = 87kHz, epoxy with f = 84kHz33 and metallic
glass14 Ni81P19 with f = 150MHz.
FIG. 9. Several amorphous materials’ sound velocity shifts
even have slightly greater slope ratios: vitreous silica Suprasil
I31 with f = 90MHz and PdSiCu10 with f = 960MHz,
1030Hz.
electro-magnetic field Hamiltonian, we name the left-over
Hamiltonian (Hˆtot−HˆEM ) as the “dielectric part of glass
Hamiltonian HˆnonEM”.
We expand the dielectric Hamiltonian HˆnonEM up to the
first order expansion of long wavelength intrinsic electric
field. We name the coefficient of the first order expansion
to be “electric dipole moment pˆi(~x)”, defined as follows,
HˆnonEM = Hˆ
tot − HˆEM
HˆnonEM = Hˆ
non
EM ;0 −
∫
d3x
∑
i
Ei(~x)pˆi(~x) +O(E2)
pˆi(~x) = − δHˆ
non
EM
δEi(~x)
(5.1)
Let us compare Eq.(5.1) with TTLS model in Eq.(2.1):
the zero-th order expansion of dielectric Hamiltonian
HˆnonEM with respect to intrinsic electric field Ei, Hˆ
non
EM ;0, is
the generalization from two-level-system Hamiltonian to
multiple-level-system Hamiltonian; dipole moment pˆi(~x)
is the multiple-level generalization of 2× 2 matrix which
couples to electric field in TTLS model.
Let us denote |m〉 and Em to be the m-th eigenstate
and eigenvalue of the glass dielectric Hamiltonian HˆnonEM ;0.
Such a set of eigenbasis |m〉 is a generic multiple-level-
system. Let us apply an external infinitesimal electric
field, Ei(~x, t) = Ei(~k)e
i~k·~x−iωkt. The glass dielectric
Hamiltonian HˆnonEM receives a time-dependent perturba-
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tion Hˆ ′(t) = − ∫ d3x ∑iEi(~x, t)pˆi(~x), and provides a
dipole response, 〈pˆi〉(~x, t) = 〈pˆi〉ei~k·~x−iωkt. Then we are
able to define the complex response function (dielectric
susceptibility) χnonij (~x, ~x
′; t, t′) as follows,
χnonij (~x, ~x
′;ω, ω′) =
∫
dtdt′ eiωt+iω
′t′χnonij (~x, ~x
′; t, t′)
χnonij (~x, ~x
′; t, t′) =
δ 〈pˆi〉 (~x, t)
δEj(~x′, t′)
(5.2)
In the rest of this paper we use χij(~x, ~x
′;ω, ω′) to stand
for χnonij (~x, ~x
′;ω, ω′). In Eq.(5.2) the dipole response of
dielectric part of glass Hamiltonian, 〈pˆi〉(~x, t), is defined
as follows:
〈pˆi〉 (~x, t) =
∑
m
e−βEm(t)
Z(t) 〈mI , t|pˆi,(I)(~x, t)|mI , t〉(5.3)
where |mI , t〉 = T e
1
i~
∫ t
−∞ Hˆ
′
I(t)dt
′ |m〉 is the inter-
action picture wave function, and pˆi,(I)(~x, t) =
eiHˆ
non
EM,0t/~pˆi(~x)e
−iHˆnonEM,0t/~ is the interaction picture
dipole operator. We expand 〈pi〉(~x, t) up to the first or-
der of perturbation Hˆ ′(t) to calculate the dielectric sus-
ceptibility χij(~x, ~x
′;ω, ω′) in Eq.(5.2). We use the same
language as TTLS mode, that the non-elastic suscepti-
bility can be expressed in the relaxation and resonance
parts. We use χresij and χ
rel
ij to stand for them. In the
representation in which HˆnonEM,0 is diagonal, the perturba-
tion Hˆ ′(t) has both of diagonal and off-diagonal matrix
elements. The diagonal matrix elements corresponds to
the relaxation susceptibility, while the off-diagonal ma-
trix elements corresponds to the resonance one. Let us
denote τ to be the effective thermal relaxation time for
the glass single block dielectric Hamiltonian at temper-
ature T . We use the same argument in non-elastic sus-
ceptibility, that we are only interested in the relaxation
and resonance regimes separately. Using a simple relax-
ation time τ to represent the effective thermal relaxation
process does not harm our theory. The dielectric suscep-
tibility is therefore given by
χij(~x, ~x
′;ω, ω′) = 2piδ(ω + ω′)χij(~x, ~x′;ω)
χij(~x, ~x
′;ω) =
1
1− iωτ χ
rel
ij (~x, ~x
′) + χresij (~x, ~x
′;ω)
χrelij (~x, ~x
′) = β
∑
n
(∑
m
PnPm〈n|pˆi(~x)|n〉〈m|pˆj(~x′)|m〉 − Pn〈n|pˆi(~x)|n〉〈n|pˆj(~x′)|n〉
)
χresij (~x, ~x
′;ω) =
∑
nl
(Pn − Pl) 〈n|pˆi(~x)|l〉〈l|pˆj(~x
′)|n〉
ω + (En − El)/~ + iη (5.4)
Where Pn = e
−βEn/Z stands for the partition function
of the n-th eigenstate of glass dielectric Hamiltonian.
We further define the space-averaged dielectric suscep-
tibility for a single block of glass with the volume V = L3:
χij(ω) = V
−1 ∫ d3xd3x′ χij(~x, ~x′;ω). Since the dielectric
susceptibility must be invariant under SO(3) rotational
group transformations, it has the generic isotropic form of
an arbitrary 2-indice quantity, χij(ω) = χ(ω)δij . Similar
with the phonon frequency shift, the photon frequency
can be shifted by dielectric susceptibility χ(ω):
∆ωk
ωk
=
χ(ω)
2
(5.5)
where the real part of frequency shift corresponds to the
dielectric constant shift, and the imaginary part of fre-
quency shift corresponds to the dielectric loss α.
∆r
r
= −Re
(
χres(ω) + χrel(ω)
)

relaxation regime
∆r
r
= −Reχ
res(ω)

resonance regime
(5.6)
To explore the universal dielectric shift, we want to
calculate the temperature dependence of the real part
of dielectric susceptibility in relaxation and resonance
regimes.
One may realize that the dielectric Hamiltonian
Eq.(5.1) is incomplete, because electric dipole moments
pˆi(~x) can interact with each other via 1/r
3 dipole-dipole
interaction. In fact, if we combine a set of single blocks
together and allow virtual photons to exchange with each
other, we will be able to obtain the electric dipole-dipole
interaction:
Uˆ =
3∑
i,j=1
∫
d3xd3x′ µij(~x− ~x′)pˆi(~x)pˆj(~x′)
µij(~x− ~x′) = δij − 3ninj
8pi|~x− ~x′|3 (5.7)
where ni is the i-th component of unit vector of ~x − ~x′.
Since we combine N30 copies of L × L × L glass single
blocks to form a N0L×N0L×N0L super block, dipole-
dipole interaction between single blocks will affect glass
super block dielectric Hamiltonian. With the presence
of external electric field, the glass super block dielectric
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Hamiltonian is given by
Hˆsup nonEM (t) =
N30∑
s=1
Hˆ
non (s)
EM + Uˆ + Hˆ
′(t)
Uˆ =
∑
ij
∫
d3xd3x′µij(~x− ~x′)pˆi(~x)pˆj(~x′)
Hˆ ′(t) = −
∫
d3x
3∑
i=1
Ei(~x, t)pˆi(~x) (5.8)
Please note that different from the previous phonon
strain fields, this time the electric field is not a collec-
tion of real particle oscillations. Therefore the presence
of external electric field ~E(~x, t) cannot modify the rela-
tive positions of particles in amorphous materials, which
means the coefficient of electric dipole-dipole interac-
tion, µij(~x − ~x′) will not be modified by external elec-
tric field. Hence the super-block electric dipole moment
pˆsupi (~x) = −δHˆsup nonEM /δEi(~x) is the same as single block
electric dipole moments: pˆsupi (~x) = pˆi(~x).
With the input of external weak electric field ~E(~x, t),
the super block glass dielectric Hamiltonian receives a
time-dependent perturbation Hˆ ′(t). It provides a corre-
sponding dipole response 〈pˆsupi 〉(~x, t). The super block
glass dielectric susceptibility is therefore defined as fol-
lows,
χsupij (~x, ~x
′; t, t′) =
δ〈pˆsupi 〉(~x, t)
δEj(~x′, t′)
(5.9)
To calculate super block super block dielectric sus-
ceptibility, let us denote |nsup〉 and Esupn to be the
nsup-th eigenstate and eigenvalue for super block un-
perturbed dielectric Hamiltonian:
∑N30
s=1 Hˆ
non (s)
EM ;0 + Uˆ ,
and use linear response theory for the perturbation
− ∫ d3x ∑iEi(~x, t)pˆi(~x). Please note when calculating
the super block dielectric relaxation susceptibility, the
“effective thermal relaxation time” τ sup should be differ-
ent from the single block relaxation time τ . However,
we use the same argument in the phonon strain field
case, that we will be interested in the relaxation regime
ωτ, ωτ sup  1 and resonance regime ωτ, ωτ sup  1 sep-
arately, the exact relation between τ and τ sup is not im-
portant. We use τ to stand for the supre block relaxation
time for simplicity. The super block space-averaged di-
electric susceptibility is given by
χsupij (ω) =
1
(N0L)3
β
1− iωτ
∫
d3xd3x′
( ∑
nsupmsup
e−β(E
sup
n +E
sup
m )
Zsup 2 〈n
sup|pˆi(~x)|nsup〉〈msup|pˆj(~x′)|msup〉
−
∑
nsup
e−βE
sup
n
Zsup 〈n
sup|pˆi(~x)|nsup〉〈nsup|pˆj(~x′)|nsup〉
)
+
1
(N0L)3
2
~
∫
d3xd3x′
∑
nsuplsup
e−βE
sup
n
Zsup
(Esupl − Esupn )/~
(ω + iη)2 − (Esupl − Esupn )2/~2
〈lsup|pˆi(~x)|nsup〉〈nsup|pˆj(~x′)|lsup〉
(5.10)
The first and second terms in Eq.(5.10) are super block
dielectric relaxation and resonance susceptibilities, re-
spectively. We want to sep up the recursion relation
between single block and super block dielectric suscepti-
bities. Since the length scales of single and super blocks
differ by a factor of N0, repeating this recursion rela-
tion from microscopic length scale will eventually carry
out the experimental length scale dielectric susceptibility.
Let us still choose the starting microscopic length scale
to be L1 ∼ 50A˚. In the n-th step renormalization, the
single and super block length scales are Ln and N0Ln.
We begin with a group of non-interacting single
blocks with the dielectric Hamiltonian
∑N30
s=1 Hˆ
non (s)
EM ;0 ,
eigenstates |n〉 = ∏N30s=1 |n(s)〉 and eigenvalues En =∑N30
s=1E
(s)
n , where |n(s)〉 and E(s)n represent the n(s)-th
eigenstate and eigenvalue for the s-th single block dielec-
tric Hamiltonian Hˆ
non (s)
EM . We combine them to form a
super block, and turn on electric dipole-dipole interac-
tion. We assume that Uˆ is relatively weak compared
to
∑N30
s=1 Hˆ
non (s)
EM ;0 , so it can be treated as a perturbation.
The relations between |nsup〉, Esupn and |n〉, En are there-
fore given by
|nsup〉 = |n〉+
∑
m 6=n
〈m|Uˆ |n〉
En − Em |m〉+O(U
2)
Esupn = En + 〈n|Uˆ |n〉+O(U2) (5.11)
With the help of Eq.(5.11) one can expand the super
block relaxation and resonance susceptibilities up to the
first order of Uˆ . The first order expansions can be exactly
written in terms of single block relaxation and resonance
susceptibilities:
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χsupij (ω) =
χsup relij
1− iωτ + χ
sup res
ij (ω) =
(
χrelij
1− iωτ +R1
)
+
(
χresij (ω) +R2
)
R1 = − 1
(N0Ln)3(1− iωτ)
∫
d3xsd
3x′sd
3xud
3x′u
[
−
∑
ab
µab(~xu − ~x′u)
]
(
χrelia (~xs, ~xu)χ
rel
bj (~x
′
u, ~x
′
s) + χ
rel
ia (~xs, ~xu)χ
res
bj (~x
′
u, ~x
′
s; 0) + χ
res
ia (~xs, ~xu; 0)χ
rel
bj (~x
′
u, ~x
′
s)
)
R2 = − 1
(N0Ln)3
∫
d3xsd
3x′sd
3xud
3x′u
[
−
∑
ab
µab(~xu − ~x′u)
]
χresia (~xs, ~xu;ω)χ
res
bj (~x
′
u, ~x
′
s;ω) (5.12)
where 11−iωτ χ
sup rel
ij and χ
sup res
ij (ω) represent super
block dielectric relaxation and resonance susceptibilities.
Applying the symmetry property of dielectric suscepti-
bility χij = χδij , the renormalization equations can be
further simplified as follows:
χsup rel = χrel − lnN0
3
χrel
[
χrel + 2χres(0)
]
χsup res(ω) = χres(ω)− lnN0
3
[χres(ω)]
2
(5.13)
where χrel and χres(ω) are space-averaged dielectric sus-
ceptibilities. Eq.(5.13) is very similar to the renormaliza-
tion equations of non-elastic stress-stress susceptibility.
First of all, for arbitrary positive ω, the imaginary part
of dielectric resonance susceptibility Imχres(ω) is always
negative, so the renormalization behaviors of χres(ω) de-
pends on the sign of Reχres(ω) (see Fig.4). It is obvious
that for large enough ω, Reχres(ω) > 0. However, at
the first glance, limω→0+ Reχres(ω) < 0. More specif-
ically, there seems to be a critical frequency ωc, below
which Reχres(ω) is negative. Such behaviors imply that
at experimental length scale R, χres(ω > ωc) is logarith-
mically small, while χres(ω < ωc) is logarithmically large
as the function of length scale. At least to the author’s
knowledge, such abnormal phenomena of glass dielectric
constant was never reported13. We would like to bor-
row the same argument in non-elastic susceptibility, that
for arbitrary positive ω, Reχres(ω) is always positive (in-
cluding Reχres(ω = 0) > 0), due to the positive real part
of self-energy correction from the electro-magnetic field
correlation function. For details of discussions, please see
Appendix (C). We would like to argue, that the dielectric
resonance susceptibility always decreases logarithmically
as the function of length scale for arbitrary ω. The length
scale dependence of dielectric resonance susceptibility is
given as follows,
Reχres(ω,R) =
3
ln(R/L1)
Imχres(ω,R) = − 1
2C
3
ln2(R/L1)
(5.14)
where the constant C is determined by starting micro-
scopic length scale dielectric susceptibility. The “ex-
perimental length scale R” is the minimum of the sam-
ple length scale L and input electric field wavelength λ:
R = min(L, λ). In the problem of universal sound veloc-
ity shift in glasses, we have L > λ. In the problem of uni-
versal dielectric constant shift, for input electric field fre-
quency 480Hz < f < 50kHz16 we have R = L < λ, while
for input frequency f = 10GHz by M. v. Schickfus15, we
have L > λ = R.
Second, according to Eq.(5.13), the dielectric relax-
ation susceptibility has a non-trivial fixed point and a
trivial fixed point:
χrel(R) = −2χres(ω = 0, R) (5.15)
χrel(R) = 0 (5.16)
Eq.(5.15) is the main result to explain the universal shift
of dielectric constant in glasses. The non-trivial fixed
point, Eq.(5.15) indicates that even if the dielectric re-
laxation susceptibility and resonance susceptibility are
entirely different at starting microscopic length scale,
at experimental length scale the relaxation susceptibil-
ity always flow to −2 of zero-frequency resonance sus-
ceptibility. On the other hand, the trivial fixed point
Eq.(5.16) seems to contradict with Eq.(5.15), that the
dielectric relaxation susceptibility approaches zero with
the speed much faster than that of resonance susceptibil-
ity. To solve this problem, we use the same argument
discussed in non-elastic susceptibility (see Fig.5). At
microscopic length scale L1, if the dielectric relaxation
susceptibility is greater than −1 of resonance suscepti-
bility: χrel(L1) > −χres(L1), then the renormalization
flow chooses trivial stable fixed point. χrel flows to zero
much faster than χres. On the other hand, if the dielec-
tric relaxation susceptibility is smaller than −1 of res-
onance susceptibility, χrel(L1) < −χres(L1), the renor-
malization flow will choose the non-trivial fixed point
χrel(R) = −2χres(R), and this result is observed in the
experiment of universal dielectric constant shift.
Now we can discuss the universal properties of dielec-
tric constant shift in low-temperature glasses. Since the
dielectric susceptibility is functional of temperature, it is
convenient to set up a reference dielectric shift ∆r(T0)
at some reference temperature T0, then calculate the rel-
ative dielectric constant shift ∆r(T ) at arbitrary tem-
perature T . The relative shift of dielectric constant at
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temperature T is
∆r(T )−∆r(T0)
r
= −Reχ(ω, T )− Reχ(ω, T0)

(5.17)
The behavior of dielectric constant shift is different in
relaxation and resonance regimes. In resonance regime
the only contribution to the dielectric constant shift is
the resonance susceptibility, while in relaxation regime,
both of the resonance and relaxation susceptibilities con-
tribute to the dielectric constant shift. The real part
of dielectric resonance susceptibility can be transformed
into the imaginary part by Kramers-Kronig relation. We
use the same assumption in the sound velocity shift dis-
cussions, that the reduced imaginary resonance suscepti-
bility Im χ˜res(ω, T ) = (1 − e−β~ω)−1 Imχres(ω, T ) is ap-
proximately the constant of frequency and temperature,
up to the frequency of order ωc ∼ 1015Hz and around
the temperature of order 10K9, we obtain the logarith-
mic temperature dependence of relative dielectric con-
stant shift as follows:
∆r(T )−∆r(T0)
r(T0)
∣∣∣∣
res
= − 2
pi
P
∫ ∞
0
Ω (Imχres(Ω, T )− Imχres(Ω, T0))
Ω2 − ω2 dΩ
= −C ln
(
T
T0
)
(5.18)
where C = − Im χ˜res/pi is a positive constant pro-
portional to the reduced imaginary resonance suscepti-
bility. For details of calculations please refer to Ap-
pendix (D). The constant C is independent of fre-
quency ω, so we analytically continue it from high fre-
quency ωτ  1 regime to ω → 0+ relaxation regime:
− limω→0+ ∆Reχres(ω, T )/ = −C ln(T/T0). In relax-
ation regime, both of the real part of resonance and re-
laxation susceptibilities contribute to the dielectric con-
stant shift. By analytical continuation, the contribution
of resonance susceptibility in relaxation regime is still
−C ln (T/T0). On the other hand, the non-trivial stable
fixed point, Eq.(5.15) indicates that the relaxation sus-
ceptibility will flow to −2 of zero-frequency resonance
susceptibility, so the contribution to dielectric constant
shift is −∆ Reχrel(ω, T )/ = 2C ln(T/T0). The dielectric
constant shift in relaxation regime is the summation of
resonance and relaxation susceptibilities:
∆r(T )−∆r(T0)
r
∣∣∣∣
rel
= −∆ Re
(
χrel(ω, T ) + χres(ω, T )
)

= C ln
(
T
T0
)
(5.19)
where χrel(ω) = χ
rel
1−iωτ . Summarize Eq.(5.18, 5.19), we
prove the logarithmic temperature dependence of dielec-
tric constant shift, in both of relaxation and resonance
regimes. The slope ratio between resonance regime and
relaxation regime is Cres : Crel = −1 : 1.
Up to now, we only find 3 dielectric constant shift
measurements15,16. All of them support our generic cou-
pled block model (Fig.10). The slope ratio between res-
onance and relaxation regimes is Cres : Crel = −1 : 1.
FIG. 10. The theoretical result of dielectric constant shift
from our generic coupled block mode. The slope ratio Cres :
Crel = −1 : 1. It agrees with the data of vitreous silica
Suprasil W and vitreous As2S3
15 with f = 10GHz, and BK716
with 480Hz < f < 50kHz.
VI. CONCLUSION
In this paper we develop a generic coupled block model
to explore the universal properties of low-temperature
glass sound velocity shift and dielectric constant shift.
We expand the glass Hamiltonian in orders of long wave-
length phonon strain field and electric field. The coeffi-
cient of the first order expansion is defined as the non-
elastic stress tensor Tˆij(~x) and electric dipole moment
pˆi(~x). We combine a set of single blocks together and
allow the virtual phonons to exchange with each other.
The exchange of virtual phonon and photon processes
will generate long-range interactions with 1/r3 behav-
iors. With the presence of non-elastic stress-stress in-
teraction and electric dipole-dipole interaction, we use
renormalization technique to iterate non-elastic and di-
electric susceptibilities from small length scale to exper-
imental length scale. The final result is logarithmically
dependent on the starting microscopic length scale L1,
so the result is not sensitive to the choice of L1.
We investigate 12 sound velocity shift measurements in
glass materials, most of them agree with our theoretical
results quite well, that the slope ratio between resonance
regime and relaxation regime is Cres : Crel = 1 : −1. We
also investigate 3 dielectric constant shift measurements
in glass materials, all of them agree with our theoretical
prediction, that the slope ratio between resonance regime
and relaxation regime is Cres : Crel = −1 : 1. We believe
that the universal shift of sound velocity and dielectric
constant essentially come from virtual phonon and pho-
ton exchange interactions, independent of the materials’
microscopic nature.
The resonance susceptibility logarithmically decreases
with the increase of length scale, while the relaxation sus-
ceptibility has a non-trivial stable fixed point: at exper-
imental length scales, the relaxation susceptibility must
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flow to −2 of resonance susceptibility at zero-frequency
limit. At microscopic length scales, the relaxation and
resonance susceptibilities have no specific relation. How-
ever, the presence of many body interaction mixes di-
agonal and off-diagonal matrix elements. Eventually at
experimental length scales, the relaxation and resonance
susceptibilities have a simple −2 relation. It is at this
point that we able to explain the universal sound veloc-
ity and dielectric constant shifts.
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Appendix A: The Coefficient of Non-elastic Stress-Stress Interaction Λijkl(~x− ~x′)
It was Joffrin and Levelut23 who first gave the detailed derivation of non-elastic stress-stress interaction coefficient
Λijkl(~x− ~x′) in amorphous solids. We give a further correction to their results. We will derive Λijkl(~x− ~x′) starting
from amorphous solid Hamiltonian written in the summation of long wavelength phonon Hamiltonian, phonon strain
field-stress tensor coupling and the non-elastic part of glass Hamiltonian:
Hˆ =
∑
~kµ
(
|pµ(~k)|2
2m
+
1
2
mω2~kµ|uµ(~k)|2
)
+
∫
d3x
∑
ij
eij(~x)Tˆij(~x) + Hˆ
non
0 (A1)
where µ is phonon polarization, i.e., longitudinal and transverse phonon modes; ~k is the phonon wave number and
m is the mass of elementary glass block, pµ(~k) and uµ(~k) are momentum and displacement operators, respectively.
Phonon strain field eij(~x) is defined as eij(~x) =
1
2 (∂ui(~x)/∂xj + ∂uj(~x)/∂xi). The relation of displacement operator
~u(~x) and ~uµ(~k) is set up by Fourier transformation:
ui(~x) =
1√
N
∑
~kµ
uµ(~k)eµi(~k)e
i~k·~x (A2)
where ~eµ(~k) is the unit vector representing the direction of vibrations, N is the number of particles in an elementary
cell in the sample. For longitudinal phonon mode with µ = l, eli(~k) = ki/|~k|, whereas for transverse modes with
µ = t1 and t2, we have,
~et1(
~k) · ~k = ~et2(~k) · ~k = ~et1(~k) ·~et1(~k) = 0∑
µ=t1,t2
eµi(~k)eµj(~k) = δij − kikj
k2
(A3)
the strain field is therefore expressed as eij(~x) =
1
2
√
N
∑
~kµ iuµ(
~k)ei
~k·~x[kjeµi(~k) + kieµj(~k)]. For an arbitrary function
f(~k) we always have the following relation,
∑
~k f(
~k) =
∑
~k
1
2 [f(
~k) + f(−~k)]. The displacement ui(~x) is real, i.e.,
ui(~x) = u
∗
i (~x), we have uµi(
~k) = u∗µi(−~k). With these properties of uµ(~k), we can rewrite the stress-strain coupling
term as follows,∫
d3x
∑
ij
eij(~x)Tˆij(~x) =
1
4
√
N
∑
ij
∫
d3x
∑
~kµ
[(
iuµ(~k)e
i~k·~x
)
+
(
iuµ(~k)e
i~k·~x
)∗]
(kjeµj(~k) + kjeµi(~k))Tˆij(~x) (A4)
Because the stress-strain coupling term is linear in displacement operators uµ(~k), we can absorb it into the term which
is quadratic in uµ(~k), by “completing the square”.
Hˆ =
∑
~kµ
(
|pµ(~k)|2
2m
+
mω2~kµ
2
|uµ(~k)− u(0)µ (~k)|2 −
mω2~kµ
2
|u(0)µ (~k)|2
)
+ Hˆnon (A5)
where the “equilibrium position” u
(0)
µ (~k) is
u(0)µ (
~k) =
i
2
√
Nmω2~kµ
∑
ij
∫
d3x
[
kjeµi(~k) + kieµj(~k)
]
Tˆij(~x)e
−i~k·~x (A6)
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The extra term left out after completing the square is the effective interaction between non-elastic stress tensors. It
can be rewritten into two parts, the first part represents non-elastic stress-stress interaction within the same block,
while the second part represents the interaction between different blocks:
−
∑
~kµ
(
mω2~kµ
2
|u(0)µ (~k)|2
)
= −
∑
~kµ
1
8Nmω2~kµ
∑
ijkl
[
kjeµi(~k) + kieµj(~k)
][
kkeµl(~k) + kleµk(~k)
] ∫
d3x Tˆij(~x)Tˆkl(~x
′)
−
∑
~kµ
1
8Nmω2~kµ
∑
ijkl
[
kjeµi(~k) + kieµj(~k)
][
kkeµl(~k) + kleµk(~k)
] ∫
d3xd3x′ Tˆij(~x)Tˆkl(~x′) cos(~k · (~x− ~x′)) (A7)
We denote the second term in Eq.(A7) as Vˆ , non-elastic stress-stress interaction. Applying the properties of unit
vector for longitudinal and transverse phonons, it is further simplified as
Vˆ =
∑
ijkl
∫
d3xd3x′ Λijkl(~x− ~x′)Tˆij(~x)Tˆkl(~x′)
Λijkl(~x− ~x′) = 1
a3
∑
~k
ei
~k·(~x−~x′)Λijkl(~k)
Λijkl(~k) =
1
2ρ
(
1
c2t
− 1
c2l
)(
kikjkkkl
k4
)
− 1
8ρc2t
(
kjklδik + kjkkδil + kiklδjk + kikkδjl
k2
)
(A8)
where ρ = Nm/a3, with a the length scale of elementary glass block.
In this section we want to give a detailed discussion about the coefficient of non-elastic stress-stress interaction
which appears in Eq.(3.2). Since our purpose is to combine single blocks to form a super block from the starting
microscopic length scale L1 to phonon wave length scale R = 2pi/q, throughout the entire renormalization process,
the dimention of super block is always smaller than the phonon wave length. We always have the important relations
~q · (~xs − ~x′s) 1 and ei~q·(~xs−~x
′
s) ≈ 1, where ~xs − ~x′s is the relative position between an arbitrary pair of single blocks.
The super block length in the n-th step renormalization is N0Ln. We always have |~xs − ~x′s| ≤ N0Ln for arbitrary
blocks at positions ~xs and ~x
′
s (that is, the distance between single blocks within a super block must be no greater
than N0Ln). Let us write the coefficient Λijkl(~x− ~x′) into two parts:
Λijkl(~x− ~x′) = 1
a3
2pi/N0Ln∑
|~k|=2pi/R
+
2pi/L1∑
|~k|=2pi/N0Ln
Λijkl(~k)ei~k·(~x−~x′) (A9)
where R is the experimental length scale. Therefore, the first part of the above summation, can be simplified as∑2pi/N0Ln
|~k|=2pi/R Λijkl(
~k)ei
~k·(~x−~x′) ≈∑2pi/N0Ln|~k|=2pi/R Λijkl(~k).
Λijkl(~x− ~x′) = 1
a3
2pi/N0Ln∑
|~k|=2pi/R
Λijkl(~k) +
1
a3
2pi/L1∑
|~k|=2pi/N0Ln
Λijkl(~k)e
i~k·(~x−~x′) (A10)
After summing over different directions of momentum ~k, the first part of Eq.(A10) is given by
1
a3
2pi/N0Ln∑
|~k|=2pi/R
Λijkl(~k) =
4pi
3
1
(N0Ln)3
[
α
30ρc2t
(δijδkl + δikδjl + δilδjk)− 1
4ρc2t
(δjlδik + δjkδil)
]
(A11)
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where α = 1− c2t/c2l . The second term of Eq.(A10) is obtained by D. Zhou and A. J. Leggett7:
1
a3
2pi/L1∑
|~k|=2pi/N0Ln
Λijkl(~k)e
i~k·(~x−~x′) = − Λ˜ijkl
8piρc2t |~x− ~x′|3
Λ˜ijkl =
1
4
{
(δjl − 3njnl)δik + (δjk − 3njnk)δil + (δik − 3nink)δjl + (δil − 3ninl)δjk
}
+
1
2
α
{
− (δijδkl + δikδjl + δjkδil) + 3(ninjδkl + ninkδjl + ninlδjk + njnkδil + njnlδik + nknlδij)− 15ninjnknl
}
(A12)
Finally, the coefficient Λijkl(~x− ~x′) which appears in Eq.(3.2) is the summation of Eq.(A11) and Eq.(A12).
Appendix B: Derivation of Renormalization Equation of Non-elastic Stress-Stress Susceptibility
In this appendix we want to give a detailed derivation in obtaining the real space renormalization equation of non-
elastic stress-stress susceptibility, Eq.(3.2). That is, we want to set up the relation between super block non-elastic
susceptibility Eq.(2.20) and single block non-elastic susceptibility Eq.(2.7). For notation simplicity, in this section
we use |n〉, En to represent the eigenstate and eigenvalue of Hamiltonian
∑
s Hˆ
(s)
0 , and use |nsup〉, Esupn to represent
super block static Hamiltonian
∑
s Hˆ
(s)
0 + Vˆ . We also use Tˆij , Tˆ
sup
ij , χijkl, χ
sup
ijkl to represent single block and super
block non-elastic stress tensors and susceptibilities. We treat non-elastic stress-stress interaction Vˆ as perturbation.
By using perturbation theory, we obtain the following relations between |n〉, En and |nsup〉, Esupn
|nsup〉 = |n〉+
∑
p 6=n
〈p|Vˆ |n〉
En − Ep |p〉+O(V
2) Esupn = En + 〈n|Vˆ |n〉+O(V 2) (B1)
We expand the super block partition function and probability function up to the first order in Vˆ :
e−βE
sup
n = e−βEn
(
1− β〈n|Vˆ |n〉+O(V 2)
)
Zsup =
∑
l
e−βEl
(
1− β〈l|Vˆ |l〉+O(V 2)
)
(B2)
Let us denote
δ|n〉 =
∑
p6=n
〈p|Vˆ |n〉
En − Ep |p〉 δEn = 〈n|Vˆ |n〉 δZ = −
∑
l
e−βElβ〈l|Vˆ |l〉 (B3)
to represent the first order expansions of the eigenstates, eigenvalues and partition functions. The following definitions
will be very useful in details of calculations:
χ
rel(1)
ijkl =
β
V
∫
d3xd3x′
∑
nm
PnPm〈n|Tˆij(~x)|n〉〈m|Tˆkl(~x′)|m〉
χ
rel(2)
ijkl =
β
V
∫
d3xd3x′
∑
n
Pn〈n|Tˆij(~x)|n〉〈n|Tˆkl(~x′)|n〉
χresijkl(ω) =
2
V ~
∫
d3xd3x′
∑
nl
e−βEn
Z 〈l|Tˆij(~x)|n〉〈n|Tˆkl(~x
′)|l〉 ωln
(ω + iη)2 − ω2ln
(B4)
where ωln = (El − En)/~. Therefore the non-elastic susceptibility is written as follows,
χijkl(ω) =
1
1− iωτ
(
χ
rel(1)
ijkl − χrel(2)ijkl
)
+ χresijkl(ω) (B5)
In the rest of this appendix we want to expand the three parts of super block non-elastic susceptibility, χ
sup rel(1)
ijkl ,
χ
sup rel(2)
ijkl and χ
sup res
ijkl (ω) up to the first order of interaction Vˆ (i.e., up to the second order of single block susceptibility).
From Eq.(2.17) we know there is an extra term in super block stress tensor which is generated by the
strain field dependence of coefficient Λijkl(~x − ~x′). We have super block stress tensor Tˆ supij (~x) = Tˆij(~x) +∫
dxsdx
′
s
∑
abcd
δΛabcd(~xs−~x′s)
δeij(x)
Tˆab(~xs)Tˆcd(~x
′
s). We will discuss higher order expansions from this extra term∫
dxsdx
′
s
∑
abcd
δΛabcd(~xs−~x′s)
δeij(x)
Tˆab(~xs)Tˆcd(~x
′
s) in the last subsection of this Appendix (B). Currently we expand super
block susceptibility without considering this extra term.
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1. Expansion details for χ
sup rel(1)
ijkl
χ
sup rel(1)
ijkl =
β
(N0L)3
∫
d3xsd
3x′s
∑
n∗m∗
e−β(E
∗
n+E
∗
m)
Z∗2 〈n
∗|Tˆij(~xs)|n∗〉〈m∗|Tˆkl(~x′s)|m∗〉
=
β
(N0L)3
∫
d3xsd
3x′s
∑
nm
e−β(En+Em)
Z2 〈n|Tˆij(~xs)|n〉〈m|Tˆkl(~x
′
s)|m〉
+
β
(N0L)3
∫
d3xsd
3x′s
∑
nm
e−β(En+Em)(−βδEn − βδEm)
Z2 〈n|Tˆij(~xs)|n〉〈m|Tˆkl(~x
′
s)|m〉 J1
+
β
(N0L)3
∫
d3xsd
3x′s
∑
nm
e−β(En+Em)(−2δZ)
Z3 〈n|Tˆij(~xs)|n〉〈m|Tˆkl(~x
′
s)|m〉 J2
+
β
(N0L)3
∫
d3xsd
3x′s
∑
nm
e−β(En+Em)
Z2
[
(δ〈n|) Tˆij(~xs)|n〉〈m|Tˆkl(~x′s)|m〉+ 〈n|Tˆij(~xs) (δ|n〉) 〈m|Tˆkl(~x′s)|m〉
+〈n|Tˆij(~xs)|n〉 (δ〈m|) Tˆkl(~x′s)|m〉+ 〈n|Tˆij(~xs)|n〉〈m|Tˆkl(~x′s) (δ|m〉)
]
J3
(B6)
where δ|n〉, δZ and δEn stand for the first order expansions defined in Eq.(B3). Now we begin to calculate every
expansion terms J1, J2 and J3 in the above result.
Expansion for term J1:
J1 = − β
2
(N0L)3
∫
d3xsd
3x′s
∑
nm
e−β(En+Em)(δEn + δEm)
Z2 〈n|Tˆij(~xs)|n〉〈m|Tˆkl(~x
′
s)|m〉
= − β
2
(N0L)3
∫
d3xsd
3x′s
∑
nm
e−β(En+Em)
Z2
(
〈n|Vˆ |n〉+ 〈m|Vˆ |m〉
)
〈n|Tˆij(~xs)|n〉〈m|Tˆkl(~x′s)|m〉
= − β
2
(N0L)3
∫
d3xsd
3x′s
∑
nm
e−β(En+Em)
Z2
∑
abcd
∫
d3xud
3x′uΛabcd(~xu − ~x′u)(
〈n|Tˆab(~xu)Tˆcd(~x′u)|n〉+ 〈m|Tˆab(~xu)Tˆcd(~x′u)|m〉
)
〈n|Tˆij(~xs)|n〉〈m|Tˆkl(~x′s)|m〉
= − β
2
(N0L)3
∫
d3xsd
3x′s
∑
nm
e−β(En+Em)
Z2
∑
abcd
∫
d3xud
3x′uΛabcd(~xu − ~x′u)(
〈n|Tˆab(~xu)
∑
l
|l〉〈l|Tˆcd(~x′u)|n〉+ 〈m|Tˆab(~xu)
∑
l
|l〉〈l|Tˆcd(~x′u)|m〉
)
〈n|Tˆij(~xs)|n〉〈m|Tˆkl(~x′s)|m〉 (B7)
Let’s stop here for a moment and talk about how could we write the above result in terms of single block suscepti-
bility. Please note that we have only defined the single block relaxation and resonance susceptibilities, Eq.(B4). The
relaxation susceptibility (part 1 and part 2 of relaxation susceptibilities in Eq.(B4)) is the product of diagonal matrix
elements of stress tensors; the resonance susceptibility is the product of off-diagonal matrix elements of stress tensors.
So the question is, why do we never define such a term, that is the product between diagonal and off-diagonal matrix
element of stress tensors?
The reason is after averaging over spacial coordinate ~xS , such kind of product between diagonal and off-diagonal
matrix elements of stress tensors TˆIJ(~xS) will vanish, becasue the diagonal and off-diagonal TˆIJ(~xS) matrix elements
are random as the function of spacial coordinate ~xS . In other words, there is no specific relation between diagonal
and off-diagonal matrix elements. In addition, the diagonal matrix element 〈N |TˆIJ(~xS)|N〉 ∝ δ〈Hˆnon〉/δeIJ is defined
as the “non-elastic” stress tensor in glass. It is highly plausible that the non-elastic stress tensor expectation value
tends to vanish for large enough block of glass.
There is another problem for the pairing rule of stress tensor matrix elements: can we pair matrix elements between
different blocks ~xS 6= ~x′S? For example, does the term 〈N |TˆIJ(~xS)|M〉〈M |TˆKL(~x′S)|N〉 with S 6= S′ vanish or not?
Again, because the diagonal and off-diagonal stress tensor matrix elements are random as the function of spacial
coordinate ~xS , after the summation over S, S
′,
∑
SS′〈N |TˆIJ(~xS)|M〉〈M |TˆKL(~x′S)|N〉 turns out to be zero. Therefore,
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the matrix element of stress tensor at the S-th block must be paired with the matrix element at the same S-th block.
In other words, there is no obvious relation between stress tensors at different blocks.
Based on the above three reasons, we obtain the following two rules of matrix element pairing: suppose we have,
for example, a diagonal matrix element 〈N |TˆIJ(~xS)|N〉 and an off-diagonal matrix element 〈N |TˆIJ(~xS)|M〉. The
diagonal matrix element at the S-th block, 〈N |TˆIJ(~xS)|N〉, is required to be paired with the diagonal matrix element
of stress tensor at the same S-th block; the off-diagonal matrix element at the S-th block, 〈N |TˆIJ(~xS)|M〉 is required
to be pair with the off-diagonal matrix element at the same S-th block.
Now let us go back to the final result of Eq.(B7). There are two summations:
∫
d3xsd
3x′sd
3xud
3x′uΛabcd(~xu − ~x′u)〈n|Tˆab(~xu)
∑
l
|l〉〈l|Tˆcd(~x′u)|n〉〈n|Tˆij(~xs)|n〉〈m|Tˆkl(~x′s)|m〉∫
d3xsd
3x′sd
3xud
3x′uΛabcd(~xu − ~x′u)〈m|Tˆab(~xu)
∑
l
|l〉〈l|Tˆcd(~x′u)|m〉〈n|Tˆij(~xs)|n〉〈m|Tˆkl(~x′s)|m〉 (B8)
The coefficient of non-elastic stress-stress interaction, Λabcd(~xu − ~x′u), does not allow ~xu and ~x′u belong to the same
single block subspace (i.e., block numbers u and u′ does not equal to each other, u 6= u′). Therefore, the matrix
elements 〈n|Tˆab(~xu)|l〉, 〈l|Tˆcd(~x′u)|n〉, and 〈m|Tˆab(~xu)|l〉, 〈l|Tˆcd(~x′u)|m〉, are not allowed to pair with each other. In
the first summation of Eq.(B8), the only two possible ways of pairing is:
〈n|Tˆab(~xu)|l〉 paired with 〈n|Tˆij(~xs)|n〉; 〈l|Tˆcd(~x′u)|n〉 paired with 〈m|Tˆkl(~x′s)|m〉
or 〈n|Tˆab(~xu)|l〉 paired with 〈m|Tˆkl(~x′s)|m〉; 〈l|Tˆcd(~x′u)|n〉 paired with 〈n|Tˆij(~xs)|n〉 (B9)
the first pairing candidate requires ~xu, ~xs ∈ V (s) and ~x′u, ~x′s ∈ V (s
′) (where V (s) and V (s
′) denotes the s, s′-th single
block subspaces), and |l〉 = |n〉; the second pairing candidate requires ~xu, ~x′s ∈ V (s
′) and ~x′u, ~xs ∈ V (s), and |l〉 = |n〉.
In the second summation of Eq.(B8) the possible pairings require ~xu, ~xs ∈ V (s) and ~x′u, ~x′s ∈ V (s
′) or ~xu, ~x
′
s ∈ V (s
′)
and ~x′u, ~xs ∈ V (s), and |l〉 = |m〉. With the above pairing rules, finally we can procede the calculation of term J1 from
Eq.(B7) as follows,
J1 = − β
2
(N0L)3
∫
d3xsd
3x′sd
3xud
3x′u
∑
abcd
∑
n(s)n(s′)m(s′)
e−β(E
(s)
n +E
(s′)
n +E
(s′)
m )
Z(s)Z(s′)2 Λabcd(~xu − ~x
′
u){
〈n(s)|Tˆcd(~x′u)|n(s)〉〈n(s)|Tˆij(~xs)|n(s)〉〈m(s
′)|Tˆkl(~x′s)|m(s
′)〉〈n(s′)|Tˆab(~xu)|n(s′)〉
+〈n(s)|Tˆij(~xs)|n(s)〉〈m(s)|Tˆab(~xu)|m(s)〉〈m(s′)|Tˆcd(~x′u)|m(s
′)〉〈m(s′)|Tˆkl(~x′s)|m(s
′)〉
}
= − 1
(N0L)3
∫
d3xsd
3x′sd
3xud
3x′u
∑
abcd
Λabcd(~xu − ~x′u)
(
χ
rel(2)
cdij (~x
′
u, ~xs)χ
rel(1)
abkl (~x
′
s, ~xu) + χ
rel(2)
cdkl (~x
′
u, ~x
′
s)χ
rel(1)
abij (~xs, ~xu)
)
(B10)
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Next, we consider the expansion for term J2:
J2 = − 2β
(N0L)3
∫
d3xsd
3x′s
∑
nm
e−β(En+Em)
Z3 δZ〈n|Tˆij(~xs)|n〉〈m|Tˆkl(~x
′
s)|m〉
=
2β2
(N0L)3
∫
d3xsd
3x′s
∑
lmn
e−β(En+Em+El)
Z3
∑
abcd
∫
d3xud
3x′uΛabcd(~xu − ~x′u)
〈l|Tˆab(~xu)Tˆcd(~x′u)|l〉〈n|Tˆij(~xs)|n〉〈m|Tˆkl(~x′s)|m〉
=
2β2
(N0L)3
∫
d3xsd
3x′s
∑
lmn
e−β(En+Em+El)
Z3
∑
abcd
∫
d3xud
3x′uΛabcd(~xu − ~x′u)
〈l|Tˆab(~xu)
∑
k
|k〉〈k|Tˆcd(~x′u)|l〉〈n|Tˆij(~xs)|n〉〈m|Tˆkl(~x′s)|m〉
=
2β2
(N0L)3
∫
d3xsd
3x′sd
3xud
3x′u
∑
l(s)l(s′)m(s′)n(s)
e−β(E
(s)
n +E
(s′)
m +E
(s)
l +E
(s′)
l )
Z(s)2Z(s′)2
∑
abcd
Λabcd(~xu − ~x′u)
〈l(s′)|Tˆcd(~x′u)|l(s
′)〉〈m(s′)|Tˆkl(~x′s)|m(s
′)〉〈n(s)|Tˆij(~xs)|n(s)〉〈l(s)|Tˆab(~xu)|l(s)〉
=
2
(N0L)3
∫
d3xsd
3x′sd
3xud
3x′u
∑
abcd
Λabcd(~xu − ~x′u)χrel(1)cdij (~x′u, ~x′s)χrel(1)abkl (~xs, ~xu) (B11)
In the above calculations, because the coefficient Λabcd(~xu − ~x′u) does not allow ~xu, ~x′u belong to the same single
block subspace, the matrix elements 〈l|Tˆab(~xu)|k〉, 〈k|Tˆcd(~x′u)|l〉 are not allowed to pair with each other. We need to
pair matrix elements 〈l|Tˆab(~xu)|k〉, 〈k|Tˆcd(~x′u)|l〉 with diagonal matrix elements 〈n|Tˆij(~xs)|n〉, 〈m|Tˆkl(~x′s)|m〉. Since
diagonal matrix elements are only allowed to be paired with diagonal matrix elements, the choice of quantum number
k has to be k = l, so that 〈l|Tˆab(~xu)|k〉 is a diagonal matrix element. The diagonal matrix element 〈l|Tˆab(~xu)|k = l〉
can be paired with 〈n|Tˆij(~xs)|n〉 or 〈m|Tˆkl(~x′s)|m〉. Finally we obtain the result in Eq.(B11).
The expansion for term J3:
J3 =
β
(N0L)3
∫
d3xsd
3x′s
∑
nm
e−β(En+Em)
Z2
[
(δ〈n|) Tˆij |n〉〈m|Tˆkl|m〉+ 〈n|Tˆij (δ|n〉) 〈m|Tˆkl|m〉
+〈n|Tˆij |n〉 (δ〈m|) Tˆkl|m〉+ 〈n|Tˆij |n〉〈m|Tˆkl (δ|m〉)
]
=
β
(N0L)3
∫
d3xsd
3x′s
∑
lmn
∑
abcd
∫
d3xud
3x′u
∑
ss′
1
En − El
e−β(En+Em)
Z2 Λabcd(~xu − ~x
′
u)(
〈n|Tˆab(~xu)Tˆcd(~x′u)|l〉〈l|Tˆij(~xs)|n〉〈m|Tˆkl(~x′s)|m〉+ 〈n|Tˆij(~xs)|l〉〈l|Tˆab(~xu)Tˆcd(~x′u)|n〉〈m|Tˆkl(~x′s)|m〉
)
+
β
(N0L)3
∫
d3xsd
3x′s
∑
lmn
∑
abcd
∫
d3xud
3x′u
∑
ss′
1
Em − El
e−β(En+Em)
Z2 Λabcd(~xu − ~x
′
u)(
〈n|Tˆij(~xs)|n〉〈m|Tˆab(~xu)Tˆcd(~x′u)|l〉〈l|Tˆkl(~x′s)|m〉+ 〈n|Tˆij(~xs)|n〉〈m|Tˆkl(~x′s)|l〉〈l|Tˆab(~xu)Tˆcd(~x′u)|m〉
)
(B12)
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At this stage we insert the identity between Tˆab(~xu) and Tˆcd(~x
′
u):
∑
k |k〉〈k|.
J3 =
β
(N0L)3
∫
d3xsd
3x′s
∑
lmn
∑
abcd
∫
d3xud
3x′u
∑
ss′
1
En − El
e−β(En+Em)
Z2 Λabcd(~xu − ~x
′
u)(
〈n|Tˆab(~xu)
∑
k
|k〉〈k|Tˆcd(~x′u)|l〉〈l|Tˆij(~xs)|n〉〈m|Tˆkl(~x′s)|m〉
+〈n|Tˆij(~xs)|l〉〈l|Tˆab(~xu)
∑
k
|k〉〈k|Tˆcd(~x′u)|n〉〈m|Tˆkl(~x′s)|m〉
)
+
β
(N0L)3
∫
d3xsd
3x′s
∑
lmn
∑
abcd
∫
d3xud
3x′u
∑
ss′
1
Em − El
e−β(En+Em)
Z2 Λabcd(~xu − ~x
′
u)(
〈n|Tˆij(~xs)|n〉〈m|Tˆab(~xu)
∑
k
|k〉〈k|Tˆcd(~x′u)|l〉〈l|Tˆkl(~x′s)|m〉
+〈n|Tˆij(~xs)|n〉〈m|Tˆkl(~x′s)|l〉〈l|Tˆab(~xu)
∑
k
|k〉〈k|Tˆcd(~x′u)|m〉
)
=
2β
(N0L)3
∫
d3xsd
3x′s
∑
abcd
∫
d3xud
3x′u
∑
l(s)m(s′)n(s)n(s′)
e−β(E
(s)
n +E
(s′)
n +E
(s′)
m )
Z(s)Z(s′)2 Λabcd(~xu − ~x
′
u)
〈m(s′)|Tˆkl(~x′s)|m(s
′)〉〈n(s′)|Tˆcd(~x′u)|n(s
′)〉 〈l
(s)|Tˆij(~xs)|n(s)〉〈n(s)|Tˆab(~xu)|l(s)〉
E
(s)
n − E(s)l + iη
+
2β
(N0L)3
∫
d3xsd
3x′s
∑
abcd
∫
d3xud
3x′u
∑
l(s′)m(s′)n(s)m(s)
e−β(E
(s)
n +E
(s)
m +E
(s′)
m )
Z(s)2Z(s′) Λabcd(~xu − ~x
′
u)
〈n(s)|Tˆij(~xs)|n(s)〉〈m(s)|Tˆab(~xu)|m(s)〉 〈m
(s′)|Tˆkl(~x′s)|l(s
′)〉〈l(s′)|Tˆcd(~x′u)|m(s
′)〉
E
(s′)
m − E(s′)l + iη
=
1
(N0L)3
∫
d3xsd
3x′sd
3xud
3x′u
∑
abcd
Λabcd(~xu − ~x′u)(
χ
rel(1)
klcd (~x
′
u, ~x
′
s)χ
res
abij(~xs, ~xu;ω = 0) + χ
rel(1)
abij (~xu, ~xs)χ
res
klcd(~x
′
s, ~x
′
u;ω = 0)
)
(B13)
In the above calculations, coefficient Λabcd(~xu − ~x′u) does not allow ~xu, ~x′u belong to the same single block subspace.
In the first step of Eq.(B13) calculations, we have 4 summations:∑
lmnk
∫
d3xud
3x′u
∑
ss′
Λabcd(~xu − ~x′u)
(
〈n|Tˆab(~xu)|k〉〈k|Tˆcd(~x′u)|l〉〈l|Tˆij(~xs)|n〉〈m|Tˆkl(~x′s)|m〉
+〈n|Tˆij(~xs)|l〉〈l|Tˆab(~xu)|k〉〈k|Tˆcd(~x′u)|n〉〈m|Tˆkl(~x′s)|m〉
)
∑
lmnk
∫
d3xud
3x′u
∑
ss′
Λabcd(~xu − ~x′u)
(
〈n|Tˆij(~xs)|n〉〈m|Tˆab(~xu)|k〉〈k|Tˆcd(~x′u)|l〉〈l|Tˆkl(~x′s)|m〉
+〈n|Tˆij(~xs)|n〉〈m|Tˆkl(~x′s)|l〉〈l|Tˆab(~xu)|k〉〈k|Tˆcd(~x′u)|m〉
)
(B14)
For example, we discuss the pairing rule of the first summation only. The pairing rule for the other three summations
is the same. In the first summation, the matrix elements 〈n|Tˆab(~xu)|k〉, 〈k|Tˆcd(~x′u)|l〉 cannot be paired with each other.
Therefore, we need to pair 〈n|Tˆab(~xu)|k〉, 〈k|Tˆcd(~x′u)|l〉 with matrix elements 〈l|Tˆij(~xs)|n〉, 〈m|Tˆkl(~x′s)|m〉. There are
two candidates: first, 〈n|Tˆab(~xu)|k〉 is paired with 〈l|Tˆij(~xs)|n〉, and 〈k|Tˆcd(~x′u)|l〉 is paired with 〈m|Tˆkl(~x′s)|m〉; second,
〈n|Tˆab(~xu)|k〉 is paired with 〈m|Tˆkl(~x′s)|m〉, and 〈k|Tˆcd(~x′u)|l〉 is paired with 〈l|Tˆij(~xs)|n〉. The first candidate forces
~xu, ~xs ∈ V (s), ~x′u, ~x′s ∈ V (s
′). Since the matrix element 〈l|Tˆij(~xs)|n〉 is off-diagonal, 〈n|Tˆab(~xu)|k〉 has to be off-diagonal
as well. Therefore we choose k = l. In the second candidate forces ~xu, ~x
′
s ∈ V (s
′), ~x′u, ~xs ∈ V (s). We also need to
choose k = n so that 〈n|Tˆab(~xu)|k〉 is diagonal. Repeat the same process for the other three summations in Eq.(B14),
we finally obtain the result in Eq.(B13).
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2. Expansion details for χ
sup rel(2)
ijkl
χ
sup rel(2)
ijkl = −
β
(N0L)3
∫
d3xsd
3x′s
∑
n∗
e−βE
∗
n
Z∗ 〈n
∗|Tˆij(~xs)|n∗〉〈n∗|Tˆkl(~x′s)|n∗〉
= − β
(N0L)3
∫
d3xsd
3x′s
∑
n
e−βEn(1− βEn)
Z + δZ (〈n|+ δ〈n|) Tˆij(~xs) (|n〉+ δ|n〉) (〈n|+ δ〈n|) Tˆkl(~x
′
s) (|n〉+ δ|n〉)
= − β
(N0L)3
∫
d3xsd
3x′s
∑
n
e−βEn
Z 〈n|Tˆij(~xs)|n〉〈n|Tˆkl(~x
′
s)|n〉
− β
(N0L)3
∫
d3xsd
3x′s
∑
n
e−βEn(−βδEn)
Z 〈n|Tˆij(~xs)|n〉〈n|Tˆkl(~x
′
s)|n〉 J4
− β
(N0L)3
∫
d3xsd
3x′s
∑
n
−e−βEn
Z2 δZ〈n|Tˆij(~xs)|n〉〈n|Tˆkl(~x
′
s)|n〉 J5
− β
(N0L)3
∫
d3xsd
3x′s
∑
n
e−βEn
Z
[
(δ〈n|) Tˆij(~xs)|n〉〈n|Tˆkl(~x′s)|n〉+ 〈n|Tˆij(~xs) (δ|n〉) 〈n|Tˆkl(~x′s)|n〉
+〈n|Tˆij(~xs)|n〉 (δ〈n|) Tˆkl(~x′s)|n〉+ 〈n|Tˆij(~xs)|n〉〈n|Tˆkl(~x′s) (δ|n〉)
]
J6 (B15)
Expansion for term J4:
J4 =
β2
(N0L)3
∫
d3xsd
3x′s
∑
n
e−βEn
Z δEn〈n|Tˆij(~xs)|n〉〈n|Tˆkl(~x
′
s)|n〉
=
β2
(N0L)3
∫
d3xsd
3x′s
∑
n
e−βEn
Z
∑
abcd
∫
d3xud
3x′uΛabcd(~xu − ~x′u)〈n|Tˆab(~xu)Tˆcd(~x′u)|n〉〈n|Tˆij(~xs)|n〉〈n|Tˆkl(~x′s)|n〉
=
β2
(N0L)3
∫
d3xsd
3x′s
∑
n
e−βEn
Z
∑
abcd
∫
d3xud
3x′uΛabcd(~xu − ~x′u)
〈n|Tˆab(~xu)
∑
k
|k〉〈k|Tˆcd(~x′u)|n〉〈n|Tˆij(~xs)|n〉〈n|Tˆkl(~x′s)|n〉
=
β2
(N0L)3
∫
d3xsd
3x′s
∑
n
e−βEn
Z
∑
abcd
Λabcd(~xu − ~x′u)
〈n(s)|Tˆab(~xu)|n(s)〉〈n(s)|Tˆij(~xs)|n(s)〉〈n(s′)|Tˆkl(~x′s)|n(s
′)〉〈n(s′)|Tˆcd(~x′u)|n(s
′)〉
=
1
(N0L)3
∫
d3xsd
3x′sd
3xud
3x′u
∑
abcd
Λabcd(~xu − ~x′u)χrel(2)abij (~xu, ~xs)χrel(2)cdkl (~x′s, ~x′u) (B16)
where in the above calculation we insert the identity
∑
k |k〉〈k|. Again, the coefficient Λabcd(~xu − ~x′u) does not allow
~xu, ~x
′
u belong to the same single block subspace. We need to pair matrix elements 〈n|Tˆab(~xu)|k〉, 〈k|Tˆcd(~x′u)|n〉 with
〈n|Tˆij(~xs)|n〉, 〈n|Tˆkl(~x′s)|n〉. Therefore, we choose ~xu, ~xs ∈ V (s), ~x′u, ~x′s ∈ V (s
′), or ~xu, ~x
′
s ∈ V (s
′), ~x′u, ~xs ∈ V (s). Since
the matrix elements 〈n|Tˆij(~xs)|n〉, 〈n|Tˆkl(~x′s)|n〉 are diagonal, the only choice for quantum number k is k = n.
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Expansion for term J5:
J5 =
β
(N0L)3
∫
d3xsd
3x′s
∑
n
e−βEn
Z2 δZ〈n|Tˆij(~xs)|n〉〈n|Tˆkl(~x
′
s)|n〉
= − β
2
(N0L)3
∫
d3xsd
3x′s
∑
nl
e−β(En+El)
Z2 〈l|Vˆ |l〉〈n|Tˆij(~xs)|n〉〈n|Tˆkl(~x
′
s)|n〉
= − β
2
(N0L)3
∫
d3xsd
3x′s
∑
nl
e−β(En+El)
Z2
∑
abcd
∫
d3xud
3x′uΛabcd(~xu − ~x′u)〈l|Tˆab(~xu)Tˆcd(~x′u)|l〉〈n|Tˆij(~xs)|n〉〈n|Tˆkl(~x′s)|n〉
= − β
2
(N0L)3
∫
d3xsd
3x′s
∑
nl
e−β(En+El)
Z2
∑
abcd
∫
d3xud
3x′uΛabcd(~xu − ~x′u)
〈l|Tˆab(~xu)
∑
k
|k〉〈k|Tˆcd(~x′u)|l〉〈n|Tˆij(~xs)|n〉〈n|Tˆkl(~x′s)|n〉
= − β
2
(N0L)3
∫
d3xsd
3x′s
∑
lmn
e−β(En+El)
Z2
∑
abcd
∫
d3xud
3x′uΛabcd(~xu − ~x′u)
〈l|Tˆab(~xu)|m〉〈m|Tˆcd(~x′u)|l〉〈n|Tˆij(~xs)|n〉〈n|Tˆkl(~x′s)|n〉
= − β
2
(N0L)3
∫
d3xsd
3x′s
∑
l(s)l(s′)n(s)n(s′)
e−β(E
(s)
n +E
(s′)
n +E
(s)
l +E
(s′)
l )
Z(s)2Z(s′)2
∑
abcd
∫
d3xud
3x′uΛabcd(~xu − ~x′u)
〈l(s)|Tˆcd(~x′u)|l(s)〉〈n(s)|Tˆij(~xs)|n(s)〉〈l(s
′)|Tˆab(~xu)|l(s′)〉〈n(s′)|Tˆkl(~x′s)|n(s
′)〉
= − 1
(N0L)3
∫
d3xsd
3x′sd
3xud
3x′u
∑
abcd
Λabcd(~xu − ~x′u)χrel(1)abij (~xu, ~xs)χrel(1)cdkl (~x′s, ~x′u) (B17)
where in the above calculations we have inserted the identity
∑
k |k〉〈k|. The only choice for quantum number k is
k = l.
Expansion for term J6:
J6 = − β
(N0L)3
∫
d3xsd
3x′s
∑
nm
1
En − Em
e−βEn
Z
[
〈n|Vˆ |m〉〈m|Tˆij |n〉〈n|Tˆkl|n〉+ 〈n|Tˆij |m〉〈m|Vˆ |n〉〈n|Tˆkl|n〉
+〈n|Tˆij |n〉〈n|Vˆ |m〉〈m|Tˆkl|n〉+ 〈n|Tˆij |n〉〈n|Tˆkl|m〉〈m|Vˆ |n〉
]
= − β
(N0L)3
∫
d3xsd
3x′s
∑
nml
∑
abcd
∫
d3xud
3x′u
1
En − Em
e−βEn
Z Λabcd(~xu − ~x
′
u){
〈n|Tˆab(~xu)
∑
l
|l〉〈l|Tˆcd(~x′u)|m〉〈m|Tˆij(~xs)|n〉〈n|Tˆkl(~x′s)|n〉+ 〈n|Tˆij(~xs)|m〉〈m|Tˆab(~xu)
∑
l
|l〉〈l|Tˆcd(~x′u)|n〉〈n|Tˆkl(~x′s)|n〉
+〈n|Tˆij(~xs)|n〉〈n|Tˆab(~xu)
∑
l
|l〉〈l|Tˆcd(~x′u)|m〉〈m|Tˆkl(~x′s)|n〉+ 〈n|Tˆij(~xs)|n〉〈n|Tˆkl(~x′s)|m〉〈m|Tˆab(~xu)
∑
l
|l〉〈l|Tˆcd(~x′u)|n〉
}
= − β
(N0L)3
∫
d3xsd
3x′s
∑
nml
∑
abcd
∫
d3xud
3x′u
1
En − Em
e−βEn
Z Λabcd(~xu − ~x
′
u){
〈n|Tˆab(~xu)|l〉〈l|Tˆcd(~x′u)|m〉〈m|Tˆij(~xs)|n〉〈n|Tˆkl(~x′s)|n〉+ 〈n|Tˆij(~xs)|m〉〈m|Tˆab(~xu)|l〉〈l|Tˆcd(~x′u)|n〉〈n|Tˆkl(~x′s)|n〉
+〈n|Tˆij(~xs)|n〉〈n|Tˆab(~xu)|l〉〈l|Tˆcd(~x′u)|m〉〈m|Tˆkl(~x′s)|n〉+ 〈n|Tˆij(~xs)|n〉〈n|Tˆkl(~x′s)|m〉〈m|Tˆab(~xu)|l〉〈l|T (u
′)
cd |n〉
}
= − β
(N0L)3
∫
d3xsd
3x′s
∑
nml
∑
abcd
∫
d3xud
3x′u
1
En − Em
e−βEn
Z Λabcd(~xu − ~x
′
u){
〈n|Tˆab(~xu)|l〉〈l|Tˆcd(~x′u)|m〉〈m|Tˆij(~xs)|n〉〈n|Tˆkl(~x′s)|n〉+ 〈n|Tˆij(~xs)|m〉〈m|Tˆab(~xu)|l〉〈l|Tˆcd(~x′u)|n〉〈n|Tˆkl(~x′s)|n〉
+〈n|Tˆij(~xs)|n〉〈n|Tˆab(~xu)|l〉〈l|Tˆcd(~x′u)|m〉〈m|Tˆkl(~x′s)|n〉+ 〈n|Tˆij(~xs)|n〉〈n|Tˆkl(~x′s)|m〉〈m|Tˆab(~xu)|l〉〈l|Tˆcd(~x′u)|n〉
}
(B18)
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In the above calculations, we insert the identity
∑
l |l〉〈l|.
There are four summations in the above result. As an example, we discuss the pairing rule for the first summation,∑
nml
∫
d3xud
3x′uΛabcd(~xu − ~x′u)〈n|Tˆab(~xu)|l〉〈l|Tˆcd(~x′u)|m〉〈m|Tˆij(~xs)|n〉〈n|Tˆkl(~x′s)|n〉. The coefficient Λabcd(~xu − ~x′u)
does not allow ~xu, ~x
′
u belong to the same single block subspace. Therefore the matrix elements 〈n|Tˆab(~xu)|l〉,
〈l|Tˆcd(~x′u)|m〉 cannot be paired with each other. We need to pair 〈n|Tˆab(~xu)|l〉, 〈l|Tˆcd(~x′u)|m〉 with 〈m|Tˆij(~xs)|n〉,
〈n|Tˆkl(~x′s)|n〉. There are two pairing candidates: first, 〈n|Tˆab(~xu)|l〉 is paired with 〈m|Tˆij(~xs)|n〉, and 〈l|Tˆcd(~x′u)|m〉
is paired with 〈n|Tˆkl(~x′s)|n〉; second, 〈n|Tˆab(~xu)|l〉 is paired with 〈n|Tˆkl(~x′s)|n〉, and 〈l|Tˆcd(~x′u)|m〉 is paired with
〈m|Tˆij(~xs)|n〉. In the first candidate of pairing matrix elements, we have ~xu, ~xs ∈ V (s), ~x′u, ~x′s ∈ V (s
′). Since
〈n|Tˆkl(~x′s)|n〉 is diagonal, the matrix element 〈l|Tˆcd(~x′u)|m〉 which is pair to it must be diagonal as well. There-
fore the only choice for quantum number l is l = m. In the second candidate, we have ~xu, ~x
′
s ∈ V (s
′), ~x′u, ~xs ∈ V (s).
Again, since 〈n|Tˆkl(~x′s)|n〉 is diagonal, the matrix element 〈n|Tˆab(~xu)|l〉 which is paired to it must be diagonal as well.
The only choice for quantum number l is l = n. With the previous pairing rule, we continue our calculation as follows,
J6 = − 2β
(N0L)3
∫
d3xsd
3x′s
∑
abcd
∑
n(s)n(s′)m(s)
∫
d3xud
3x′u
1
E
(s)
n − E(s)m
e−β(E
(s)
n +E
(s′)
n )
Z(s)Z(s′) Λabcd(~xu − ~x
′
u)
〈n(s′)|Tˆkl(~x′s)|n(s
′)〉〈n(s′)|Tˆab(~xu)|n(s′)〉〈m(s)|Tˆcd(~x′u)|n(s)〉〈n(s)|Tˆij(~xs)|m(s)〉
+ − 2β
(N0L)3
∫
d3xsd
3x′s
∑
abcd
∑
n(s)n(s′)m(s′)
∫
d3xud
3x′u
1
E
(s′)
n − E(s′)m
e−β(E
(s)
n +E
(s′)
n )
Z(s)Z(s′) Λabcd(~xu − ~x
′
u)
〈n(s)|Tˆij(~xs)|n(s)〉〈n(s)|Tˆab(~xu)|n(s)〉〈n(s′)|Tˆcd(~x′u)|m(s
′)〉〈m(s′)|Tˆkl(~x′s)|n(s
′)〉
= − 1
(N0L)3
∫
d3xsd
3x′s
∑
abcd
∫
d3xud
3x′uΛabcd(~xu − ~x′u)(
χ
rel(2)
abkl (~xu, ~x
′
s)χ
res
cdij(~xs, ~x
′
u;ω = 0) + χ
rel(2)
abij (~xu, ~xs)χ
res
cdkl(~x
′
s, ~x
′
u; 0)
)
(B19)
3. Expansion details for χsup resijkl (ω)
χsup resijkl (ω) =
2
~(N0L)3
∫
d3xsd
3x′s
∑
n∗l∗
e−βE
∗
n
Z∗ 〈l
∗|Tˆij(~xs)|n∗〉〈n∗|Tˆkl(~x′s)|l∗〉
ω∗ln
(ω + iη)2 − ω∗2ln
=
2
~(N0L)3
∫
d3xsd
3x′s
∑
nl
e−βEn
Z 〈l|Tˆij(~xs)|n〉〈n|Tˆkl(~x
′
s)|l〉
ωln
(ω + iη)2 − ω2ln
+
2
~(N0L)3
∫
d3xsd
3x′s
∑
nl
e−βEn(−βδEn)
Z 〈l|Tˆij(~xs)|n〉〈n|Tˆkl(~x
′
s)|l〉
ωln
(ω + iη)2 − ω2ln
J7
+
2
~(N0L)3
∫
d3xsd
3x′s
∑
nl
e−βEn(−δZ)
Z 〈l|Tˆij(~xs)|n〉〈n|Tˆkl(~x
′
s)|l〉
ωln
(ω + iη)2 − ω2ln
J8
+
2
~(N0L)3
∫
d3xsd
3x′s
∑
nl
e−βEn
Z 〈l|Tˆij(~xs)|n〉〈n|Tˆkl(~x
′
s)|l〉
(ω + iη)2 + ω2ln
[(ω + iη)2 − ω2ln]2
δωln J9
+
2
~(N0L)3
∫
d3xsd
3x′s
∑
nl
e−βEn
Z
[
(δ〈l|) Tˆij(~xs)|n〉〈n|Tˆkl(~x′s)|l〉+ 〈l|Tˆij(~xs) (δ|n〉) 〈n|Tˆkl(~x′s)|l〉
+〈l|Tˆij(~xs)|n〉 (δ〈n|) Tˆkl(~x′s)|l〉+ 〈l|Tˆij(~xs)|n〉〈n|Tˆkl(~x′s) (δ|l〉)
]
ωln
(ω + iη)2 − ω2ln
J10 (B20)
where please note we use the simplified notation (El − En)/~ = ωl − ωn = ωln. We denote the change of ωln to be
δωln = (δEl − δEn)/~.
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Expansion for term J7:
J7 = − 2β~(N0L)3
∫
d3xsd
3x′s
∑
nl
e−βEn
Z 〈n|Vˆ |n〉〈l|Tˆij(~xs)|n〉〈n|Tˆkl(~x
′
s)|l〉
ωln
(ω + iη)2 − ω2ln
= − 2β
~(N0L)3
∫
d3xsd
3x′s
∑
nl
e−βEn
Z
∑
abcd
∫
d3xud
3x′uΛabcd(~xu − ~x′u)
〈n|Tˆab(~xu)Tˆcd(~x′u)|n〉〈l|Tˆij(~xs)|n〉〈n|Tˆkl(~x′s)|l〉
ωln
(ω + iη)2 − ω2ln
= − 2β
~(N0L)3
∫
d3xsd
3x′s
∑
nl
e−βEn
Z
∑
abcd
∫
d3xud
3x′uΛabcd(~xu − ~x′u)
〈n|Tˆab(~xu)
∑
k
|k〉〈k|Tˆcd(~x′u)|n〉〈l|Tˆij(~xs)|n〉〈n|Tˆkl(~x′s)|l〉
ωln
(ω + iη)2 − ω2ln
= − 4β
~(N0L)3
∫
d3xsd
3x′s
∑
nl
e−βEn
Z
∑
abcd
∫
d3xud
3x′uΛabcd(~xu − ~x′u)
ωln
(ω + iη)2 − ω2ln
Tr
[
Tˆcd(~x
′
u)|n〉〈l|Tˆij(~xs)|n〉〈n|Tˆkl(~x′s)|l〉〈n|Tˆab(~xu)
]
= − 4β
~(N0L)3
∫
d3xsd
3x′s
∑
nl
e−βEn
Z
∑
abcd
∫
d3xud
3x′uΛabcd(~xu − ~x′u)
ωln
(ω + iη)2 − ω2ln
〈n(s)|Tˆij(~xs)|n(s)〉〈n(s)|Tˆab(~xu)|n(s)〉〈n(s′)|Tˆcd(~x′u)|n(s
′)〉〈n(s′)|Tˆkl(~x′s)|n(s
′)〉〈n(s)|l(s)〉〈n(s′)|l(s′)〉〈n(r)|l(r)〉
= 0 (B21)
In the above calculations we insert the identity
∑
k |k〉〈k|. The coefficient Λabcd(~xu − ~x′u) does not allow ~xu, ~x′u
belong to the same single block subspace. Therefore we need to pair matrix elements 〈n|Tˆab(~xu)|k〉, 〈k|Tˆcd(~x′u)|n〉
with 〈l|Tˆij(~xs)|n〉, 〈n|Tˆkl(~x′s)|l〉. There are two candidates: first, 〈n|Tˆab(~xu)|k〉 is paired with 〈l|Tˆij(~xs)|n〉, and
〈k|Tˆcd(~x′u)|n〉 is paired with 〈n|Tˆkl(~x′s)|l〉; second, 〈n|Tˆab(~xu)|k〉 is paired with 〈n|Tˆkl(~x′s)|l〉, and 〈k|Tˆcd(~x′u)|n〉 is paired
with 〈l|Tˆij(~xs)|n〉. The first candidate allows ~xu, ~xs ∈ V (s), ~x′u, ~x′s ∈ V (s
′). Since the matrix elements 〈l|Tˆij(~xs)|n〉
and 〈n|Tˆkl(~x′s)|l〉 are off-diagonal, the pairing rule requires the quantum number k to be k = l. The matrix element
product is therefore given by
∑
nl
e−βEn
Z 〈n|Tˆab(~xu)|l〉〈l|Tˆij(~xs)|n〉〈n|Tˆkl(~x
′
s)|l〉〈l|Tˆcd(~x′u)|n〉
ωln
(ω + iη)2 − ω2ln
=
e
−β
(
E(s)n +E
(s′)
n
)
Z(s)Z(s′)
∑
n(s)n(s′)l(s)l(s′)
〈n(s)|Tˆab(~xu)|l(s)〉〈l(s)|Tˆij(~xs)|n(s)〉〈n(s′)|l(s′)〉〈l(s′)|n(s′)〉
〈n(s′)|Tˆkl(~x′s)|l(s
′)〉〈l(s′)|Tˆcd(~x′u)|n(s
′)〉〈n(s)|l(s)〉〈l(s)|n(s)〉 ω
(s)
ln + ω
(s′)
ln
(ω + iη)2 −
(
ω
(s)
ln + ω
(s′)
ln
)2
= 0 since ω
(s)
ln = ω
(s′)
ln = 0 (B22)
The second candidate allows ~xu, ~x
′
s ∈ V (s
′), ~x′u, ~xs ∈ V (s) and k = l = n, so that all of the matrix elements are
diagonal. We also have ωln = 0. Finally, the above result Eq.(B21) is zero.
There is an additional qualitative argument which leads us to the same result for term(7) very quickly: suppose
s 6= s′ and l 6= n in the second step of Eq.(B21). The operator for the s-th block stress tensor Tˆij(~xs) changes state
from wavefunction |l〉 to |n〉, and the s′-th block stress tensor Tˆkl(~x′s) changes state from |n〉 to |l〉. However, since
the s-th block stress tensor only acts on the s-th block wavefunction, and the s′-th block stress tensor only acts on
the s′-th block wavefunction, it is impossible to change state |l〉 to state |n〉 and state |n〉 to state |l〉 simultaneously
by stress tensor operators from two different blocks. The only possibility is that states |l〉 and |n〉 are the same state:
|n〉 = |l〉, which means the wave functions |l〉 and |n〉 are not changed by stress tensors Tˆij(~xs) and Tˆkl(~x′s). This
argument also leads to the same result of term(7), because the factor ωln = ωl − ωn = 0 makes term J7 to vanish.
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Expansion for term J8:
J8 = − 2~(N0L)3
∫
d3xsd
3x′s
∑
nl
e−βEn
Z2 δZ〈l|Tˆij(~xs)|n〉〈n|Tˆkl(~x
′
s)|l〉
ωln
(ω + iη)2 − ω2ln
=
2β
~(N0L)3
∫
d3xsd
3x′s
∑
lmn
e−β(En+Em)
Z2 〈m|V |m〉〈l|Tˆij(~xs)|n〉〈n|Tˆkl(~x
′
s)|l〉
ωln
(ω + iη)2 − ω2ln
=
2β
~(N0L)3
∫
d3xsd
3x′s
∑
lmn
e−β(En+Em)
Z2
∑
abcd
∫
d3xud
3x′uΛabcd(~xu − ~x′u)
ωln
(ω + iη)2 − ω2ln
〈m|Tˆab(~xu)Tˆcd(~x′u)|m〉〈l|Tˆij(~xs)|n〉〈n|Tˆkl(~x′s)|l〉
=
2β
~(N0L)3
∫
d3xsd
3x′s
∑
lmn
e−β(En+Em)
Z2
∑
abcd
∫
d3xud
3x′uΛabcd(~xu − ~x′u)
ωln
(ω + iη)2 − ω2ln
〈m|Tˆab(~xu)
∑
k
|k〉〈k|Tˆcd(~x′u)|m〉〈l|Tˆij(~xs)|n〉〈n|Tˆkl(~x′s)|l〉
=
2β
~(N0L)3
∫
d3xsd
3x′s
∑
lmn
e−β(En+Em)
Z2
∑
abcd
∫
d3xud
3x′uΛabcd(~xu − ~x′u)
ωln
(ω + iη)2 − ω2ln
Tr
[
Tˆcd(~x
′
u)|m〉〈l|Tˆij(~xs)|n〉〈n|Tˆkl(~x′s)|l〉〈m|Tˆab(~xu)
]
=
4β
~(N0L)3
∫
d3xsd
3x′s
∑
lmn
e−β(En+Em)
Z2
∑
abcd
∫
d3xud
3x′uΛabcd(~xu − ~x′u)
ωln
(ω + iη)2 − ω2ln
〈m(s)|Tˆcd(~x′u)|m(s)〉〈l(s)|Tˆij(~xs)|n(s)〉〈n(s
′)|Tˆkl(~x′s)|n(s
′)〉〈m(s′)|Tˆab(~xu)|m(s′)〉
〈n(s)|l(s)〉〈n(s′)|l(s′)〉〈n(r)|l(r)〉
= 0 (B23)
Again we insert the identity
∑
k |k〉〈k| in the fourth step of the above calculations. We use the same argument in
term J7 calculatins: suppose s 6= s′ and l 6= n in the third step of Eq.(B23). The operator for the s-th block stress
tensor Tˆij(~xs) changes state from wavefunction |l〉 to |n〉, and the s′-th block stress tensor Tˆkl(~x′s) changes state
from |n〉 to |l〉. However, since the s-th block stress tensor only acts on the s-th block wavefunction, and the s′-th
block stress tensor only acts on the s′-th block wavefunction, it is impossible to change state |l〉 to state |n〉 and
state |n〉 to state |l〉 simultaneously, except for the only possibility that |l〉 and |n〉 are the same. Finally, the factor
ωln = ωl − ωn = 0 makes term J8 to vanish.
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Expansion for term J9:
J9 =
2
~(N0L)3
∫
d3xsd
3x′s
∑
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e−βEn
Z 〈l|Tˆij(~xs)|n〉〈n|Tˆkl(~x
′
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(ω + iη)2 + ω2ln
[(ω + iη)2 − ω2ln]2
δωln
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2
~2(N0L)3
∫
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′
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[(ω + iη)2 − ω2ln]2
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=
2
~2(N0L)3
∫
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3x′s
∑
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∑
abcd
∫
d3xud
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[(ω + iη)2 − ω2ln]2
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′
s)
kl |l〉
(
〈l|Tˆab(~xu)Tˆcd(~x′u)|l〉 − 〈n|Tˆab(~xu)Tˆcd(~x′u)|n〉
)
=
2
~2(N0L)3
∫
d3xsd
3x′s
∑
nl
e−βEn
Z
∑
abcd
∫
d3xud
3x′uΛabcd(~xu − ~x′u)
(ω + iη)2 + ω2ln
[(ω + iη)2 − ω2ln]2[
Tr
(
Tˆcd(~x
′
u)|l〉〈l|Tˆij(~xs)|n〉〈n|Tˆkl(~x′s)|l〉〈l|Tˆ (u
′)
ab
)
− Tr
(
Tˆcd(~x
′
u)|n〉〈l|Tˆij(~xs)|n〉〈n|Tˆkl(~x′s)|l〉〈n|Tˆab(~xu)
)]
=
1
~2(N0L)3
∫
d3xsd
3x′s
∑
nl
e−βEn
Z
∑
abcd
∫
d3xud
3x′uΛabcd(~xu − ~x′u)
(ω + iη)2 + ω2ln
[(ω + iη)2 − ω2ln]2
〈n(s)|l(s)〉〈n(s′)|l(s′)〉〈n(r)|l(r)〉[
〈n(s)|Tˆab(~xu)|n(s)〉〈n(s)|Tˆij(~xs)|n(s)〉〈n(s′)|Tˆcd(~x′u)|n(s
′)〉〈n(s′)|Tˆkl(~x′s)|n(s
′)〉
−〈n(s)|Tˆab(~xu)|n(s)〉〈n(s)|Tˆij(~xs)|n(s)〉〈n(s′)|Tˆcd(~x′u)|n(s
′)〉〈n(s′)|Tˆkl(~x′s)|n(s
′)〉
]
= 0 (B24)
To obtain the above vanishing result of J9 we use the same argument in calculating J7 and J8.
Expansion for term J10:
J10 =
2
~(N0L)3
∫
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3x′s
∑
nl
e−βEn
Z
[
(δ〈l|) Tˆij(~xs)|n〉〈n|Tˆkl(~x′s)|l〉+ 〈l|Tˆij(~xs) (δ|n〉) 〈n|Tˆkl(~x′s)|l〉
+〈l|Tˆij(~xs)|n〉 (δ〈n|) Tˆkl(~x′s)|l〉+ 〈l|Tˆij(~xs)|n〉〈n|Tˆkl(~x′s) (δ|l〉)
]
ωln
(ω + iη)2 − ω2ln
=
2
~(N0L)3
∫
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3x′s
∑
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∑
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∫
d3xud
3x′u
e−βEn
Z Λabcd(~xu − ~x
′
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(ω + iη)2 − ω2ln
∑
m{
1
El − Em
(
〈l|Tˆab(~xu)Tˆcd(~x′u)|m〉〈m|Tˆij(~xs)|n〉〈n|Tˆkl(~x′s)|l〉+ 〈l|Tˆij(~xs)|n〉〈n|Tˆkl(~x′s)|m〉〈m|Tˆab(~xu)Tˆcd(~x′u)|l〉
)
+
1
En − Em
(
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=
2
~(N0L)3
∫
d3xsd
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∑
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∫
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Z Λabcd(~xu − ~x
′
u)
ωln
(ω + iη)2 − ω2ln
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∑
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El − Em
(
〈l|Tˆab(~xu)|k〉〈k|Tˆcd(~x′u)|m〉〈m|Tˆij(~xs)|n〉〈n|Tˆkl(~x′s)|l〉
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+
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En − Em
(
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+〈l|Tˆij(~xs)|n〉〈n|Tˆab(~xu)|k〉〈k|Tˆcd(~x′u)|m〉〈m|Tˆkl(~x′s)|l〉
)}
(B25)
where in the third step of the above calculation we insert the identity
∑
k |k〉〈k|. Because of the coefficient Λabcd(~xu−
~x′u), we have u 6= u′. In the final result of the above Eq.(B25) we get 4 summations. Let us discuss the first summation
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for example.
2
~(N0L)3
∫
d3xsd
3x′s
∑
mnkl
∑
abcd
∫
d3xud
3x′u
e−βEn
Z Λabcd(~xu − ~x
′
u)
ωln
(ω + iη)2 − ω2ln
1
El − Em
〈l|Tˆab(~xu)|k〉〈k|Tˆcd(~x′u)|m〉〈m|Tˆij(~xs)|n〉〈n|Tˆkl(~x′s)|l〉 (B26)
The pairing rule for the other three summations are the same. In the summation, Eq.(B26), the matrix elements
〈l|Tˆab(~xu)|k〉, 〈k|Tˆcd(~x′u)|m〉 must be paired with 〈m|Tˆij(~xs)|n〉, 〈n|Tˆkl(~x′s)|l〉. We get two candidates of pairing: first,
〈l|Tˆab(~xu)|k〉 is paired with 〈m|Tˆij(~xs)|n〉, and 〈k|Tˆcd(~x′u)|m〉 is paired with 〈n|Tˆkl(~x′s)|l〉; second, 〈l|Tˆab(~xu)|k〉 is
paired with 〈n|Tˆkl(~x′s)|l〉, and 〈k|Tˆcd(~x′u)|m〉 is paired with 〈m|Tˆij(~xs)|n〉.
In the first candidate, we have ~xu, ~xs ∈ V (s), ~x′u, ~x′s ∈ V (s
′). According to the factor ωln/((ω + iη)
2 − ω2ln) which
requires l 6= n, the matrix element 〈n|Tˆkl(~x′s)|l〉 must be off-diagonal. Therefore, the matrix element 〈k|Tˆcd(~x′u)|m〉
which is paired to it must be off-diagonal as well. The wavefunctions of |k〉 = ∏N30r=1 |k(r)〉 and |m〉 = ∏N30r=1 |m(r)〉 are
required to be |k(s′)〉 = |l(s′)〉, |m(s′)〉 = |n(s′)〉, and ∏r 6=s′ |k(r)〉 = ∏r 6=s′ |m(r)〉, ∏r 6=s′ |n(r)〉 = ∏r 6=s′ |l(r)〉. Therefore
in the first candidate case, the first term in Eq.(B26) is simplified as
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where in the last step, we exchange the indices (ab) and (cd) in the stress tensors Tˆab(~xu) and Tˆcd(~x
′
u). The exchange of
indices is correct, because the coefficient Λabcd(~xu−~x′u) have the symmetry property: Λabcd(~xu−~x′u) = Λcdab(~xu−~x′u).
Next we consider the second candidate, with ~xu, ~x
′
s ∈ V (s
′), ~x′u, ~xs ∈ V (s). Actually the second candidate equals to
first candidate, because with the exchange of indices (ab), (cd), (s), (s′) and (u), (u′), the coefficient Λabcd(~xu − ~x′u)
keeps invariant: Λabcd(~xu−~x′u) = Λcdab(~x′u−~xu), and the stress tensor operators commute:
[
Tˆab(~xu), Tˆcd(~x
′
u)
]
u6=u′
= 0.
32
Repeat the same process for the other three summations in Eq.(B27), we procede our calculation as follows,
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(B28)
There are 4 terms above. The third and fourth terms are similar with the first and second terms. Therefore let us
focus on the calculations of the first and second terms. To calculate the first term, we exchange the indices l,m, s, s′
and u, u′ in it. Because Λabcd(~xu − ~x′u) = Λcdab(~x′u − ~xu), the first term keeps invariant with the exchange of indices
l, m, s, s′, u, u′:
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Use the identity
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Finally the first term equals to
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Similarly the second term is
1
~2(N0L)3
∫
d3xsd
3x′s
∑
abcd
∑
l(s′)m(s)n(s)n(s′)
e−β(E
(s)
n +E
(s′)
n )
Z(s)Z(s′)
∫
d3xud
3x′uΛabcd(~xu − ~x′u)
〈n(s)|Tˆcd(~x′u)|l(s)〉〈l(s)|Tˆij(~xs)|n(s)〉〈n(s
′)|Tˆkl(~x′s)|m(s
′)〉〈m(s′)|Tˆab(~xu)|n(s′)〉[
1
(iη − ω(s)ln )
1
(iη + ω
(s′)
nm )
+
1
(iη + ω
(s)
ln )
1
(iη − ω(s′)nm )
]
(B32)
The third term,
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The fourth term
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Sum the above 4 terms up we finally obtain the result
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4. Super block susceptibility corrections due to the extra term in stress tensor∫
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Finally let us consider the higher order corrections to super block non-elastic susceptibility due to super block stress
tensor correction in Eq.(2.17). There are two kinds of extra expansions in super block susceptibility, (1) the product
between Tˆij(~x) and
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is in odd orders of stress tensor matrix elements. Bare in mind that the stress tensors are a highly frustrated system,
the expectation values of stress tensors are random quantities functional of spacial coordinates and it’s quantum
numbers n,m in 〈n|Tˆij(~xs)|m〉. Those terms in odd orders of stress tensor matrix elements vanish after integrating
over spacial coordinates, because it does not come out in pairs of stress tensors matrix element products. For the
super block susceptibility expansion of the second kind, we calculate it’s contribution to the first, second part of
relaxation susceptibility, and the resonance susceptibility separately.
According to the definition of stress tensor operator, the super block stress tensor is given as follows,
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Which means it has a second contribution proportional to the quadratic in Tˆ
(s)
ij operators. Since the super block
susceptibility by definition is given by
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We need to take the term which is quadratic in T
(s)
ij into account as well. Note that we are only interested in the
1st and 2nd order in susceptibility χ, we only take quadratic and quatic order in Tij into account. The contribution
from this quadratic operator term results in the change of susceptibility as follows,
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For the corrections to first part of non-elastic relaxation susceptibility χ
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where in the above calculation, since
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3x′uΛefgh(~xu−~x′u) is invariant under the indice exchange, (ef), (gh) and
u, u′, we can either put Tˆef (~xu) in s-th single block subspace, and put Tˆgh(~x′u) in s
′-th single block subspace, or we
can put Tˆef (~xu) in s
′-th single block subspace, and put Tˆgh(~x′u) in s-th single block subspace. Then we can exchange
indices (ef), (gh) and u, u′ and prove that these two choices are equavalanet. This is where the factor of 2 comes
from.
For the corrections to the second part of non-elastic relaxation susceptibility χ
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For the corrections to the non-elastic resonance susceptibility χsup resijkl (ω), we have
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ω + ωnl
− ipiδ(ω + ωnl)
)
=
2
(N0L)3
∫
d3xd3x′d3xsd3x′sd
3xud
3x′u
∑
abcdefgh
δΛabcd(~xs − ~x′s)
δeij(~x)
δΛefgh(~xu − ~x′u)
δekl(~x′)∑
n(s)n(s′)l(s)l(s′)
(Pn − Pl)
(
1
~ω + ~ω(s)nl + ~ω
(s′)
nl
− ipiδ(~ω + ~ω(s)nl + ~ω(s
′)
nl )
)
∫
〈n(s)|Tˆef (~xu)|l(s)〉〈l(s)|Tˆab(~xs)|n(s)〉δ(E(s)l − E(s)n − ~ωs)d(~ωs)∫
〈n(s′)|Tˆgh(~x′u)|l(s
′)〉〈l(s′)|Tˆcd(~x′s)|n(s
′)〉δ(E(s′)l − E(s
′)
n − ~ω′s)d(~ω′s)
=
2L3
N30pi
2
∫
d3xd3x′d3xsd3x′sd
3xud
3x′u
∑
abcdefgh
δΛabcd(~xs − ~x′s)
δeij(~x)
δΛefgh(~xu − ~x′u)
δekl(~x′)
(1− e−β~(ωs+ω′s))
(
1
~ω − ~ωs − ~ωs′ − ipiδ(~ω − ~ωs − ~ωs
′)
)
∫
Imχres−absorbabef (~xs, ~xu;ωs)d(~ωs)
∫
Imχres−absorbghcd (~x
′
u, ~x
′
s;ω
′
s)d(~ω′s)
= − 2
(N0L)3pi2
∫
d3xd3x′d3xsd3x′sd
3xud
3x′u
∑
abcdefgh
δΛabcd(~xs − ~x′s)
δeij(~x)
δΛefgh(~xu − ~x′u)
δekl(~x′)∫
(1− e−β~(ωs+ω′s)) Imχ
res
abef (~xs, ~xu;ωs)Imχ
res
cdgh(~x
′
u, ~x
′
s;ω
′
s)
(1− e−β~ωs)(1− e−β~ω′s)(~ωs + ~ωs′ − ~ω)d(~ωs)d(~ω
′
s)
−i 2
(N0L)3pi2
∫
d3xsd
3x′sd
3xud
3x′u
∑
abcdefgh
δΛabcd(~xs − ~x′s)
δeij(~x)
δΛefgh(~xu − ~x′u)
δekl(~x′)
(1− e−β~ω)
(
pi
∫
Imχresabef (~xs, ~xu;ωs)Imχ
res
ghcd(~x
′
u, ~x
′
s;ω − ωs)
(1− e−β~ωs)(1− e−β~ω′s) d(~ωs)
)
(B41)
The super block susceptibility extra expansion terms Eq.(B39, B40, B41) are the terms in the K3 and K4 of suscep-
tibility renormalization equation, Eq.(3.2).
Appendix C: The Positivity of the Real Part of Non-Elastic Resonance Susceptibility in Zero-Frequency
Limit: limω→0 Reχresijkl(ω)
In this section we want to focus on the positivity of the real part of non-elastic resonance susceptibility, χresijkl(ω) =
V −1
∫
d3xd3x′χresijkl(~x, ~x
′;ω). At the first glance, with the indices k = i, l = j, limω→0+ Reχresijkl(ω) (see the third line
of Eq.(2.7)) is negative; on the other hand, if the frequency ω is large enough, then Reχresijij(ω) could be positive.
Let us consider a simple example of a two-level-system glass Hamiltonian, with the energy eigenvalues E1 = 0 and
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E2 > 0. The conclusion is similar for an arbitrary multiple-level-system glass Hamiltonian. We use
∫
d3x Tˆij(~x) = Tˆij
to denote the uniform stress tensor operator for such a block of glass. The non-elastic resonance susceptibility χresijij(ω)
is therefore given by
χresijij(ω) =
2
~V
(P1 − P2)|〈1|Tˆij |2〉|2 ω2
(ω + iη)2 − ω22
(C1)
where ω2 = E2/~, and |1〉, |2〉 denote the ground state and the excitation state of the glass two-level-system Hamilto-
nian. P1 = e
−βE1/Z and P2 = e−βE2/Z are the probability functions of the ground state and the excitation energy
level. In the above result Eq.(C1), in the limit of ω → 0+, the real part of two-level-system resonance susceptibility
is negative. On the other hand, if ω > (ω22 + η
2)1/2, then the real part of two-level-system resonance susceptibility
Reχresijij(ω) is positive. In fact, the two-level-system resonance susceptibility suggests that there is a critical frequency
ωc = (ω
2
2 + η
2)1/2. For ω > ωc, Reχ
res
ijij(ω) > 0, while for ω < ωc, Reχ
res
ijij(ω) < 0.
According to the qualitative argument in section 3(A), such positive-negative transition in Reχresijij(ω) will lead to
unreasonable result of non-elastic susceptibility at macroscopic length scales. For example, for ω > ωc, Reχ
res
l,t (ω)
and Imχresl,t (ω) are renormalization irrelevant, which means at experimental length scales Reχ
res
l,t (ω) ∝ 1/ ln(R/L1)
is a logarithmically small, positive quantity, and Imχresl,t (ω) is a logarithmically small, negative quantity; for ω < ωc,
however, Reχresl,t (ω) and Imχ
res
l,t (ω) are renormalization relevant, which means Reχ
res
l,t (ω), Imχ
res
l,t (ω) ∝ ln(R/L1) are
logarithmically huge, negative quantities. At least to the author’s knowledge, such unusual steep transition of glass
mechanical response function was never reported2,8,9,16,32,33. This is not the only problem. The more dangerous
problem inferred from the above positive-negative transition of Reχresijij(ω), is that any amorphous material must
be mechanically unstable against arbitrary infinitesimal static perturbation, because χresijkl(ω = 0) is a negative,
logarithmically large quantity (see the non-elastic part of free energy F non(e) = F non0 +
1
2
∫
dxdx′χ(x−x′)e(x, t)e(x′, t)).
To solve the above disaster, it is necessary to consider higher order corrections of χresijkl(ω) due to the coupling
between intrinsic phonon strain field and non-elastic stress tensor
∫
d3x eij(~x)Tˆij(~x). Let us expand χ
res
ijkl(ω) in orders
of stress-strain coupling
∫
d3x eij(~x)Tˆij(~x). The higher order expansions can be written in terms of the product
between χresijkl(ω) and phonon-phonon correlation function χ
ph
ijkl(ω). According to Dyson equation, the full non-elastic
susceptibility which contains higher order corrections of stress-strain coupling is given as follows,(
χresijkl
)−1
(ω) =
(
χresijkl
)−1
0
(ω)− χphijkl(ω) (C2)
where χresijkl(ω) = V
−1 ∫ d3xd3x′ χresijkl(~x, ~x′;ω) and χphijkl(ω) = V −1 ∫ d3xd3x′ χphijkl(~x, ~x′;ω) are spacce-averaged non-
elastic susceptibility and phonon-phonon correlation function, respectively. The phonon-phonon correlation function
χphijkl(~x, ~x
′;ω) is defined as follows:
χphijkl(~x, ~x
′;ω, ω′) = (2pi)δ(ω + ω′)χphijkl(~x, ~x
′;ω)
χphijkl(~x, ~x
′;ω, ω′) = − i
~
∫
dtdt′ eiωt+iω
′t′Θ(t− t′)〈n| [eij(~x, t), ekl(~x′, t′)] |n〉 (C3)
In the above definition, we use the Heisenberg picture with the Hamiltonian Hˆph =
∑
kα ~ωkα(aˆ
†
kαaˆkα+
1
2 ). eij(~x, t) =
eiHˆpht/~eij(~x)e−iHˆpht/~ is the Heisenberg picture phonon strain field operator. A direct calculation of phonon-phonon
correlation function gives the result as follows,
χphijkl(~x, ~x
′;ω) =
∫
d3k
(2pi)3
ei
~k·(~x−~x′)χphijkl(~k, ω)
χphijkl(
~k, ω) =
1
ρc2l
κiκjκkκl
c2l k
2
(ω + iη)2 − c2l k2
+
1
4ρc2t
(δikκjκl + δilκjκk + δjkκiκl + δjlκiκk − 4κiκjκkκl) c
2
tk
2
(ω + iη)2 − c2tk2
(C4)
where ~κ is the unit vector of momentum ~k: ~k = k~κ. In the limit of ω → 0, the real part of intrinsic phonon-phonon
correlation function limω→0+ Reχ
ph
ijkl(ω) is negative. On the other hand, the imaginary part of intrinsic phonon-
phonon correlation function, Imχphijkl(ω) is always negative for arbitrary positive ω. This will give rise to a self-energy
correction to the non-elastic resonance susceptibility in Eq.(C2). Both of the real and the imaginary parts of self-
energy correction are positive. Let us illustrate this point of view by considering the two-level-system resonance
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susceptibility. The Dyson equation of two-level-system resonance susceptibility is given by(
χresijij
)−1
(ω) =
~V
2|〈1|Tˆij |2〉|2
(
1
P1 − P2
)
ω2 − ω22
2ω2
+
∣∣∣Reχphijkl(ω)∣∣∣+ i ∣∣∣Imχphijkl(ω)∣∣∣ (C5)
The two-level-system resonance susceptibility therefore receives a self-energy correction with both of the real and
imaginary parts positive. The above result has two important implications: (1) back to the non-elastic resonance
susceptibility in the third line of Eq.(2.7), the term (ω+ iη)2 = ω2− η2 + 2iωη gives an imaginary, positive correction
to the denominator of non-elastic resonance susceptibility. This positive imaginary term is self-consistent with the
positive, imaginary correction of “−Imχphijkl(ω)” in the Dyson equation of Eq.(C2). In ultrasonic experiments with
the input phonon frequency ω ∼ 107rad/s, usually we assume that the phonon frequency is much greater than the real
part of self-energy correction. Therefore we neglect the real part of self-energy correction, while keep the imaginary
part only. We use the symbol η to represent the imaginary part of self-energy correction. In other words, we can use
Dyson equation (C2) to derive η, and it is proportional to −Imχphijkl(ω); (2) in the static limit when ω → 0+, the
real part of self-energy correction is no longer negligible compared to ω. The denominator of non-elastic resonance
susceptibility receives a positive self-energy correction, “−Reχphijkl(ω)”.
As we have mentioned above, usually we neglect the real part of self-energy correction, −Reχphijkl(ω), because we
are interested in the ultrasonic experiments with the phonon frequency ω ∼ 107rad/s, so that −Reχphijkl(ω) is likely to
be negligible. However, in the ω → 0+ static limit, the approximation to drop the real part of self-energy correction
−Reχphijkl(ω) in the denominator of non-elastic resonance susceptibility is no longer correct. One should also be very
careful with the notation “(ω + iη)” in the denominator of non-elastic resonance susceptibility, because it is based
on the assumption that −Reχphijkl(ω) is negligible. In conclusion, we have to use Dyson equation to re-consider the
denominator of non-elastic resonance susceptibility.
Although we are not able to calculate the self-energy correction for the resonance susceptibility of an arbitrary
multiple-level-systen, we would like to argue that in the static limit, the full resonance susceptibility is positive due to
the positive self-energy correction −Reχphijkl(ω). To further strengthen our point of view, we give a further discussion
on the positivity of non-elastic resonance susceptibility in zero-frequency limit. Let us apply Fourier Transformation
to convert the non-elastic susceptibility from real space to momentum space as follows, (where we assume that for a
large enough block of glass, the non-elastic susceptibility has translational invariance χijkl(~x, ~x
′;ω) = χijkl(~x−~x′;ω))∫
d3xd3x′ ei~k·~x+i~k
′·~x′χijkl(~x− ~x′;ω) = (2pi)3δ(~k + ~k′)χijkl(~k;ω) (C6)
At macroscopic experimental length scales, the space-averaged non-elastic susceptibility χijkl(ω) =
V −1
∫
d3xd3x′ χijkl(~x− ~x′;ω) can be written as the function of momentum ~k, with ~k → 0:
χijkl(ω) =
1
V
∫
d3xd3x′χijkl(~x− ~x′;ω) = χijkl(~k → 0, ω) (C7)
In the denominator of non-elastic resonance susceptibility in Eq.(2.7), the energy spacing En+1(L)−En(L) decreases
as the length scale increases. Because more and more single block Hamiltonians join in the super block Hamiltonian,
the level spacing decreases exponentially as the function of length scale L. Although we have no idea whether such a
set of energy eigenvalues En(L) is gapless or not, we think at the late stages of real space renormalization procedures,
the energy spacing En+1(~k → 0) − En(~k → 0) is so small, that the real part of self-energy correction −Reχresijkl(ω)
is large enough to prevent Reχresijkl(
~k → 0;ω) from being negative. It is at this point that we believe for arbitrary
frequency ω, Reχresijkl(ω) is positive and logarithmically decreases as the function of length scale L.
Dyson equation is also useful in discussing phonon-phonon correlation function. The full phonon-phonon correlation
function is given by Dyson equation as follows,(
χphijkl
)−1
(ω) =
(
χphijkl
)−1
0
(ω)− χijkl(ω) (C8)
where χijkl(ω) is the non-elastic susceptibility. The imaginary part of non-elastic susceptibility is always negative for
arbitrary ω > 0:
Imχijkl(ω) = Imχ
res
ijkl(ω) + Imχ
rel
ijkl(ω)
Imχresijkl(ω) = −
pi
V ~
∑
nm
(Pn − Pm)〈n|Tˆij |m〉〈m|Tˆkl|n〉δ(ω + ωn − ωm)
Imχrelijkl(ω) =
β
V
ωτ
1 + ω2τ2
(∑
nm
PnPm〈n|Tˆij |n〉〈m|Tˆkl|m〉 −
∑
n
Pn〈n|Tˆij |n〉〈n|Tˆkl|n〉
)
(C9)
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With the assumption that non-elastic susceptibility is invariant under SO(3) rotational group, χijkl(ω) =
(χl(ω)− 2χt(ω)) δijδkl+χt(ω) (δikδjl + δilδjk). The longitudinal and transverse phonon-phonon correlation functions
receive the self-energy corrections from the non-elastic susceptibility,
ω′2 − ω2k
ω2k
=
ω2 − ω2k
ω2k
− Reχl,t(ω)
ρc2l,t
− i Imχl,t(ω)
ρc2l,t
(C10)
The poles of the phonon-phonon correlation functions are therefore shifted away from their original positions. Ac-
cording to our renormalization argument, both of the real and imaginary parts of non-elastic susceptibitilities are
much smaller than ρc2 for at least one order of magnitude:
Reχl,t(ω)
ρc2l,t
∼ 1/ ln(R/L1), Imχl,t(ω)ρc2l,t ∼ 1/ ln
2(R/L1) (see
Eq.(3.9)). We use the approximation 1 +
χl,t(ω)
ρc2l,t
≈ (1 + χl,t(ω)
2ρc2l,t
)2 to calculate the new pole of full phonon-phonon
correlation function:
ω =
(
1 +
χl,t(ω)
2ρc2l,t
)
ωk ⇒ ω − ωk
ωk
=
Reχl,t(ω)
2ρc2l,t
+ i
Imχl,t(ω)
2ρc2l,t
(C11)
This is the result which appears in Eq.(2.10). The real part of non-elastic susceptibility corresponds to the sound ve-
locity shift ∆cl,t, while the imaginary part corresponds to the mean free path of phonon propagation. The propagating
phonon wave is given by
~u(~x, t) = ~Aeik·x−iωt = ~Aeik·x−iωk(1+Reχl,t/2ρc
2
l,t)te(ωk Imχl,t(ω)/2ρc
2
l,t)t (C12)
Since the imaginary part of non-elastic susceptibility is always negative, the phonon intensity exponentially decays,
with the mean free path l = (−k Imχl,t(ω)/ρc2l,t)−1. Finally, the sound velocity shift ∆cl,t is given by the mean free
path via Kramers-Kronig relation as follows,
∆cl,t =
1
pi
P
∫ ∞
0
c2l,tl
−1(Ω)
ω2 − Ω2 dΩ (C13)
This result was first obtained by Landau and Lifshitz35 in 1984.
Appendix D: Details of Calculations of Sound Velocity Shift as the Logarithmic Function of Temperature
In this chapter we want to give a detailed calculation of Eq.(4.2) in section 4, with the assumption that the reduced
imaginary part of resonance susceptibility Im χ˜resl,t (ω, T ) =
(
1− e−β~ω)−1 Imχresl,t (ω, T ) is approximately a constant
of frequency and temperature up to ωc ∼ 1015Hz and around the temperature of order 10K26,32. We write Eq.(4.2)
in the following,
∆cl,t(T )−∆cl,t(T0)
cl,t(T0)
∣∣∣∣
res
=
2
2piρc2l,t
P
∫ ∞
0
Ω
(
Imχresl,t (Ω, T )− Imχresl,t (Ω, T0)
)
Ω2 − ω2 dΩ = Cl,t ln
(
T
T0
)
(D1)
Let us use the reduced imaginary resonance susceptibility Im χ˜resl,t (ω, T ) ≈ Im χ˜resl,t in the above integral. Eq.(D1) can
be simplified as
1
piρc2l,t
P
∫ ∞
0
Ω
(
Imχresl,t (Ω, T )− Imχresl,t (Ω, T0)
)
Ω2 − ω2 dΩ =
Im χ˜resl,t
piρc2l,t
P
∫ ∞
0
Ω
Ω2 − ω2
[(
1− e−β~Ω)− (1− e−β0~Ω)] dΩ
=
Im χ˜resl,t
piρc2l,t
P
∫ ∞
0
Ω
Ω2 − ω2
(
e−β0~Ω − e−β~Ω) dΩ (D2)
where we define β0 = (kBT0)
−1 and take the “frequency and temperature independent quantity” Im χ˜resl,t out of
the integral. Such frequency and temperature independence of Im χ˜resl,t (ω, T ) is observed in experiments
31,32. Also,
according to the argument by D. C. Vural and A. J. Leggett26, the frequency dependence of imagnary part of non-
elastic susceptibility Imχresl,t (ω) does not differ much between tanh(ω/2kBT ) function (derived by TTLS model)
and
(
1− e−β~ω) function (derived by multiple-level-system model). Therefore one would intuitive expect that the
“logarithmic temperature dependence of sound velocity shift” can be proved in arbitrary multiple-level-system as
well. Please note that the above integral Eq.(D2) has two nice properties: (1) it converges exponentially fast with
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the increase of frequency variable Ω; (2) the “principle value” removes the divengence when Ω approaches ω. We will
evaluate this principle integral in details as follows.
The ultrasonic sound velocity shift experiments are measured around the temperatures of order 10K, which means
the input ultrasonic phonon energy ~ω ∼ 10−28J is much smaller than kBT ∼ 10−22J. Thus when the integral variable
Ω approaches the singularity ω, we have the approximation limΩ→ω e−β~Ω ≈ 1. The principle integral in Eq.(D2) is
therefore given as
P
∫ ω>
0
Ω
Ω2 − ω2 e
−β~ΩdΩ = lim
→0
(∫ ω−
0
Ω
Ω2 − ω2 e
−β~ΩdΩ +
∫ ω>
ω+
Ω
Ω2 − ω2 e
−β~ΩdΩ
)
=
1
2
lim
→0
(
ln

ω
+ ln
ω>

)
=
1
2
ln
(ω>
ω
)
(D3)
where ω> is “some” upper cut-off of Ω integration. Since the function e
−β~Ω exponentially decays with the increase
of βΩ, we know the upper cut-off of Ω must be some constant times the temperature T : ω>(T ) ∝ T . Thus Eq.(D2)
turns out to be
∆cl,t(T )−∆cl,t(T0)
cl,t(T0)
∣∣∣∣
res
=
Im χ˜resl,t
piρc2l,t
P
∫ ∞
0
Ω
Ω2 − ω2
(
e−β0~Ω − e−β~Ω) dΩ
=
Im χ˜resl,t
2piρc2l,t
[
ln
(
ω>(T0)
ω
)
− ln
(
ω>(T )
ω
)]
= − Im χ˜
res
l,t
2piρc2l,t
ln
(
ω>(T )
ω>(T0)
)
= − Im χ˜
res
l,t
2piρc2l,t
ln
(
T
T0
)
(D4)
in the above result, the coefficient − Im χ˜
res
l,t
2piρc2l,t
is the constant Cl,t which appears in the final result of Eq.(4.2).
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