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Discontinuous systems of differential equations naturally appear as models of processes
where the dynamical behavior may abruptly change with the state of the system. Such
abrupt changes can be modeled as discontinuities. For example, if we consider a body
that moves on a table and we assume the standard dry friction model then we have the
following situation. While the body is at rest the friction exerted by the table increases
proportionally with the external force that tries to move the body increases, until it
reaches a maximum value. When the body starts moving, friction abruptly becomes
weaker and remains constant as long as the body continues to move. A different example
is provided by certain ecological prey-predator models where the preying rate depends
discontinuously on the amount of predator, i.e., the predators are harvested when they
are abundant in order to avoid the extinction of the prey community.
Such systems have well defined dynamics away from the discontinuity, determined
by smooth differential equations. The question then is what happens at the disconti-
nuity. How does the dynamics in different regions fit together? If an orbit reaches the
discontinuity how can it be continued? Such questions were answered in a systematic
way for the first time by Aleksei Filippov [32], who formally defined the dynamics of
discontinuous systems and paved the way for their further investigation. Such systems
now often are called Filippov systems, or discontinuous piecewise-smooth systems, or dis-
continuous systems without ambiguity. We note that solutions of Filippov systems are
yet continuous even when they reach a discontinuity boundary, where the vector fields
become discontinuous.
Following Filippov [32] several researchers have continued the study on discontinuous
systems trying to understand their dynamics, singularities, and bifurcations. Interest for
such systems comes from several fields and concrete applications, such as engineering,
ecology, and control theory. From a pure mathematical point of view there were parallel
efforts to properly classify singularities and bifurcations in terms of their qualitative
properties and to determine their degree of genericity. Our work is part of the latter
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effort as will be explained below. We now discuss in more detail Filippov systems and
the known results concerning their bifurcations before expanding on our motivation and
aims for this study.
1.1 Filippov systems
Making the above discussion more precise, a system is called a Filippov system or dis-
continuous system if the state space is separated in regions such that the vector field
defining the dynamics is smooth in each region and there are no a priori assumptions
on the behavior at the boundaries between these regions. Thus, in general, the vec-
tor field is discontinuous at these boundaries. In order to emphasize the latter point
these boundaries will be called discontinuity boundaries, which can be pieces of smooth
manifolds or more complicate situation, such as the boundary has self-intersections or
corners.
As the solution of such system reaches a discontinuity boundary there are, generically,
two different possibilities: either the solution crosses the boundary or ‘sticks’ onto it.
Specifically, if one of the vector fields points toward the boundary while the other points
away the solution will cross the boundary remaining continuous. If, on the other hand,
both vector fields point toward or away from the boundary then a solution that reaches
the boundary will continue moving on it in forward or backward time for some distance.
The motion on the discontinuity boundary for the latter case is called sliding motion,
and is particularly interesting and important, calling for a separate analysis. Filippov’s
convex method [32] prescribes the sliding dynamics as the solution of the vector field
obtained as the unique convex combination of the two vector fields on the two sides of
the boundary that is tangent to the discontinuity boundary. For more details we refer
to chapter 2.
Filippov systems appear pervasively in applications of various subjects, see [4, 27, 69].
Particularly, in the context of control systems with switching control laws, see e.g. [2,
14, 17, 66, 67, 68], and in the context of biological systems (prey-predator models),
see e.g. [16, 18, 36, 44]. Apart from these, Filippov dynamics also occurs in mechan-
ical systems exhibiting dry friction, see [3, 33, 37, 43, 45]. For a thorough theoretical
introduction to Filippov systems, we refer to [21, 32, 46].
1.1.1 Discontinuity-induced bifurcations
Filippov systems exhibit all the bifurcations occurring in smooth dynamical systems,
such as Hopf bifurcations, saddle-node bifurcations, homoclinic or heteroclinic connec-
tions, etc., provided that these occur away from the discontinuity boundaries. Thus
the bifurcation theory for smooth systems directly applies for such cases also to dis-
continuous systems. Apart from these standard smooth bifurcations, Filippov systems
can also exhibit bifurcations which are unique to them. These bifurcations are called
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discontinuity-induced bifurcations (DIBs) [1, 11, 19, 21, 50], and are caused by the in-
teraction of the smooth vector fields with the discontinuity boundary or the qualitative
change of the sliding motion.
Local discontinuity-induced bifurcations are related to the collision of a singular point
of a Filippov system with the discontinuity boundary or to the collision of two singular
points that lie on the boundary. For example, an equilibrium of the smooth vector field
collides with the boundary or two equilibria of the sliding motion collide and disappear.
Apart from these, a local discontinuity-induced bifurcation may occur because of the
appearance or disappearance of the sliding motion at a neighborhood of a singular point
lying on the boundary, such as the bifurcations caused by the collision of two tangency
points. Global discontinuity-induced bifurcations occur, for example, when a periodic
orbit touches the boundary, or when a homoclinic or heteroclinic connection of saddle
points is formed, or when a periodic orbit is formed by the connection of one or more
tangency points which are positioned on the boundary. A review of generic discontinuity-
induced bifurcations in planar discontinuous systems is presented in chapter 2. In fact,
there has been considerable work on establishing a classification of singularities and
bifurcations in Filippov systems, see [10, 12, 23, 28, 29, 30, 41, 61]. In particular, [60]
investigates generic bifurcations of the sliding motion and more generally, [22, 59] study
generic bifurcations in Filippov systems. In [44] the investigation is restricted to the
classification of codimension-1 bifurcations in planar discontinuous systems. This work
was later generalized [38] to bifurcations of higher codimension in planar discontinuous
systems.
1.1.2 Regularization of Filippov systems
As mentioned, discontinuous systems model physical processes which experience abrupt
transitions between different modes. Since the time scale of the transition is much
smaller than the dynamics of the individual modes such processes are often modeled
by a discontinuous system, idealizing the transition to be instantaneous. Thus the
established discontinuous model focuses on the overall dynamics of the entire physical
process while slightly ignoring the detailed dynamics in the transition phase. If one is
interested in the dynamics in the transition phase, it can be advantageous to model the
process in small time scale so that the dynamics of one mode smoothly or continuously
changes to the other mode. For a given Filippov system this can be realized by a smooth
or continuous approximation which removes the discontinuities. This method is referred
to as regularization.
Regularization enables us to switch from discontinuous system into a more familiar
class of smooth or continuous systems. Thus the more mature theories for smooth or
continuous systems can be applied in the study of bifurcations or other dynamical prop-
erties. Furthermore, as we shall see in chapter 4 when we compare the dynamics of the
regularized system to the original discontinuous system geometric singular perturbation
4 CHAPTER 1. INTRODUCTION
theory (GSPT) plays an important role. Therefore, we can also make use of the es-
tablished theory for slow-fast systems [25, 26, 31, 42, 54]. In conclusion, regularization
attempts to unify the theories of Filippov systems, of smooth systems or continuous
systems, and of slow-fast systems.
There are different ways to regularize a Filippov system, see [9, 46, 48, 56]. The
standard approach is to ‘smoothen out’ the discontinuity boundary using a smooth
transition function between different modes. Several aspects of regularized systems have
been studied. In particular, [8, 40, 62, 65] deal with the regularization of singularities
in planar Filippov systems; [40, 47] investigate the regularization of singularities in 3-
dimensional discontinuous systems; a generalization to n-dimensional systems is treated
in [63]. For all these studies the discontinuity boundary is assumed to be a smooth
submanifold. Later on, the regularization approach was also applied to cases with non-
regular discontinuity boundaries, such as when the boundary has self-intersections or
corners, cf. [9, 48, 64].
Our regularization approach was motivated by Sotomayor and Teixeira [56]. Our
idea is to replace the discontinuity boundary by a small transition region, where the
dynamics is defined by convex combinations of the two smooth vector fields on both sides
in such a way that the regularized vector field Rε is piecewise smooth and continuous.
We choose this approximation in such a continuous way mainly wishing to preserve
certain properties of the original smooth subvector fields, for instance, the ordinary
equilibria and limit cycles with their stability type, and also the boundary equilibria. A
full comparison of our approach with [56] will be given in §4.8.1. After regularization
it is natural to ask how is the dynamics of the regularized system Rε related to the
dynamics of the Filippov system. Does the limit case of Rε for ε ↓ 0 coincide with
original discontinuous Filippov vector field? In order to answer these questions we shall
apply geometric singular perturbation theory.
Singular perturbation problems are characterized by the presence of two or more
different time scales. The philosophy behind this theory is to take advantage of this
separation of scales to obtain reduced problems that are simpler than the original full
problem. In this work the regularized problem is characterized by two time scales, slow
time t and fast time τ that are related by τ = t/ε. The slow time system defines
a reduced system[8, 42] or constrained equation [39, 57] for ε = 0, and the singular
equation in the slow time system characterizes the manifold of equilibrium points of
the fast time system. The dynamics of the singular perturbation problem is obtained
by combining the two distinguished limits at ε = 0: the slow time dynamics and the
fast time dynamics. With the aid of classical geometric singular perturbation theory
we prove that the slow manifold M for ε = 0 is smoothly equivalent to the sliding set
Σs of the Filippov system. Moreover, the reduced dynamical system defined on M has
the same dynamics as the sliding vector field. On the other hand, Fenichel’s classical
theorem [31] says that if the slow manifoldM for ε = 0 is normally hyperbolic, then for
sufficiently small ε > 0 there exists a locally invariant, analogous normally hyperbolic
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Figure 1.1: Sketch of a Hopf-transversal system as an element of a universal unfolding.
The dashed line denotes the discontinuity boundary, which separates two smooth vector
fields. The vector field on the left-hand side undergoes a supercritical Hopf bifurcation,
where a repelling focus is surrounded by an attracting limit cycle. The vector field on the
right-hand side transversally intersects the boundary. See text for further explanation.
manifold Mε which is close to M. The flow on Mε is close to the flow of the reduced
problem on M. Thus the application of GSPT here also makes a connection for the
limit case ε ↓ 0 with the regularized system Rε for ε > 0.
1.2 Scope, motivation and aims
This work focuses on a particular class of planar Filippov systems, where two smooth
vector fields are separated by a smooth discontinuity boundary. The vector field on one
side undergoes a Hopf bifurcation, while the vector field on the other side intersects the
boundary transversally. We speak of a Hopf-transversal (HT) system, see Figure 1.1.
The Hopf bifurcation frequently appears in applications. For smooth dynamical sys-
tems a standard theory exists that discusses this particular bifurcation, but this theory
cannot be directly generalized to discontinuous systems. In smooth vector fields, the
Hopf bifurcation is determined by an equilibrium point for the linear part of which a pair
of complex eigenvalues passes through the imaginary axis. However, this requirement is
not generally applicable for discontinuous vector fields due to the lack of a continuous
linearization at the equilibrium when this lies on the boundary. It is therefore natural to
perform a corresponding analysis for the Hopf bifurcation in the Filippov setting. That
is, one of the vector fields goes through a Hopf bifurcation, where the bifurcation point
is colliding with the discontinuity boundary.
The HT system has been used to model a prey-predator ecosystem subject to on-off
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harvesting control [16, 19, 44]. Accordingly, there has been considerable work focusing
on the study of bifurcations in HT systems, see [15, 16, 24, 38]. In particular, [16] focuses
on the unfolding of the codimension-2 boundary-Hopf bifurcation where an equilibrium
of one smooth vector field goes through a Hopf bifurcation while it lies on the boundary.
A suitable non-degeneracy condition ensures that the same equilibrium simultaneously
goes through a discontinuity-induced bifurcation that is either an equilibrium transition
or non-smooth fold, cf. §2.5.1 and §3.3.3. Considering this setting in a higher dimen-
sional parameter space, such as a 3-parameter family, the study of [16] focuses on a
region around the origin, whose boundary is formed by two paraboloids, see Figure 1.2.
Nevertheless out of this region and in a small neighborhood of the origin we may expect
some new bifurcations. Thus a direct study of a neighborhood of the origin in the 3-
parameter family is required. In [24] a particular case of HT system is considered where
the non-degeneracy condition of [16] does not hold. As a consequence, a saddle-node
bifurcation of pseudo-equilibria occurs here besides the codimension-1 bifurcations ob-
served in [16]. The model of [24] is not generic in the sense that a small perturbation
of the system qualitatively changes the bifurcation diagram. More specifically, this 2-
parameter model has 5 codimension-1 bifurcations, see Table 1.1, that meet at the origin
of the parameter plane. We call this point a boundary-Hopf-fold (BHF) singularity, see
Figure 1.3. Our aim is to describe the generic unfoldings of this BHF bifurcation which
then include all the 5 codimension-1 bifurcation families. As we shall see in chapter 3
this unfolding has codimension 3.
Type Bifurcation set Color
Hopf BH Red
Grazing BG Green
Equilibrium transition BET Cyan
Non-smooth fold BNSF Orange
Pseudo-equilibria fold BPEF Yellow
Table 1.1: Codimension-1 bifurcations in the 2-parameter HT family studied in [24].
1.3 Main results




X(x, y), f(x, y) < 0,
Y (x, y), f(x, y) > 0,
(1.1)
where X and Y are Cr (r ≥ 1 or r = ∞) vector fields and extendable over a full
neighborhood of the boundary, and where f : R2 → R is a Cr function. The boundary




Figure 1.2: Sketch of the double-paraboloid region near the origin in the (ρ, ν, γ) space,
where ρ, ν, γ are three parameters of a universal HT family, cf. §1.3. This extends the
setting of [16] which takes γ 6= 0 fixed. We study a full neighborhood of the origin in the
3-parameter HT family, in the product of state space and parameter space. For more














Figure 1.3: Bifurcation diagram of the 2-parameter family studied in [24]. The origin
where all the 5 codimension-1 bifurcations meet is a boundary-Hopf-fold (BHF) bifur-
cation. For the coding of the codimension-1 bifurcations we refer to Table 1.1.
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Σ is given by
Σ = {(x, y) ∈ R2 : f(x, y) = 0}.
In a HT system the vector field X undergoes a Hopf bifurcation while Y is transversal
to the discontinuity boundary at the origin.
The main contribution of this work is the construction of a formal normal form for
the HT system and the computation of its universal bifurcation diagram. The reduction
to normal form reveals that the system depends on three discrete parameters κ, σ, `
having values ±1 and three continuous parameters ρ, ν, γ. As we discuss in detail in
chapter 3 the parameter κ determines whether the Hopf bifurcation of X is supercritical
or subcritical, σ determines whether Y points toward or away from the boundary, and `
determines whether dynamics of Y tends to diverge or to converge along the y direction.
The different possible combinations of these 3 parameters give 8 qualitatively different
cases. For example, Figure 1.4 presents the bifurcation diagram of two of these cases with
different values of σ. For each of these cases the dynamics is determined by the values
of the continuous parameters. Here ρ determines the position of the origin with respect
to the discontinuity boundary, ν controls the passage through the Hopf bifurcation, and
γ parametrizes the slope of Y .
As we shall see in chapter 3, five families of codimension-1 bifurcations generically
occur in a HT system, see Table 1.1 or 3.1. These bifurcations can be divided into two
families. On one hand, the Hopf bifurcation is always accompanied by a subordinate
grazing bifurcation. On the other hand, a transition point between an equilibrium
transition bifurcation and a non-smooth fold bifurcation is accompanied by a subordinate
fold bifurcation of pseudo-equilibria [13]. Thus, the BHF bifurcation is the coalescence
of these two codimension-2 bifurcations: the boundary-Hopf (BH) bifurcation studied in
[16] and a boundary-fold (BF) bifurcation studied in [13]. It has codimension 3, compare
with Figure 1.4 where the origin is the central singularity of the BHF bifurcation.
An important aspect of this study is the persistence of the dynamics and bifurcation
sets under small perturbations. We prove that the bifurcation diagram of an HT system
is stable in the sense that all systems in the same class defined by the combination of the
discrete parameters κ, σ, and ` have bifurcation diagrams that can be mapped to each
other by a diffeomorphism. Furthermore, we discuss structural stability of the normal
form in terms of topological equivalence, in particular, persistence for (small) perturba-
tions. The continuous dependence of the topological equivalences on the parameters is
proven for all open codimension 0 regions of the parameter space, but we leave open the
question of continuity in the entire parameter space.
After that we introduce our regularization approach and present the properties of
this regularization. Specifically, we prove that the equilibria and periodic orbits of the
discontinuous system are preserved after regularization with the same stability type.
Moreover, geometric singular perturbation theory is applied here in order to compare
the dynamics of the regularized system with the original Filippov system. Finally we
apply the regularization to the generic codimension-1 discontinuity-induced bifurcations
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(a) Case A1: κ = −1, σ = −1, ` = −1 (b) Case B1: κ = −1, σ = 1, ` = −1
Figure 1.4: Two cases of the bifurcation diagram for a 3-parameter HT family in the
(ρ, ν, µ) space, where µ := γ + σν. For the coding of the 5 bifurcation surfaces we refer
to Table 1.1. Observe that the pseudo-equilibria fold bifurcation set BPEF is different
depending on the sign of σ`. The origin (ρ, ν, µ) = (0, 0, 0) is the central singularity
of the BHF bifurcation. The 3-parameter HT family is a universal unfolding of this
singularity. For details see the text.
in the planar Filippov systems, and also to the particular Hopf-transversal system. The
bifurcation sets and dynamics of the regularized HT system are investigated in detail
in chapter 5, see Figure 1.5, which also can be compared with the corresponding dis-
continuous cases, Figure 1.4. We note here that our regularization produces a piecewise
smooth, continuous system. Part of the equilibria or closed orbits are not standard as in
smooth systems. For example, a closed orbit may be composed of two or more pieces of
trajectories connecting in a continuous way. Thus the bifurcation sets of the regularized
HT family, see Table 1.2, are also not the standard ones as in smooth systems. For
a detailed explanation of bifurcations in the piecewise smooth, continuous systems we
refer to [53].
1.4 Overview
We briefly outline the structure of this thesis. In chapter 2 we give an overview of the
dynamics of Filippov systems. First we present a classification of singularities and peri-
odic orbits. Then we introduce different types of equivalence between Filippov systems.
Finally we review the local and global discontinuity-induced bifurcations occurring in
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Type Bifurcation set Color
Hopf-like BHL Red
Saddle-node-like BSNL Yellow
Saddle-node-like bifurcation of closed orbits BSNLCO Green
Hopf-saddle-node bifurcation BHSN Blue
Table 1.2: Bifurcations in the regularized 3-parameter HT family, which is piecewise-
smooth and continuous. The extension ‘like’ means that these bifurcations are not the
standard ones as known from smooth systems. For a description of these bifurcation
sets we refer to §5.2.
(a) Case A1: κ = −1, σ = −1, ` = −1 (b) Case B1: κ = −1, σ = 1, ` = −1
Figure 1.5: Bifurcation diagrams of the regularized HT family we presented in Figure 1.4
in the (ρ, ν, µ) space. For a description of the bifurcation sets we refer to Table 1.2. Ob-
serve that the Hopf bifurcation after regularization is replaced by a Hopf-like bifurcation.
One type of the grazing bifurcation, namely cycle transition, disappears after regular-
ization. The other type, called cycle fold, is replaced by a saddle-node-like bifurcation of
closed orbits. The pseudo-equilibria fold bifurcation becomes a saddle-node-like bifurca-
tion. The equilibrium transition may be replaced by a Hopf-like bifurcation or disappear
depending on whether the equilibrium is surrounded by a sliding cycle or not. A similar
situation occurs for the non-smooth fold (NSF) bifurcation. The NSF bifurcation may
become a Hopf-saddle-node bifurcation or a saddle-node-like bifurcation, which also de-
pends on whether one of the equilibrium is surrounded by a sliding cycle or not. See §5.2
for details.
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planar Filippov systems. Chapter 3 introduces discontinuous Hopf-transversal systems.
After constructing normal forms and describing the bifurcation sets we discuss persis-
tence of the dynamics and bifurcation sets under a certain form of contact equivalence.
In chapter 4 we introduce regularization of Filippov systems and properties of this regu-
larization, such as persistence of the boundary equilibria, pseudo-equilibria and periodic
orbits. The regularization of the discontinuity-induced bifurcations reviewed in chapter 2
is discussed here in detail. In chapter 5 we regularize Hopf-transversal systems. The
bifurcation sets and dynamics of the regularized system are discussed in detail. Finally,





A two-dimensional Filippov dynamical system Z = (X,Y,Σ) is defined by a pair of
smooth vector fields X, Y on a two-dimensional manifold M . In this work we always
consider M to be R2 or an open subset of R2. The two vector fields X and Y are respec-
tively defined in subsetsMX andMY ofM that are separated by a smooth codimension-1
manifold Σ, called the discontinuity boundary. The dynamics of the Filippov system Z
in MX and MY is defined by the dynamics of X and Y in the respective regions, while
the dynamics on Σ is defined using Filippov’s convex method [32].
Specifically, we consider a Filippov system Z given at p ∈M by
Z(p) =
{
X(p), f(p) < 0,
Y (p), f(p) > 0,
(2.1)
where X and Y are Cr (r ≥ 1 or r = ∞) vector fields and extendable over full neigh-
borhood of the boundary, and f : M → R is a Cr function. The boundary Σ is given
by
Σ = {p ∈M : f(p) = 0}.
We assume that 0 is a regular value of f and thus Σ is a smooth one-dimensional
submanifold of M . As a consequence, Σ separates two subsets MX and MY in M as
follows:
MX = {p ∈M : f(p) < 0} and MY = {p ∈M : f(p) > 0}.
Note that MX = MX ∪ Σ, MY = MY ∪ Σ, and ∂MX = ∂MY = Σ, where we denote by
U and ∂U the closure and the boundary respectively of a set U .
Recall that the dynamics of Z in MX and MY are defined by the flows of X and Y
respectively. Meanwhile, on the boundary Σ, Filippov’s method prescribes two types of
13
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dynamics, see [32]. In order to give a formal description of these two types the boundary
Σ is divided to the crossing set
Σc = {p ∈ Σ : Xf(p)Yf(p) > 0}, (2.2a)
and the sliding set
Σs = {p ∈ Σ : Xf(p)Yf(p) ≤ 0}, (2.2b)
where Xf(p) is the directional derivative of f with respect to the vector field X. Note
that Σ = Σs ∪ Σc.
Thus, if at a point p ∈ Σ the vector field X points toward Σ and Y points away from
Σ, or vice versa, then p ∈ Σc. In this case, an orbit of Z that arrives at p following the
flow of X continues from p following the flow of Y . Thus the orbit is a continuous, but
in general non-smooth, curve that crosses from MX to MY . If Y points toward Σ while
X points away then the orbit crosses, in the same way, from MY to MX .
If, on the other hand, at a point p ∈ Σ both vector fields point toward Σ or away from
Σ then the dynamics at p is defined by the vector Zs(p) which is the unique convex linear
combination of X(p) and Y (p) that is tangent to Σ at p. Thus in this case the orbits of
Z move along Σ. Specifically, the sliding vector field Zs, is defined by Filippov [32] as
Zs(p) =
Xf(p)Y (p)− Yf(p)X(p)
Xf(p)− Yf(p) . (2.3)
It can be verified that Zs(p) is tangent to Σ at p.
We remark here that there are other possibilities for defining the sliding dynamics.
One such example is Utkin’s equivalent control method where Zs is defined by the aver-
age of X and Y together with a control parameter making Zs tangent to the boundary,
see [21, 67].
2.2 Equivalence between discontinuous systems
An important part of this study is the classification of Filippov systems up to some kind
of equivalence. In the literature several such kinds of equivalence have been proposed.
We discuss here those kinds that will be used in our subsequent studies.
2.2.1 Smooth equivalence
The simplest type of equivalence between Filippov systems is smooth equivalence, see
[38].
Definition 2.1 (Smooth equivalence). Two Filippov systems Z = (X,Y, f) and Z˜ =
(X˜, Y˜ , f˜) are smoothly equivalent if there is a diffeomorphism ϕ such that
ϕ∗X = KXX˜, ϕ∗Y = KY Y˜ , ϕ∗f = k ◦ f˜ , (2.4)
2.3. SINGULAR POINTS OF FILIPPOV SYSTEMS AND LOCAL DYNAMICS 15
where KX and KY are strictly positive smooth functions in phase space and k : R→ R
is a smooth function with k(0) = 0 and k′(x) > 0.
Note that the functions KX and KY act as time rescalings of the vector fields X˜ and
Y˜ respectively. Furthermore, f˜ and k ◦ f˜ have the same zero level set and thus define
the same boundary Σ˜.
The map ϕ satisfying (2.4) sends sliding sets to sliding sets and crossing sets to
crossing sets. This follows from the fact that
ϕ∗(Xf) = k′KX(X˜f˜), ϕ∗(Yf) = k′KY (Y˜f˜),
and thus, since both k′KX and k′KY are strictly positive, ϕ preserves the sign of Xf ·Yf .
Furthermore, a computation shows that
ϕ∗Zs =
KXKY (X˜f˜ − Y˜f˜)
KXX˜f˜ −KY Y˜f˜
Z˜s,
where it can be shown that the multiplier of Z˜s at the right-hand side of the last
equation is strictly positive. Thus ϕ induces a time rescaling of the sliding vector field.
We conclude that ϕ maps orbits of Z to orbits of Z˜.
2.2.2 Σ-equivalence and topological equivalence
Requiring ϕ to be smooth in the previous definition of equivalence is a strong restriction.
Even for smooth dynamical systems one often works with topological equivalence. Thus
for Filippov systems which are already discontinuous the requirement of smoothness can
be similarly relaxed. That is, we consider ϕ only a homeomorphism that sends orbits to
orbits while preserving the boundary, cf. [8, 44, 48].
Definition 2.2 (Σ-equivalence). Two Filippov systems Z and Z˜ are Σ–equivalent if
there is a homeomorphism ϕ that sends the orbits of Z to Z˜ and Σ to Σ˜, i.e.,
ϕ(X) = X˜, ϕ(Y ) = Y˜ , ϕ(Σ) = Σ˜.
Furthermore, if we regard points in the crossing sets as regular points we can further
relax the definition of Σ-equivalence. That is, we require the homeomorphism ϕ to send
orbits to orbits and sliding sets to sliding sets but not necessarily crossing sets to crossing
sets. Such ϕ is called topological equivalence, cf. [38].
2.3 Singular points of Filippov systems and local dynamics
The first step in understanding the dynamics of Filippov systems is the description of
their singular points and the associated local dynamics. The set of singular points of a
Filippov system comprises equilibria and tangency points described in this section.
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The equilibrium set of Z consists of the equilibria of X, Y together with the equilibria
of the sliding vector field Zs defined by the equation (2.3). The equilibria of Zs are
also called pseudo-equilibria of Z. More precisely, we have the following definitions for
equilibria.
Definition 2.3 (Equilibria). A point p ∈M \ Σ is an ordinary equilibrium of X (resp.
Y ) if X(p) = 0 and p ∈ MX (resp. Y (p) = 0 and p ∈ MY ). A point p ∈ Σ is called
a boundary equilibrium of X (resp. Y ) if X(p) = 0 (resp. Y (p) = 0). A point p ∈ M
is an ordinary (resp. boundary) equilibrium of Z if it is an ordinary (resp. boundary)
equilibrium of X or Y .
We often jointly refer to ordinary and boundary equilibria of X, Y , or Z, simply as
equilibria.
The standard definitions of different types of linear behavior (focus, saddle, etc.) for
equilibria of smooth vector fields also apply to ordinary equilibria of Filippov systems.
We distinguish, in particular, hyperbolic ordinary equilibria and note that they have
codimension 0.
Boundary equilibria are classified as follows [21, 24, 44].
Definition 2.4 (Classification of boundary equilibria). Suppose that p ∈ Σ is a bound-
ary equilibrium of X (resp. Y ) and that X˜ (resp. Y˜ ) is a smooth extension of X (resp.
Y ) into MY (resp. MX). Then p is:
B Boundary saddle if the linearization DX˜(p) (resp. DY˜ (p)) has two real eigenvalues
with opposite sign.
B Boundary node if DX˜(p) (resp. DY˜ (p)) has two real eigenvalues with the same
sign.
B Boundary focus if DX˜(p) (resp. DY˜ (p)) has a pair of complex eigenvalues.
Note that the particular choice of smooth extension in the previous definition does
not alter the linearization. In other words, the boundary equilibrium p ∈ Σ of X is a
boundary saddle, boundary node, or boundary focus, if p is respectively a saddle, node,
or focus of a smooth extension of X. Note that this type of classification is of limited
use for understanding the local dynamics near p since this is not determined only by the
linearization DX(p) but also depends on Y .
Definition 2.5 (Pseudo-equilibria). A point p ∈ Σs is a pseudo-equilibrium of Z if
Zs(p) = 0. Geometrically, a pseudo-equilibrium occurs when the vector fields X and Y
are transversal to Σ and anti-collinear.
Consider a pseudo-equilibrium p ∈ Σs, and let h : U → Σ : u 7→ h(u) be a local
parameterization of Σ in a neighborhood of p with h(0) = p and U = (−, ). Denote
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Figure 2.1: Local phase portraits of an attracting pseudo–node, a repelling pseudo–node,
and a pseudo–saddle. The boundary Σ is represented by the vertical line while the white
arrows give the direction of the sliding dynamics.
by Z the unique vector field in U that satisfies Dh(u) · Z(u) = Zs(h(u)). Furthermore,
denote by Z ′(u) the derivative of Z with respect to u and let Z ′0 = Z ′(0). Note that
the sign of Z ′0 does not depend on the orientation of the parameterization h. Then
pseudo-equilibria are classified as follows [38, 44].
Definition 2.6 (Stability of pseudo-equilibria). The pseudo-equilibrium p ∈ Σs is hy-
perbolic if Z ′0 6= 0, Xf(p) 6= 0, and Yf(p) 6= 0. A hyperbolic pseudo-equilibrium is:
B An attracting pseudo-node if Z ′0 < 0 and Xf(p) > 0.
B A repelling pseudo-node if Z ′0 > 0 and Xf(p) < 0.
B A pseudo-saddle if Z ′0 < 0 and Xf(p) < 0, or if Z ′0 > 0 and Xf(p) > 0.
Note that, since p ∈ Σs, in all of the above cases Xf(p) and Yf(p) have opposite signs.
Local phase portraits of the cases of hyperbolic pseudo-equilibria described in Defini-
tion 2.6 are shown in Figure 2.1. Hyperbolic pseudo-equilibria of Z are also codimension
0 points, cf. [8, 38, 62].
The final class of singular points in Filippov systems is tangency points.
Definition 2.7 (Tangency point). A point p ∈ Σs is a tangency point of X (resp. Y )
when Xf(p) = 0 (resp. Yf(p) = 0). A tangency point p of X (resp. Y ) is visible if
the orbit of the vector field X (resp. Y ) starting at p belongs to MX (resp. MY ) for
sufficiently small |t| 6= 0; it is invisible if the orbit belongs to MY (resp. MX). A point
p ∈ Σs is a tangency point of Z if it is a tangency point of X or Y .
Note that, generically, the function Xf(p)Yf(p) changes sign at a tangency point and
therefore such points are, generically, positioned at the boundary of the sliding set Σs.
Therefore, the position change, or the appearance and disappearance, of tangency points
can cause the topological change of the sliding set, which is also a type of bifurcation in
Filippov systems. We discuss such bifurcations in §2.5.3.
We further highlight the following special cases of tangency points.
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Figure 2.2: Fold points. Left, invisible fold, and right, visible fold [44].
Definition 2.8 (Fold). A tangency point p of X (resp. Y ) is called a fold tangency
point if X2f(p) 6= 0 (resp. Y 2f(p) 6= 0). If X2f(p) < 0 (resp. Y 2f(p) > 0) then p is a
visible fold, otherwise an invisible fold.
Definition 2.9 (Fold-regular points). A fold point p ∈ Σs of X (resp. Y ) is a fold-
regular point if Yf(p) 6= 0 (resp. Xf(p) 6= 0), see Figure 2.2.
Definition 2.10 (Cusp). A tangency point p of X (resp. Y ) with Xf(p) = X2f(p) = 0
(resp. Yf(p) = Y 2f(p) = 0) but X3f(p) 6= 0 (resp. Y 3f(p) 6= 0) is called a cusp
tangency point.
Fold-regular points are codimension-0 points in Filippov systems, i.e., a small change
in the system does not affect the dynamics in the vicinity of such point. On the other
hand, the unfoldings of cusp points and fold-fold points give rise to bifurcation scenarios
described in §2.5.3.
We can now give the definition of singular and regular points in Filippov systems.
Definition 2.11 (Singular and regular points, cf. [32]). A singular point of Z is a point
p ∈M that is either:
B An ordinary or boundary equilibrium of Z.
B A pseudo-equilibrium of Z.
B A tangency point of Z.
Non-singular points of Z are called regular points.
2.4 Sliding cycles and pseudo-cycles
In smooth systems, after equilibria, we look at limit cycles. Stable limit cycles are
important because they represent self-sustained, experimentally observable, oscillations.
Unstable limit cycles, although not experimentally significant, play an important role in
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Figure 2.3: Example of a sliding cycle and a pseudo–cycle [38].
understanding the geometry of the dynamics but they also often form the boundaries of
basins of attraction of other stable cycles or equilibria.
Filippov systems possess smooth limit cycles when either of the vector fields X or Y
has a limit cycle entirely contained in the respective regions MX or MY . Furthermore,
Filippov systems have non-smooth limit cycles that are formed from the interaction of
the dynamics of X or Y and the boundary. The most often encountered cycles of this
type in Filippov systems are sliding cycles and pseudo-cycles.
Definition 2.12 (Sliding cycle). A sliding cycle is a closed orbit of Z that is composed
of an orbit segment of Zs on the sliding set Σs and an orbit segment of one of the smooth
vector fields, either X or Y , in MX or MY respectively, see figure 2.3, left.
Definition 2.13 (Pseudo-cycle). A pseudo-cycle is a closed orbit of Z that is composed
of alternating orbit segments of X in MX and Y in MY that connect in the crossing
region Σc, see figure 2.3, right.
Sliding cycles and pseudo-cycles can be distinguished to stable and unstable. Note
that for sliding cycles not all deviations from the cycle make sense in order to determine
the cycle’s stability type. In particular, if the sliding cycle is in MX then considering an
initial state close to the sliding part of the cycle but inside MY does not give information
concerning the stability of the cycle. It is thus preferable to consider only initial states
near the cycle that are contained in the interior of the cycle. An alternate way is checking
the stability type of the sliding segment. The sliding cycle is attracting (resp. repelling)
if the sliding segment is attracting (resp. repelling).
2.5 Local discontinuity-induced bifurcations
Next we consider the bifurcations of Filippov systems Z. Bifurcations of the vector fields
X and Y , in MX and MY respectively, are also bifurcations of the Filippov system.
Therefore, Filippov systems exhibit all the bifurcations occurring in smooth systems.
Additionally, in a Filippov system bifurcations can appear because of the interaction of
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Figure 2.4: Left three: Equilibrium transition. Right three: Non-smooth fold [44].
the boundary with the two vector fields and the subsequent changes in the dynamics on
Σ. We talk of discontinuity-induced bifurcations [21].
We now look at the local bifurcations caused by the discontinuity boundary. Such
bifurcations occur when any two singularities (ordinary equilibria, pseudo-equilibria,
tangency points) collide or transform to one another. We describe the different possi-
bilities in the subsequent sections.
2.5.1 Equilibrium transition and non-smooth fold
An ordinary equilibrium collides with the discontinuity boundary. Two generic bifurca-
tion scenarios are associated with this case, cf. [21, 24]. The two scenarios, depicted in
Figure 2.4, are the following.
Equilibrium transition (ET) An ordinary equilibrium becomes a boundary equilib-
rium at a certain parameter value and then transformed into a pseudo-equilibrium;
Non-smooth fold bifurcation (NSF) An ordinary equilibrium and a pseudo-equilib-
rium collide at a certain parameter value, and then both disappear.
The following theorem from [21] gives conditions for the occurrence of ET and NSF
bifurcations for a Filippov system Z = (X,Y, f) that smoothly depends on a param-
eter β. Here X = X(x, y, β) and Y = Y (x, y, β) are smooth vector fields, and the
discontinuity boundary is given by Σ = {(x, y, β) : f(x, y, β) = 0} with f a smooth
function.
Theorem 2.14 (Non-smooth bifurcation). Assume that for β = 0 the origin (x, y) =
(0, 0) is an equilibrium point of the vector field X(x, y, β) and that D(x,y)X(0, 0, 0) is
non-singular. Moreover assume that for β = 0 an equilibrium branch (x(β), y(β)) of
the vector field X(x, y, β) crosses the discontinuity manifold Σ at the origin (x, y, β) =





f(x(β), y(β), β) 6= 0.
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Figure 2.5: Pseudo-equilibria fold bifurcation [44].
Finally assume that the non-degeneracy condition
δ := D(x,y)f(0, 0, 0)(D(x,y)X(0, 0, 0))
−1Y (0, 0, 0) 6= 0
is satisfied. Then, at β = 0, if δ > 0 there is an equilibrium transition bifurcation and if
δ < 0 there is a non-smooth fold bifurcation.
Furthermore, it is possible to study in detail these bifurcations when the equilibrium
that meets the boundary is a saddle, focus, or node, and determine the different generic
bifurcation scenarios. Since this is outside the scope of the present work we refer to
[21, 44] for a detailed description of the different possibilities.
2.5.2 Pseudo-equilibria fold
Two pseudo–equilibria collide and then disappear as a parameter varies, thus giving a
fold (saddle-node) bifurcation of pseudo–equilibria, see Figure 2.5.
2.5.3 Fold-fold collision
The dynamics around a fold-regular point is persistent under small perturbations or
changes of parameters. In particular as the parameters in a Filippov system change the
fold points move along the discontinuity boundary and therefore two fold points can
collide. Two fold points of the same vector field can collide only if one is visible and
the other one is invisible. On the other hand, a fold point of X and a fold point of Y
can collide giving rise to different bifurcation scenarios. A complete description of the
different fold-fold bifurcation scenarios is given in [44].
The exact bifurcation that occurs when a fold point of X and a fold point of Y collide
at a point p ∈ Σ depends on the visibility of the colliding fold points and on whether
the vector fields X and Y at p are collinear or anti-collinear. Most such bifurcation
scenarios involve changes of the topology of the sliding and crossing regions or changes
in the stability of the sliding region. An exceptional case is presented in Figure 2.6,
where two invisible fold points collide while X and Y are anti-collinear. This case does
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Figure 2.6: One case of collision of two invisible folds from opposite sides of the discon-
tinuity boundary [44].
Figure 2.7: Collision of a visible and an invisible fold point of the same vector field [44].
not involve only changes of the sliding and crossing regions, but also the appearance of
a pseudo-cycle. For this reason this bifurcation is also called a pseudo-Hopf bifurcation.
Finally, we show in Figure 2.7 a bifurcation scenario that occurs when a visible and an
invisible fold of the same vector field collide. This is one of the two possible unfoldings in
this case. The other unfolding can be obtained from the one presented here by changing
the direction of the flow of X and replacing crossing regions by sliding regions and vice
versa. See [44] for more details.
2.6 Global discontinuity-induced bifurcations
Like the local bifurcations any global bifurcations, such as homoclinic or heteroclinic
connections, occurring entirely within MX or MY are also bifurcations of the Filippov
systems. Except for such bifurcations Filippov systems further exhibit a large variety of
discontinuity-induced global bifurcations.
The most important such global bifurcation is the grazing bifurcation, where a smooth
limit cycle in MX or MY touches the boundary Σ. Depending on the stability type of
the smooth limit cycle from inside two generic cases are associated with the grazing
bifurcation, cf. [44].
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Figure 2.8: Two cases of grazing bifurcation [44].
Cycle transition A limit cycle touches Σ at a point and becomes a sliding cycle; see
Figure 2.8, top row. In this case the limit cycle is stable from inside.
Cycle fold An unstable limit cycle and a stable sliding cycle initially coexist. When
the limit cycle touches Σ it collides with the sliding cycle; more precisely, the two
cycles coincide. After the collision both cycles disappear; see Figure 2.8, bottom
row.
The grazing bifurcation is the only discontinuity-induced global bifurcation that we
meet later in this work. Nevertheless, there are many more such bifurcations. For
example a global bifurcation occurs in the following cases, cf. [38].
B A homoclinic connection of an ordinary saddle including a sliding segment on Σ.
B A homoclinic connection of a pseudo–saddle–node.
B A homoclinic connection of a pseudo–saddle.
B A heteroclinic connection of two pseudo–saddles.
B A heteroclinic connection of a pseudo–saddle and an ordinary saddle.
B A periodic orbit connecting a visible fold to itself.
We refer to [38, 44] for a detailed description and examples of these bifurcations.






As announced in chapter 1 the focus of this work is a particular class of planar Filippov
systems, that we call Hopf-transversal (HT). Recall that in HT systems one of the vector
fields undergoes a super– or subcritical Hopf bifurcation, while the other vector field is
transversal to the discontinuity boundary Σ.
Our interest is to develop persistent models of the discontinuous HT system, that
depend suitably on parameters. For this we have to study the bifurcations in such a
family. As we shall see in §3.1 five families of codimension-1 bifurcations generically
occur in a HT system, see Table 3.1. The point where all these five bifurcations meet is
called the boundary-Hopf-fold (BHF) bifurcation. The aim of this chapter is to derive
generic unfoldings of this BHF bifurcation, which turn out to be suitable HT families.
To this end we will restrict our discussion in a small neighborhood of the origin in the
product of phase space and parameter space; more formally the study concerns germs
of families.
In §3.2 we first construct formal normal forms for the BHF bifurcation. Here a
smooth, parameter dependent equivalence is being used, which amounts to a conjuga-
tion up to scaling. Secondly, when classifying unfoldings of the BHF bifurcation we
use topological equivalence on the state space together with smooth reparametrizations,
which amounts to a certain sense of contact equivalence. The topological equivalence
should keep track of the sliding regions. It turns out that this bifurcation has codimen-
sion 3. We will present the universal bifurcation sets of the unfoldings, in §3.4, thereby
establishing that the bifurcation sets fall apart into 8 open standard forms.
A question is in howfar the topological equivalence (homeomorphisms on the state
space) can be chosen in continuous dependence of the parameters. We establish this
continuity for all open pieces in the complement of the bifurcation set (i.e., codimension
0 subsets) and can extend this continuity over the codimension 1 bifurcation sets except
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that of the grazing bifurcation. Investigation of the continuity at the grazing bifurcation
and at the bifurcations of higher codimension forms a problem for future research.
3.1 The Hopf-transversal family
The Hopf-transversal system is a planar Filippov system Z = (X,Y, f) depending on
three parameters ρ, ν, γ in the following way:
Z(x, y, ρ, ν, γ) =
{
X(x, y, ν), f(x, y) < ρ,
Y (x, y, γ), f(x, y) > ρ,
(3.1)
where ν is the Hopf bifurcation parameter. The boundary Σ is given by f(x, y) = ρ with
f(0, 0) = 0. The vector field X is assumed to have a focus equilibrium at (x, y) = (0, 0)
which undergoes a (super– or subcritical) Hopf bifurcation at ν = 0. At ρ = 0 the
vector field Y intersects the boundary Σ transversally at the point (x, y) = (0, 0). The
parameter γ determines the slope of Y at this point.
Hopf-transversal systems form a natural object of study. The Hopf bifurcation fre-
quently appears in applications and generically we may expect that if one of the vector
fields, let us say X, goes through a Hopf bifurcation then Y will be locally transversal
to Σ. From this point of view completely understanding such HT systems is a com-
pelling research problem in the class of Filippov systems. Accordingly, bifurcations in
HT systems have been the subject of earlier work, see [15, 16, 24].
In particular, [16] focuses on the unfolding of the codimension-2 boundary-Hopf
bifurcation where an equilibrium of X goes through a Hopf bifurcation while it lies on Σ.
A suitable non-degeneracy condition ensures that the same equilibrium simultaneously
goes through a discontinuity-induced bifurcation that is either an equilibrium transition
or non-smooth fold, cf. §3.3.3. On the other hand, [24] considers a particular case of
HT system where the non-degeneracy condition of [16] does not hold and thus their
unfolding is not generic: a small perturbation of the system qualitatively changes the
bifurcation diagram. More specifically, the 2-parameter system considered in [24] has 5
codimension-1 bifurcations, see Table 1.1 or 3.1, that all meet at the same point. We call
this point a boundary-Hopf-fold (BHF) bifurcation. Our aim is to describe the generic
unfoldings of this BHF bifurcation which will turn out to be of codimension 3.
As we shall see in detail later, the BHF bifurcation is the coalescence of two codimensi-
on-2 bifurcations: the boundary-Hopf (BH) bifurcation, see Figure 3.1, studied in [16]
and a boundary-fold (BF) bifurcation, see Figure 3.2, studied in [13]. In the latter bifur-
cation a transition point between an equilibrium transition bifurcation and a non-smooth
fold bifurcation is accompanied by a subordinate fold bifurcation of pseudo-equilibria.
On the other hand, the boundary-Hopf bifurcation is accompanied by a subordinate
grazing bifurcation. Thus the coalescence of the BH and BF bifurcations accounts for
all the bifurcations observed in the HT system studied in [24]. From this point of view
the current work forms an extension of [15, 24, 38].
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Type Bifurcation set Color
Hopf BH Red
Grazing BG Green
Equilibrium transition BET Cyan
Non-smooth fold BNSF Orange
Pseudo-equilibria fold BPEF Yellow





Figure 3.1: Sketch of a boundary-Hopf bifurcation where a Hopf bifurcation and a









Figure 3.2: Sketch of a boundary-fold bifurcation where an equilibrium transition, a
non-smooth fold bifurcation and a pseudo-equilibria fold bifurcation meet. Compare to
the cases A1 and A2 in Figure 3.3.
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3.2 Normal form
In order to derive the universal bifurcation diagrams of the boundary-Hopf-fold bifurca-
tion we will first construct formal normal forms for the HT system (3.1) and then study
this bifurcation in §3.3.
Theorem 3.1 (Formal normal form). Suppose that for the general planar Filippov sys-
tem (3.1) the following assumptions hold:
1. The value ρ = 0 is a regular value of f and f(0, 0) = 0.
2. The origin (x, y) = (0, 0) undergoes a Hopf bifurcation at ν = 0. That is, X(0, 0, ν)
= 0, µ(0) = 0, and ω(0) > 0, where µ(ν)±iω(ν) are the eigenvalues of the Jacobian
matrix D(x,y)X(0, 0, ν). Furthermore, X satisfies the nondegeneracy conditions
dµ/dν(0) 6= 0 and `1(0) 6= 0, where `1(ν) is the first Lyapunov coefficient.
3. Y is transversal to Σ at (x, y) = (0, 0), i.e., Yf(0, 0) 6= 0.
4. Let δ(ν, γ) = D(x,y)f(0, 0)(D(x,y)X(0, 0, ν))
−1Y (0, 0, γ) and assume that δ(0, 0) =
0 with ∂δ/∂γ(0, 0) 6= 0.
Then there is a local diffeomorphism ϕ that depends smoothly on parameters ρ, ν, γ
and a smooth invertible reparameterization (ρ, ν, γ) 7→ (ρ˜, ν˜, γ˜) such that the Filippov
system (3.1) is smoothly equivalent to the system
Z(x, y, ρ˜, ν˜, γ˜) =
{
X(x, y, ν˜) f(x, y, ν˜) < ρ˜,
Y (x, y, ν˜, γ˜) f(x, y, ν˜) < ρ˜,
(3.2a)
with













+O((x+ y)4; ν˜) (3.2b)
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a1(ν˜, γ˜) a2(ν˜, γ˜)





+O((x+ y)2; ν˜, γ˜). (3.2c)
Here f(x, y, ν˜) = x + O((x + y)2; ν˜), σ = ±1, κ = ±1, and the quantities ai(ν˜, γ˜),
i = 1, 2, 3, 4 smoothly depend on ν˜ and γ˜. Note that the higher order terms in X and f
smoothly depend on ν˜, and the higher order terms in Y smoothly depend on ν˜ and γ˜.
Remark 3.2. When the origin, which is an equilibrium for X, meets the boundary it
generically goes either through a non-smooth fold bifurcation or an equilibrium transi-
tion, cf. Theorem 2.14. The last assumption in the theorem means that for δ < 0 the
system goes through a non-smooth fold bifurcation, for δ > 0 through an equilibrium
transition, and for δ = 0 the situation is degenerate.
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Proof. We construct the formal normal form (3.2) in successive steps.
Step 1. Since ρ = 0 is a regular value of f there is an open neighborhood of 0
containing regular values of f , that is, each level set f(x, y) = ρ for ρ in this interval is
a smooth manifold. Furthermore, in a neighborhood of (x, y) = (0, 0) there is a smooth,
invertible change of coordinates such that f(x, y) = x. Thus, in the new coordinates the
boundary Σ becomes a vertical line:
Σ = {(x, y) ∈ R2 : x = ρ}.
Step 2. The next step is to apply a linear transformation, depending smoothly on ν,
in a neighborhood of (x, y) = (0, 0) in order to transform the linear part of the vector
field X to









Step 3. The linear transformation in the previous step maps the line x = ρ to another
non-vertical straight line. A ν-dependent rotation about the origin makes this line again
vertical and Σ is then given by x = ρˆ where ρˆ smoothly depends on ρ and ν. In particular
ρˆ = 0 for ρ = 0. Note that the rotation does not modify the linear part of X, cf. [6].
Step 4. A smooth, ν-dependent, coordinate transformation up to cubic terms, cf. [5,
7], brings the vector field X to the form

















Note that after this transformation the boundary Σ is deformed. In particular, the
function f in the new coordinates takes the form f(x, y) = x + O((x + y)2). It follows
that f(0, 0) = 0 and thus for ρˆ = 0 the boundary Σ contains the origin while the tangent
vector to Σ at the origin is vertical.
Step 5. Multiplying X by an appropriate strictly positive function, that is by repa-
rameterizing time, brings the last system to the form














where ν˜ = µ(ν)/ω(ν). Note that dν˜/dν(0) = µ′(0)/ω(0)2 6= 0, that is, the map ν 7→ ν˜ is
a smooth invertible reparameterization.
Step 6. Uniformly scaling the coordinates can further simplify the system so that














where κ = ±1. Note that this scaling depends smoothly on ν˜. Furthermore, after
the scaling transformation the boundary Σ can be expressed in the form f(x, y) =
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x+O((x+ y)2) = ρ˜ where ρ˜ depends smoothly on ν˜ and ρˆ. Note that this step depends
on the non-degeneracy conditions imposed on X, cf. [49, 58].
Step 7. We now consider the vector field Y . Note that after applying the transfor-
mations defined in the previous steps the vector field Y will depend also on ν˜. The most
general form for Y is






The transversality condition and the condition on δ are not affected by the coordi-
nate transformation. The assumptions on Y give Y1,0(0, γ) 6= 0, Y2,0(0, 0) = 0 and
dY2,0(0, γ)/dγ(0) 6= 0. Scaling Y by |Y1,0(ν˜, γ)| we have











where σ = ±1, γ˜ = Y2,0/|Y1,0|, and A is a 2× 2 matrix that depends smoothly on ν˜ and
γ˜.
3.3 Bifurcations
The normal form (3.2) has 5 families of codimension-1 bifurcations. In this section we
describe how these families fit together in the parameter space. We first consider the
Hopf bifurcation and the grazing bifurcation which involve only the vector field X and
the boundary. Then we consider together the equilibrium transition and non-smooth
fold bifurcation. Finally, we study the fold bifurcation of pseudo-equilibria. Then we
obtain the following result. Note here that in all computations in this and in subsequent
sections we introduce a new parameter µ := γ + σν, which facilitates the discussion of
the boundary-fold bifurcation.
Theorem 3.3 (HT bifurcation set). There is an open neighborhood of the origin in the
product of phase space (x, y) and parameter space (ρ, ν, µ), in which the Hopf-transversal
formal normal form (3.2) has exactly the following bifurcations:
1. A codimension-2 boundary-Hopf (BH) bifurcation takes place at {ρ = 0, ν = 0}.
The BH bifurcation acts as organizing center for the Hopf bifurcation and the
grazing bifurcation. The Hopf bifurcation takes place on the set BH = {ρ ≥ 0, ν =
0} and is supercritical for κ = −1 and subcritical for κ = 1. The grazing bifurcation
takes place on the set BG = {ρ ≥ 0, ν = −κρ2 +O(ρ3)} and it is a cycle transition
for κσ = 1 while it is a cycle fold for κσ = −1.
2. A codimension-2 boundary-fold (BF) bifurcation takes place at {ρ = 0, µ = 0}.
The BF bifurcation acts as organizing center for the equilibrium transition (ET),
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non-smooth fold (NSF), and pseudo-equilibria fold (PEF) bifurcations. The ET
takes place on the set BET = {ρ = 0, µ > 0} while the NSF takes place on the set
BNSF = {ρ = 0, µ < 0}. Provided that λ = 2a4(0, 0) − σfyy(0, 0, 0) 6= 0 the PEF
bifurcation takes place on the set BPEF = {ρ = (2σλ)−1µ2+O((ν+µ)3), σλµ ≤ 0}.
In the rest of this section we prove Theorem 3.3 by successively treating the codimensi-
on-1 bifurcations (Hopf, grazing, ET, NSF, and PEF).
3.3.1 Hopf bifurcation
The origin is an equilibrium of X and it goes through a Hopf bifurcation (supercritical
or subcritical depending on κ) at ν = 0. Nevertheless, the origin is an equilibrium of Z
only when ρ ≥ 0 and this restricts accordingly the set BH.
3.3.2 Grazing bifurcation
The grazing bifurcation occurs when the limit cycle of X touches the boundary Σ. This
type of bifurcation has been studied, under very similar assumptions to ours, in [16]. It
turns out that the grazing bifurcation takes place on the set BG which is a 2D surface
contained in the subspace {ρ ≥ 0, κν ≤ 0}. The condition ρ ≥ 0 ensures, as in the Hopf
bifurcation, that the origin is a ‘visible’ equilibrium of X while the condition κν ≤ 0
ensures that X has a limit cycle. Furthermore, to lowest order the limit cycle touches the
boundary when ν = −κρ2. Taking into account the higher orders gives the asymptotic
expression νG = −κρ2 +O(ρ3), see [16] for details.
The exact type of grazing bifurcation (cycle transition or cycle fold) depends on
the values of κ and σ. When κ = −1 (i.e., the Hopf bifurcation is supercritical) the
generated, stable, limit cycle exists for ν ∈ (0, νG). If, now, σ = −1 then at νG we have
a cycle transition and for ν > νG the limit cycle becomes a sliding cycle. If, on the
other hand, σ = 1 then for ν < νG the limit cycle coexists with a sliding cycle and at
ν = νG these cycles collide and disappear. For κ = 1 (i.e., when the Hopf bifurcation
is subcritical) the generated, unstable, limit cycle exists for ν ∈ (νG, 0). If σ = −1 then
the limit cycle coexists with a sliding cycle for ν ∈ (νG, 0). At νG these cycles collide
and for ν < νG there are no cycles. Finally, if σ = 1 then for ν ∈ (νG, 0) the system only
has a limit cycle and for ν < νG it has a sliding cycle. For more details on the types of
grazing bifurcation we refer to §2.6 and to [16, 44].
3.3.3 Equilibrium transition and non-smooth fold bifurcation
Recall from §2.5.1 that when an ordinary equilibrium meets at a certain parameter the
discontinuity boundary we have two generic scenarios: equilibrium transition (ET) and
non-smooth fold (NSF) bifurcation. The two scenarios are distinguished as described in
Theorem 2.14. In particular, for the formal normal form (3.2) we find that the origin
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(a) Case A1: κ = −1, σ = −1, λ =
−1/2
(b) Case A2: κ = −1, σ = 1, λ = 1/2
(c) Case B1: κ = −1, σ = 1, λ =
−1/2
(d) Case B2: κ = −1, σ = −1, λ =
1/2
Figure 3.3: Bifurcation diagrams for the system Z0 (3.4) in (ρ, ν, µ) space. Note that
the grazing bifurcation given by ν = −κρ2 for ρ ≥ 0 for systems in the same row is of
different type. The periodic orbits of Z0 at the grazing bifurcation undergoes a cycle
transition for κσ = 1 while a cycle fold for κσ = −1.
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transversally meets Σ at ρ = 0 and it can go either through an ET or a NSF bifurcation
depending on the sign of
δ(ν, γ) := D(x,y)f(0, 0, ν)(D(x,y)X(0, 0, ν))
−1Y (0, 0, ν, γ) = γ + σν =: µ.
This implies that the plane ρ = 0 is a bifurcation set and is separated into two subsets
containing equilibrium transitions and non-smooth fold bifurcations separated by the
line µ = 0. In particular, for µ > 0 we have an equilibrium transition and for µ < 0 a
non-smooth fold.
3.3.4 Pseudo-equilibria fold
The bifurcation sets BET and BNSF meet along the line BBF = {ρ = 0, µ = 0} which
is the set of boundary-fold (BF) bifurcations. The BF bifurcation is accompanied by a
subordinate pseudo-equilibria fold (PEF) bifurcation [13]. We now study in more detail
the latter bifurcation and we prove the following result.
Lemma 3.4 (Pseudo-equilibria fold). Let λ := 2a04−σfyy(0, 0, 0) 6= 0. Then the normal
form system (3.2) goes through a pseudo-equilibria fold bifurcation on the surface BPEF




µ2 +O((ν + µ)3), λσµ ≤ 0. (3.3)
Proof. Recall that (x0, y0) ∈ Σ is a pseudo-equilibrium of Z if and only if it is an
equilibrium of the sliding vector field Zs, that is,
Zs(x0, y0, ρ, ν, γ) = 0.
Since D(x,y)f
0 = (1, 0) the boundary Σ can be locally parameterized by y. Thus for
(x, y) ∈ Σ we have x = ρ+h(ρ, y) where h is of second order in ρ and y. Pseudo-equilibria
(x0, y0) of Z are determined as roots y0 of the equation
Zs(ρ+ h(ρ, y0), y0, ρ, ν, γ) = 0.
Recall that Zs is tangent to Σ, and Σ is vertical at the origin. Therefore in order for y0
to satisfy the last equation it is enough that it satisfies that
g(y0, ρ, ν, γ) := (Zs)2(ρ+ h(ρ, y0), y0, ρ, ν, γ) = 0,
where (Zs)2 denotes the vertical component of Zs.
We first prove that the conditions for the pseudo-equilibria fold bifurcation are
satisfied at the origin. Below, for a function q(x, y, ρ, ν, γ) in the product of phase
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space and parameter space we will denote by q0 the value of q at the origin, that is,
q0 = q(0, 0, 0, 0, 0). We compute that








4 − σf0yy = λ 6= 0,
where we use that f(ρ+ h(ρ, y), y) = ρ and finally f0yy = −h0yy.
The solution set of the equations g(y, ρ, ν, γ) = 0 and gy(y, ρ, ν, γ) = 0 defines in
the space (y, ρ, ν, γ) the fold bifurcation set F which projects in parameter space the
set BPEF. Using the Implicit Function Theorem we find that F is a two-dimensional










= −g0ρg0yy = −σλ 6= 0,
where we have computed that g0ρ = σ = ±1. Thus in a neighborhood of the origin there
exist smooth functions Ψ(ν, γ), R(ν, γ) such that
g(Ψ(ν, γ), R(ν, γ), ν, γ) = gy(Ψ(ν, γ), R(ν, γ), ν, γ) = 0.
It is convenient to introduce the parameter change ν + σγ = u = σµ, ν − σγ = w,
motivated by the fact that g(0, 0, ν, γ) = 0 and gy(0, 0, ν, γ) = ν+σγ, i.e., the line ρ = 0,
ν+σγ = 0 is a line of pseudo-equilibria fold bifurcations and is thus contained in BPEF.
We then compute that Ψ0u = −σ/λ, Ψ0w = 0, R0u = 0, R0uu = σ/λ, R0w = R0ww =
R0uw = 0. Thus BPEF can be locally expressed as




i.e., it has a quadratic tangency with the plane ρ = 0 along the line ν + σγ = 0.
Furthermore, the fold point is located at
y = Ψ(u,w) = −σ
λ
u+O((u+ w)2).
Since the fold bifurcation of pseudo-equilibria must take place inside the sliding set Σs we
consider the expression (Xf)(Y f) which must be negative at y = Ψ(u,w). Substituting
R(u,w) and Ψ(u,w) for ρ and y respectively in (Xf)(Y f) we obtain an expression





Thus for λ > 0 only the u ≤ 0 branch of BPEF is of interest while for λ < 0 only the
u ≥ 0 branch is kept.
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3.4 Bifurcation set
In the subsequent sections we will show that the normal form (3.2) is structurally stable
in a sense related to contact equivalence [34, 35]. This amounts to the fact that the
bifurcation sets of any HT system with the same values of κ, σ and sgn(λ), where
λ = 2a4(0, 0) − σfyy(0, 0, 0), are smoothly equivalent through a diffeomorphism in the
parameter space. Moreover, the dynamics of any two HT families with the same values
of κ, σ and sgn(λ) are topologically equivalent for fixed parameter values. In addition,
we also discuss in howfar the topological equivalence (homeomorphisms on the state
space) can be chosen in continuous dependence of the parameters.
In this section we prove that the bifurcation diagram of any HT system satisfying
the assumptions of Theorem 3.1 and Theorem 3.3 can be brought into one of 8 standard
forms depending on the sign of the parameters κ, σ, and λ with a smooth reparameter-
ization. Furthermore, we describe in detail these standard forms.
Theorem 3.5 (Bifurcation diagrams). For the system (3.2) a diffeomorphism ϕ exists
on a small neighborhood of the origin that sends the bifurcation set described in Theo-
rem 3.3 to the bifurcation diagram that consists of the following sets (here µ = γ + σν):
- Hopf bifurcation set ν = 0 for ρ ≥ 0;
- Grazing bifurcation set at ν = −κρ2 for ρ ≥ 0 (cycle transition for κσ = 1, cycle fold
for κσ = −1);
- Pseudo-equilibria fold bifurcation set at ρ = 1/(2σλ)µ2 for σλµ ≤ 0;
- Equilibrium transition set at ρ = 0, µ > 0;
- Non-smooth fold bifurcation set at ρ = 0, µ < 0.
Note that Theorem 3.5 describes 8 different bifurcation diagrams depending on the
values of κ = ±1, sgn(σλ) = ±1, and κσ = ±1. Moreover, note that the bifur-
cation diagram is invariant under the discrete transformation R : (κ, σ, λ; ρ, ν, µ) 7→
(−κ,−σ,−λ; ρ,−ν, µ). It is thus possible to fix κ = −1 and consider the 4 cases de-
termined by the values of sgn(λ) = ±1 and σ = ±1. In Figure 3.3 we depict these 4
bifurcation diagrams in (ρ, ν, µ) space. As we show later, the discrete transformation
R can be amended by the mapping (x, y, t) 7→ (x,−y,−t) in phase space in order to
provide a diffeomorphism between truncated normal forms. Therefore, the Filippov sys-
tems Z and RZ have the same number of equilibria, limit cycles, etc. but with opposite
stability characteristics.
Proof of Theorem 3.5. Observe that the Hopf, ET and NSF bifurcation subsets of the
system Z are exactly those given in the Theorem. In order to construct the required
reparameterizing diffeomorphism ϕ we first look at the grazing bifurcation. Recall that
the grazing bifurcation set is given by ν = −κρ2 +O(ρ3) for ρ ≥ 0. Then define a local
diffeomorphism
ϕ1 : (ρ˜, ν, γ) 7→ (ρ, ν, γ)
36 CHAPTER 3. DISCONTINUOUS HOPF-TRANSVERSAL SYSTEM
such that the grazing bifurcation set is given by ν = −κρ˜2. If, in particular, we denote
ν = −κρ2 + O(ρ3) =: −κνg(ρ) where νg is a smooth function of ρ. Then we define
ρ˜ = sgn(ρ)(νg(ρ))
1/2 = ρ+ O(ρ2) which is a smooth and invertible transformation in a
neighborhood of the origin.
Next we consider the pseudo-equilibria fold (PEF) bifurcation set. Introducing a new
parameter µ = ν + σγ the PEF bifurcation set is given as ρ = σ/(2λ)µ2 +O((µ+ ν)3).





Then define a diffeomorphism
ϕ2 : (ρ˜, ν, µ˜) 7→ (ρ˜, ν, µ)
with µ˜ = µ + O(µ2) such that the PEF bifurcation set becomes ρ˜ = σ/(2λ)µ˜2. Note
here that the transformation ϕ2 smoothly depends on ν.
Composing ϕ2 with ϕ1 we derive the final transformation
ϕ = ϕ2 ◦ ϕ1 : (ρ˜, ν, µ˜) 7→ (ρ, ν, µ).
By our construction ϕ maps the bifurcation diagram of Z to the one described in the
Theorem. Note that ϕ is a diffeomorphism in an open neighborhood of the origin.
3.5 Dynamics of the truncated normal form
In this section we describe the dynamics of the formal normal form Z in (3.2). In
particular, we describe in detail the phase portraits of Z for the 4 cases of bifurcation
diagram with κ = −1 discussed in the previous section and shown in Figure 3.3. As a
further motivation for restricting only to the case κ = −1 consider the truncated normal
form
Z0(x, y, ρ, ν, γ) =
{
X0(x, y, ν) f0(x, y, ν) < ρ,
Y0(x, y, ν, γ) f0(x, y, ν) > ρ,
(3.4a)
with





























where f0(x, y, ν) = x and λ is constant, cf. the full normal form in (3.2). Note that Z0
is invariant under the discrete transformation
(κ, σ, λ; ρ, ν, µ;x, y, t) 7→ (−κ,−σ,−λ; ρ,−ν, µ;x,−y,−t)
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which in parameter space corresponds exactly to the symmetry of the bifurcation dia-
gram discussed in the previous section. For this reason for the study of the the dynamics
of Z0 it is enough to consider only the case κ = −1 and distinguish the 4 cases deter-
mined by the value of σ = ±1 and sgn(λ) = ±1. One can think of the truncated normal
form Z0 as a representative of the HT family Z in a sense that will be made more precise
in the following section.
3.5.1 Case A1: κ = −1, σ = −1, λ < 0
In this case the codimension-1 bifurcation sets separate the parameter space into 7
open connected sets. Recall that since κ = −1 we have that νG = ρ2 + O(ρ3) for
ρ ≥ 0 determines the grazing bifurcation set BG. Furthermore, recall that the pseudo-
equilibria fold set is given by BPEF = {ρ = (2σλ)−1µ2 + O((ν + µ)3), µ ≤ 0} where
we have taken into account that σλ > 0. Solving the defining equation of BPEF for µ
we obtain for ρ ≥ 0 the solution µPEF that depends on ρ and ν and is, to the lowest
order, (2σλρ)1/2. With these definitions for νG and µPEF we denote the 7 regions of
the bifurcation diagram as follows.
I ρ < 0
II ρ > 0, µ < µPEF , ν < 0
III ρ > 0, µ < µPEF , 0 < ν < νG
IV ρ > 0, µ < µPEF , ν > νG
V ρ > 0, µ > µPEF , ν < 0
VI ρ > 0, µ > µPEF , 0 < ν < νG
VII ρ > 0, µ > µPEF , ν > νG
The phase portraits for systems in each of these regions together with the transi-
tions between them are shown in Figure 3.4. Passing from regions II or IV to region
I the system goes through a non-smooth fold bifurcation where a real equilibrium and
a pseudo-equilibrium collide and disappear. On the other hand passing from regions
V or VII to region I the system goes through an equilibrium transition where a real
equilibrium gives its place to a pseudo-equilibrium. In particular, in regions II, III, and
IV the system has two pseudo-equilibria, in region I it has one, and in regions V, VI,
and VII it has no pseudo-equilibria. Subsequently, the transitions II → V, III → VI,
and IV → VII are pseudo-equilibria fold (saddle-node) bifurcations.
Passing from region II to III or from region V to VI the system goes through a
Hopf bifurcation. The only difference between the two cases is related to the number of
pseudo-equilibria and not to the Hopf bifurcation itself. Finally, going from region III
to IV or from region VI to VII we have a cycle transition grazing bifurcation.
3.5.2 Case A2: κ = −1, σ = 1, λ > 0
This case has the same bifurcation diagram as case A1 so we adopt the same notation to
refer to the 7 regions. The phase portraits for systems in each of these regions together
















Figure 3.4: Phase portraits corresponding to the open regions and codimension-1 bifur-
cations for case A1.



















Figure 3.5: Phase portraits corresponding to the open regions and codimension-1 bifur-
cations for case A2.












Figure 3.6: Phase portraits corresponding to the open regions and codimension-1 bifur-
cations for case B1.












Figure 3.7: Phase portraits corresponding to the open regions and codimension-1 bifur-
cations for case B2.
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with the transitions between them are shown in Figure 3.5.
The types of bifurcations that we meet here are very similar to the case A1. The
main difference from case A1 is that the grazing bifurcation in this case is a cycle fold.
Note that in regions III and VI a limit cycle coexists with a sliding cycle and when
passing to regions IV and VII respectively these cycles collide and disappear.
3.5.3 Case B1: κ = −1, σ = 1, λ < 0
In this case the codimension-1 bifurcation sets separate the parameter space into 5 open
connected sets. We denote these regions as follows.
I ρ < 0, µ < µPEF
II ρ < 0, µ > µPEF
III ρ > 0, ν < 0
IV ρ > 0, 0 < ν < νG
V ρ > 0, ν > νG
Recall that since in this case we have σλ < 0 to lowest order it is µPEF = (2σλρ)
1/2
for ρ ≤ 0. The phase portraits for systems in each of the 5 regions together with the
transitions between them are shown in Figure 3.6. Passing from region III or V, where
the system has one pseudo-equilibrium and one real equilibrium, to region I, where there
are no real or pseudo-equilibria, we have a non-smooth fold bifurcation. Passing to region
II, where there are two pseudo-equilibria and no real equilibria we find an equilibrium
transition. Regions I and II are consequently connected by a pseudo-equilibria fold. The
transition III → IV is a Hopf bifurcation. Finally, going from region IV to V we have
a cycle fold grazing bifurcation. Note that the sliding-cycle in region IV is a reverse
sliding-cycle, i.e., it becomes a sliding-cycle if we follow the Filippov flow backward in
time.
3.5.4 Case B2: κ = −1, σ = −1, λ > 0
The bifurcation diagram is in this case very similar to the case B1. The phase portraits
for systems in each of the 5 regions together with the transitions between them are
shown in Figure 3.7. The main difference between case B2 and B1 is that in the present
case the grazing bifurcation passing from region IV to V is a cycle transition.
3.6 Topological equivalence of HT families
In this section we discuss whether any two Hopf-transversal families with the same values
of κ, σ and sgn(λ) are topologically equivalent in the sense that there is a homeomor-
phism in the product of parameter space and phase space, continuously depending on
parameters, such that for fixed parameter values it gives a topological equivalence be-
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tween Filippov systems, cf. §2.2.2. We do not have a complete answer to this question
but we believe the following Conjecture to hold.
Conjecture 3.6. Any two Hopf-transversal families with the same values of κ, σ, and
sgn(λ) are topologically equivalent. In particular, the families Z (3.2) and Z0 (3.4) with
the same values of κ, σ, and sgn(λ) are topologically equivalent.
Here we present the results that support Conjecture 3.6 and discuss the remaining
open questions concerning its validity. Since all the different cases of (3.2) depending
on the values of κ, σ, and λ are analogous, we only discuss case A1 where κ = σ = −1
and λ > 0.
3.6.1 Topological equivalence of generic members of HT families
We first focus on the topological equivalence of systems of HT families that belong in
the complement of the bifurcation set which forms an open subset of parameter space.
Theorem 3.7. Any two Filippov systems in the same connected component of the non-
bifurcation set, i.e., in one of the regions I–VII of §3.5.1, are topologically equivalent.
Note that this result implies both the topological equivalence of two systems in the
same HT family (i.e., with the same higher order terms in (3.2)) and the topological
equivalence of two systems that belong to different HT families (i.e., with different higher
order terms in (3.2)).
We give here the proof of Theorem 3.7 only as it applies for systems in region V for
cases A1 and A2, or in region III for cases B1 and B2, where the origin is an attracting
focus for the vector field X. The proof for other regions is similar. A main ingredient of
the proof is that systems in the same region have the same numbers and types of (real-
and pseudo-) equilibria, tangency points, and (limit- and sliding-) cycles. In particular,
for systems in region V we have the following result.
Lemma 3.8. Any two systems Z and Z˜ in region V for cases A1 and A2, or in region
III for cases B1 and B2, of the bifurcation diagram, even coming from different HT
families, are topologically equivalent.
Proof. Consider the tangency point F of X with the boundary Σ. The phase space is
split into two regions by the separatrices of F . We choose different fundamental domain
and define homeomorphisms separately in these two regions. Consequently, the two
homeomorphisms agree on the separatrices of F .
Observe that the origin is an attracting focus for both vector fields X and X˜ in this
region. Moreover, for the system Z there is a trajectory of the vector field X that is
tangent to Σ at the point F and is asymptotic to the origin, see Figure 3.8. This point
F is a visible fold–regular point [38] and in Σ acts as the boundary of crossing set and
44 CHAPTER 3. DISCONTINUOUS HOPF-TRANSVERSAL SYSTEM
sliding set. Since fold–regular points are generic singularities, the vector field Z˜ also has
a fold–regular point close to F , to be denoted F˜ .
We now are able to construct fundamental domains for Z and Z˜ [38]. Consider the
separatrices W s−(F )∪W s+(F ) of F , as in Figure 3.8, and the corresponding separatrices
W s−(F˜ ) ∪W s+(F˜ ) of F˜ . We denote by A,B the regions separated by the separatrices
of F and by A˜, B˜ the corresponding regions for F˜ . Consider the straight line OF and
denote by Q the first intersection of the orbit of the unperturbed system through F with
OF . The point Q˜ on the line OF˜ is defined in the same way for the perturbed system.














Figure 3.8: Construction of a topological equivalence between Z and Z˜ when the phase
portraits of both have an attracting focus, and where regions A and B are separated by
the separatrices W s−(F ) ∪W s+(F ).
Let h : QF → Q˜F˜ be any homeomorphism between the line segments QF and Q˜F˜ .
As usual, we next extend h as a homeomorphism H between the full regions A and A˜
as follows. Each point q in the region A \ O can be uniquely expressed as ϕt(p) for a
point p ∈ QF and time t ∈ R, where ϕt is the flow of the vector field Z. Similarly, each
point q˜ in the region A˜ \ O can be uniquely expressed as ψt˜(q˜) for a point p˜ ∈ Q˜F˜ and
time t˜ ∈ R, where ψt˜ is the flow of the vector field Z˜. We define the homeomorphism
H : A→ A˜ by setting H(q) = H(ϕt(p)) := ψ−t(h(p)) for q 6= O and H(O) = O. By this
construction, the homeomorphism H is defined in the full region A and A˜ including the
boundaries ∂A and ∂A˜, where ∂A = W s−(F ) ∪W s+(F ) and ∂A˜ = W s−(F˜ ) ∪W s+(F˜ ).
With respect to B and B˜ we choose the sliding set as our fundamental domain,
thereby extending the homeomorphism H to the region B. Any orbit starting from a
point m ∈ Σs or m˜ ∈ Σ˜s will reach F or F˜ in finite time following the corresponding
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sliding vector field. Hence we can define H by H = h1 ◦ h2, where h1 : Σs → Σ˜s, with
h1 : m = σ−t1(F )→ σ˜−t1(F˜ ) = m˜ for some time t1, and, similarly, h2 : B \Σs → B˜ \ Σ˜s
with h2 : ϕ−t2(m) → ψ−t2(m˜). Here σ, σ˜ are the flows of the sliding vector fields. In
this way, H can be continued to the boundary ∂B = ∂A and agrees there with H as
already defined in the region A.
Thus, by our construction the homeomorphism H is a topological equivalence be-
tween the two discontinuous vector fields Z and Z˜ for the parameter region mentioned
above.
3.6.2 Continuous dependence on parameters?
We next study the question of the existence of a topological equivalence between two
Hopf transversal families that continuously depends on parameters. We show that the
topological equivalences between individual systsems, discussed in §3.6.1, can be con-
tinuously extended through all codimension-1 bifurcation sets, except perhaps for the
grazing bifurcation, for which it is not clear whether such continuous extension is pos-
sible.
The Hopf and the pseudo–equilibria fold bifurcation can be treated as the standard
smooth Hopf and the standard smooth fold bifurcation, respectively, cf. [20, 49, 51, 52],
and for this reason we omit here the corresponding proofs. Thus we only investigate the
continuity of the homeomorphisms at the bifurcation sets for non–smooth bifurcation
(ET, NSF, and grazing).
Lemma 3.9. The topological equivalences H constructed in § 3.6.1 can be continuously
extended through the bifurcation set BET of equilibrium transitions.
Proof. Here we give the proof for case A, while case B follows directly from this. We
parameterize the equilibrium transition bifurcation by the parameter ρ. We consider in
parameter space a curve Γ that transversally crosses the plane ρ = 0 at a point with
µ < 0 and we parametrize Γ by ρ.
We have to distinguish two different cases. One case is the transition between the
parameter regions V and I, and the other one is between VII and I. Here we give the
proof for the first case, the proof for the latter case being similar.
Since the line Γ is parametrized by ρ, the phase portrait with an attracting focus in
the region V corresponds to ρ > 0, while the case with an attracting pseudo-node in the
region I corresponds to ρ < 0. The critical case with a boundary equilibrium occurs at
ρ = 0, see Figure 3.9.
We now specify fundamental domains for the case ρ < 0. First we introduce the
notation Zρ,ν,γ and Z˜ρ,ν,γ as in §3.6.1. For ρ < 0 there is a segment of the sliding set
Σs near the origin and an attracting pseudo-node N ∈ Σs. We denote this part of the
sliding set by GF ⊂ (−∞, F ], where F is the endpoint of this set. Similar objects F˜ , G˜
and G˜F˜ exist for Z˜ρ,ν,γ . Here GF and G˜F˜ act as fundamental domains and we choose











Figure 3.9: Equilibrium transition. From left to right there is an attracting focus for
ρ > 0, a boundary equilibrium at ρ = 0 and an attracting pseudo-node for ρ < 0.
any homeomorphism h : GF → G˜F˜ , with h(N) = N˜ , that we are going to extend to a
topological equivalence H on a full neighborhood.
Consider a neighborhood U saturated by the flows passing through the sliding set
GF . To this end, we choose a real number R > 0 such that U = ∪t∈(−∞,+∞)φt[G,R],
where φt is the flow of the vector field Zρ,ν,γ .
We define the homeomorphism H between the two systems as H(n) = H(ϕt(m)) :=
ψ−t(h(m)) for any point n ∈ U \Σs, where m ∈ Σs. Here ψt is the flow of system Z˜ρ,ν,γ
and G˜F˜ , N˜ are the corresponding sliding set and pseudo-node of Z˜ρ,ν,γ .
By this construction, it follows that H agrees with H0 at ρ = 0, where H0 is defined
as H0(n) = H0(ϕt(m)) := ψ−t(h(m)) for any point n ∈ U \ Σs. Thus H is continuous
at ρ = 0 when ρ→ 0−.
We now turn to the case where ρ > 0. Recall the construction of the homeomorphism
H for the case with an attracting focus for ρ > 0 in Lemma 3.8. Here we restrict the
construction of H to the neighborhood U defined above. To this end, we let the real
number R be large enough such that the neighborhood U includes the separatrices
W s−(F ) ∪W s+(F ) of F . When ρ → 0+, the ordinary equilibrium O(0, 0) of the vector
field Xν collides with the tangency point F , giving a boundary equilibrium. Thus the
fundamental domain QF disappears and each point reaches the sliding set Σs in finite
time. The homeomorphism H for all the points in R2 \ Σs when ρ → 0+ is defined in
the same way as in region B. Moreover, H is continuous at ρ = 0 when ρ→ 0+ taking
account of the construction of H0 that is described above.
In a similar way, we can show continuity of the homeomorphisms H in the parame-
ters through the non–smooth fold bifurcation set BNSF. However, this approach fails for
the grazing bifurcation due to the difficulty of mapping a sliding cycle to an ordinary
limit cycle. To be precise, any flow passing through a point inside a sliding cycle will
arrive the sliding segment in finite time and then stay on the sliding cycle. Nevertheless,
at the critical case when an ordinary limit cycle touches the boundary, any flow passing
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through a point inside the limit cycle takes infinite time to reach the limit cycle. There-
fore, our approach fails for the extension of the limit of a sliding cycle to an ordinary
limit cycle. This implies that our approach also fails for the higher codimension bifur-
cations, for instance, the boundary-Hopf and the boundary-Hopf-fold. Furthermore, we
cannot exclude the possibility of obstructions to such continuous dependence. Thus,
the investigation of the continuity at the grazing bifurcation and higher codimension





In this chapter we introduce a method for regularizing Filippov systems. The regular-
ization gives a piecewise smooth, continuous dynamical system on an extended phase
space. We discuss the properties of this regularization focusing on the singularities and
bifurcations of Filippov systems described in chapter 2. Regularization of discontinuous
systems has been proposed as an approach for their study by Sotomayor and Teixeira in
[56]. We call their method ST-regularization. In §4.8.1 we compare the regularization
method proposed here to ST-regularization.
4.1 Definition
We consider a Filippov system Z = (X,Y,Σ) on a two-dimensional manifold M where
the smooth vector fields X and Y are defined on the subsets MX and MY of M separated
by the one-dimensional submanifold Σ. Moreover, the smooth vector fields X and Y are
extendable over full neighborhood of the boundary.
We construct a continuous regularization Rε of the Filippov system in the following
way. The extended manifold is defined as
MR = MX ∪ S ∪MY , (4.1)
where S = [−ε, ε] × Σ. Thus, MR is obtained by cutting M along Σ, and then glueing
the two pieces together by adding the ‘strip’ S. Then, on MR the regularized vector
field is given by
Rε(p) =

X(p), for p ∈MX ,
Y (p), for p ∈MY ,
(1− α(x/ε))X(q) + α(x/ε)Y (q), for p = (x, q) ∈ [−ε, ε]× Σ.
(4.2)
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Here α is a strictly increasing function defined in [−1, 1] with α(−1) = 0, α(1) = 1.
Furthermore, α is smooth in [−1, 1]. For simplicity we assume α(0) = 1/2. For example,
we can use α(x) = (x+ 1)/2.
We are often interested in local properties of the dynamics near a point p ∈ Σ. Since
Σ is a submanifold of M there are local coordinates (x, y) in a neighborhood of p such
that locally Σ = {(x, y)|x = 0}. In this case the regularized system can be written as
Rε(x, y) =

X(x+ ε, y), for x ≤ −ε,
Y (x− ε, y), for x ≥ ε,
(1− α(x/ε))X(0, y) + α(x/ε)Y (0, y), for −ε ≤ x ≤ ε.
(4.3)
We mostly use the last expression for Rε in this chapter.
4.2 Properties of the regularization
It trivially follows from the definition of Rε that real equilibria of Z remain equilibria
of Rε. Actually, we can make a stronger statement.
Lemma 4.1. The non-boundary equilibria and pseudo-equilibria of Z = (X,Y,Σ) cor-
respond to equilibria of Rε with the same type of stability. Boundary equilibria of either
X or Y (but not both) also correspond to equilibria of Rε. Common boundary equilibria
of X and Y give rise to a curve of equilibria of Rε in S.
Proof. If p is an equilibrium of X in MX then it is also, by construction, an equilibrium
of Rε in MX with the same type of stability. An analogous statement can be made for
the case where p is an equilibrium of Y in MY . In the case where (0, y) is a boundary
equilibrium of X on Σ, but not a boundary equilibrium of Y , then Rε has a boundary
equilibrium at (−ε, y). If now (0, y) is a common boundary equilibrium of X and Y then
it follows from (4.3) that Rε(x, y) = 0 for all x ∈ [−ε, ε].
Consider now the case of a boundary equilibrium of X but not of Y , i.e., a point
(0, y) ∈ Σ such that X(0, y) = 0 but Y (0, y) 6= 0. Then Rε(x, y) = 0 only at (−ε, y)
where α(x) = 0. In this case the linear behavior near (−ε, y) is given by two parts
since Rε is continuous but not smooth at this point. In MX the linear part is given by
DX(0, y), i.e., the equilibrium retains the same stability properties as in Z. In S the
linear part is given by
DRε(−ε, y) =
(
α′(x)Y1(0, y) X ′1(0, y)







, X ′j(0, y) :=
dXj(0, y)
dy
, and Y ′j (0, y) :=
dYj(0, y)
dy
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for j = 1, 2. Here the eigenvalues are




Y (0, y) +O(ε) and (−2X ′1(0, y)ε+O(ε2), Y1(0, y)),
where Zs is the sliding vector field of Z defined in chapter 2.
Finally, assume that (0, y) ∈ Σ is a pseudo-equilibrium of Z. This implies that
X(0, y) = λY (0, y) with λ < 0. Therefore, we have that Rε(x, y) = [α(x) + λ(1 −
α(x))]Y (0, y) which vanishes if and only if α(x) = λ/(λ− 1). Since λ < 0, we have that
0 < λ/(λ − 1) < 1 and thus the last equation is satisfied for a unique x ∈ (−ε, ε). At
such a point (x, y) the linearized system is given by the matrix
DRε(x, y) =
(
α′(x)(1− λ)Y1(0, y) (X ′1(0, y)− λY ′1(0, y))/(1− λ)




detDRε(x, y) = α
′(x)(1− λ)Y1(0, y)Z ′s(0, y)
and
trDRε(x, y) = α
′(x)(1− λ)Y1(0, y) + 1
1− λ (X
′
2(0, y)− λY ′2(0, y)).
The eigenvalues of DRε(x, y) are
Z ′s(0, y) +O(ε), and
1
2ε
Y1(0, y)(1− λ) +O(1).
Note that in these expressions only α′(x) depends on ε and in particular α′(x) =
O(1/ε). Therefore, for small enough ε we find that trDRε(x, y) has the same sign as
Y1(0, y) while detDRε(x, y) always has the same sign as Y1(0, y)Z
′
s(0, y). Thus (x, y) is
a saddle of Rε when (0, y) is a pseudo-saddle of Z and a node when (0, y) is a pseudo-
node of Z. Furthermore, for small enough ε, (x, y) is an unstable node provided that
(0, y) is an unstable pseudo-node of Z and a stable node provided that (0, y) is a stable
pseudo-node of Z.
We now discuss closed orbits of Z. We have the following theorem.
Lemma 4.2. If the discontinuous system Z has a closed orbit L (an ordinary limit
cycle, a sliding cycle, or a pseudo-cycle) there exists a unique closed orbit in Rε in the
neighborhood of L with the same stability type.
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Proof. If L is a limit cycle of X in MX then it is also, by construction, a limit cycle of
Rε in MX with the same type of stability. An analogous statement can be made for the
case when L is a limit cycle of Y in MY .
If L is a sliding cycle or a pseudo-cycle whose associated Poincare´ map η has η′ 6= 1
then Rε also has a unique and hyperbolic closed orbit L′ in the neighborhood of L. For
a proof we refer to [55], where the approach can be applied to our regularization.
4.3 Regularized Filippov systems and singular perturbation
theory
4.3.1 Basic facts about singular perturbations
In this section we briefly review singular perturbation theory. Consider a general singular


























where x ∈ Rk, y ∈ Rm, 0 < ε 1.
The slow manifold is the set of equilibria of the fast time system for ε = 0 and is
given by
M = {(x, y) : f(x, y, 0) = 0}. (4.6)
Then M is said to be normally hyperbolic if for every (x, y) ∈ M the matrix Dxf has
no eigenvalues on the imaginary axis.










called the reduced problem.
The following result of Fenichel (see [31]) on the preservation of normally hyperbolic
invariant manifolds plays a central role in geometric singular perturbation theory.
Theorem 4.3 (Fenichel’s Invariant Manifold Theorem). If M is normally hyperbolic
then, for ε > 0 and sufficiently small, there exists a locally invariant manifold Mε close
to M in the C1 topology. The manifold Mε is diffeomorphic to M, and the flow on Mε
is close to the flow of the reduced equation on M.
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4.3.2 Regularized Filippov systems as singular perturbation
problems
Consider again a Filippov system Z = (X,Y,Σ) on R2. Recall that given a point p ∈ Σ
we can find a local coordinate system (x, y) such that Σ is given by x = 0 and the
regularized system is given by (4.3). We now focus on the region S = [−ε, ε] × Σ and










(1− α(u))X1(0, y) + α(u)Y1(0, y)
(1− α(u))X2(0, y) + α(u)Y2(0, y)
)
. (4.8)









(1− α(u))X1(0, y) + α(u)Y1(0, y)
ε[(1− α(u))X2(0, y) + α(u)Y2(0, y)]
)
. (4.9)
System (4.8) is the slow time system while (4.9) is the fast time system. The slow
manifold is given by
M = {(u, y) : (1− α(u))X1(0, y) + α(u)Y1(0, y) = 0}. (4.10)




= (1− α(u))X2(0, y) + α(u)Y2(0, y). (4.11)






(1− α(u))X1(0, y) + α(u)Y1(0, y)
(1− α(u))X2(0, y) + α(u)Y2(0, y)
)
(4.12)
is called the reduced problem of the singularly perturbed system.
Comparing the singular perturbation problem (4.8) and (4.9) with the original Fil-
ippov system Z we have the following result.
Lemma 4.4. There is a diffeomorphism h : Σs → M, having the form h(0, y) =
(a(y), y), that maps the flow of the sliding vector field Zs to the flow of the reduced
problem on M.
Proof. Recall that the slow manifold is the set
M = {(u, y) : (1− α(u))X1(0, y) + α(u)Y1(0, y) = 0}.
Solving for α(u) we obtain
α(u) =
X1(0, y)
X1(0, y)− Y1(0, y) . (4.13)
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Observe that, since 0 ≤ α(u) ≤ 1, equation (4.13) only holds whenever X1 Y1(0, y) ≤ 0,




X1(0, y)− Y1(0, y)
)




X1(0, y)Y2(0, y)− Y1(0, y)X2(0, y)
X1(0, y)− Y1(0, y) , (4.14)
while du/dt is determined by the requirement that the reduced vector field is tangent to
M. From definition (2.3) it follows, taking the specific form of Σ into account, that the
sliding vector field is given by
Zs(0, y) =
 0X1(0, y)Y2(0, y)− Y1(0, y)X2(0, y)
X1(0, y)− Y1(0, y)
 . (4.15)
Therefore the map h sends Zs to the reduced vector field.
Remark 4.5. The slow manifold and the sliding segment of the boundary manifold are







Figure 4.1: From left to right the figure shows, for the case of crossing points, the phase
portrait of the original discontinuous system, its corresponding regularization for small
ε > 0, and the slow-fast dynamics for ε = 0. In the third picture the double arrows
inside S represent the fast dynamics.
4.4 Regularization at regular points
We apply regularization (4.3) to different examples of Filippov systems. Our considera-
tions in the present and in following sections are local. For this reason we work in local
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coordinates (x, y) such that the boundary Σ is given by x = 0. Furthermore, in order to
facilitate the analysis we consider for each case a specific example in terms of the vector
fields X and Y but we note that our arguments and conclusions apply also generally.
4.4.1 Crossing point
Suppose that (0, y) ∈ Σ is a crossing point for Z assuming for concreteness that
X1(0, y) > 0 and Y1(0, y) > 0. Then for small enough ε the orbit of Rε going through the
point (−ε, y) reaches the point (ε, y + O(ε)) in time O(ε). Therefore, for small enough
ε, all orbits of Rε cross from MX , through S, to MY . Figure 4.1 shows the phase
portraits of the original discontinuous system, its corresponding regularized system for
small ε > 0, and the slow-fast dynamics for ε = 0.
4.4.2 Sliding point
Assume now that (0, y) ∈ Σ is a regular sliding point of Z with X1(0, y) > 0, Y1(0, y) < 0
and Zs(0, y) 6= 0. In order to facilitate the analysis we consider a specific example with
X = (1, 1) and Y = (−1, 1) although our arguments and conclusions apply to the
general case. According to definition (4.3) the regularization of this system in the region
S = [−ε, ε]× Σ is
Rε(x, y) = (1− 2α(x/ε), 1).













The slow manifold is given by the vertical line u = 0. The slow flow is given for ε = 0
by the vertical vector field (0, 1). Note that for ε = 0 any orbit going through the point




(1− 2α(u)) = −2α′(u) 6= 0,
the slow manifold M is normally hyperbolic. By Fenichel’s theorem 4.3 there exists for
small ε > 0 an invariant manifoldMε in Rε, diffeomorphic toM where the flow is close
to the reduced flow. For small ε > 0 all orbits of Rε are attracted toMε, see Figure 4.2.
4.5 Regularization at codimension-0 singularities
Recall that the codimension-0 singularities on Σ consist of the fold-regular points and
the hyperbolic pseudo-equilibria. We study the regularization of these two cases.







Figure 4.2: From left to right the figure shows, for the case of regular sliding points, the
phase portraits of the original discontinuous system, its corresponding regularization for
small ε > 0 and the slow-fast dynamics for ε = 0. In the third picture the double arrows







Figure 4.3: From left to right the figure shows, in a neighborhood of a fold-regular
point, the phase portraits of the original discontinuous system (4.17), its corresponding
regularization for small ε > 0 and the slow-fast dynamics for ε = 0.
4.5.1 Fold-regular point
Suppose (x, y) = (0, 0) is a fold-regular point of X, i.e., Xf(0, 0) = 0 but X2f(0, 0) 6= 0
while Yf(0, 0) 6= 0. For simplicity we consider the following specific example.
X(x, y) = (y, 1), Y (x, y) = (1, 0). (4.17)








By introducing the new variable u = x/ε the slow time and fast time systems of its
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For ε = 0 the slow manifold is given by the set M = {(u, y) : (1− α(u))y + α(u) = 0},




= 1− α(u) > 0.
Notice that any point p ∈ M has to satisfy the condition y ≤ 0 because 0 ≤ α ≤ 1.
Thus for any point p on M
d
du
[(1− α(u))y + α(u)]|p = α′(u)(1− y) > 0.
The slow manifold M is hyperbolic and each p ∈ M is a repelling singular point for
the fast flow. By Theorem 4.3 an invariant manifold Mε exists for small enough ε > 0
where the dynamics is close to the reduced problem, see Figure 4.3.
Remark 4.6. We note here that the point (u, y) = (−1, 0), compare with Figure 4.3 for
the slow-fast flow, is special and might need further study. On the one hand the slow
manifold ends up at such point, which seems to be a new phenomenon in the classical
theory of singular perturbations. On the other hand, the dynamics around such a point
is determined by both the regular time system and the slow-fast time system. A blow-up
of such a point might be useful for obtaining more information about the dynamics of
Rε for ε > 0 small enough.
4.5.2 Hyperbolic pseudo-equilibrium
Suppose now that (0, 0) ∈ Σ is a hyperbolic critical point of the sliding vector field, i.e.,
Zs(0, 0) = 0, X1(0, 0) > 0, and Y1(0, 0) < 0. We consider, for instance, the following
system
X(x, y) = (1, y), Y (x, y) = (−1, y). (4.21)
One checks that (x, y) = (0, 0) is a hyperbolic pseudo-saddle of (4.21). Applying (4.3)
the regularization of (4.21) in the region [−ε, ε] is
Rε(x, y) = (1− 2α(x/ε), y).







Figure 4.4: From left to right the figure shows, in the neighborhood of a hyperbolic
pseudo-equilibrium, the phase portraits of the original discontinuous system, its corre-
sponding regularization for small ε > 0 and the slow-fast dynamics for ε = 0.
Then we check that (x, y) = (0, 0) is the unique equilibrium of Rε and is a saddle. The
eigenvalues of DRε(0, 0) for ε 6= 0 are 1 and −2α′(0)/ε ∼ −1/ε with corresponding
eigenvectors (0, 1) and (1, 0).
For ε = 0 we consider the corresponding slow-fast dynamics. By the transformation
u = x/ε the slow manifoldM is given by the vertical line u = 0. The dynamics onM is
given by dy/dt = y. Therefore the reduced flow goes to the positive direction for y > 0




(1− 2α(u)) = −2α′(u) < 0.
for any u, the slow manifold M is hyperbolic. Any p ∈ M is an attracting singular
point of the fast system. The slow-fast dynamics can be extended to small ε > 0 by
Theorem 4.3, see the phase portraits of Rε for ε ≥ 0 in Figure 4.4.
4.6 Regularization of discontinuity-induced bifurcations
In §2.5 we presented the different types of discontinuity-induced bifurcations. Here we
consider the regularization of these bifurcations. Before that we first define the following
bifurcations for piecewise smooth, continuous systems.
B Hopf-like bifurcation (HL): an equilibrium changes stability under the variation of
parameters and simultaneously a periodic orbit bifurcates from this equilibrium.
Here the periodic orbit may be composed of two or more pieces of trajectories
connecting in a continuous way.
B Saddle-node-like (fold-like) bifurcation (SNL): two equilibria collide at a certain
parameter value and then both disappear.
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We note that the extension ‘like’ means that these bifurcations are not the standard
ones as known from smooth systems. We refer to [53] for a detailed description of the
generic bifurcations in piecewise smooth, continuous systems.
4.6.1 Boundary equilibrium
Recall that two generic bifurcation scenarios are associated with the collision of an
ordinary equilibrium with Σ. These are the equilibrium transition and the non-smooth
fold bifurcation. Next we consider these two bifurcations distinguishing whether the
equilibrium is a focus, a saddle, or a node. Since a boundary-saddle and a boundary-
node exhibit the same bifurcation scenario after regularization we will consider these two
cases together. However, for the boundary-focus the bifurcation in the corresponding
regularized system is more complicated because of the possible existence of a sliding
cycle. For this reason we discuss the boundary-focus separately.
Equilibrium transition
Firstly, we consider the transition from an ordinary node to a pseudo-node. A represen-
tative Filippov system of this situation is given as follows:
X(x, y) = (−3x+ y, x− 3y), Y (x, y) = (−1, 0), f(x, y, β) = x+ β, (4.22)
where β is the bifurcation parameter. One checks directly that (x, y) = (0, 0) is an
attracting node of X for β < 0, hits Σ for β = 0 becoming a boundary-node. Then for
β > 0 this boundary-node is replaced by an attracting pseudo-node on Σ.
By our construction and Lemma 4.1 this unique equilibrium is persistent in its reg-
ularization Rε. To be precise, for β < 0 the unique equilibrium of Rε is located in MX ,
for β = 0 on the line x = −ε, and for β > 0 in the region (−ε, ε). Apart from the
position of the unique equilibrium Rε does not experience any qualitative change as β
varies. Thus this discontinuity-induced bifurcation disappears in the regularized system,
see Figure 4.5.
Secondly we consider the case when a boundary-focus goes through an equilibrium
transition. We note here that if the focus is the unique invariant set of the Filippov
system it is replaced by a pseudo-equilibrium with the same stability. Thus there is
no bifurcation scenario in its corresponding regularized system. Next we discuss the
situation where the focus is surrounded by a sliding cycle. An example reads:
X(x, y) = (2x− 4y, 2x− y), Y (x, y) = (−1, 0), f(x, y, β) = x+ β. (4.23)
Observe that (x, y) = (0, 0) is a repelling focus of X for β < 0 and surrounded by an
attracting sliding cycle. Then this focus hits Σ at β = 0 and the sliding cycle disappears
simultaneously. When β becomes positive this boundary focus is transformed into an
attracting pseudo-node.



















Figure 4.5: First row: Equilibrium transition between an ordinary node and a pseudo-
node. Second row: The corresponding regularization. Third row: The corresponding
slow-fast flow.
Now we regularize system (4.23) by applying definition (4.3). From Lemmas 4.1
and 4.2, we know that the equilibria and closed orbits for the Filippov system are
preserved after regularization, see Figure 4.6. The regularized system Rε undergoes a
Hopf-like (HL) bifurcation, where an attracting node changes stability and becomes a
repelling focus which is surrounded by an attracting closed orbit (piecewise smooth,
continuous). However, we leave open a rigorous proof for this bifurcation; this may form
an interesting problem for future research. The difficulties appear in proving that all
the invariant sets in the regularized system Rε come from the corresponding ones for
the Filippov system without exception, particularly, this holds for the closed orbits. For
example for β < 0 we need to prove that there are no extra closed orbits between the
focus and the cycle, or outside the cycle.



















Figure 4.6: First row: Equilibrium transition in the case of boundary focus. Second
row: The corresponding regularization. Third row: The corresponding slow-fast flow.
Non-smooth fold bifurcation
Now we consider two cases of non-smooth fold bifurcation distinguishing whether the
ordinary equilibrium is a saddle or a focus. A boundary-node undergoes the same
bifurcation scenario as a boundary-saddle, thus we omit the discussion here.
Let us begin with a boundary saddle going through a non-smooth fold bifurcation,
where an example reads:
X(x, y) = (x− y, x− 2y), Y (x, y) = (−1, 0), f(x, y, β) = x+ β. (4.24)
For β < 0 the origin (x, y) = (0, 0) is an ordinary saddle of X, and simultaneously
(x, y) = (−β,−β/2) is an attracting pseudo-node of Z. These two points collide at
β = 0 creating a boundary saddle, and then disappear for β > 0.



















Figure 4.7: First row: Non-smooth fold bifurcation in the case of boundary saddle.
Second row: The corresponding regularization. Third row: The corresponding slow-fast
flow.
By Lemma 4.1 the equilibria are persistent in the regularized system. Obviously,
a saddle-node-like (SNL) bifurcation occurs in the regularization Rε, see Figure 4.7.
For the boundary-node going through a non-smooth fold bifurcation a saddle-node-like
(SNL) bifurcation also occurs in Rε.
Now let us consider the situation when the ordinary equilibrium is a focus. We
consider the specific example
X(x, y) = (2x− 4y, 2x− y), Y (x, y) = (1, 0), f(x, y, β) = x+ β. (4.25)
One checks that (x, y) = (0, 0) is a focus of X, and simultaneously (x, y) = (−β,−2β)
is a pseudo-saddle of Z for β < 0. These two points collide at β = 0 and become a
boundary focus, then both disappear for β > 0.



















Figure 4.8: First row: Boundary-focus goes through a non-smooth fold bifurcation;
Second row: Bifurcation in the regularized system. Third row: The corresponding slow-
fast flow.
In Rε the pseudo-saddle for β < 0 is replaced by an ordinary saddle. Thus the
bifurcation scenario in Rε is a focus and a saddle collide and then both disappear, which
is a saddle-node-like (SNL) bifurcation, see Figure 4.8.
4.6.2 Pseudo-equilibria fold
If the pseudo-equilibria on Σ undergoes a fold (saddle-node) bifurcation then a saddle-
node bifurcation also occurs in Rε. Consider for example the Filippov system
X(x, y, β) = (1,−β − y2), Y (x, y, β) = (−1, 0), f(x, y) = x. (4.26)



















Figure 4.9: First row: Phase portraits of a pseudo-equilibria fold bifurcation; Second
row: Saddle-node Bifurcation in the regularized system Rε. Third row: The correspond-
ing slow-fast flow.
The phase portraits of a pseudo-equilibrium fold and the corresponding fold bifurcation
in the regularized system are presented in Figure 4.9.
4.6.3 Fold-fold collision
We discuss the regularization of the two cases of fold-fold collision analyzed in §2.5.3.
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Collision of a visible and an invisible fold of the same vector field
We first consider the case when a visible and an invisible fold of the same vector field
collide. A representative example of this bifurcation is:
X(x, y, β) = (−β − y2,−1), Y (x, y, β) = (−1, 0), f(x, y) = x. (4.27)
One checks that (x, y) = (0,±√−β) are two quadratic tangency points of X for β < 0.
These two fold points collide for β = 0 creating a cubic tangency point. Then the
tangency points disappear for β > 0. As β changes sign the topology of the sliding and
crossing regions changes. Specifically for the system (4.27) the sliding set is a closed set[−√−β,√−β] for β < 0 and an isolated point (x, y) = (0, 0) for β = 0. For β > 0 the
sliding set is an empty set, i.e, all points on Σ are crossing points. Note that there is no
equilibrium for any β in the regularized system Rε. Any orbit of Rε going through the
point (ε, y) reaches the point (−ε, y + O(ε)) in time O(ε), see Figure 4.10. Therefore,
the phase portrait of Rε for any β is topologically equivalent and there is no bifurcation
as β varies.
We note here that in the slow-fast system for β < 0, see Figure 4.10, the slow
manifold is composed of an arc with two endpoints on the boundary u = −1 of the strip
S. If one is interested in going deeper with the dynamics we refer to Remark 4.6 for a
further blow-up at these points.
Collision of two invisible folds of different vector fields
Now we consider the collision of two fold points from opposite sides of Σ. Recall that
depending on the visibility of the colliding folds there are different bifurcation scenarios.
Most of them involve only changes of the topology of the sliding and crossing regions
or changes in the stability of the sliding region, like the collision of two folds of the
same vector field discussed above. Therefore we omit the discussion of these bifurcation
scenarios here. We only discuss the case, discussed in §2.5.3, which involves not only
changes of the sliding and crossing regions, but also the appearance of a pseudo-cycle.
Consider the following Filippov system:
X(x, y, β) = (−y,−y − 1), Y (x, y, β) = (β − y, 1), f(x, y) = x. (4.28)
One checks that (x, y) = (0, β) is an invisible fold of Y and (x, y) = (0, 0) is an invisible
fold of X. In particular these two fold points collide at (x, y) = (0, 0) for β = 0 where
the vector fields X and Y are anti-collinear. Thus a sliding set Σs is formed by these
two tangency points for β 6= 0 and becomes an isolated point for β = 0. In Σs a unique
pseudo-equilibrium of (4.28) exists for any β 6= 0 which is attracting for β < 0 and
repelling for β > 0. Furthermore for β > 0 this pseudo-equilibrium is surrounded by an
attracting pseudo-cycle. However, for β = 0 the sliding vector field Zs is not well-defined



















Figure 4.10: First row: Collision of a visible and an invisible fold point of the same
vector field. Second row: Its corresponding regularization for ε > 0. Third row: The
corresponding slow-fast flow.




(−y,−y − 1), for x ≤ −ε,
(β − y, 1), for x ≥ ε,
(1− α(x/ε))(−y,−y − 1) + α(x/ε)(β − y, 1), for −ε ≤ x ≤ ε,
(4.29)
for any ε > 0. By Lemmas 4.1 and 4.2 we can derive directly that the node and the
closed orbit for the Filippov system are preserved in the regularized system Rε.
Furthermore one checks that (x, y) = (0, 0) is the unique equilibrium of Rε for
β = 0. By computing the linearization of Rε at (0, 0) we find that this equilibrium is an



















Figure 4.11: First row: Phase portraits of system (4.28) which undergoes a fold-fold
bifurcation at β = 0. Second row: A Hopf Bifurcation in the regularized system Rε.
Third row: Its corresponding slow-fast flow.
attracting focus for small enough ε. The regularized system Rε undergoes a Hopf-like
(HL) bifurcation, see Figure 4.11. Here a rigorous proof for the nonexistence of extra
closed orbits between the repelling focus and the attracting periodic orbit for β > 0 is
missing.
Performing the transformation u = x/ε the slow and fast time systems of the corre-








( −y + α(u)β
(y + 2)α(u)− 1− y
)
, (4.30)
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( −y + α(u)β
ε[(y + 2)α(u)− 1− y]
)
. (4.31)
For ε = 0 the slow manifoldM = {(u, y) : y = α(u)β} defines the entire singular set
of the fast time system (4.31). Since 0 ≤ α ≤ 1 the slow manifoldM consists of a closed
segment formed by y = 0 and y = β on the curve y = α(u)β for β 6= 0. It coincides with
the sliding set of the original discontinuous system (4.28). The reduced problem given
by (4.30) for ε = 0 defines the dynamics on M as
dy/dt = (y + 2)α(u)− 1− y. (4.32)














for any β 6= 0. Moreover, it follows from (4.32) that this equilibrium is an attractor of
the reduced flow for β < 0 and a repellor for β > 0.
Notice that for any point p ∈M
d
du
[−y + α(u)β]|p = α′(u)β (4.33)
is nonzero for β 6= 0. Thus, the slow manifoldM is hyperbolic for any β 6= 0. Applying
Theorem 4.3 for small enough ε > 0 there exists a locally invariant manifoldMε for the
singularly perturbed system and close to M. The dynamics on Mε is close to the one
on M.
We mainly focus on the situation for β = 0. Now the slow manifold M consists of
the entire line y = 0 and is degenerate since the equation (4.33) is identical to zero.
Theorem 4.3 fails for this case. In order to derive a hyperbolic slow manifold for β = 0
we next perform the blow-up
u = u, y = sy¯, ε = s2ε¯,
where s ≥ 0, ε¯ ≥ 0 and y¯2 + ε¯2 = 1. Thus the degenerate line y = 0 for ε = 0 is now
replaced by a half cylinder. In the new coordinates we rewrite the fast time system (4.31)











2ε¯3[(2 + sy¯)α(u)− 1− sy¯]/(2ε¯2 + y¯2)
sε¯y¯[(2 + sy¯)α(u)− 1− sy¯]/(2ε¯2 + y¯2)
−2ε¯2y¯[(2 + sy¯)α(u)− 1− sy¯]/(2ε¯2 + y¯2)
 . (4.34)
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One checks that the system (4.34) has an equilibrium at y¯ = 0, u = 0 and ε¯ = 1. Since
the degeneracy y = ε = 0 is represented by s = 0 in the new coordinates we have the









2(2α(u)− 1)(1− y¯2)3/2/(2− y¯2)
)
. (4.35)
The unique singularity u = y¯ = 0 of (4.35) is a center.
4.7 Regularization of the grazing bifurcations
Before we close the discussion about regularization of discontinuity induced bifurcations
we consider the grazing bifurcation as an example of a global bifurcation. Recall that
generically there are two types of grazing bifurcation depending on the stability of the
limit cycle, cf. §2.5.
We first consider the cycle transition, that is, the case where a limit cycle becomes
tangent to the boundary and then is transformed into a sliding cycle. The limit cycle
persists in the regularized system. If the original discontinuous system has a sliding cycle
then by Lemma 4.2 the regularized system also has a limit cycle which is close to the
original one. Thus there are no bifurcations in the regularized system, see Figure 4.12.
The second case is the cycle fold where a limit cycle and a sliding cycle collide and
then both disappear. Since limit cycles and sliding cycles persist in the regularized sys-
tem we conclude that there a fold bifurcation of limit cycles occurs, see Figure 4.13. As
we announced earlier a proof for the nonexistence of new closed orbits by our regular-
ization is required.
4.8 Discussion
4.8.1 Comparison to the ST-regularization
In this section we briefly review ST-regularization, the regularization approach intro-
duced by Sotomayor and Teixeira in [56], comparing it to ours. For a Filippov system
Z = (X,Y,Σ), where the boundary Σ is defined by x = 0, its regularization is defined




[(1− ϕ(x/ε))X(x, y) + (1 + ϕ(x/ε))Y (x, y)] . (4.36)
Here the transition function ϕ is a smooth, increasing function defined in [−1, 1] with
ϕ(−1) = −1, ϕ(1) = 1 and ϕ′(−1) = ϕ′(1) = 0. It is obvious that Rε(x, y) = X(x, y)
for x ≤ −ε, and Rε(x, y) = Y (x, y) for x ≥ ε. Geometric singular perturbation theory is
typically used to study the family Rε and its relation to the limit case ε ↓ 0, cf. [8, 47, 62].



















Figure 4.12: Regularization of the cycle transition.
After performing the transformation u = x/ε and considering the resulting slow
and fast time systems for ε = 0 we find that they are identical to the slow and fast
time systems defined for the regularization (4.3) in §4.3.2. Note however that in our
construction this scaling process does not affect the vector fields X and Y since the
regions MX and MY are preserved and Rε is only defined in the region [−ε, ε] × Σ as
a convex combination of X(0, y) and Y (0, y). This makes it easier to argue about the
persistence of equilibria and to determine their type of linear stability. In this sense our
definition simplifies the study of the regularized system.
4.8.2 The effect of the choice of regularization on the dynamics
An important question is whether different types of regularization can give qualitatively
different systems, i.e., systems with different numbers of equilibria or different bifurca-




















Figure 4.13: Regularization of the cycle fold bifurcation.
example from [46]. Consider in particular the discontinuous system
x˙ = y,
y˙ = −x+ |x+ µ| − |x− µ| − y − |y + µ|+ |y − µ|. (4.37)
A repelling focus is surrounded by an attracting limit cycle for µ < 0, while two attract-
ing node and a saddle coexist for µ > 0. Thus a Hopf and a pitchfork bifurcation occur
simultaneously at µ = 0.
Two different regularizations are used in [46] to approximate the discontinuous sys-
tem (4.37). The first one is
x˙ = y,
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The second regularization is
x˙ = y,
y˙ = −x+ gε(x+ µ)− gε(x− µ)− y − gε(y + µ) + gε(y − µ) + ε.
(4.39)
It is shown in [46] that the regularized system given by (4.38) exhibits a Hopf bifurcation
and a pitchfork bifurcation. However, the regularized system given by (4.39) exhibits
a Hopf bifurcation and a fold bifurcation. As ε goes to 0 the two bifurcation diagrams
approach the bifurcation diagram of the discontinuous system. A comparison of the
bifurcation diagram of the discontinuous system (4.37) and its two regularizations (4.38)






























    Hopf 
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μ
Figure 4.14: Bifurcation diagrams of the discontinuous system (4.37) (left), the regular-
ization (4.38) (middle) and (4.39) (right). Picture from [46].
The previous example raises the question on whether a given singularity or bifur-
cation in a discontinuous system gives rise to qualitatively identical behavior in the
corresponding regularization independently of the choice of regularization method. If
this is not the case, as in the example of [46], one can still ask what is the class of
possible qualitative behavior that can be observed in different types of regularization.
Chapter 5
Regularized Hopf-transversal system
In this chapter we apply the regularization approach of chapter 4 to the Hopf-transversal
system and study the bifurcations of the regularized system.
5.1 Definition of the regularized system
Recall that a generic HT system is smoothly equivalent to its formal normal form Z (3.2),
see Theorem 3.1. Moreover, the bifurcation diagrams of Z and the truncated normal
form Z0 (3.4) with the same values of κ, σ and sgn(λ) are related through a diffeo-
morphism ϕ in the parameter space. The dynamics of the system Z with parameters
(ρ, ν, γ) and of the truncated normal form Z0 with parameters ϕ(ρ, ν, γ) is topologically
equivalent. In §3.4 this equivalence was compared with contact equivalence. Thus in
this chapter we use Z0 for the numerical computations of the bifurcation diagrams and
the phase portraits.
Following §4.1, the regularization Rε of Z for ε > 0 is defined as follows:
Rε(x, y) =

X(x+ ε, y), for x ≤ ρ− ε,
Y (x− ε, y), for x ≥ ρ+ ε,
(1− α(x/ε))X(ρ, y) + α(x/ε)Y (ρ, y), for ρ− ε ≤ x ≤ ρ+ ε.
(5.1)
where the smooth function α is defined in [ρ−ε, ρ+ε] with α(ρ−ε) = 0, α(ρ+ε) = 1. For
our computations we have chosen α(x) = (x−ρ+1)/2. Notice that the regularization Rε
is a continuous system on the extended manifold MR = MX ∪S∪MY and, in particular,
smooth on the subsets MX and MY . For this notation see §2.1.
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5.2 Bifurcations and dynamics in the regularized
Hopf-transversal system
Now we consider the bifurcations that occur in the regularized system (5.1). Taking
into account the five families of codimension-1 bifurcations in the discontinuous Hopf-
transversal system, we infer that we have the following bifurcations in the regularized
system Rε.
B Hopf-like bifurcation (HL), see §4.6.
B Saddle-node-like (fold-like) bifurcation (SNL), see §4.6.
B Saddle-node-like (fold-like) bifurcation of closed orbits (SNLCO): two closed orbits
collide at a certain parameter value and then both disappear.
B Simultaneous Hopf-like and saddle-node-like bifurcations, for simplicity, we call
this Hopf-saddle-node bifurcation (HSN): a saddle, a focus, and a periodic orbit
of opposite stability to the focus collide at a certain parameter value and then all
disappear.
Type Bifurcation set Color
Hopf-like BHL Red
Saddle-node-like BSNL Yellow
Saddle-node-like bifurcation of closed orbits BSNLCO Green
Hopf-saddle-node bifurcation BHSN Blue
Table 5.1: Bifurcations in the regularized system (5.1), which is piecewise smooth and
continuous. The extension ‘like’ means that these bifurcations are not the standard ones
as known from smooth systems.
Next we describe how these bifurcations fit together in the bifurcation diagram of
the regularization of Z0. Recall from chapter 3 that Hopf-transversal systems can be
classified into 8 different cases out of which only 4, obtained by fixing κ = −1, are
qualitatively different, see also Figure 3.3. Here we will consider the bifurcation set of
Rε distinguishing among these four cases, i.e., κ = −1, σ = ±1, sgn(λ) = ±1. Exactly
as in §3.5, we refer to these four cases as A1, A2, B1, and B2.
5.2.1 Case A1: κ = −1, σ = −1, λ < 0
The bifurcation diagram for this case is shown in Figure 5.1. Note here that in all
computations in this and in subsequent sections we take |λ| = 1. Comparing to the
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Figure 5.1: Bifurcation diagram of the regularization of case A1. For the coding of the













Figure 5.2: Phase portraits for the regularization of case A1.
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bifurcation set of the HT system Z0 in Figure 3.3 (case A1), we find that the grazing
bifurcation no longer appears in the regularized system. This is to be expected from
the discussion in §4.7. Part of the equilibrium transition set of Z0 becomes a locus
for Hopf-like (HL) bifurcations of Rε since the equilibrium transition in Z0 for ν ≥ 0
is accompanied by the appearance of a sliding cycle. The pseudo-equilibria fold and
non-smooth fold bifurcations of Z0 are replaced by a saddle-node-like (SNL) bifurcation
of Rε. The codimension-1 bifurcation sets separate the parameter space into 4 open
connected sets. Comparing to the bifurcation set for the discontinuous HT system with
the same parameter values some of the open regions merge because the grazing bifur-
cation disappears in the regularized system. We denote the 4 regions of the bifurcation
diagram as follows.
I ρ < 0 and ρ > 0, µ > µSNL, ν < 0
II ρ > 0, µ < µSNL, ν < 0
III ρ > 0, µ < µSNL, ν > 0
IV ρ > 0, µ > µSNL, ν > 0
Here µSNL ∼ −ρ1/2 determines the saddle-node-like bifurcation and coincides with
the pseudo-equilibria fold bifurcation of the discontinuous system, cf. §3.5.1. The phase
portraits for systems in each of these regions are shown in Figure 5.2. Passing from
region II to region I, or from region III to region IV, the system goes through a saddle-
node-like bifurcation. The SNL bifurcation set is given by {ρ = 0, µ ≤ 0, ν ≤ 0} and
{ρ ≥ 0, µ = µSNL}.
Recall that the discontinuous HT system Z has a limit cycle or a sliding cycle for
ρ > 0, ν > 0. Thus the corresponding regularization Rε has a periodic orbit in regions
III and IV. Passing from region I to region IV, or from region II to region III, the system
goes through a Hopf-like bifurcation. This partially coincides with the supercritical Hopf
bifurcation of the discontinuous system at {ρ ≥ 0, ν = 0} but in the regularized system
a part of the equilibrium transition bifurcation given by {ρ = 0, µ ≥ 0, ν ≥ 0} also
gives rise to a Hopf-like bifurcation. This happens, as we already mentioned, because
the equilibrium transition is accompanied for ν ≥ 0 by the appearance of a sliding cycle
which manifests in the regularized system as a Hopf-like bifurcation.
The passage from region I to region III is more complicated. Here the system goes
simultaneously through a Hopf-like bifurcation and a saddle-node-like bifurcation (HSN).
More specifically, excluding a stable focus that participates in the bifurcation only by
becoming a stable node, in region I there are no other equilibria or periodic orbits,
while in region III we have the appearance of a saddle and an unstable focus surrounded
by a stable periodic orbit. The stable periodic orbit shrinks to a point exactly at the
bifurcation and the two equilibria collide. The corresponding bifurcation set is given by
{ρ = 0, µ ≤ 0, ν ≥ 0}.
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Figure 5.3: Bifurcation diagram of the regularization of case A2. For the coding of the



















Figure 5.4: Phase portraits for the regularization of case A2.
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5.2.2 Case A2: κ = −1, σ = 1, λ > 0
The bifurcation set for case A2 is presented in Figure 5.3. We note here that the cycle fold
bifurcation in the discontinuous system Z0 is replaced by a saddle-node-like bifurcation
of closed orbits (SNLCO) in the regularized system Rε. The equilibrium transition of
Z0 disappears in Rε for ν > 0 and is replaced by a Hopf-like (HL) bifurcation for ν < 0.
The codimension-1 bifurcation sets separate the parameter space into the 6 following
open connected sets.
I ρ < 0 or ρ > 0, µ > µSNL, ν > νSNLCO
II ρ > 0, µ < µSNL, ν < 0
III ρ > 0, µ < µSNL, 0 < ν < νSNLCO
IV ρ > 0, µ < µSNL, ν > νSNLCO
V ρ > 0, µ > µSNL, ν < 0
VI ρ > 0, µ > µSNL, 0 < ν < νSNLCO
Here the value νSNLCO determines the saddle-node-like bifurcation of periodic orbits
and coincides with the value νG determining the grazing bifurcation in the discontinuous
system, cf. §3.5.2. The phase portraits for the system in each of these regions are
shown in Figure 5.4. Passing from region IV to region I, or from region II to regions
V or I, or from region III to region VI, the system goes through a saddle-node-like
bifurcation. The saddle-node-like bifurcation set is given by {ρ = 0, µ ≤ 0} together
with {ρ ≥ 0, µ = µSNL}.
Passing from region I to region VI, or from region IV to region III, the system goes
through a saddle-node-like bifurcation of periodic orbits. The corresponding bifurcation
set is given by {ρ ≥ 0, ν = νSNLCO} and corresponds to the cycle fold grazing bifurcation
in the discontinuous system.
Finally, passing from region V to regions VI or I, or from region II to III, the system
goes through a Hopf-like (HL) bifurcation. This partially coincides with the supercritical
Hopf bifurcation of the discontinuous system at {ρ ≥ 0, ν = 0} but in the regularized
system a part of the equilibrium transition bifurcation given by {ρ = 0, ν ≤ 0, µ ≥ 0}
also gives rise to a Hopf-like bifurcation. This happens in the regularized system, because
we have in region I a repelling node that is replaced by a stable focus surrounded by a
repelling periodic orbit in region V, cf. Figure 5.4.
5.2.3 Case B1: κ = −1, σ = 1, λ < 0
The bifurcation diagram for this case is shown in Figure 5.5. The codimension-1 bifur-
cation sets separate the parameter space into the following 4 open connected sets.
I ρ < 0, µ < µSNL
II ρ < 0, µ > µSNL or ρ > 0, ν > νSNLCO
III ρ > 0, ν < 0
IV ρ > 0, 0 < ν < νSNLCO
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Figure 5.5: Bifurcation diagram of the regularization of case B1. For the coding of the













Figure 5.6: Phase portraits for the regularization of case B1.
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Figure 5.7: Bifurcation diagram of the regularization of case B2. For the coding of the
bifurcation sets we refer to Table 5.1.
The phase portraits for the HT system in each of these regions are shown in Fig-
ure 5.6. Passing from regions II or III to region I the system goes through a saddle-node-
like bifurcation on the parameter sets {ρ = 0, µ ≤ 0} and {ρ ≤ 0, µ = µSNL}. The first
of these sets corresponds, in the discontinuous system, to the non-smooth fold bifurcation
and the second one to the saddle-node bifurcation of pseudo-equilibria. Passing from
region II to region IV the system goes through a saddle-node-like bifurcation of closed
orbits (SNLCO) corresponding to the cycle fold grazing bifurcation in the discontinuous
system. The SNLCO bifurcation set is {ρ ≥ 0, ν = νSNLCO}.
Finally, passing from regions II or IV to region III the system goes through a Hopf-like
(HL) bifurcation on the parameter sets {ρ ≥ 0, ν = 0} and {ρ = 0, ν ≤ 0, µ ≥ 0}. The
first set coincides with the supercritical Hopf bifurcation of the discontinuous system,
and the second one corresponds to the equilibrium transition.
5.2.4 Case B2: κ = −1, σ = −1, λ > 0
The bifurcation diagram for this case is shown in Figure 5.7. The codimension-1 bifur-
cation sets separate the parameter space into the following 3 open connected sets.
I ρ < 0, µ < µSNL
II ρ < 0, µ > µSNL or ρ > 0, ν < 0











Figure 5.8: Phase portraits for the regularization of case B2.
The phase portraits for systems in each of the 3 regions are shown in Figure 5.8. Pass-
ing from region II to region I the system goes through a saddle-node-like bifurcation.
This corresponds in the discontinuous system to either the non-smooth fold bifurcation
for {ρ = 0, µ ≤ 0, ν ≤ 0} or the saddle-node of pseudo-equilibria for {ρ ≤ 0, µ = µSNL}.
Passing from region II to region III the system goes through a Hopf-like bifurcation just
as in the discontinuous case for {ρ ≥ 0, ν = 0} but also for {ρ = 0, ν ≥ 0, µ ≥ 0} cor-
responding to a subset of the equilibrium transition bifurcation set in the discontinuous
system.
Finally, passing from region I to region III, through the set {ρ = 0, ν ≥ 0, µ ≤ 0} the
system goes through a simultaneous Hopf-like and saddle-node-like bifurcation (HSN).
This bifurcation is identical to the HSN bifurcation for the case A1, described in §5.2.1
where we refer to for more details.
5.3 Discussion
In the previous section we have described in detail the dynamics and bifurcations of the
regularized Hopf-transversal family. Furthermore, we traced the origin of these bifur-
cations back to the bifurcations of the discontinuous Hopf-transversal system discussed
in §3.3. Recall that in chapter 3 we showed that the bifurcation diagram of the discontin-
uous Hopf-transversal family depends only on the values of the discrete parameters κ, σ
and sgn(λ). Therefore the local bifurcation diagram persists under small perturbations
preserving the open conditions defining the boundary-Hopf-fold (BHF) bifurcation.
In the regularized system we observe the existence of simultaneous bifurcations
(Hopf-like together with saddle-node-like). This bifurcation corresponds to codimension-
1 bifurcation in the discontinuous system but has codimension 2 in the world of smooth
systems. Nevertheless, in our situation the regularized system is piecewise smooth and
continuous. Furthermore, it is the final result of regularizing the original discontinuous
system. It is natural to ask whether this bifurcation has codimension 1 in the class of
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such regularized systems. Furthermore, we may well ask whether the BHF bifurcation
also has codimension 3 for the regularized system.
A related question is whether the bifurcation diagram of the regularized system
persists in the class of continuous systems. In other words, if we consider a small
continuous perturbation of the regularized Hopf-transversal system will we obtain the
‘same’ bifurcation diagram. It is in principle possible that under such perturbations
the simultaneous bifurcations separate and give rise to a more complicated bifurcation
diagram.
Such questions related to a deeper understanding of the relation between the prop-
erties of the discontinuous and the regularized system will be part of our future work on
this subject.
Chapter 6
Conclusions and future work
6.1 Conclusions
This thesis studies a particular class of planar Filippov systems, called Hopf-transversal
(HT). A HT system is composed of two families of smooth planar vector fields that are
separated by a smooth discontinuity boundary. The vector field on one side undergoes
a Hopf bifurcation, while the vector field on the other side intersects the boundary
transversally.
Our aim is to obtain a persistent HT system in the sense that the bifurcation set and
the dynamics are structurally stable under a suitable equivalence relation, see §3.4. To
this end we first study the bifurcations of a HT system, where we find that five families of
codimension-1 bifurcations generically occur. The point where all these five bifurcations
meet is called the boundary-Hopf-fold (BHF) bifurcation, which has codimension 3. The
main contribution of this work is deriving the generic unfoldings of this BHF bifurcation,
which turn out to be suitable HT families. When presenting the universal bifurcation
sets we show that these fall apart into 8 open standard forms. Furthermore we prove
that the generic BHF unfoldings are structurally stable in a sense of a certain form of
contact equivalence, which amounts to diffeomorphic persistence of the bifurcation set
and topological stability of the dynamics.
A promising line of research for Filippov systems is to relate the discontinuous dy-
namics to a regularized system, that is, to a smooth or continuous approximation of the
original system. Then the dynamical properties of the Filippov system can be associated
to corresponding properties of the regularized, in particular, slow-fast system for which
the theory is better developed, cf. Dumortier and Roussarie [25, 26]. Regularization of
discontinuous systems was pioneered by Sotomayor and Teixeira [56]. In our approach
the Filippov system is approximated by a piecewise smooth, continuous dynamical sys-
tem. The benefit of this approach is that invariant sets (equilibria and periodic orbits)
for the Filippov system are ‘preserved’ by the regularization. Also the stability type
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is preserved in the case where the invariant set is hyperbolic. Moreover, we apply our
regularization approach to the generic codimension-1 bifurcations of the planar Filippov
system and then also to the HT system.
6.2 Some open problems
In this section we summarize the open problems which have emerged from this work.
For the discontinuous HT system, when classifying unfoldings of the BHF bifurcation we
use topological equivalence in the state space together with smooth reparametrizations,
see §3.4. We establish the continuous dependence of the topological equivalence for
all open pieces in the complement of the bifurcation set (i.e., codimension 0 subsets)
and extend this continuity over the codimension 1 bifurcation sets except that of the
grazing bifurcation. The problem of the continuity at the grazing bifurcation and at the
bifurcations of higher codimension is still open.
Concerning now the regularization developed in this work we remark that its prop-
erties and its application to bifurcations are still largely unknown. Although we have
proved that our construction does not create new equilibria after regularization. How-
ever, the same conclusion has not been obtained for closed orbits. In other words, if
the discontinuous system has a closed orbit (limit cycle, pseudo-cycle or sliding cycle)
this is preserved with the same stability type in the regularized system by Lemma 4.2.
Nevertheless, it is still open that all the closed orbits in the regularized system come
from the corresponding ones for the discontinuous system. Accordingly, this result has
impact on the discussion of bifurcations which involves closed orbits.
Besides studying the properties of the regularization, we also need further investiga-
tion of persistence of the invariant sets in the regularized system, particularly, in relation
to the original Filippov system. For instance, if the Filippov system has a persistent
invariant set (equilibrium or periodic orbit) is the corresponding set also persistent un-
der perturbations in the class of piecewise smooth, continuous systems? We conjecture
that structural stability of the Filippov system is equivalent to structural stability of the
regularized system.
In conclusion we point out that our study of the BHF singularity and the unfolding
HT family as well as their regularization are meant to be seen as a case-study. We hope
and expect that our approach will be fruitful to other examples as well.
Summary
This thesis studies a particular class of planar Filippov systems, called Hopf-transversal
(HT). A HT system is composed of two families of smooth planar vector fields that are
separated by a smooth discontinuity boundary. The vector field on one side undergoes
a Hopf bifurcation, while the vector field on the other side intersects the boundary
transversally.
Our aim is to obtain a persistent HT system in the sense that the bifurcation set
and the dynamics are structurally stable under a suitable equivalence relation. To this
end we first study the bifurcations of a HT system, where we find that five families of
codimension-1 bifurcations generically occur. The point where all these five bifurcations
meet is called the boundary-Hopf-fold (BHF) bifurcation, which has codimension 3. The
main contribution of this work is deriving the generic unfoldings of this BHF bifurcation,
which turn out to be suitable HT families. When presenting the universal bifurcation
sets we show that these fall apart into 8 open standard forms. Furthermore we prove
that the generic BHF unfoldings are structurally stable in a sense of a certain form of
contact equivalence, which amounts to diffeomorphic persistence of the bifurcation set
and topological stability of the dynamics.
A promising line of research for Filippov systems is to relate the discontinuous dy-
namics to a regularized system, that is, to a smooth or continuous approximation of the
original system. Then the dynamical properties of the Filippov system can be associated
to corresponding properties of the regularized, in particular, slow-fast system for which
the theory is better developed, cf. Dumortier and Roussarie [25, 26]. Regularization of
discontinuous systems was pioneered by Sotomayor and Teixeira [56]. In our approach
the Filippov system is approximated by a piecewise smooth, continuous dynamical sys-
tem. The benefit of this approach is that invariant sets (equilibria and periodic orbits)
for the Filippov system are ‘preserved’ by the regularization. Also the stability type
is preserved in the case where the invariant set is hyperbolic. Moreover, we apply our
regularization approach to the generic codimension-1 bifurcations of the planar Filippov




In dit proefschrift bestuderen we Hopf-transversaal (HT) systemen, een klasse van vlakke
Filippov systemen. Een HT systeem bestaat uit twee families van vlakke vectorvelden
die van elkaar worden gescheiden door een gladde discontinu¨ıteitsgrens. Aan een kant
van deze grens ondergaat het vectorveld een (sub- of superkritische) Hopf bifurcatie
terwijl het vectorveld aan de andere kant de grens transversaal snijdt.
Het doel is om een HT systeem te verkrijgen dat persistent is in de zin dat de bifur-
catieverzameling en de dynamica structureel stabiel zijn onder een geschikte equivalen-
tierelatie. We bestuderen daarom eerst de bifurcaties van een HT systeem. Het blijkt
dat vijf families van codimensie-1 bifurcaties generiek kunnen voorkomen. Het punt
waarin al deze bifurcaties samenkomen heet een grens-Hopf-zadelknoop (GHZ) bifur-
catie en heeft codimensie 3. De belangrijkste bijdrage van dit proefschrift is de afleiding
van generieke ontvouwingen van de GHZ bifurcatie, die juist geschikte HT families bli-
jken te zijn. We tonen aan dat de universele bifurcatieverzamelingen uiteenvallen in 8
open standaardvormen. Bovendien bewijzen we dat de generieke GHZ ontvouwingen
structureel stabiel zijn in een bepaalde zin van contactequivalentie hetgeen leidt tot
diffeomorfe persistentie van de bifurcatieverzameling waarbij de dynamica topologisch
stabiel is.
Veelbelovend onderzoek naar Filippov systemen richt zich op de relatie tussen de dy-
namica van het discontinue systeem en een regularisatie (d.w.z. een continue of gladde
benadering) daarvan. De vraag is in welke mate de dynamische eigenschappen van het
Filippov systeem gerelateerd zijn aan corresponderende eigenschappen van het geregu-
lariseerde systeem. Van bijzonder belang zijn regularisaties door middel van systemen
met snelle en langzame tijdschalen waarvoor de theorie reeds verder is ontwikkeld, cf.
Dumortier en Roussarie [25, 26]. Regularisatie van discontinue systemen zijn voor het
eerst bestudeerd door Sotomayor en Teixeira [56]. In dit proefschrift worden Filip-
pov systemen benaderd door continue, stuksgewijs gladde dynamische systemen. Het
voordeel van deze aanpak is dat invariante verzamelingen (evenwichten en periodieke
banen) van het Filippov systeem worden ‘behouden’ door de regularisatie. Bovendien
wordt, als de invariante verzameling hyperbolisch is, ook de stabiliteit behouden. We
passen onze regularisatiemethode verder toe op generieke codimensie-1 bifurcaties van
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