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ABSTRACT
A number of important problems that arise in various application domains
can be formulated as a distributed convex constrained minimization prob-
lem over a multi-agent network. The problem is usually dened as a sum
of convex objective functions over an intersection of convex constraint sets.
The rst part of this thesis is focused on the development and analysis of ef-
cient distributed algorithms for a constrained convex optimization problem
over a multi-agent network where each agent has its own objective function
and constraint set. We propose gradient descent algorithms with random
projections which use various communication protocols.
First, we present a distributed random projection (DRP) algorithm
whereby each agent exchanges local information only with its immediate
neighbors at each iteration. With reasonable assumptions, we prove that
the iterates of all agents converge to the same point in the optimal set with
probability 1. In addition, we consider a variant of the method that uses a
mini-batch of consecutive random projections and establish its convergence.
Experiments on distributed support vector machines demonstrate fast con-
vergence of the DRP algorithm. It actually shows that the number of iter-
ations required for convergence is much smaller than that for scanning over
all training samples just once.
Second, we propose an asynchronous gossip-based random projection
(GRP) algorithm that solves the distributed problem using gossip type com-
munications and local computations. We analyze the convergence properties
of the algorithm for an uncoordinated diminishing stepsize and a constant
stepsize. For a diminishing stepsize, we prove that the iterates of all agents
converge to the same optimal point with probability 1. For a constant step-
size, we establish an error bound on the expected distance from the optimal
point to the iterates of the algorithm. In addition, we consider a variant of
the method that uses a mini-batch of consecutive random projections and,
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also, establish its convergence. Furthermore, we provide simulation results
on a distributed robust model predictive control problem.
In the second part of the thesis, we discuss an ecient epoch gradient
descent algorithm for obtaining fast and exact solutions of linear support
vector machines (SVMs). SVMs penalized with the popular hinge-loss are
strongly convex but they do not have Lipschitz continuous gradient. We nd
SVMs that have both strong-convexity and Lipschitz continuous gradient
using a smooth approximation technique.
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CHAPTER 1
INTRODUCTION
A number of important problems that arise in various application domains,
including distributed control [1], large-scale machine learning [2,3], wired and
wireless networks [4{7] can be formulated as a distributed convex constrained
minimization problem over a multi-agent network. The problem is usually
dened as a sum of convex objective functions over an intersection of convex
constraint sets. The goal of the agents is to solve the problem in a distributed
way, with each agent handling a component of the objective and constraint.
This is useful either when the problem data are naturally collected in a
distributed way or when the data are too large to be conveniently processed
by a single agent.
Common to these distributed optimization problems are the following op-
erational restrictions: 1) a component objective function and constraint set
is only known to a specic network agent (the problem is fully distributed),
2) there is no central coordinator that synchronizes actions on the network
or works with global information, 3) the agents usually have a limited mem-
ory, computational power and energy, and 4) communication overhead is
signicant due to the expensive start-up cost and network latencies. These
restrictions motivate the design of computationally simple, distributed and
decentralized algorithms.
The focus of this thesis is the development and analysis of ecient dis-
tributed algorithms whereby each agent exchanges local information only
with its immediate neighbors at each iteration. We propose gradient de-
scent algorithms with random projections which use various communication
protocols.
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1.1 Problem Set-up
We consider an optimization problem where the objective function and
constraint sets are distributed among m agents over a network. Let a
time-varying graph G(k) = (V;E(k)) represent the topology of the net-
work at iteration k, with the vertex set V = f1; : : : ;mg and the edge set
E(k)  V  V . Let Ni(k) be the set of the neighbors of agent i at iteration
k, i.e., Ni(k) = fj 2 V j fi; jg 2 E(k)g. (In the thesis, we also consider
time-invariant network G = (V;E). In this case, we use N (i) to represent
the set of neighbors.) The goal of the agents is to cooperatively solve the
following optimization problem:
min f(x) ,
mX
i=1
fi(x) s.t. x 2 X ,
m\
i=1
Xi; (1.1)
where fi : Rd ! R is a convex function, representing the local objective of
agent i, and Xi  Rd is a closed convex set, representing the local constraint
set of agent i. The function fi and the set Xi are known to agent i only.
Collectively, the agents are responsible for solving problem (1.1).
We assume that problem (1.1) is feasible. Moreover, we assume each set
Xi is dened as the intersection of a collection of simple convex sets. That
is, Xi can be represented as Xi =
T
j2Ii X ji , where the superscript j is used
to identify a component set and Ii is a (possibly innite) set of indices.
Each component set X ji is assumed to be a \simple set" for the projection
operation. Examples of such a simple set include a halfspace X ji = fx 2 Rd j
ha; xi  bg, a box X ji = fx 2 Rd j   x  g (the inequality is component-
wise) and a ball X ji = fx 2 Rd j kx   vk  rg, where a; ; ; v 2 Rd and
b; r 2 R. In such cases, the projection on the whole set Xi may be complex,
especially when the number of components is large, while the projection on
each component X ji has a closed form expression.
In the proposed algorithms, each agent i maintains its own estimate se-
quence fxi(k)g of the decision variable x. At each iteration, each agent cal-
culates weighted average of the received iterates (from its neighbors) and its
own iterate, adjusts the iterate by using gradient information of its local ob-
jective function fi and projects onto a constraint component that is selected
randomly from its local constraint set Xi. The projections are performed lo-
cally by each agent based on the random observations of the local constraint
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components. In particular, agent i observes a constraint component X
i(k)i
at time k, where 
i(k) 2 Ii is a random variable.
Our primary interest is in the case when the whole constraint set Xi for
an agent i is not known in advance, but its component is revealed through
random realizations X
i(k)i . For example, consider the case when Xi is given
by
Xi = fx 2 Rd j ha+ ; xi  bg;
where a 2 Rd, b 2 R are deterministic and  2 Rd is a Gaussian random
noise. In such a case, a projection-based distributed algorithm cannot be
directly applied to solve problem (1.1) since jIij is innite and the projection
of a point on the uncertain set Xi is impossible. However, a component X ji
can be realized from a random selection of  and the projection onto the
realized component is always possible.
Another case of interest is when the whole constraint set Xi is known in
advance but it has a huge number of components. For example, in text
classication problems, model parameters are trained based on a hundred
thousand or more text samples and each sample constitutes a constraint
component (usually a halfspace) [8]. In such a case, the projection opera-
tion on the whole constraint set Xi is computationally prohibitive but the
projection on a single component X ji is simple.
1.2 Previous Work and Our Contribution
In the optimization literature, algorithms of two categories have been pro-
posed for problem (1.1): the Markov incremental algorithm and the dis-
tributed subgradient algorithm. In the Markov incremental algorithm stud-
ied in [9, 10], the agents maintain a single estimate sequence that is sequen-
tially updated by one agent at a time. When an agent receives the estimate,
it updates the estimate using its local objective function and passes it to
a randomly selected neighbor. The update order is driven by a time inho-
mogeneous Markov chain (as the network topology is time varying). In the
distributed subgradient algorithms, each agent maintains its own estimate.
It communicates the estimate with its neighbors and updates it using the
local objective and constraint information. Algorithms of this type require
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a consensus over all agents for convergence. However, in some distributed
problems it is important that each agent maintains a good estimate at all
times. For example, in a distributed online learning, each node is expected
to perform in real time. Our proposed algorithms are in the distributed
subgradient algorithm category.
The related distributed optimization literature includes [11{14], which are
concerned with convex but unconstrained problems, and [15{17] where con-
strained problems are considered. The most relevant to the work in this
thesis are [18{21] where the constraint set is also distributed across agents
and each agent handles its own constraint set only. In [18], the convergence
analysis is done for a special case when the network is completely connected.
The work in [19,20] extends the algorithm and its analysis to a more general
network including the presence of noisy links, while [21] extends it to a gen-
eral Markovian network model. Unlike [18] and [19], where each agent can
perform projections on its entire constraint set, this thesis addresses the case
when such projections are not possible or computationally prohibitive.
To the best of our knowledge, there is no previous work on asynchronous
distributed optimization algorithms that utilize random projections. Finding
probabilistic feasible solutions through random sampling of constraints for
optimization problems with uncertain constraints have been proposed in [22,
23]. Also, the related work is the (centralized) random projection method
proposed by Polyak [24] for a class of convex feasibility problems and the
random projection algorithm [25] for convex set intersection problems. On a
much broader scale, the work in this thesis is related to the literature on the
consensus problem, where each agent starts from an initial value and ends
by converging to a value common to all agents (see for example [7, 26{29]).
The contribution of this thesis is mainly in two directions. First, we pro-
pose novel distributed optimization algorithms that are based on gradient
descent with random projections and local communications of agents in a
network. We also propose a variant of the algorithms using a mini-batch of
random projections. Second, we establish the convergence theory for these
algorithms.
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1.3 Thesis Organization
The rest of part I is organized as follows.
In Chapter 2, we state some results from the literature that we use in the
convergence analysis of our proposed algorithms.
In Chapter 3, we introduce our distributed random projection (DRP) al-
gorithm. We also state assumptions on the distributed problem and the
network. For establishing convergence of the DRP algorithm, we rst de-
rive two important lemmas and provide the main convergence results using
these lemmas. Also, we provide an extension of the algorithm that uses
a mini-batch of random projections and state a convergence result for this
extension.
In Chapter 4, we introduce our asynchronous gossip-based random projec-
tion (GRP) algorithm. For the convergence analysis, we provide a roadmap
of the proofs and state lemmas regarding random projection errors and agent
disagreements. Then, we prove the main convergence results using these lem-
mas.
As practical applications of our algorithms, in Chapter 5, we introduce
distributed formulations of a linear support vector machine and a model pre-
dictive control. We also discuss how to apply the algorithms and present
some experimental results on binary text classication tasks and robust con-
trol applications.
Chapter 6 contains concluding remarks and future directions.
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CHAPTER 2
PRELIMINARIES
In this section, we state some denitions and results from the literature,
which will be used in later sections.
Convexity of Euclidean norm and its square. Both the Euclidean norm and
its square are convex functions; i.e., for any vectors v1; : : : ; vm 2 Rd and
nonnegative scalars 1; : : : ; m such that
Pm
i=1 i = 1, we have
mX
i=1
ivi
 
mX
i=1
ikvik;

mX
i=1
ivi

2

mX
i=1
ikvik2: (2.1)
Non-expansive projection property. We state a projection theorem (see [30]
for its proof).
Lemma 2.1 Let X  Rd be a nonempty closed convex set. The function
X : Rd ! X is continuous and nonexpansive, i.e.,
(a) kX [x]  X [y]k  kx  yk for all x; y 2 Rd:
(b) kX [x]   yk2  kx   yk2   kX [x]   xk2 for all x 2 Rd and for all
y 2 X :
Matrix convergence. Recall we dened W (k) to be the matrix with (i; j)th
entry equal to wij(k). From Assumption 3.4, the matrix W (k) is doubly
stochastic. Dene for all k; s with k > s  0,
(k; s) = W (k)W (k   1)   W (s+ 1)W (s); (2.2)
with (k; k) = W (k) for all k  0. We state the convergence property of the
matrix (k; s) (see [13] for its proof). Let [(k; s)]ij denote the (i; j)th entry
of the matrix (k; s), and e 2 Rm be the column vector whose all entries are
equal to 1.
Lemma 2.2 Let Assumptions 3.3 and 3.4 hold. Then,
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(a) limk!1(k; s) = 1mee
T for all s  0.
(b)
[(k; s)]ij   1m  k s for all k  s  0, where  =  1  4m2  2 and
 =
 
1  
4m2
 1
Q .
Convergence result. In our analysis of the DRP algorithm, we also make use
of the following convergence result due to Robbins and Siegmund (see [31,
Lemma 10-11, p. 49-50]).
Theorem 2.1 Let fvkg, fukg, fakg and fbkg be sequences of non-negative
random variables such that
E[vk+1jFk]  (1 + ak)vk   uk + bk for all k  0 w.p.1;
where Fk denotes the collection v0; : : : ; vk, u0; : : : ; uk, a0; : : : ; ak and
b0; : : : ; bk. Also, let
P1
k=0 ak < 1 and
P1
k=0 bk < 1 w.p.1. Then, we have
limk!1 vk = v for a random variable v  0 w.p.1, and
P1
k=0 uk <1 w.p.1.
The above theorem is the key in our convergence analysis. Specically,
once we show that Theorem 2.1 applies to vk+1 =
Pm
i=1 kxi(k+1)  xk2 for
an optimal solution x, the rest of the proof just builds on the implications
of the theorem.
Scalar Sequences. We also use the convergence result for scalar sequences
(see Lemma 3.1 in [15] for its proof). For a scalar  and a scalar sequence
f(k)g, we consider the convolution sequence Pk`=0 k `(`).
Lemma 2.3 If limk!1 (k) =  and 0 <  < 1, then
lim
k!1
kX
`=0
k `(`) =

1   :
We also use the following notation regarding the optimal value and optimal
solutions of problem (1.1):
f  = min
x2X
f(x); X  = fx 2 X j f(x) = f g:
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CHAPTER 3
DISTRIBUTED RANDOM PROJECTION
ALGORITHM
3.1 DRP Algorithm
To solve the problem (1.1) with distributed information access, we propose an
iterative gradient method with random projections. Let xi(k) 2 Rd denote
the estimate of agent i at time k. At time k, each agent sends the estimate
to its neighbors (represented by the graph (V;E(k)). Upon receiving the
estimates xj(k) from its neighbors j 2 Ni(k), each agent i updates according
to the following two steps:
vi(k) =
X
j2Ni(k)
wij(k)xj(k) (3.1a)
xi(k + 1) = X
i(k)i
[vi(k)  krfi(vi(k))] ; (3.1b)
where k > 0 is a stepsize at time k and xi(0) 2 Rd is an initial estimate of
agent i (which can be random).
In the above, (3.1a) is an information mixing step and (3.1b) is a local min-
imization and feasibility update step using a random projection. In (3.1a),
the iterate vi(k) is a weighted average of agent i's estimate and the estimates
received from its neighbors j 2 Ni(k). Specically, wij(k)  0 is a weight
that agent i places on the estimate xj(k) received from a neighbor j 2 Ni(k)
at time k, where the total weight sum is 1, i.e.,
P
j2Ni(k)wij(k) = 1 for each
agent i. The step (3.1a) can be equivalently represented as
vi(k) =
mX
j=1
[W (k)]ijxj(k) (3.2)
by letting wij(k) = 0 for whenever j 62 Ni(k), and using [W ]ij to denote the
(i; j)th entry of a matrix W .
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In (3.1b), agent i adjusts the average vi(k) along the negative gradient
direction of its local objective fi. At time k, agent i also observes a random
realization of its local constraint component set X
i(k)i . To reduce the fea-
sibility violation, it projects its current estimate on this set. The random
variable 
i(k) takes values in the index set Ii at all times k. In this way,
instead of projecting onto the whole local constraint set Xi, agent i projects
only on a component set X
i(k)i which is randomly selected at time k. Note
that the updated estimate xi(k + 1) may not lie in Xi since Xi  X
i(k)i .
Through the updates (3.1a) and (3.1b), agents combine their information
and consider their own optimization problem of minimizing fi over the set Xi.
There is neither a central node governing the whole process nor additional
constraints enforcing consistency. Nevertheless, with this simple update rule,
our algorithm nds the optimal solution and all agents eventually arrive at
a common optimal solution (all xi(k) converge to some x
 2 X , as shown in
Section 4.3).
Note that algorithm (3.1a)-(3.1b) is similar to the distributed projected
subgradient algorithm in [18] except for the randomization over the compo-
nents of the set Xi in (3.1b). At each iteration of the algorithm in [18], a
projection is performed on the entire constraint set Xi, which can be pro-
hibitively expensive when Xi is itself an intersection of many sets. In addition,
unlike the method in [18], DRP can also handle the cases when the projection
on the entire set Xi is not possible since the set Xi is not known in advance.
The challenges in convergence analysis of the DRP algorithm are posed
mainly by its distributed nature, through the eects of the time-varying net-
work, and by the projection errors associated with using projections on com-
ponents X ji , j 2 Ii of the set Xi =
T
j2Ii X ji instead of the projection on
the set Xi. The fact that the DRP relies on a random component X ji poses
particular diculties, as one needs to characterize the impact of the random
projection errors, which is closely related to errors in \set-approximations."
To handle these diculties, we make several mild assumptions. We make
an assumption on the random set processes f
i(k)g, i 2 V , that allows us
to characterize the projection errors. For the network we assume that it is
suciently connected in order to properly conduct the information among
the agents. Finally, we assume that the agent weights are also properly cho-
sen to ensure that each agent is equally inuencing every other agent. These
network assumptions have been typically used in distributed optimization al-
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gorithms over a time-varying network (see e.g. [12,13,15,32{34]). In the next
subsections, we state our assumptions on the random set processes f
i(k)g,
i 2 V , the network and the weight matrices W (k).
3.2 Assumptions
We use the following assumption for the functions fi and the sets X ji .
Assumption 3.1 Let the following conditions hold:
(a) The sets X ji , j 2 Ii are closed and convex for every i 2 V .
(b) Each function fi : Rd ! R is convex.
(c) The functions fi, i 2 V , are dierentiable and have Lipschitz gradients
with a constant L over Rd,
krfi(x) rfi(y)k  Lkx  yk for all x; y 2 Rd:
(d) The gradients rfi(x), i 2 V are bounded over the set X , i.e., there
exists a constant Gf such that
krfi(x)k  Gf for all x 2 X and all i 2 V :
When each fi has Lipschitz gradients with a constant Li, Assump-
tion 3.1(c) is satised with L = maxi2V Li. Further note that Assump-
tion 3.1(d) is satised, for example, when X is compact.
The next assumption is crucial in our analysis.
Assumption 3.2 For all i 2 V , there exists a constant c > 0 such that for
all x 2 Rd,
dist2(x;X )  cE
h
dist2(x;X
i(k)i )
i
: (3.3)
Assumption 3.2 is satised, for example, when each set X ji is given by either
linear inequality or a linear equality, or when the intersection set X has a
nonempty interior. In the rst case, one can verify that the assumption holds
by using the results of Burke and Ferris on a set of weak sharp minima [35].
In the second case, one can use the ideas of the convergence rate analysis for
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the alternating projection algorithm of Gubin, Polyak and Raik in [36]. In
either case, the constant c depends on the probability distributions of 
i(k)
and some geometric properties of the sets.
As a direct consequence of Assumption 3.2, we have the following obser-
vation. Since X  X
i(k)i , we have
dist(x;X
i(k)i )  dist(x;X ) for all x 2 Rd:
Thus, by Assumption 3.2 it follows that
E
h
dist2(x;X
i(k)i )
i
 dist2(x;X ):
In view of this relation and Assumption 3.2, we nd that c  1 holds always.
We rely on the graphs (V;E(k)), k  0 to represent the time-varying
network. We make two assumptions.
Assumption 3.3 [Network Connectivity] There exists a scalar Q such that
the graph

V;
S
`=0;:::;Q 1E(k + `)

is strongly connected for all k  0.
Assumption 3.3 ensures that the agents communicate suciently often so
that all functions and all constraints (fi's and Xi's) inuence the iterates of
all agents.
Next, we make the following assumption on the edge weights (dened
below (3.2)).
Assumption 3.4 [Doubly Stochasticity] For all k  1,
(a) [W (k)]ij  0 and [W (k)]ij = 0 when j 62 Ni(k),
(b)
Pm
j=1[W (k)]ij = 1 for all i 2 V ,
(c) There exists a scalar  2 (0; 1) such that [W (k)]ij   when j 2 Ni(k),
(d)
Pm
i=1[W (k)]ij = 1 for all j 2 V .
Assumption 3.4(a) states that the weights respect the network topology at
any time k. Assumption 3.4(b) means that each agent calculates a weighted
average of the estimates obtained from its neighbors. Assumption 3.4(c)
ensures that each agent gives sucient weights on the information received.
Assumption 3.4(d) together with Assumption 3.3 ensure that each agent is
equally inuential in the long run so that the agents arrive at a consensus on
an optimal solution.
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3.3 Some Basic Relations
Our convergence analysis is based on a critical relation that captures the
decrease in values
Pm
i=1 kxi(k + 1)  xk2 as the algorithm progresses. Such
a relation is provided in Lemma 3.1, which is taken from [37] where it was
developed for a centralized algorithm. This basic relation is further rened
to take into account the distributed nature of the algorithm. Specically, in
Lemma 3.2, we show that the weighted averages vi(k) of the iterates approach
the constraint set X asymptotically. Then, in Lemma 3.4, we prove that the
agents' disagreement on vi(k) is diminishing with the number k of iterations.
The proof of Lemma 3.4 relies on an auxiliary result taken from [15], which
is provided in Lemma 3.3.
In the analysis, we will rely on the expectation taken with respect to the
past history of the algorithm, which we dene as follows. Let Fk be the
-algebra generated by the entire history of the algorithm up to time k   1
inclusively (realizations of all the random variables but not the realizations
of the indices 
i at time k); i.e., for all k  1,
Fk = fxi(0); i 2 V g [ f
i(`); 0  `  k   1; i 2 V g;
where F0 = fxi(0); i 2 V g. Therefore, given Fk, the collection
xi(0); : : : ; xi(k) and vi(0); : : : ; vi(k) generated by the algorithm (3.1a)-(3.1b)
is fully determined.
3.3.1 Basic Iterate Relation
The following lemma is from the paper [37, Lemma 1], which provides relation
among the iterate obtained after one step of the algorithm (3.1a), a point in
the feasible set X and an arbitrary point in Rd.
Lemma 3.1 Let Y be a closed convex set such that Y  Rd. Let the function
 : Rd ! R be convex and dierentiable over Rd with Lipschitz continuous
gradients with a constant L. Let y be given by
y = Y [x  r(x)] for some x 2 Rd and  > 0:
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Then, we have for any x 2 Y and z 2 Rd,
ky   xk2  (1 + A2)kx  xk2   2((z)  (x))
  3
4
ky   xk2 +

3
8
+ 2L

kx  zk2 +B2kr(x)k2; (3.4)
where A = 8L
2 + 16L2, B = 8 + 8 and  > 0 is arbitrary.
Lemma 3.1 provides a measure of progress toward an optimal point of
the function  when moving from a point x in the direction opposite of the
gradient r(x). Specically, if x is a minimizer of (x) over Y , the lemma
(with x = x) will provide us with a relation between the distances ky  xk
and kx   xk, where the point y is resulting from a projected-gradient step
away from the point x. The lemma provides a relation that helps us measure
the progress of a gradient-based algorithm for minimizing . Lemma 3.1,
with a specic identication of the terms, will be a starting point for our
convergence proof.
3.3.2 Projection Error Estimate
In the next lemma, we show that the sequences fvi(k)g, i 2 V , approach the
constraint set X . The result does not say that these sequences necessarily
have accumulation points in X , but rather that the distance between vi(k)
and the set X tends to 0, as k !1, for all i. Furthermore, these distances
converge to 0 rather fast, as the sum of all squared distances over time is
nite, which is a critical relation in our analysis.
Lemma 3.2 Let Assumption 1 hold. Let each W (k) be doubly stochastic,
and let
P1
k=0 
2
k <1. Then,
1X
k=0
dist2(vi(k);X ) <1 for all i 2 V w.p.1.
Proof In Lemma 3.1, let y = xi(k + 1), x = vi(k), Y = X
i(k)i ,  = k,
 = fi and  = c where c is the constant from Assumption 3. Then, for any
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x 2 X (also in X
i(k)i , since X  X
i(k)i ) and any z 2 Rd, we obtain
kxi(k + 1)  xk2  (1 + A2k)kvi(k)  xk2   2k(fi(z)  fi(x))
  3
4
kxi(k + 1)  vi(k)k2 +

3
8c
+ 2kL

kvi(k)  zk2 +B2kG2f ;
where A = 8L2 + 16cL2 and B = 8c + 8. Here, we have also used Assump-
tion 3.1(d), according to which the gradients rfi(x) are bounded on the set
X , i.e., krfi(X [vi(k)])k  Gf for all k and i.
Letting x = z = X [vi(k)] in the preceding relation, we nd
kxi(k + 1)  X [vi(k)]k2  (1 + A2k)dist2(vi(k);X ) 
3
4
kxi(k + 1)  vi(k)k2
+

3
8c
+ 2kL

dist2(vi(k);X ) +B2kG2f : (3.5)
By the denition of the projection, we have
dist(xi(k + 1);X ) = kxi(k + 1)  X [xi(k + 1)]k  kxi(k + 1)  X [vi(k)]k;
kxi(k + 1)  vi(k)k 
X
i(k)i [vi(k)]  vi(k) = dist(vi(k);X
i(k)i ):
Upon substituting these estimates in (3.5), we obtain
dist2(xi(k + 1);X )  (1 + A2k)dist2(vi(k);X ) 
3
4
dist2(vi(k);X
i(k)i )
+

3
8c
+ 2kL

dist2(vi(k);X ) +B2kG2f : (3.6)
Taking the expectation in (3.6) conditioned on Fk, and using
E
h
dist2(vi(k);X
i(k)i ) j Fk
i
 1
c
dist2(vi(k);X );
which follows by Assumption 3, we nd that with probability 1
E
h
dist2(xi(k + 1);X ) j Fk
i
 (1+A2k)dist2(vi(k);X )
 

3
8c
  2kL

dist2(vi(k);X ) +B2kG2f : (3.7)
By using the denition of vi(k) (as a convex combination of xj(k) in (3.2))
and the convexity of the distance function x 7! dist2(x;X ) (see [30, p. 88]),
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we nd that
dist2(vi(k);X ) 
mX
j=1
[W (k)]ij dist
2(xj(k);X ):
The preceding relation and (3.7) imply that with probability 1 for all k  0,
E
h
dist2(xi(k + 1);X ) j Fk
i
 (1 + A2k)
mX
j=1
[W (k)]ij dist
2(xj(k);X )
 

3
8c
  2kL

dist2(vi(k);X ) +B2kG2f :
Finally, by summing over all i and using the fact that eachW (k) has column
sums equal to 1, we arrive at the following relation: with probability 1 for
all k  0,
E
h mX
i=1
dist2(xi(k + 1);X ) j Fk
i
 (1 + A2k)
mX
j=1
dist2(xj(k);X )
 

3
8c
  2kL
 mX
i=1
dist2(vi(k);X ) +mB2kG2f :
Since
P1
k=0 
2
k <1, it follows that k ! 0, implying that there exists k such
that 3
8c
  2kL > 0 for all k  k. Therefore, for all k  k, all the conditions
of the convergence theorem are satised (Theorem 2.1). By applying the
convergence theorem (to a time-delayed process from k onward) we conclude
that 1X
k=0
dist2(vi(k);X ) <1 for all i 2 V w.p.1. 
Lemma 3.2 shows that the points vi(k) are getting close to the set X
relatively fast, as k ! 1. If the set X was compact, this would imply that
all accumulation points of fvi(k)g would lie in the set X . However, there
would be no guarantee that the accumulation points of any two sequences
fvi(k)g and fvj(k)g would be the same. Furthermore, Lemma 3.2 would give
no information about optimality of any of the accumulation points. In the
next section, we provide a result that helps us claim later on that any two
sequences fvi(k)g and fvj(k)g have the same accumulation points.
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3.3.3 Disagreement Estimate
We now quantify the agent disagreements in time. We measure the dis-
agreements by using the norm kvi(k)  v(k)k of the dierences between the
estimates vi(k) generated by dierent agents according the algorithm (3.1a)-
(3.1b) and their instantaneous average v(k) = 1
m
Pm
`=1 v`(k). The proof of
our result relies on a lemma (adopted from [16, Theorem 4.2]), which states
that the iterates generated by a \perturbed" consensus protocol are guaran-
teed to arrive at a consensus when the perturbations are small in some sense.
This lemma is provided next.
Lemma 3.3 Let Assumptions 3.3 and 3.4 hold. Consider the iterates gen-
erated by
i(k+1)=
mX
j=1
[W (k)]ijj(k) + i(k) for all i 2 V: (3.8)
Suppose there exists a non-negative non-increasing scalar sequence fkg such
that
P1
k=0 kki(k)k <1 for all i 2 V: Then, for all i; j 2 V ,
1X
k=0
kki(k)  j(k)k <1:
Using Lemma 3.3, we prove the following disagreement results that will be
important in our analysis later.
Lemma 3.4 Let Assumptions 3.1, 3.3 and 3.4 hold. Also, assume that the
stepsize sequence fkg is non-increasing and such that
P1
k=0 
2
k <1. Dene
ei(k) = xi(k + 1)  vi(k) for all i 2 V and k  0:
Then, we have with probability 1
1X
k=0
kei(k)k2 <1 for all i 2 V ; (3.9)
1X
k=0
kkvi(k)  v(k)k <1 for all i 2 V ; (3.10)
where v(k) = 1
m
Pm
`=1 v`(k).
17
Proof Dene zi(k) , X [vi(k)]. Consider kei(k)k, for which we can write
kei(k)k  kxi(k + 1)  zi(k)k+ kzi(k)  vi(k)k
=
X
i(k)i [vi(k)  krfi(vi(k))]  zi(k)+ kzi(k)  vi(k)k :
Since X  X
i(k)i and zi(k) 2 X , we have zi(k) 2 X
i(k)i . Using the projection
theorem (Lemma 2.1), we obtain
kei(k)k  kvi(k)  krfi(vi(k))  zi(k)k+ kzi(k)  vi(k)k
 2kvi(k)  zi(k)k+ kkrfi(vi(k))k
 2kvi(k)  zi(k)k+ kkrfi(zi(k))k+ kkrfi(vi(k)) rfi(zi(k))k
 (2 + 0L)kvi(k)  zi(k)k+ kGf ; (3.11)
where the last inequality follows by using k  0, the Lipschitz gradient
property of fi and the gradient boundedness property (Assumptions 3.1(c)
and 3.1(d)). Therefore, applying (a+ b)2  2a2+2b2 in inequality (3.11), we
have for all i 2 V and k  0,
kei(k)k2  2(2 + 0L)2kvi(k)  zi(k)k2 + 22kG2f : (3.12)
Recall that we dened zi(k) , X [vi(k)], so we have kvi(k)   zi(k)k =
dist(vi(k);X ). In the light of Lemma 3.2, we also have
P1
k=0 kvi(k)  
zi(k)k2 <1 with probability 1. Since
P1
k=0 
2
k <1, we conclude that
1X
k=0
kei(k)k2 <1 for all i 2 V w.p.1.
By applying the inequality 2ab  a2 + b2 to each term kkei(k)k, we see
that for all i 2 V
1X
k=0
kkei(k)k  1
2
1X
k=0
2k +
1
2
1X
k=0
kei(k)k2 <1:
Now, we note that xi(k+1) = vi(k)+ei(k) with vi(k) =
Pm
j=1[W (k)]ijxj(k)
and the error ei(k) satisfying
P1
k=0 kkei(k)k <1 with probability 1. There-
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fore, by Lemma 3.3, it follows that
1X
k=0
kkxi(k)  xj(k)k <1 for all i and j w.p.1. (3.13)
Next, we consider kvi(k)  v(k)k. Recalling that vi(k) =
Pm
j=1[W (k)]ij xj(k)
(see (3.2)) and W (k) is stochastic (Assumption 3.4), and by using the con-
vexity of the norm, we obtain
kvi(k)  v(k)k 
mX
j=1
wij(k) kxj(k)  v(k)k 
mX
j=1
xj(k)  1m
mX
`=1
x`(k)
 ;
where in the last equality we use 0  [W (k)]ij  1 and v(k) = 1m
Pm
`=1 x`(k),
which holds since vi(k) =
Pm
j=1[W (k)]ij xj(k) and each W (k) is doubly
stochastic. Therefore, by using the convexity of the norm again, we see
mX
j=1
xj(k)  1m
mX
`=1
x`(k)
 1m
mX
j=1
mX
`=1
kxj(k) x`(k)k :
We thus have
kkvi(k)  v(k)k  k
m
mX
j=1
mX
`=1
kxj(k)  x`(k)k ;
and by using the relation in (3.13), we conclude that
1X
k=0
kkvi(k)  v(k)k <1 for all i 2 V w.p.1. 
3.4 Convergence with Probability 1
We are now ready to assert the convergence of the method (3.1a)-(3.1b) using
the lemmas established in Section 3.3. To outline the rough idea of the proof,
let us note that Lemma 3.2 allows us to infer that vi(k) approaches the set
X . Lemma 3.4 will allow us to claim that any two sequences fvi(k)g and
fvj(k)g have the same accumulation with probability 1, under some mild
assumptions on the stepsize. To claim the convergence of the iterates to an
optimal solution, it remains to relate the accumulation points of fvi(k)g to
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the optimal solutions of problem (1.1). This last piece is provided by the
iterate relation of Lemma 3.1, supported by the convergence Theorem 2.1.
We have the following convergence result.
Proposition 3.1 Let Assumptions 3.1-3.4 hold. Let the stepsize be such
that
P1
k=0 k = 1 and
P1
k=0 
2
k < 1. Assume that problem (1.1) has a
nonempty optimal set X . Then, the iterates fxi(k)g, i 2 V , generated by
the method (3.1a)-(3.1b) converge with probability 1 to some random point
in the optimal set X , i.e., for some random vector x? 2 X ,
lim
k!1
xi(k) = x
? for all i 2 V w.p.1.
Proof We use the denition of the iterate xi(k) in (3.1a)-(3.1b) and lemma
3.1 with the following identication: Y = X
i(k)i , y = xi(k + 1), x = vi(k),
z = zi(k) , X [vi(k)],  = k and  = c where c is the constant from the
relation (3.3). Thus, for any x 2 X , k  0 and i 2 V , we have
kxi(k + 1)  xk2  (1 + A2k)kvi(k)  xk2   2k(fi(zi(k))  fi(x))
  3
4
kxi(k + 1)  vi(k)k2 +

3
8c
+ 2kL

kvi(k)  zi(k)k2 +B2kkrfi(x)k2;
with A = 8L2+16cL2 and B = 8c+8. We next sum the preceding relations
over i = 1; : : : ;m. Also, we use the convexity of the squared-norm (cf. (2.1))
and the doubly stochasticity of the weights to obtain the following relation:
mX
i=1
kvi(k)  xk2 
mX
i=1
mX
j=1
[W (k)]ijkxj(k)  xk2
=
mX
j=1
 
mX
i=1
[W (k)]ij
!
kxj(k)  xk2 =
mX
j=1
kxj(k)  xk2:
By doing so, and taking into account that the gradients krfi(x)k are
bounded over X by a scalar Gf (Assumption 3.1(d)), we obtain for any
x 2 X and k  0,
mX
i=1
kxi(k + 1)  xk2  (1 + A2k)
mX
i=1
kxi(k)  xk2
  2k
mX
i=1
(fi(zi(k))  fi(x))  3
4
mX
i=1
kxi(k + 1)  vi(k)k2
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+
3
8c
+ 2kL
 mX
i=1
kvi(k)  zi(k)k2 +mB2kG2f : (3.14)
Let z(k) , 1
m
Pm
`=1 z`(k) and recall that f(x) =
Pm
i=1 fi(x). Using z(k)
and f , we can rewrite the second term on the right hand side in (3.14) as
follows:
mX
i=1
(fi(zi(k))  fi(x)) =
mX
i=1
(fi(zi(k))  fi(z(k)))
+ (f(z(k))  f(x)): (3.15)
We estimate the rst term on the right hand side of the above equation as
follows. Using the convexity of each function fi, we obtain
mX
i=1
(fi(zi(k))  fi(z(k))) 
mX
i=1
hrfi(z(k); zi(k)  z(k)i
  
mX
i=1
krfi(z(k))k kzi(k)  z(k)k:
Since z(k) is a convex combination of points zi(k) 2 X , it follows that
z(k) 2 X . This observation and Assumption 3.1(d), stating that the gra-
dients rfi(x) are uniformly bounded for x 2 X , yield
mX
i=1
(fi(zi(k)) fi(z(k))) Gf
mX
i=1
kzi(k)  z(k)k: (3.16)
We next consider the term kzi(k)   z(k)k, for which by using z(k) ,
1
m
Pm
`=1 z`(k) we have
kzi(k)  z(k)k =
 1m
mX
`=1
(zi(k)  z`(k))

 1
m
mX
`=1
kzi(k)  z`(k)k  1
m
mX
`=1
kvi(k)  v`(k)k;
where the rst inequality is obtained by the convexity of the norm (see (2.1))
and the last inequality follows by the non-expansive projection property
(Lemma 2.1). Furthermore, by using kvi(k)   v`(k)k  kvi(k)   v(k)k +
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kv`(k)  v(k)k, we obtain for every i 2 V ,
kzi(k)  z(k)k  kvi(k)  v(k)k+ 1
m
mX
`=1
kv`(k)  v(k)k:
Upon summing over i 2 V , we nd that
mX
i=1
kzi(k)  z(k)k  2
mX
i=1
kvi(k)  v(k)k: (3.17)
Combining relations (3.17) and (3.16), and substituting the resulting relation
in equation (3.15), we nd that
mX
i=1
(fi(zi(k))  fi(x))   2Gf
mX
i=1
kvi(k)  v(k)k+ (f(z(k))  f(x)):
Finally, by using the preceding estimate in inequality (3.14), we obtain for
any x 2 X and k  0,
mX
i=1
kxi(k + 1)  xk2  (1 + A2k)
mX
i=1
kxi(k)  xk2   2k(f(z(k))  f(x))
  3
4
mX
i=1
kxi(k + 1)  vi(k)k2 +

3
8c
+ 2kL
 mX
i=1
kvi(k)  zi(k)k2
+ 4kGf
mX
i=1
kvi(k)  v(k)k+mB2kG2f : (3.18)
By the denition of xi(k + 1), we have xi(k + 1) 2 X
i(k)i , which implies
kxi(k+1) vi(k)k  dist(vi(k);X
i(k)i ) for i 2 V . Also, from the denition of
zi(k) , X [vi(k)], we have kvi(k)  zi(k)k = dist(vi(k);X ) for i 2 V . Using
these relations and letting x = x for an arbitrary x 2 X , from (3.18) we
obtain for all k  0,
mX
i=1
kxi(k + 1)  xk2  (1 + A2k)
mX
i=1
kxi(k)  xk2   2k(f(z(k))  f )
  3
4
mX
i=1
dist2(vi(k);X
i(k)i ) +

3
8c
+ 2kL
 mX
i=1
dist2(vi(k);X )
+ 4kGf
mX
i=1
kvi(k)  v(k)k+mB2kG2f :
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By taking the expectation conditioned on Fk, and noting that xi(k), vi(k),
v(k), and z(k) are fully determined by Fk, we have with probability 1 for all
x 2 X and k  0,
E
h mX
i=1
kxi(k + 1)  xk2 j Fk
i
 (1 + A2k)
mX
i=1
kxi(k)  xk2   2k(f(z(k))  f )
  3
4
E
"
mX
i=1
dist2(vi(k);X
i(k)i ) j Fk
#
+

3
8c
+ 2kL
 mX
i=1
dist2(vi(k);X )
+ 4kGf
mX
i=1
kvi(k)  v(k)k+mB2kG2f :
By Assumption 3.2, we have dist2(x;X )  cE
h
dist2(x;X
i(k)i ) j Fk
i
for all
x 2 X and all i 2 V . Furthermore, since k ! 0, by choosing k large enough
so that 2kL  38c , we have for all k  k,
 3
4
E
"
mX
i=1
dist2(vi(k);X
i(k)i ) j Fk
#
+

3
8c
+ 2kL
 mX
i=1
dist2(vi(k);X )  0:
Thus, we obtain with probability 1 for all k  k and x 2 X ,
E
"
mX
i=1
kxi(k + 1)  xk2 j Fk
#
 (1 + A2k)
mX
i=1
kxi(k)  xk2
  2k(f(z(k))  f ) + 4kGf
mX
i=1
kvi(k)  v(k)k+mB2kG2f : (3.19)
Since z(k) 2 X , we have f(z(k))   f   0. Thus, under the assumptionP1
k=0 
2
k < 1 and Lemma 3.4, relation (3.19) satises all the conditions
of the convergence Theorem 2.1. Hence, the sequence fkxi(k)   xk2g is
convergent with probability 1 for any i 2 V and x 2 X , and
1X
k=0
k(f(z(k))  f(x)) <1 w.p.1.
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The preceding relation and the condition
P1
k=0 k =1 imply that
lim inf
k!1
(f(z(k))  f(x)) = 0 w.p.1. (3.20)
By Lemma 3.2, noting that zi(k) = X [vi(k)], we have
P1
k=1
Pm
i=1 kvi(k)  
zi(k)k2 <1 with probability 1, implying
lim
k!1
kvi(k)  zi(k)k = 0 for all i 2 V w.p.1. (3.21)
Recall that the sequence fkxi(k)   xkg is convergent with probability 1
for all i 2 V and every x 2 X . Then, in view of relation (3.1a), we have
that the sequence fkvi(k)  xkg is also convergent with probability 1 for all
i 2 V and x 2 X . By relation (3.21) it follows that fkzi(k)  xkg is also
convergent with probability 1 for all i 2 V and x 2 X . Since kvi(k) xk 
1
m
Pm
i=1 kvi(k)   xk and the sequence fkvi(k)   xkg is convergent with
probability 1 for all i 2 V and x 2 X , it follows that fkv(k)   xkg is
convergent with probability 1 for all x 2 X . Using a similar argument,
we can conclude that fkz(k)   xkg is convergent with probability 1 for
all x 2 X . As a particular consequence, it follows that the sequences
fv(k)g and fz(k)g are bounded with probability 1 and, hence, they have
accumulation points. From relation (3.20) and the continuity of f , it follows
that the sequence fz(k)g must have one accumulation point in the set X 
with probability 1. This and the fact that fkz(k)  xkg is convergent with
probability 1 for every x 2 X  imply that for a random point x? 2 X ,
lim
k!1
z(k) = x? w.p.1. (3.22)
Now, from z(k) = 1
m
Pm
`=1 z`(k) and v(k) =
1
m
Pm
i=` v`(k), using rela-
tion (3.21) and the convexity of the norm (cf. (2.1)), we obtain with proba-
bility 1
lim
k!1
kv(k)  z(k)k  1
m
mX
`=1
lim
k!1
kv`(k)  z`(k)k = 0:
In view of relation (3.22), it follows that
lim
k!1
v(k) = x w.p.1. (3.23)
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By relation (3.10) in Lemma 3.4, we have
lim inf
k!1
kvi(k)  v(k)k = 0 for all i 2 V w.p.1. (3.24)
The fact that fkvi(k) xkg is convergent with probability 1 for all i, together
with (3.23) and (3.24) implies that
lim
k!1
kvi(k)  x?k = 0 for i 2 V w.p.1. (3.25)
Finally, from relation (3.9) in Lemma 3.4, we have limk!1 kxi(k + 1)  
vi(k)k = 0 for all i 2 V with probability 1, which together with the limit
in (3.25) yields limk!1 xi(k) = x? for all i 2 V with probability 1. 
3.5 Distributed Mini-batch Random Projections
As an extension of the algorithm in (3.1a){(3.1b), one may consider an al-
gorithm where the agents use several random projections at each iteration.
Namely, after generating vi(k) each agent may take (or nature may reveal
them) several random samples 
1i (k); : : : ;

b
i(k), where each 

r
i (k) 2 Ii and
b  1 is the batch-size. Each collection 
1i (k); : : : ;
bi(k) consists of mutually
independent random variables and is independent of the past realizations.
More specically, we have b random independent samples of the i.i.d. ran-
dom variable 
i(k) (taking values in Ii). Using the compact form (3.2) for
the update in (3.1a), in the mini-batch version of the algorithm, each agent
i 2 V , performs the following steps:
vi(k) =
mX
j=1
[W (k)]ij xj(k); (3.26a)
 0i (k) = vi(k)  krfi(vi(k)); (3.26b)
 ri (k) = X

r
i
(k)
i
[ r 1i (k)] for r = 1; : : : ; b; (3.26c)
xi(k + 1) =  
b
i (k); (3.26d)
where k > 0 is a stepsize at time k and xi(0) 2 Rd is an initial estimate
of agent i (which can be random). The steps in (3.26b){(3.26d) are the
successive (random) projections on the sets X
1i (k); : : : ;X
bi (k) of the point
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vi(k)  krfi(vi(k)).
The algorithm using mini-batches for random projections is of interest
when the set Ii is large, i.e., the number of constraint set components X ji ,
j 2 Ii, of the set Xi =
T
j2Ii X ji is large. In such cases, taking several
projection steps is benecial for reducing the infeasibility of the iterates xi(k)
with respect to the set Xi. More concretely, if each set Xi is the intersection
of about 104 simpler sets, then one sample of these sets will render a poor
approximation of the true set Xi, whereas 100 samples will provide a better
approximation of the set. Let x be a point in the feasible set X . If just
one sample is considered at each iteration, by the non-expansive projection
property (Lemma 2.1), the distance between the next iterate and a point in
X can be estimated as:
kxi(k + 1)  xk = k 1i (k)  xk  k 0i (k)  xk;
whereas if 100 samples are considered for projections,
kxi(k + 1)  xk = k 100i (k)  xk  : : :  k 1i (k)  xk  k 0i (k)  xk;
which may yield a larger infeasibility reduction.
The convergence proof of this algorithm is similar to that of Proposi-
tion 3.1. We construct the proof by adjusting the result of Lemma 3.1,
and by verifying that Lemma 3.2 and Lemma 3.4 apply to the mini-batch
variant of the DRP method. The basic insight that guides the proof is
that the operation of successive projections on components X ji of the set
Xi =
T
j2Ii X jj remains a non-expansive operation with respect to points that
belong to the set Xi, as well as with respect to the points in the intersection
set X = Tmi=1Xi.
Basic Iterate Relation for Mini-Batch Algorithm
For the iterates generated by the mini-batch random projection algorithm
in (3.26a){(3.26d), we have the following basic result.
Lemma 3.5 Let Assumption 3.1 hold. Then, for any x 2 X , and for all
26
i 2 V and all k  0,
kxi(k + 1)  xk2  (1 + A2k)kvi(k)  xk2   2k(fi(z)  fi(x))
  3
4
k 1i (k)  vi(k)k2 +

3
8
+ 2kL

kvi(k)  zk2 +B2kG2f ;
where A = 8L
2 + 16L2, B = 8 + 8 and  > 0 is arbitrary.
Proof By using the non-expansiveness property of projection operation
(Lemma 2.1(a)), we have for arbitrary x 2 X (since X  X ji for all j 2 Ii),
and for all i 2 V and k  0,
kxi(k + 1)  xk  k b 1i (k)  xk      k 1i (k)  xk: (3.27)
The intermediate iterate  1i (k) is just obtained after one projection step,
 1i (k) = X

1
i
(k)
i
[vi(k)  krfi(vi(k))];
so it satises Lemma 3.1 with y =  1i (k), Y = X

1
i (k)
i , x = vi(k),  = k,
and  = fi. Thus, we have for any x 2 X and z 2 Rd,
k 1i (k)  xk2  (1 + A2k)kvi(k)  xk2   2k(fi(z)  fi(x))
  3
4
k 1i (k)  vi(k)k2 +

3
8
+ 2kL

kvi(k)  zk2 +B2kkrfi(x)k2:
(3.28)
From (3.27) and (3.28), by using the gradient boundedness property of As-
sumption 3.1(d), we obtain the stated relation. 
Conditional Expectation Relation for Mini-Batch Algorithm
The convergence proof of Proposition 3.2 requires a relation for the iterates
involving expectations with respect to the past history of the method. For
this, we need to dene a relevant -algebra. We let ~Fk be the -algebra
generated by the entire history of the algorithm up to time k  1 inclusively.
Thus, ~Fk includes the realizations of all the random variables but not the
realizations of the indices 
1i (k); : : : ;

b
i(k) at time k. Specically, it is given
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by for all k  1,
~Fk =fxi(0); i 2 V g [ f
ri (`); 0  `  k   1; 1  r  b; i 2 V g;
where ~F0 = fxi(0); i 2 V g.
Now, with this denition of the -algebra, we have the following result.
Lemma 3.6 Let Assumptions 3.1 and 3.2 hold. Then, with probability 1 for
any x 2 X , and for all i 2 V and all k  0,
E
h
kxi(k + 1)  xk2 j ~Fk
i
 (1 + A2k)kvi(k)  xk2   2k(fi(zi(k))  fi(x))
 

3
8c
  2kL

dist2(vix(k);X ) +B2kG2f ;
where zi(k) = X [vi(k)], A = 8L2 + 16cL2, B = 8c + 8, and c is from
Assumption 3.2.
Proof By letting z = zi(k) and  = c in Lemma 3.5, we obtain
E
h
kxi(k + 1)  xk2 j ~Fk
i
 (1 + A2k)kvi(k)  xk2   2k(fi(zi(k))  fi(x))
  3
4
E
h
k 1i (k)  vi(k)k2 j ~Fk
i
+

3
8c
+ 2kL

kvi(k)  zi(k)k2 +B2kG2f ;
where A = 8L2 + 16cL2 and B = 8c+ 8.
Since  1i (k) 2 X

1
i (k)
i , by the projection property we have k 1i (k)  
vi(k)k2  kX
1i (k) [vi(k)]  vi(k)k2: Then,
E
h
k 1i (k)  vi(k)k2 ~Fk
i
 E
h
kX
1i (k) [vi(k)]  vi(k)k
2 j ~Fk
i
= E
h
kX
1i (k) [vi(k)]  vi(k)k
2 j vi(k)
i
:
Furthermore, by Assumption 3.2 we have
E
h
kX
1i (k) [vi(k)]  vi(k)k
2 j vi(k)
i
 1
c
dist2(vi(k);X ):
The preceding relations and dist(vi(k);X ) = kvi(k) zi(k)k yield the desired
relation. 
Lemma 3.2 and Lemma 3.4 hold
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Using Lemma 3.6, we argue that the results of Lemma 3.2 and Lemma 3.4
apply to the mini-batch random projection algorithm.
Claim 1 Lemma 3.2 holds for the iterates generated by method (3.26a){
(3.26d).
Proof By letting x = X [vi(k)] in Lemma 3.6, and noting that kxi(k+1) 
X [vi(k)]k  dist(xi(k + 1);X ) and kvi(k)  X [vi(k)]k = dist(vi(k);X ), we
obtain
E
h
dist2(xi(k + 1);X ) j ~Fk
i
 (1 + A2)dist2(vi(k);X )
 

3
8c
  2kL

dist2(vi(k);X ) +B2kG2f ;
which is the same as relation (3.7) within the proof of Lemma 3.2. The rest of
the proof of Lemma 3.2 holds exactly as given, and the result of Lemma 3.2
remains valid. 
Claim 2 Lemma 3.4 holds for the iterates generated by method (3.26a){
(3.26d).
Proof Dene ei(k) = xi(k+1)  vi(k) and zi(k) , X [vi(k)]. Now, consider
kei(k)k for which we have
kei(k)k  kxi(k + 1)  zi(k)k+ kzi(k)  vi(k)k:
The non-expansiveness projection property and the fact zi(k) 2 X  X

r
i (k)
i ,
for all r = 1; : : : ; b, and any realization of these sets imply
kxi(k + 1)  zi(k)k  k b 1i (k)  zi(k)k      k 1i (k)  zi(k)k
 kvi(k)  krfi(vi(k))  zi(k)k:
Therefore
kei(k)kkvi(k)  krfi(vi(k))  zi(k)k+ kzi(k)  vi(k)k;
which is the same as the rst inequality in (3.11) within the proof of
Lemma 3.4. The rest of the proof of that lemma holds in verbatim, and
the result follows. 
29
We now connect the preceding results and provide the proof of the following
proposition.
Proposition 3.2 Let Assumptions 3.1-3.4 hold, and let the stepsize sat-
isfy
P1
k=0 k = 1 and
P1
k=0 
2
k < 1. Assume that problem (1.1) has a
nonempty optimal set X . Then, the iterates fxi(k)g, i 2 V , produced by the
method (3.26a)-(3.26d) converge to some random point in the optimal set X 
with probability 1, i.e., for some random vector x? 2 X ,
lim
k!1
xi(k) = x
? for all i 2 V w.p.1.
Proof Starting from the relation in Lemma 3.6, after summing over all i 2
V , we can see that with probability 1 for all x 2 X and all k  0,
E
h mX
i=1
kxi(k + 1)  xk2 j ~Fk
i
 (1 + A2k)
mX
i=1
kvi(k)  xk2
  2k
mX
i=1
(fi(zi(k))  fi(x)) 

3
8c
  2kL
 mX
i=1
kvi(k)  zi(k)k2 +mB2kG2f ;
where zi(k) = X [vi(k)].
Now, the same as in the proof of Proposition 3.1, using the properties of the
matrices W (k) and the convexity of the squared-norm function (see (2.1)),
we can show that
mX
i=1
kvi(k)  xk2 
mX
j=1
kxj(k)  xk2:
Also, using verbatim arguments, we can show that
mX
i=1
(fi(zi(k))  fi(x))   2Gf
mX
i=1
kvi(k)  v(k)k+ (f(z(k)  f(x)) ;
where z(k) = 1
m
Pm
`=1 z`(k) and v(k) =
1
m
Pm
`=1 v`(k). Under the conditions
of Proposition 3.2, we have k ! 0. Choosing k large enough so that 2kL 
3
8c
for all k  k, we have
 

3
8c
  2kL
 mX
i=1
kvi(k)  zi(k)k2  0:
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By combining all the preceding relations, we obtain with probability 1 for all
x 2 X and all k  k,
E
"
mX
i=1
kxi(k + 1)  xk2 j ~Fk
#
 (1 + A2k)
mX
i=1
kxi(k)  xk2
  2k(f(z(k))  f(x)) + 4kGf
mX
i=1
kvi(k)  v(k)k+mB2kG2f :
Letting x = x for an arbitrary optimal solution x 2 X , from the preceding
relation we arrive at relation (3.19) in the proof of Proposition 3.1. From
relation (3.19) onward, the proof of Proposition 3.1 holds verbatim, and the
stated convergence with probability 1 of the mini-batch method follows. 
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CHAPTER 4
ASYNCHRONOUS GOSSIP-BASED
RANDOM PROJECTION ALGORITHM
4.1 GRP Algorithm
We propose a variant distributed optimization algorithm for problem (1.1)
that is based on the random projections and the gossip communication pro-
tocol. Gossip algorithms robustly achieve consensus through sparse com-
munications in the network. That is, only one edge fi; jg in the network
is randomly selected for communication at each iteration and agents i and
j simply average their values. From now on, we refer to our algorithm as
Gossip-based Random Projection (GRP).
GRP uses an asynchronous time model as in [38]. The time model assumes
that each agent has a random clock. The notion of randomness is imposed
to desynchronize actions on the network. More specically, each agent has
a local clock that ticks at a Poisson rate of 1. The setting can be visualized
as having a single virtual clock that ticks whenever any local Poisson clock
ticks. Thus, the ticking of the virtual clock is a Poisson random process with
rate m. Let Zk be the absolute time of the kth tick of the virtual clock. The
time is discretized according to the intervals [Zk 1; Zk) and this time slot
corresponds to our discrete time k. Let Ik denote the index of the agent that
wakes up at time k and Jk denote the index of agent Ik's neighbor that is
selected for communication. We assume that only one agent wakes up at a
time.
The distribution by which Jk is selected is characterized by a nonnegative
stochastic mm matrix []ij = ij that conforms with the graph topology
G = (V;E), i.e., ij > 0 only if fi; jg 2 E. At iteration k, agent Ik wakes up
and contacts one of its neighbors Jk with probability IkJk .
Let xi(k) denote the estimate of agent i at time k. GRP updates these
estimates according to the following rule. Each agent starts with some initial
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vector xi(0), which can be randomly selected. For k  1, agents other than
Ik and Jk do not update:
xi(k) = xi(k   1) for all i 62 fIk; Jkg: (4.1)
Agents Ik and Jk calculate the average of their estimates, and adjust the
average by using their local gradient information and by projecting onto
a randomly selected component of their local constraint sets; i.e., for i 2
fIk; Jkg:
vi(k) = (xIk(k   1) + xJk(k   1))=2;
xi(k) = X
i(k)i
[vi(k)  i(k)rfi(vi(k))] ; (4.2)
where i(k) is a stepsize of agent i, and 
i(k) is a random variable drawn
from the set Ii. The key dierence between the work in [39{41] and this thesis
is the random projection step. Instead of projecting on the whole constraint
set Xi, a component set X
i(k)i is selected (or revealed by nature) and the
projection is made on that set, which reduces the required computations per
iteration.
For an alternative representation of GRP we dene a nonnegative matrix
W (k) as follows:
W (k) = I   1
2
(eIk   eJk)(eIk   eJk)0 for k  1;
where I is the m-dimensional identity matrix, ei 2 Rm is a vector whose ith
entry is equal to 1 and all other entries are equal to 0. Each W (k) is doubly
stochastic by construction, implying that E[W (k)] is also doubly stochastic.
Using W (k), algorithm (4.1){(4.2) can be equivalently represented as
vi(k) =
mX
j=1
[W (k)]ijxj(k   1); (4.3a)
pi(k) = X
i(k)i
[vi(k)  i(k)rf(vi(k))]  vi(k); (4.3b)
xi(k) = vi(k) + pi(k)fi2fIk;Jkgg; (4.3c)
where E is the characteristic function of an event E , that is, E = 1 if E
happens, and E = 0 otherwise.
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From here onward, we will shorten E[W (k)] = W since the matrices W (k)
are identically distributed. Let  denote to the second largest eigenvalue of
W . If the underlying graph G is connected, the incidence graph associated
with the positive entries in the matrix W is connected with a self-loop at
each node. Hence, we have  < 1.
In the convergence analysis of the algorithm (4.3a)-(4.3c), we use two dif-
ferent choices of stepsize for asynchronous algorithms. For a diminishing
stepsize, we use i(k) =
1
 i(k)
where  i(k) denotes the number of updates
that agent i has performed until time k. Since every agent i 2 V has access
to a locally dened quantity  i(k), the stepsize of agent i is independent of
every other agent and no coordination is needed for its update. We provide
a convergence proof for this random diminishing stepsize. Another choice is
a constant deterministic stepsize i(k) = i > 0. For the constant stepsize,
we provide an error bound.
4.2 Assumptions
We next discuss our assumptions, the rst of which ensures that the infor-
mation of each agent inuences every other agent.
Assumption 4.1 The underlying graph G = (V;E) is connected. Further-
more, the neighbor selection process is i.i.d., whereby at any time agent i is
chosen by its neighbor j 2 N (i) with probability ji > 0 (ji = 0 if j 62 N (i))
independent of the other agents in the network.
We use the following assumption for the functions fi and the sets X ji .
Assumption 4.2 Let the following conditions hold:
(a) The sets X ji , j 2 Ii, are closed and convex for every i 2 V .
(b) Each function fi : Rd ! R is convex over Rd.
(c) Each function fi is dierentiable and has Lipschitz gradients with a
constant Li over Rd,
krfi(x) rfi(y)k  Likx  yk for all x; y 2 Rd:
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(d) The gradients rfi(x), i 2 V , are bounded over the set X , i.e., there
exists a constant Gf such that
krfi(x)k  Gf for all x 2 X and all i 2 V :
Assumption 4.2(d) is satised, for example, when the constraint set X is
compact.
The next assumption states set regularity, which is crucial in our conver-
gence analysis.
Assumption 4.3 There exists a constant c > 0 such that for all i 2 V and
x 2 Rd,
dist2(x;X )  cE
h
dist2(x;X
i(k)i )j
`(t); t 2 [1; k); ` 2 V
i
:
Assumption 4.3 is satised, for example, if each set X ji is an ane set, or
the constraint set X has a nonempty interior.
4.3 Convergence Analysis
In this section, we assert the convergence of the GRP method when the
uncoordinated random diminishing stepsize i(k) =
1
 i(k)
is used in algorithm
(4.3a)-(4.3c). We start by providing roadmap and lemmas that will help us
with the convergence proof.
4.3.1 Roadmap of the Proof
The asynchronous GRP algorithm with a diminishing stepsize has three ran-
dom factors, namely, random gossip communication, random stepsizes and
random projections. Each of these will be eciently handled as follows.
Random Gossip Communication: At each iteration of the algorithm, an
agent and one of its neighbors is randomly selected and the gossip communi-
cation matrix W (k) is realized. In the analysis, we can work with W instead
of W (k) due to the following properties of the matrices W (k):
(i) Each W (k) is a symmetric projection matrix. Therefore, W 0 W = W
and also
 
W   1
m
110
2
= W   1
m
110.
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(ii) Since W is doubly stochastic, the largest eigenvalue of W is 1. There-
fore, the largest eigenvalue of the matrix W   1
m
110 is the same as 
(the second largest eigenvalue of W ).
The properties (i) and (ii) immediately yield the following relation for any
y 2 Rm:  W   1m110

y
2  kyk2: (4.4)
Furthermore, in view of the connectivity of the underlying graph (Assump-
tion 4.1), we have  < 1.
Random Stepsizes: We examine a long-term behavior of the stepsizes in
Lemma 4.2. The random diminishing stepsize i(k) =
1
 i(k)
exhibits the
same behavior as the deterministic stepsize 1=k in a long run. It enables
us to handle the cross dependencies of the random stepsizes and the other
randomness in the GRP method.
Random Projections: A projection error is incurred at each iteration of
the algorithm since we select only one component from the constraint set
and project the current point onto that single component. In Lemma 4.4, we
characterize this projection error by showing that the intermediate iterates
fvi(k)g approach the feasible set X . We also show that the error between
the two iterates fvi(k)g and fxi(k)g goes to zero with probability 1.
In addition to those, we need to show that i) the agents' estimates xi(k)
eventually arrive at a consensus and ii) the consensus point lies in the optimal
set. For part i), we quantify the agents' disagreements on the estimates vi(k)
in Lemma 4.6, and show that the disagreements accumulate to zero. For part
ii), we use Lemma 2.1 by letting vk =
Pm
i=1 kxi(k)   xk2 for some optimal
point x. For this, we rst state Lemma 4.3 which provides a relation similar
to that of Lemma 2.1 for GRP algorithm.
4.3.2 Basic Iterate Relation for GRP
We provide a relation among the iterates obtained after one step of the
algorithm (4.3a)-(4.3c) and a point in the feasible set X in Lemma 4.3.
For this, we begin with an auxiliary lemma which provides some basic re-
lations among a point x 2 X , an arbitrary point z 2 Rd, and two consecutive
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iterates x and y of a projected-gradient algorithm. The point z is used to
accommodate the iterations vi(k) of the GRP method which may not lie in
the constraint set X , while x will most often be a suitably chosen point in
X .
Lemma 4.1 Let Y  Rd be a closed convex set. Let the function  : Rd ! R
be convex and dierentiable over Rd with Lipschitz continuous gradients with
a constant L. Let y be given by
y = Y [x  r(x)] for some x 2 Rd and  > 0:
Then, we have:
(a) For any x 2 Y and z 2 Rd,
ky   xk2  (1 + 82L2)kx  xk2   2 ((z)  (x))  3
4
ky   xk2
+ (8 + 2)
2kr(x)k2 + 12L2kz   xk2 +

1
1
+
1
2

kx  zk2;
where 1; 2 > 0 are arbitrary.
(b) In addition, if  is strongly-convex with a constant  > 0, then for any
x 2 Y, z 2 Rd, and 1; 2 > 0,
ky   xk2  (1   + 82L2)kx  xk2   2hr(x); z   xi   3
4
ky   xk2
+ (8 + 2)
2kr(x)k2 + 12L2kz   xk2 +

1
1
+
1
2

kx  zk2:
Proof We start with the proof for part (a). From the relation of x and y and
the strictly non-expansive projection property in Lemma 2.1(b), we obtain
for any x 2 Y ,
ky   xk2  kx  xk2   2hr(x); x  xi
  ky   xk2 + 2hr(x); x  yi: (4.5)
We next estimate the term 2hr(x); x   yi: By using Cauchy-Swartz in-
equality we obtain 2hr(x); x   yi  2kr(x)kkx   yk: By writing
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2kr(x)kkx  yk = 2(2kr(x)k)(kx  yk=2), we nd that
2hr(x); x  yi  42kr(x)k2 + 1
4
kx  yk2: (4.6)
Furthermore, we have kr(x)k2  k(r(x) r(x)) +r(x)k2, which by
the square property (a + b)2  2(a2 + b2) yields kr(x)k2  2kr(x)  
r(x)k2 + 2kr(x)k2: The preceding relation and the Lipschitz gradient
property of  imply
kr(x)k2  2Lkx  xk2 + 2kr(x)k2: (4.7)
Therefore, from (4.5){(4.7) we obtain
ky   xk2  (1 + 82L2)kx  xk2   2hr(x); x  xi
  3
4
ky   xk2 + 82kr(x)k2: (4.8)
Next, we estimate the term 2hr(x); x  xi using the convexity of ,
hr(x); x  xi  (x)  (x) = ((x)  (z)) + ((z)  (x)) ; (4.9)
where z 2 Rd is some given point. It remains to bound the term (x) (z),
for which by convexity of  we further have
(x)  (z)  hr(z); x  zi   kr(z)k kx  zk:
By writing kr(z)k  kr(z) r(x)k+kr(x)k and using the Lipschitz-
gradient property of , we obtain
(x)  (z)   Lkz   xk kx  zk   kr(x)k kx  zk:
Multiplying the preceding relation with 2 and using 2Lkz   xk kx  
zk = 2(p1Lkz   xk)(kx   zk=p1)  12L2kz   xk2 + kx   zk2=1,
2kr(x)k kx   zk = 2(p2kr(x)k)(kx   zk=p2)  22kr(x)k2 +
kx  zk2=2 for some 1; 2 > 0, we obtain
2 ((x)  (z))   12L2kz   xk2   22kr(x)k2  

1
1
+
1
2

kx  zk2:
(4.10)
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Thus, from Eqs. (4.8){(4.10) it follows that
ky   xk2  (1 + 82L2)kx  xk2   2 ((z)  (x))  3
4
ky   xk2
+ (8 + 2)
2kr(x)k2 + 12L2kz   xk2 +

1
1
+
1
2

kx  zk2; (4.11)
thus proving the relation in part (a).
The relation in part (b) follows similarly by using the strong convexity of
 in Eq. (4.9), according to which we have hr(x); x   xi  (x)   (x) +

2
kx  xk2: 
The proof of Lemma 4.3 relies on Lemma 4.1(a) and the fact that the
event Ei(k) = fi 2 fIk; Jkgg that agent i updates at any time is independent
of the past. Let i be the probability of the event Ei(k). Then, i =
1
m
+
1
m
P
j2N (i) ji for all i 2 V; where ji > 0 is the probability that agent i is
chosen by its neighbor j to communicate.
The long term estimates for the stepsize i(k) =
1
 i(k)
in terms of the
probability i that agent i updates are given in the following lemma.
Lemma 4.2 (see [42]) Let i(k) = 1= i(k) for all k  1 and i 2 V . Let
min = minfi;jg2E ij. Also, let q be a constant such that 0 < q < 12 . Then,
there exists a large enough ~k (which depends on q and m) such that with
probability 1 for all k  ~k and i 2 V ,
(a) i(k)  2
ki
, (b) 2i (k) 
4m2
k2(1 + min)2
,
(c)
i(k)  1ki
  2
k
3
2
 q(1 + min)2
.
According to this lemma, the stepsizes i(k) exhibit the same behavior as the
deterministic stepsize 1=k in a long run. The result is critical for dealing with
the cross dependencies of the random stepsizes and the other randomness in
the GRP method.
Finally, we prove Lemma 4.3 using Lemma 4.1(a) and Lemma 4.2. For this,
we dene the history of the algorithm as follows. Let Fk be the -algebra
generated by the entire history of the algorithm up to time k inclusively; i.e.,
for all k  1,
Fk = fxi(0); i 2 V g [ fI`; J`;
i(`); i 2 fI`; J`g; 1  `  kg;
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and F0 = fxi(0); i 2 V g.
The following relations will be frequently used in the analysis. By the
denition of vi(k) in method (4.3a), the convexity of the norm square function
and the doubly stochasticity of the weights, we have
mX
i=1
E[kvi(k)  xk2 j Fk 1] 
mX
i=1
mX
j=1
Wijkxj(k   1)  xk2
=
mX
j=1
kxj(k   1)  xk2: (4.12)
Also, by the convexity of the distance function x 7! dist2(x;X ) (see [30,
p. 88]), we have
mX
i=1
E

dist2(vi(k);X ) j Fk 1
  mX
i=1
mX
j=1
Wijdist
2(xj(k   1);X )
=
mX
j=1
dist2(xj(k   1);X ): (4.13)
Lemma 4.3 [Basic Iterate Relation] Let Assumptions 4.2-4.3 hold. Let
fxi(k)g be the iterates generated by the algorithm (4.3a)-(4.3c). Then, for
any q 2 (0; 1=2) there is a suciently large k^, such that with probability 1,
for all x 2 X , k  k^ and i 2 V ,
E[kxi(k)  xk2 j Fk 1] 

1 +
a1
k2

E
kvi(k)  xk2 j Fk 1
  2
k
E [fi(zi(k))  fi(x) j Fk 1]  i
4c
E

dist2(vi(k);X ) j Fk 1

+
a2
k2
+
a4
k
3
2
 q +

a3
k2
+
a5
k
3
2
 q

E
kzi(k)  xk2 j Fk 1;
where zi(k) = X [vi(k)], aj > 0 are some constants, c is the scalar from
Assumption 4.3 and i is the probability that agent i updates.
Proof First, we x i 2 fIk; Jkg and use Lemma 4.1(a) with the following
identication: Y = X
i(k)i and x 2 X , y = xi(k), x = vi(k), z = zi(k) ,
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X [vi(k)],  = fi, and  = i(k). Then, for any x 2 X , k  1 and i 2 fIk; Jkg
kxi(k)  xk2  (1 + 82i (k)L2i )kvi(k)  xk2   2i(k) (fi(zi(k))  fi(x))
  3
4
kxi(k)  vi(k)k2 + (8 + 2)2i (k)krfi(x)k2
+ 1
2
i (k)L
2
i kzi(k)  xk2 +

1
1
+
1
2

kvi(k)  zi(k)k2:
By Assumption 4.2(d), we have krfi(x)k  Gf . Further, we let 1 = 2 = 4
for some  > 0, and by using Lemma 4.2(b) we nd that w.p.1 for k large
enough
kxi(k)  xk2 

1 +
a1
k2

kvi(k)  xk2   2i(k) (fi(zi(k))  fi(x))
  3
4
kxi(k)  vi(k)k2 + a2
k2
+
a3
k2
kzi(k)  xk2 + 1
2
kvi(k)  zi(k)k2; (4.14)
where a1 =
32m2 L2
(1+min)2
, a2 =
4(8+4)m2G2f
(1+min)2
and a3 =
16m2 L2
(1+min)2
. We next estimate
2i(k) (fi(zi(k))  fi(x)), for which we can write
2i(k) (fi(zi(k))  fi(x))  2
ki
(fi(zi(k))  fi(x))
  2
i(k)  1ki
 jfi(zi(k))  fi(x)j :
Since fi has bounded gradients over the set X , it is Lipschitz continuous over
X . Thus, since zi(k); x 2 X , it follows that jfi(zi(k))  fi(x)j  Gfkzi(k) 
xk. This and Lemma 4.2(c) imply
2i(k) (fi(zi(k))  fi(x))
 2
ki
(fi(zi(k))  fi(x))  2 2
k
3
2
 q(1 + min)2
Gfkzi(k)  xk
 2
ki
(fi(zi(k))  fi(x))  2
k
3
2
 q(1 + min)2
 
G2f + kzi(k)  xk2

;
where the last inequality follows by the Cauchy-Schwarz inequality. Com-
bining the preceding relation with Eq. (4.14), we obtain w.p.1 for k large
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enough
kxi(k)  xk2 

1 +
a1
k2

kvi(k)  xk2   2
ik
(fi(zi(k))  fi(x))
  3
4
kxi(k)  vi(k)k2 + a2
k2
+
a4
k
3
2
 q
+

a3
k2
+
a5
k
3
2
 q

kzi(k)  xk2 + 1
2
kvi(k)  zi(k)k2; (4.15)
where a4 =
2
(1+min)2
G2f and a5 =
2
(1+min)2
.
By the denition of the projection, we have kvi(k) zi(k)k = dist(vi(k);X )
and
kxi(k)  vi(k)k 
X
i(k)i [vi(k)]  vi(k) = dist(vi(k);X
i(k)i ):
Taking the expectation in (4.15) conditioned on Fk 1; Ik and Jk jointly we
obtain for any x 2 X , i 2 fIk; Jkg w.p.1 for all k large enough
E[kxi(k)  xk2 j Fk 1; Ik; Jk] 

1 +
a1
k2

kvi(k)  xk2
  2
ik
(fi(zi(k))  fi(x))  3
4
E
h
dist2(vi(k);X
i(k)i ) j vi(k)
i
+
a2
k2
+
a4
k
3
2
 q +

a3
k2
+
a5
k
3
2
 q

kzi(k)  xk2 + 1
2
dist2(vi(k);X ):
Using Assumption 4.3, we have
E
h
dist2(vi(k);X
i(k)i ) j vi(k)
i
 1
c
dist2(vi(k);X ):
Thus, by letting  = c, from the preceding two relations we have w.p.1 for
all k large enough
E[kxi(k)  xk2 j Fk 1; Ik; Jk] 

1 +
a1
k2

kvi(k)  xk2
  2
ik
(fi(zi(k))  fi(x))  1
4c
dist2(vi(k);X )
+
a2
k2
+
a4
k
3
2
 q +

a3
k2
+
a5
k
3
2
 q

kzi(k)  xk2:
Now we use the fact that the preceding inequality holds with probability i
(when agent i updates), and xi(k) = vi(k) with probability 1   i (when
agent i does not update), and we obtain w.p.1 for any x 2 X , all i 2 V , and
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all k large enough
E[kxi(k)  xk2 jFk 1] 

1 +
ia1
k2

E
kvi(k)  xk2 j Fk 1
  2
k
E [fi(zi(k))  fi(x) j Fk 1]  i
4c
E

dist2(vi(k);X ) j Fk 1

+
ia2
k2
+
ia4
k
3
2
 q + i

a3
k2
+
a5
k
3
2
 q

E
kzi(k)  xk2 j Fk 1:
Since i  1, the relation of Lemma 4.3 follows. 
4.3.3 Projection Error Estimate
In the next lemma, we show that the distance between the estimates fvi(k)g,
i 2 V , and the constraint set X goes to zero as k ! 1 with probability 1.
We also show that the error sequence ei(k) = xi(k)  vi(k), i 2 V , converges
to zero with probability 1.
Lemma 4.4 [Projection Error] Let Assumptions 4.2-4.3 hold. Then, with
probability 1, we have
(a)
P1
k=1 E

dist2(vi(k);X ) j Fk 1

<1 and limk!1 dist(vi(k);X ) = 0 for
all i 2 V .
(b)
P1
k=1 E[kei(k)k2 j Fk 1] < 1 and limk!1 kei(k)k = 0 for all i 2 V ,
where ei(k) = xi(k)  vi(k) for all i 2 V and k  1.
Proof For the proof of part (a) we start with Lemma 4.3, where we let
x = zi(k) , X [vi(k)]. Then, for all k large enough and all i 2 V , we obtain
w.p.1,
E[kxi(k)  X [vi(k)]k2 jFk 1] 

1 +
a1
k2

E

dist2(vi(k);X ) j Fk 1

  i
4c
E

dist2(vi(k);X ) j Fk 1

+
a2
k2
+
a4
k
3
2
 q :
By the denition of the projection, we have dist(xi(k);X )  kxi(k)  
X [vi(k)]k: Using this and relation (4.13), we have w.p.1 for all k large enough
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and all i 2 V ,
E

dist2(xi(k);X ) j Fk 1
 1 + a1
k2
 mX
j=1
Wijdist
2(xj(k   1);X )
  i
4c
E[dist2(vi(k);X ) j Fk 1] + a2
k2
+
a4
k
3
2
 q :
By summing over all i and using the fact that each W (k) has column sums
equal to 1, we conclude that, after taking the total expectation, for all k large
enough,
mX
i=1
E[dist2(xi(k);X ) j Fk 1] 

1 +
a1
k2
 mX
j=1
dist2(xj(k   1);X )
  
4c
mX
i=1
E

dist2(vi(k);X ) j Fk 1

+
a2m
k2
+
a4m
k
3
2
 q ; (4.16)
where  = mini i. Therefore, for all k large enough, all the conditions
of Lemma 2.1 are satised (for a time-delayed sequence), so we conclude
that
P1
k=1 E

dist2(vi(k);X ) j Fk 1

< 1 for all i 2 V . Taking the total
expectation in relation (4.16), it also follows that
P1
k=1 E

dist2(vi(k);X )

<
1 for all i 2 V , which by the Monotone Convergence Theorem [43] implies
limk!1 dist(vi(k);X ) = 0 for all i w.p.1, showing the result in part (a).
For part (b), note that for kei(k)k, using zi(k) = X [vi(k)], we can write
for i 2 fIk; Jkg,
kei(k)k  kxi(k)  zi(k)k+ kzi(k)  vi(k)k
=
X
i(k)i [vi(k)  i(k)rfi(vi(k))]  zi(k)+ kzi(k)  vi(k)k :
Since X  X
i(k)i and zi(k) 2 X , we have zi(k) 2 X
i(k)i . Using the projection
non expansiveness property of Lemma 2.1(a), we obtain
kei(k)k  kvi(k)  i(k)rfi(vi(k))  zi(k)k+ kzi(k)  vi(k)k
 2kvi(k)  zi(k)k+ i(k)krfi(vi(k))k
 2kvi(k)  zi(k)k+ i(k) (krfi(vi(k)) rfi(zi(k))k+ krfi(zi(k))k)
 (2 + i(1)Li)kvi(k)  zi(k)k+ i(k)Gf ; (4.17)
where the last inequality follows by using i(k)  i(1), the Lipschitz
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gradient property of fi and the gradient boundedness property (Assump-
tions 4.2(c) and 4.2(d)). Using the Cauchy-Schwartz inequality and Lemma
4.2(a) (i.e. i(k)  2=(ki)), we have for all i 2 fIk; Jkg and k  ~k,
kei(k)k2  2(2 + i(1)Li)2kvi(k)  zi(k)k2 + 8m
2
k2
G2f ; (4.18)
where we also use i  1m . Taking the expectation in (4.18) conditioned on
Fk 1; Ik; Jk and noting that the preceding inequality holds with probability
i, and xi(k) = vi(k) with probability 1   i, we obtain with probability 1
for all k  ~k and i 2 V ,
E[kei(k)k2 j Fk 1]  2i(2 + i(1)Li)2E[kvi(k)  zi(k)k2 j Fk 1] + 8im
2
k2
G2f :
Since zi(k) = X [vi(k)], it follows that kvi(k)   zi(k)k = dist(vi(k);X ). By
part (a) of this lemma, we have
P1
k=1 E[kvi(k)   zi(k)k2 j Fk 1] < 1 w.p.1
for all i. As
P1
k=1
1
k2
<1, we conclude thatP1k=1 E[kei(k)k2 j Fk 1] <1 for
all i 2 V w.p.1. Furthermore, by relation (4.18) and part (a) of the lemma
we nd that limk!1 kei(k)k = 0 for all i w.p.1. 
Lemma 4.4(a) together with Lemma 4.4(b) ensures that
limk!1 dist
2(xi(k);X ) = 0 with probability 1 for all i 2 V .
4.3.4 Disagreement Estimate
We provide a relation for the agent disagreements on the vectors vi(k) in
Lemma 4.6. The proof of this Lemma makes use of an additional result
given below.
Lemma 4.5 Let fW (k)g be an i.i.d. sequence of m  m symmetric and
stochastic matrices. Consider a sequence f(k)g  Rm generated by the
following dynamics:
(k) = W (k)(k   1) + (k) for k  1: (4.19)
Then, we have with probability 1 for all k  1,
E[k(k)k j Fk 1] 
p
k(k   1)k+ E[k(k)k j Fk 1];
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where (k) , (k)  1
m
11T (k) and  < 1 is the second largest eigenvalue of
W = E [W (k)].
Proof Dene the sequences of averaged coordinate values as avek ,
1
m
Pm
i=1 i(k) and 
ave
k , 1m
Pm
i=1 i(k). From relation (4.19), by taking aver-
ages over the coordinates, we have avek = 
ave
k 1+ 
ave
k : Using 1 2 Rm, a vector
with all its elements 1, we can write avek 1 = 
ave
k 11+ 
ave
k 1; or equivalently,
1
m
11T (k) =
1
m
11T (k   1) + 1
m
11T (k): (4.20)
From equations (4.19) and (4.20), we have:
(k)  1
m
11T (k) =

W (k)  1
m
11T

(k   1) +

I   1
m
11T

(k):
Since
 
W (k)  1
m
11T

1
m
11T (k 1) =  W (k)  1
m
11T

avek 11 = 0, it follows
that
(k)  1
m
11T (k) =

W (k)  1
m
11T

(k   1)  1
m
11T (k   1)

+

I   1
m
11T

(k):
Let (k) , (k)   1
m
11T (k), Dk , W (k)   1m11T and M , I   1m11T .
Then, for all k  1,
(k) = Dk(k   1) +M(k):
By taking the norm and the expectation conditioned on the past history,
from the preceding relation we have w.p.1 for k  1,
E[k(k)k j Fk 1] = E[kDk(k   1)k j Fk 1] + E[kM(k)k j Fk 1]: (4.21)
From Eq. (4.4) and the fact that W (k) is independent of the past Fk 1,
we obtain E[kDk(k   1)k2 j Fk 1]  k(k   1)k2; where  is the second
largest eigenvalue of the matrix W . Using E[kxk] pE[kxk2], we obtain for
all k  1, E[kDk(k   1)k j Fk 1] 
p
k(k   1)k: For the second term on
the right-hand side of (4.21), we have E[kM(k)k j Fk 1] = E[k(k)k j Fk 1];
where the equality is from the fact thatM = I  1
m
11T is a projection matrix
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and thus kMk = 1. Upon substituting the above two relations in (4.21), we
obtain the desired result. 
Lemma 4.6 [Disagreement] Let Assumptions 4.1-4.2 hold. Let fvi(k)g be
generated by the method (4.3a)-(4.3c) with i(k) = 1= i(k) and  i(k) being
the number of updates that agent i has performed until time k. Then, for
v(k) = 1
m
Pm
i=1 vi(k) we have
P1
k=1
1
k
E[kvi(k)   v(k)k j Fk 1] < 1 with
probability 1 for all i 2 V .
Proof We consider coordinate-wise relations by dening the vector y`(k) 2
Rm for ` = 1; : : : ; d such that [y`(k)]i = [xi(k)]` for all i. From algorithm
(4.3a)-(4.3c), we have
y`(k) = W (k)y`(k   1) + `(k) for k  1;
where `(k) 2 Rm is a vector dened as
[`(k)]i =
8<:
h
X
i(k)i
[vi(k)  i(k)rf(vi(k))]  vi(k)
i
`
if i 2 fIk; Jkg;
0 otherwise.
(4.22)
Since the matrices W (k) are doubly stochastic for all k  1, from Lemma
4.5 we obtain
E[ky`(k) [x(k)]`1k j Fk 1] 
p
ky`(k 1) [x(k 1)]`1k+E[k`(k)k j Fk 1];
(4.23)
where [x(k)]` =
1
m
1Ty`(k) and  < 1 by Assumption 4.1.
We next consider `(k) as given by (4.22), for which we have for all k  1,
k`(k)k2 
mX
i=1
X
i(k)i [vi(k)  i(k)(rfi(vi(k)))]  vi(k)2 :
Letting zi(k) , X [vi(k)], observing that zi(k) 2 X
i(k)i and using the pro-
jection property in Lemma 2.1(a), we obtain
k`(k)k2 
mX
i=1
X
i(k)i [vi(k)  i(k)rfi(vi(k))]  zi(k)+ kzi(k)  vi(k)k2

mX
i=1
(i(k) krfi(vi(k))k+ 2kzi(k)  vi(k)k)2 :
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Applying the Cauchy-Schwartz inequality, we can obtain
k`(k)k2 
mX
i=1
 
22i (k) krfi(vi(k))k2 + 4kzi(k)  vi(k)k2

:
The term krfi(vi(k))k2 can be further evaluated by using the Lipschitz prop-
erty and the bounded gradient assumption (Assumption 4.2(d)),
krfi(vi(k))k2  2krfi(vi(k)) rfi(zi(k))k2 + 2krfi(zi(k))k2
 2L2kvi(k)  zi(k)k2 + 2G2f :
From Lemma 4.2(b), there exists a large enough ~k such that 2i (k) 
4m2=k2  4m2=~k2 w.p.1 for all k  ~k. Therefore, noting that kzi(k)  
vi(k)k = dist(vi(k);X ), we obtain for all k  ~k with probability 1,
k`(k)k2 

4 +
16m2
~k2
L2
 mX
i=1
dist2(vi(k);X ) + 16m
2
k2
G2f :
Taking the expectation conditioned on Fk 1 and using E[kxk] 
p
E[kxk2],
we obtain
E[k`(k)k j Fk 1]  bk; (4.24)
where
bk =
vuut4 + 16m2
~k2
L2
 mX
i=1
E[dist2(vi(k);X ) j Fk 1] + 16m
2
k2
G2f :
By relations (4.23) and (4.24), we obtain for all k  ~k with probability 1,
1
k
E[ky`(k)  [x(k)]`1k j Fk 1]  1
k   1ky`(k   1)  [x(k   1)]`1k
  1 
p

k
ky`(k   1)  [x(k   1)]`1k+ 1
k
bk: (4.25)
Noting that 1
k
bk  (1=k2+b2k)=2, and that
P1
k=1 b
2
k <1 by Lemma 4.4(a), the
term 1
k
bk is summable. From this and the fact that 1 
p
 > 0, relation (4.25)
satises all the conditions in Lemma 2.1. It follows that
P1
k=1
1
k
E[ky`(k)  
[x(k)]`1k j Fk 1] < 1 with probability 1 for any ` = 1; : : : ; d. This and the
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denition of y`(k) imply that with probability 1
1X
k=1
1
k
E[kxi(k)  x(k)k j Fk 1] <1 for all i 2 V; (4.26)
where x(k) =
Pm
j=1 xj(k). Next, consider kvi(k)   v(k)k. Since vi(k) =Pm
j=1[W (k)]ij xj(k   1) (see (4.3a)) and W (k) is doubly stochastic, by us-
ing the convexity of the norm, for v(k) = 1
m
Pm
j=1 vj(k) we can see thatPm
i=1 kvi(k) v(k)k 
Pm
j=1 kxj(k   1)  x(k   1)k. By using relation (4.26),
we conclude that
P1
k=1
1
k
E[kvi(k)   v(k)k j Fk 1] < 1 for all i 2 V w.p.1.

4.3.5 Convergence of GRP
We assert the convergence of the method (4.3a)-(4.3c) using the lemmas es-
tablished in Section 4.3.2-Section 4.3.4. Note that Lemma 4.4 allows us to
infer that vi(k) approaches the set X , while Lemma 4.6 allows us to claim that
any two sequences fvi(k)g and fvj(k)g have the same limit points with prob-
ability 1. To claim the convergence of the iterates to an optimal solution,
it remains to relate the limit points of fvi(k)g and the solutions of prob-
lem (1.1). This connection is provided by the iterate relation of Lemma 4.3,
supported by the convergence result in Lemma 2.1.
Proposition 4.1 (Convergence w.p.1) Let Assumptions 4.2-4.3 hold.
Let us assume that the problem (1.1) has a nonempty optimal set X 
and the iterates fxi(k)g are generated by the algorithm (4.3a)-(4.3c) with
i(k) = 1= i(k). Then, the sequences fxi(k)g, for i 2 V , converge to some
random point x? in the optimal set X  with probability 1. i.e.,
lim
k!1
xi(k) = x
? w.p.1 for all i 2 V:
Proof We start the proof by invoking Lemma 4.3 stating that for all x 2 X
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and all k  k^,
E[kxi(k)  xk2 j Fk 1] 

1 +
a1
k2

E
kvi(k)  xk2 j Fk 1
  2
k
E [fi(zi(k))  fi(x) j Fk 1]  i
4c
E

dist2(vi(k);X ) j Fk 1

+
a2
k2
+
a4
k
3
2
 q +

a3
k2
+
a5
k
3
2
 q

E
kzi(k)  xk2 j Fk 1:
Since kzi(k)  xk2  2kzi(k)  vi(k)k+ 2kvi(k)  xk2 and kzi(k)  vi(k)k =
dist(vi(k);X ), we obtain
E[kxi(k)  xk2 j Fk 1] 

1 +
2a5
k
3
2
 q +
a6
k2

E
kvi(k)  xk2 j Fk 1
  2
k
E [fi(zi(k))  fi(x) j Fk 1]
 

i
4c
  2a3
k2
  2a5
k
3
2
 q

E

dist2(vi(k);X ) j Fk 1

+
a2
k2
+
a4
k
3
2
 q ;
where a6 = a1 + 2a3. Note that we can choose k^ large enough so that
i
4c
  2a3
k2
  2a5
k
3
2 q

 0 for all i. Then, by summing the preceding relations
over i and using relation (4.12), we nd that w.p.1 for all x 2 X and all
k  k^,
mX
i=1
E[kxi(k)  xk2 j Fk 1] 

1 +
2a5
k
3
2
 q +
a6
k2
 mX
j=1
kxi(k   1)  xk2
  2
k
mX
i=1
E [fi(zi(k))  fi(x) j Fk 1] + a2m
k2
+
a4m
k
3
2
 q : (4.27)
Recall that f(x) =
Pm
i=1 fi(x). Let z(k) , 1m
Pm
`=1 z`(k). Using z(k) and
f , we can rewrite the term fi(zi(k))  fi(x) as follows:
mX
i=1
(fi(zi(k))  fi(x)) =
mX
i=1
(fi(zi(k))  fi(z(k)))
+ (f(z(k))  f(x)): (4.28)
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Furthermore, using the convexity of each function fi, we obtain
mX
i=1
(fi(zi(k))  fi(z(k))) 
mX
i=1
hrfi(z(k); zi(k)  z(k)i
  
mX
i=1
krfi(z(k))k kzi(k)  z(k)k:
Since z(k) is a convex combination of points zi(k) 2 X , it follows that
z(k) 2 X . This observation and Assumption 4.2(d), stating that the gra-
dients rfi(x) are uniformly bounded for x 2 X , yield
mX
i=1
(fi(zi(k))  fi(z(k)))   Gf
mX
i=1
kzi(k)  z(k)k: (4.29)
We next consider the term kzi(k)   z(k)k, for which by using z(k) ,
1
m
Pm
`=1 z`(k) we have
kzi(k)  z(k)k =
 1m
mX
`=1
(zi(k)  z`(k))

 1
m
mX
`=1
kzi(k)  z`(k)k  1
m
mX
`=1
kvi(k)  v`(k)k;
where the rst inequality is obtained by the convexity of the norm and the last
inequality follows by the non-expansive projection property in Lemma 2.1(a).
Furthermore, by letting v(k) = 1
m
Pm
j=1 vj(k) and using kvi(k)   v`(k)k 
kvi(k)  v(k)k+ kv`(k)  v(k)k, we obtain kzi(k)  z(k)k  kvi(k)  v(k)k+
1
m
Pm
`=1 kv`(k)   v(k)k for every i 2 V . Upon summing these relations over
i 2 V , we nd
mX
i=1
kzi(k)  z(k)k  2
mX
i=1
kvi(k)  v(k)k: (4.30)
Combining relations (4.30) and (4.29), and substituting the resulting relation
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in Eq. (4.28), we obtain
mX
i=1
(fi(zi(k))  fi(x))    2Gf
mX
i=1
kvi(k)  v(k)k
+ (f(z(k))  f(x)): (4.31)
Finally, by using the preceding estimate in inequality (4.27) and letting x =
x for an arbitrary x 2 X , we have w.p.1 for any x 2 X  and k  k,
mX
i=1
E[kxi(k)  xk2 j Fk 1] 

1 +
2a5
k
3
2
 q +
a6
k2
 mX
j=1
kxi(k   1)  xk2
  2
k
E [f(z(k))  f ) j Fk 1]
+
4Gf
k
mX
i=1
E[kvi(k)  v(k)k j Fk 1] + a2m
k2
+
a4m
k
3
2
 q : (4.32)
Since z(k) 2 X , we have f(z(k))   f   0. Thus, in light of Lemma 4.6,
relation (4.32) satises all the conditions of Lemma 2.1. Hence, the sequence
fkxi(k)  xk2g is convergent with probability 1 for any i 2 V and x 2 X ,
and
P1
k=0
1
k
(f(z(k))  f ) <1 w.p.1. Since P1k=0 1k =1, it follows that
lim inf
k!1
(f(z(k))  f ) = 0 w.p.1. (4.33)
By Lemma 4.4(a), noting that zi(k) = X [vi(k)], we have
lim
k!1
kvi(k)  zi(k)k = 0 for all i 2 V w.p.1: (4.34)
Since the sequence fkxi(k) xkg is convergent with probability 1 for any i 2
V and every x 2 X , in view of the relations (4.3a) and (4.34), respectively,
so are the sequences fkvi(k) xkg and fkzi(k) xkg, as well as their average
sequences fkv(k) xkg and fkz(k) xkg. Therefore, the sequences fv(k)g
and fz(k)g are bounded with probability 1, and they have accumulation
points. From relation (4.33) and the continuity of f , the sequence fz(k)g
must have one accumulation point in X  with probability 1. This and the
fact that fkz(k)   xkg is convergent with probability 1 for every x 2 X 
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imply that for a random point x? 2 X ,
lim
k!1
z(k) = x? w.p.1: (4.35)
Now, from z(k) = 1
m
Pm
`=1 z`(k) and v(k) =
1
m
Pm
i=` v`(k), using rela-
tion (4.34) and the convexity of the norm, we obtain limk!1 kv(k)  z(k)k 
1
m
Pm
`=1 limk!1 kv`(k) z`(k)k = 0 w.p.1. In view of relation (4.35), it follows
that
lim
k!1
v(k) = x? w.p.1: (4.36)
By Lemma 4.6, we have
lim inf
k!1
kvi(k)  v(k)k = 0 for all i 2 V w.p.1: (4.37)
The fact that fkvi(k)   xkg is convergent with probability 1 for all i and
any x 2 X , together with (4.36) and (4.37), implies that
lim
k!1
kvi(k)  x?k = 0 for all i 2 V w.p.1: (4.38)
Finally, by Lemma 4.4(b), we have limk!1 kxi(k)  vi(k)k = 0 for all i 2 V
w.p.1, which together with the limit in (4.38) yields limk!1 xi(k) = x? for
all i 2 V with probability 1. 
Proposition 4.1 states that the agents asymptotically arrive at a consensus
and the consensus point is in the optimal set X .
4.4 Error Bound
We now focus on a constant stepsize i(k) = i > 0 for i 2 V and establish
a limiting error bound assuming that each fi is strongly convex over the set
X with constant i.
4.4.1 Basic Results for GRP
We start by providing some lemmas that are valid for a constant stepsize.
The rst result shows a basic iterate relation.
53
Lemma 4.7 Let Assumptions 4.2-4.3 hold, where Assumption 4.2(b) is re-
placed with a condition that each function fi be strongly convex with a con-
stant i over Rd. Let the stepsize in method (4.3a)-(4.3c) be such that
i(k) = i > 0, 8
2
iL
2
i   12c  0, and i = 1   ii + 8(1 + c)2iL2i 2 (0; 1),
where c is the constant from Assumption 4.3. Then, for the solution x of
problem (1.1) we have w.p.1 for all k  1 and i 2 V ,
E[kxi(k)  xk2 j Fk 1; Ik; Jk]
 ikvi(k)  xk2   2ihrfi(x); zi(k)  xi+ 8(1 + c)2iG2f :
Proof The function f is strongly convex with a constant  =
Pm
i=1 i, and
therefore problem (1.1) has a unique optimal solution x. We use the deni-
tion of the iterate xi(k) in (4.3a)-(4.3c) and Lemma 4.1(b) with the following
identication: Y = X , y = xi(k), x = vi(k), z = zi(k) = X [vi(k)],  = i,
x = x, f = fi, L = Li and 1 = 2 = 8c. Thus, we obtain for the optimal
point x, k  1 and i 2 fIk; Jkg,
kxi(k)  xk2 
 
1  ii + 82iL2i
 kvi(k)  xk2
  2ihrfi(x); zi(k)  xi   3
4
kxi(k)  vi(k)k2
+ 8(1 + c)2i krfi(x)k2 + 4c2iL2i kzi(k)  xk2 +
1
4c
kvi(k)  zi(k)k2:
By Assumption 4.2(d), we have krfi(x)k  Gf . Furthermore, kzi(k)  
xk2  2kzi(k)   vi(k)k2 + 2kvi(k)   xk2: Since zi(k) = X [vi(k)], we have
kvi(k)  zi(k)k = dist(vi(k);X ): Therefore,
kxi(k)  xk2  ikvi(k)  xk2   2ihrfi(x); zi(k)  xi
  3
4
kxi(k)  vi(k)k2 + 8(1 + c)2iG2f +

82iL
2
i +
1
4c

dist2(vi(k);X );
with i = 1   ii + 8(1 + c)2iL2i . By the denition of xi(k), we have
xi(k) 2 X
i(k)i , which implies
E[kvi(k)  xi(k)k j Fk 1; Ik; Jk]  E[dist(vi(k);X
i(k)i ) j Fk 1; Ik; Jk]:
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By Assumption 4.3 it follows
dist2(vi(k);X )  cE
h
dist2(vi(k);X
i(k)i ) j Fk 1; Ik; Jk
i
for all i:
Therefore, we have w.p.1 for all k and i,
E[kxi(k)  xk2 j Fk 1; Ik; Jk]  ikvi(k)  xk2   2ihrfi(x); zi(k)  xi
+ 8(1 + c)2iG
2
f +

82iL
2
i  
1
2c

dist2(vi(k);X );
from which the result follows by 82iL
2
i   12c  0. 
In the next lemma we provide an asymptotic upper bound for the distance
between the iterates xi(k) and the set X .
Lemma 4.8 Let Assumptions 4.2-4.3 hold, where Assumption 4.2(b) is re-
placed with a condition that each fi is strongly convex with a scalar i > 0
over Rd. Assume that i = 1 iii+8i2iL2i 2 (0; 1). Then, we have with
probability 1
lim sup
k!1
mX
i=1
E[dist2(xi(k);X )]  Cpem 2G2f ;
where Cpe =
8(1+c)
1 qpe , qpe = maxi i,  = maxi i, and  = maxi i.
Proof We x i 2 fIk; Jkg and use Lemma 4.1(b) with the following iden-
tication: Y = X
i(k)i , y = xi(k), x = vi(k), x = z = X [vi(k)],  = i,
 = i > 0 and  = fi, L = Li, and obtain for i 2 fIk; Jkg and k  1,
kxi(k)  X [vi(k)]k2  (1  ii + 82iL2i )kvi(k)  X [vi(k)]k2
  3
4
kxi(k)  vi(k)k2 + (8 + 2)2i krfi(X [vi(k)])k2
+

1
1
+
1
2

kvi(k)  X [vi(k)]k2:
By Assumption 4.2(d), we have krfi(X [vi(k)])k  Gf . Thus, by letting
1 = 2 = 8c (where c is from Assumption 4.3), we obtain for i 2 fIk; Jkg
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and k  1 with probability 1
E
kxi(k)  X [vi(k)]k2 j Fk 1; Ik; Jk  (1  ii + 82iL2i )dist2(vi(k);X )
  3
4
E
kxi(k)  vi(k)k2 j Fk 1; Ik; Jk+ 8(1 + c)2iG2f + 14cdist(vi(k);X ):
(4.39)
We also make use of the projection properties, which yield dist(xi(k);X ) 
kxi(k)   X [vi(k)]k and kvi(k)   xi(k)k  dist(vi(k);X
i(k)i ). Furthermore,
using Assumption 4.3, we have
E
h
dist2(vi(k);X
i(k)i ) j Fk 1; Ik; Jk
i
 1
c
dist2(vi(k);X ):
Substituting these estimates in relation (4.39), ignoring the term with the
factor  1=2c, and rearranging the other terms accordingly, we have w.p.1 for
i 2 fIk; Jkg and k  1,
E[dist2(xi(k);X ) j Fk 1; Ik; Jk]
  1  ii + 82iL2i  dist2(vi(k);X ) + 8(1 + c)2iG2f :
The preceding relation holds with probability i, and xi(k) = vi(k) with
probability 1  i. Thus, with probability 1 for all k  1 and i 2 V;
E[dist2(xi(k);X ) j Fk 1]  i E

dist2(vi(k);X ) j Fk 1

+ 8(1 + c)i
2
iG
2
f ;
where i = 1   iii + 8i2iL2i . By summing over i and using relation
(4.13), we obtain
mX
i=1
E[dist2(xi(k);X ) j Fk 1]  qpe
mX
j=1
dist2(xj(k   1);X ) + 8(1 + c)m 2G2f ;
where qpe = maxi i,  = maxi i, and  = maxi i. Taking the total
expectation, it follows that
Pm
i=1 E[dist
2(xi(k);X )]  qpe
Pm
i=1 E[dist
2(xi(k 
1);X )] + 8(1 + c)m 2G2f . Assuming that each agent selects the stepsize so
that i = 1  iii + 8i2iL2i 2 (0; 1), the desired relation follows. 
The bound shows the asymptotic distance in terms of the number of agents,
the maximum stepsize, the properties of the objective function and the agent-
update probability i.
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In the next lemma, we provide an estimate for the disagreement among
the agents.
Lemma 4.9 Let Assumptions 4.1-4.3 hold and fi be strongly convex over
Rd. Let the stepsizes in method (4.3a)-(4.3c) be such that i = 1  iii +
8i
2
iL
2
i 2 (0; 1) for all i 2 V . Let x = 1m
Pm
i=1 xi(k) for all k. Then, for the
iterates fxi(k)g generated by method (4.3a)-(4.3c), we have with probability
1
lim sup
k!1
mX
i=1
E[kxi(k)  x(k)k2]  Cde
m2G2f
(1 p)2 ;
where Cde = 4

8(1+2 L2)(1+c)
1 qpe + 1

, qpe = maxi i,  = maxi i,  = maxi i,
and L = maxLi.
Proof We consider coordinate-wise relations similar to the proof of
Lemma 4.6. Since the matrices W (k) are doubly stochastic for all k  1,
from relation (4.21) with kMk = 1 and Holder's inequality, we obtain
dX
`=1
E[ky`(k)  [x(k)]`1k2]

0@
vuut dX
`=1
E[kDk(y`(k   1)  [x(k   1)]`1)k2] +
vuut dX
`=1
E[k`(k)k2]
1A2 ;
(4.40)
where [x(k)]` =
1
m
1Ty`(k), Dk = W (k)   1m11T , and  < 1 is the second
largest eigenvalue of W . From relation (4.4), we know that
dX
`=1
E
kDk(y`(k   1)  [x(k   1)]`1)k2
 
dX
`=1
E
ky`(k   1)  [x(k   1)]`1k2 : (4.41)
The second term in (4.40) is evaluated similar to that in Lemma 4.6. Hence,
we obtain for all k  1 with probability 1vuut dX
`=1
E [k`(k)k2]  k; (4.42)
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where k =
q
(4 + 42 L2)
Pm
i=1 E

dist2(vi(k);X )

+ 4m2G2f ;  = maxi i
and L = maxi Li:
Letting uk =
qPd
`=1 E[ky`(k)  [x(k)]`1k2] in (4.40) and using relations
(4.41) and (4.42), we have for all k  1
uk 
p
uk 1 + k:
Since  < 1, by Lemma 2.3, it follows that
lim sup
k!1
uk  1
1 p lim supk!1 k: (4.43)
By the denition of y`(k), we have uk =
pPm
i=1 E[kxi(k)  x(k)k2]. The
convexity of the norm function, the doubly stochastic W , and the denition of
vi(k) imply
Pm
i=1 E[dist
2(vi(k);X )] 
Pm
j=1 E[dist
2(xj(k  1);X )]: Therefore,
we obtain
lim sup
k!1
2k  (4+42 L2) lim sup
k!1
mX
j=1
E[dist2(xj(k 1);X )]+4m2G2f : (4.44)
The desired relation follows from Eqs. (4.43) and (4.44) and Lemma 4.8. 
The bound in Lemma 4.9 captures the variance of the estimates xi(k) and
their average in terms of the number of agents, the maximum stepsize and
the spectral gap 1 p of the matrix W .
4.4.2 Error Bound of GRP
We now establish the error bound of the method (4.3a)-(4.3c) with a constant
stepsize using the lemmas provided in Section 4.4.1.
Proposition 4.2 (Error bound) Let Assumptions 4.2-4.3 hold, where As-
sumption 4.2(b) is replaced with a condition that each function fi be strongly
convex with a constant i over Rd. Let  be the second largest eigenvalue
of the matrix W and  = maxi ii   mini ii. Let fxi(k)g, i 2 V be
the iterates generated by the algorithm (4.3a)-(4.3c) with a constant step
size i(k) = i > 0 and an agent selection probability i that satises
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q = maxif1  iii + 8(1 + c)i2iL2i + m g 2 (0; 1). Then, we have
lim sup
k!1
1
m
mX
i=1
E[kxi(k)  xk2] 

C1
1 p + C2

 2G2f +C3;
where C1 =
2
p
Cde
1 q , C2 =
8(1+c)
1 q and C3 =
G2f
1 q ,  = maxi i,  = maxi i and
Cde is the constant from Lemma 4.9.
Proof The proof starts with the relation of Lemma 4.7. Dene z(k) =
1
m
Pm
i=1 zi(k), so that z(k) 2 X . We have hrfi(x); zi(k)   xi =
hrfi(x); z(k)   xi + hrfi(x); zi(k)   z(k)i, which in view of the gradi-
ent boundedness (Assumption 4.2(d)) implies that
hrfi(x); zi(k)  xi  hrfi(x); z(k)  xi  Gfkzi(k)  z(k)k:
Substituting the above relation in the relation of Lemma 4.7, we have for all
k  1 w.p.1,
E[kxi(k)  xk2 j Fk 1; Ik; Jk]  ikvi(k)  xk2   2ihrfi(x); z(k)  xi
+ 2iGfkzi(k)  z(k)k+ 8(1 + c)2iG2f :
Taking the expectation with respect to Fk 1 and using the fact that the
preceding inequality holds with probability i, and xi(k) = vi(k) with prob-
ability 1  i, we obtain w.p.1 for all k  1 and i 2 V ,
E[kxi(k)  xk2 j Fk 1]  iE[kvi(k)  xk2 j Fk 1]
  2iiE[hrfi(x); z(k)  xi j Fk 1]
+ 2iiGfE[kzi(k)  z(k)k j Fk 1] + 8(1 + c)i2iG2f ;
where i = 1   iii + 8(1 + c)i2iL2i . Let  = mini i,  = mini gi,  =
maxi i and  = maxi i. By adding and subtracting 2iiE[hrfi(x); z(k) 
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xi j Fk 1], we nd that
E[kxi(k)  xk2 j Fk 1]  iE[kvi(k)  xk2 j Fk 1]
  2E[hrfi(x); z(k)  xi j Fk 1]
+ 2E[krfi(x)kkz(k)  xk j Fk 1]
+ 2 GfE[kzi(k)  z(k)k j Fk 1] + 8(1 + c) 2G2f ; (4.45)
where  = maxi ii  mini ii. We can further estimate
krfi(x)kkz(k)  xk  Gf
m
mX
i=1
kX [vi(k)]  xk  Gf
m
mX
i=1
kvi(k)  xk;
where the rst inequality follows by Assumption 4.2(d), z(k) =
1
m
Pm
i=1 X [vi(k)] and the convexity of the norm function and the second
inequality follows by the projection property in Lemma 2.1(a). Also, from
relation the square property ab  1
2
(a2+ b2) and Holder's inequality, we have
krfi(x)kkz(k)  xk  1
2
 
G2f +
1
m
mX
i=1
kvi(k)  xk2
!
: (4.46)
Summing relation (4.45) over i = 1; : : : ;m, using estimate (4.12), (4.46)
and
Pm
i=1hrfi(x); z(k)  xi  f(z(k))  f(x)  0, we have
mX
i=1
E[kxj(k   1)  xk2 j Fk 1]  q
mX
i=1
E[kvi(k)  xk2 j Fk 1] + mG2f
+ 2 Gf
mX
i=1
E[kzi(k)  z(k)k j Fk 1] + 8(1 + c)m 2G2f ;
where q = maxifi + m g. If i and i are chosen such that that q 2 (0; 1),
we obtain
lim sup
k!1
mX
i=1
E[kxi(k)  xk2]  2 Gf
1  q lim supk!1
mX
i=1
E[kzi(k)  z(k)k]
+
mG
2
f
1  q +
8(1 + c)m 2G2f
1  q : (4.47)
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From the projection property in Lemma 2.1(a), it follows that
mX
i=1
E[kzi(k)  z(k)k] 
mX
i=1
E[kzi(k)  X [v(k)]k]

mX
i=1
E[kvi(k)  v(k)k]: (4.48)
Furthermore, using Holder's inequality, we have
mX
i=1
E[kvi(k)  v(k)k] 
vuutmE" mX
i=1
kvi(k)  v(k)k2
#

vuutmE" mX
i=1
kxi(k)  x(k)k2
#
; (4.49)
where the last inequality follows by the convexity of the norm-squared and
the denition of vi(k). The result follows from (4.47){(4.49) and Lemma 4.9.

Proposition 4.2 provides an asymptotic error bound for the average of the
expected distances between the optimal solution x and the iterates of GRP
algorithm. The bound shows that the convergence of the algorithm is upper
bounded by a sum of three terms. The rst term is a penalty incurred due to
the distributed nature of the problem, which is controlled by the spectral gap
1 p of the matrix W . The second term is an optimization error term due
to a non-diminishing stepsize that is common to gradient descent algorithms.
The third term is an error term due to the dierent agent selection probability
i. To minimize the error, it shows that agents who update less frequently
should be more aggressive and choose a larger stepsize than those who update
more frequently.
4.5 Gossip-based Mini-batch Random Projections
As an extension of the algorithm in (4.3a){(4.3c), one may consider an al-
gorithm where the agents use several random projections at each iteration.
Namely, after generating vi(k) agent i 2 fIk; Jkg may take (or nature may re-
veal them) several random samples 
1i (k); : : : ;

b
i(k), where each 

r
i (k) 2 Ii
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and b  1 is the batch-size. Each collection 
1i (k); : : : ;
bi(k) consists of
mutually independent random variables and is independent of the past re-
alizations. More specically, we have b random independent samples of the
i.i.d. random variable 
i(k) (taking values in Ii). In the mini-batch version
of the algorithm, agent i 2 fIk; Jkg, performs the following steps:
vi(k) =
1
2
(xIk(k   1) + xJk(k   1)); (4.50a)
 0i (k) = vi(k)  i(k)rf(vi(k)); (4.50b)
 ri (k) = X

r
i
(k)
i
[ r 1i (k)] for r = 1; : : : ; b; (4.50c)
xi(k) =
1
b
bX
j=1
 ji (k); (4.50d)
where i(k) > 0 is a stepsize at time k and xi(0) 2 Rd is an initial estimate
of agent i (which can be random). The steps in (4.50a){(4.50c) are the
successive (random) projections on the sets X
1i (k); : : : ;X
bi (k) of the point
vi(k)   krfi(vi(k)) whereas the step (4.50d) calculates the average of the
projected points. Agents other than Ik and Jk do not update.
For the algorithm using random mini-batch projections, we have the fol-
lowing convergence result.
Proposition 4.3 Let Assumptions 4.2-4.3 hold. Assume that problem (1.1)
has a nonempty optimal set X . Then, the iterates fxi(k)g, i 2 V , produced
by the method (4.50a)-(4.50d) converge to some random point in the optimal
set X  with probability 1, i.e., for some random vector x? 2 X ,
lim
k!1
xi(k) = x
? for all i 2 V w:p:1:
Proof The proof of this result is similar to that of Proposition 4.1. It requires
some adjustments of Lemma 4.4 and Lemma 4.6. The proof is omitted.
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CHAPTER 5
APPLICATIONS
5.1 Distributed Support Vector Machines (DrSVM)
In this section, we apply our DRP algorithm and its mini-batch variant to
Support vector machines (SVMs). We provide a brief introduction to SVMs
in Section 5.1.1. In Section 5.1.2, we derive mathematical formulae for the
projection of a point onto the intersection of two halfspaces. The formulae
will be needed to apply our DRP in SVM applications. In Section 5.1.3, we
report our numerical results on some text classication data sets.
5.1.1 Support Vector Machines
Support vector machines (SVMs) are popular classication tools with a
strong theoretical background. Given a set of n example-label pairs
f(aj; bj)gnj=1, aj 2 Rd and bj 2 f+1; 1g, we need to nd a vector
x = [yT T ]T 2 Rd+n that solves the following optimization problem (a
bias term is included in y for convenience):
min
y;
f(y; ) =
1
2
kyk2 + C
nX
j=1
j (5.1)
s.t. bjhy; aji  1  j; j  0; for all j 2 f1; : : : ; ng:
Here, we use slack variables j, for j = 1; : : : ; n, to consider linearly non-
separable cases as well. If the optimal solution (y; ) to this problem exists,
the solution y is the maximum-margin separating hyperplane [44].
For applying DRP to problem (5.1), we can dene fi and Xi, as follows:
fi(x) =
1
2m
kyk2 + C
X
j2Ii
j;
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Xi = fx 2 Rd+n j bjhy; aji  1  j; j  0; 8j 2 Iig;
where Ii is a set of indices such that [mi=1Ii = f1; : : : ; ng, Ii \ Ij = ; for i 6= j
and j 2 Ii if and only if Xi contains inequalities associated with the data
(aj; bj). Note that each set X ji = fx 2 Rd+n j bjhy; aji  1 j; j  0g is the
intersection of two halfspaces, the projection onto which can be computed in
a few steps (see the next subsection).
5.1.2 Projection onto the Intersection of Two Halfspaces
Given v 2 Rd, we are interested in solving the following optimization prob-
lem:
min
w2Rd
1
2
kw   vk2 (5.2)
s.t. ha; wi  b; wi  0;
where a 2 Rd, b 2 R and wi is the i-th component of the vector w.
The two half-spaces divide the Rd space into four parts. Therefore, there
are only four cases to consider:
1. ha; vi  b and vi  0.
In this case, v is already in the intersection and w = v.
2. ha; vi > b and vi < 0.
In this case, v is projected onto the intersection of the two hyperplanes
fw j ha; wi = bg and fw j wi = 0g. Finding such a projection is
equivalent to solving the following optimization problem:
min
w2Rd
1
2
kw   vk2 (5.3)
s.t. ha; wi = b; wi = 0:
The Lagrangian of the problem (5.3) is
L(w; ; ) = 1
2
kw   vk2 + 
 
dX
j=1
ajwj   b
!
+ wi;
where ;  2 R are Lagrange multipliers. Dierentiating the Lagrangian
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and setting it to zero gives the optimality condition,
wi   vi + ai +  = 0;
wj   vj + aj = 0; for j 6= i:
From the primal feasibility, we have the following relations:
wi = 0 =)  = vi   ai;
nX
j=1
ajw

j =
X
j 6=i
ajw

j =
X
j 6=i
aj(vj   aj) = b =)  =
P
j 6=i ajvj   bP
j 6=i a
2
j
:
Therefore, the projection is given by
wj =
(
0 if j = i;
vj   aj otherwise.
Let w = [w1; : : : ; w

d]
T .
3. ha; vi > b and vi  0.
In this case, v will be projected either onto the hyperplane fw j ha; wi =
bg or onto the intersection of the two hyperplanes fw j ha; wi = bg and
fw j wi = 0g. Let w^ be the projection of v onto fw j ha; wi = bg, i.e.,
w^ = v  
ha; vi   b
kak2

a:
The projection of v in this case is given by
w =
(
w^ if w^i  0;
w otherwise.
4. ha; vi  b and vi < 0.
Let w^ be the projection of v onto the hyperplane fw j wi = 0g, i.e.,
w^ = v   (vi   b) ei;
where ei 2 Rd is the vector whose i-th component is one and all the
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other components are zero. Then, the projection of v is given by
w =
(
w^ if ha; w^i  b;
w otherwise.
5.1.3 Simulations
In the section, we perform some experiments with our DRP algorithm. We
refer to our DRP algorithm applied on SVMs as DrSVM. The purpose of the
experiments is to verify the convergence and to show in how many iterations
the proposed method can actually arrive at consensus in distributed settings.
We use the DRP algorithm in (3.1a)-(3.1b) and its variant in (3.26a)-(3.26d)
with the stepsize k =
1
k+1
for k  0. We vary the number of batches b as
1, 100 or 1000 to observe the dierent convergence speed, where b = 1 corre-
sponds to the algorithm in (3.1a)-(3.1b). To show the eect of connectivity,
we compare two dierent time-invariant network topologies, i) a completely
connected graph (clique) and ii) a 3-regular expander graph. The 3-regular
expander graph is a sparse graph that has strong connectivity with every
node having degree 3.
We use 3 text classication data sets for our experiments. The data sets
were kindly provided by Thorsten Joachims (see [8] for their descriptions).
Table 5.1 lists the statistics of the data sets. All of the data sets are from
binary document classication. Since the data sets used here are very unlikely
separable, we use the formulation (5.1) with C = 1. In each experiment
the number n of constraints is divided among the agents equally (if n is
not divisible by m, the m-th agent gets the remainder). To estimate the
generalization (or testing) performance, we split the data and use 80% for
training and 20% for testing.
DrSVM is implemented with C/C++ and all experiments were performed
on a 64-bit machine running Fedora 16 with an Intel Core 2 Quad Processor
Q9400 and 8G of RAM. The experiments are not performed on a real net-
worked environment so we do not consider delays and node/link failures that
may exist in networks.
For stopping criteria, we rst run a centralized random incremental pro-
jection [37] on the 80% training set with b = 1 until the relative error of
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Figure 5.1: f(x) vs. iteration on astro-ph with 10 agents when batch size b
is 1 (top) and 100 (bottom)
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Table 5.1: The statistics of three text classication data sets: n is the number
of examples, d is the number of features, and s is the sparsity of data.
Data set
Statistics
n d s
astro-ph 62,369 99,757 0.08%
CCAT 804,414 47,236 0.16%
C11 804,414 47,236 0.16%
Table 5.2: The results of DrSVM with two dierent graph topologies (clique
and 3-regular expander graph) and three dierent numbers of agents (m =
2; 6; 10): tacc is the target test accuracy; b is the number of projections per
iteration. The table shows the number of iterations for all agents to reach the
target test accuracy, where `-' indicates that the algorithm did not converge
within the 20,000 maximum iteration limit.
Data set tacc b m = 2
Clique 3-regular expander
m = 6 m = 10 m = 6 m = 10
astro-ph 0.95
1 1,055 695 697 695 -
100 11 8 11 11 11
1000 2 2 2 2 2
CCAT 0.91
1 752 511 362 517 -
100 11 10 8 10 8
1000 2 3 2 3 3
C11 0.97
1 1,511 1,255 799 1,226 -
100 16 17 12 17 15
1000 2 2 2 2 2
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objective values in two consecutive iterations is less than 0.001; i.e.,
jf(x(k))  f(x(k + 1))j=f(x(k)) < 0:001:
We then measure the test accuracy of the nal solution on the remaining 20%
test set, which will become the target test accuracy tacc. For experiments in
the distributed setting, we measure the test accuracy of every agent's solution
at the end of every iteration. If every solution at a certain iteration satises
the target value tacc, we conclude that the agents arrived at a consensus
and the algorithm converged. The maximum number of iterations in each
simulation is limited to 20,000.
Table 5.2 shows the results. As we do more projections per iteration, the
total number of iterations required for convergence is less, regardless of the
number of agents. For the given stopping criteria, it seems that fewer itera-
tions are needed for DrSVM to converge as the number of agents increases.
We can also observe the eect of network connectivity. When all the other
parameters (m and b) are the same, for most of the cases, the number of
iterations required for the 3-regular expander graph to converge is greater
than or equal to that for the clique.
The table reports the number of iterations required for all the agents to
achieve the target test accuracy. Therefore, the total number of projections
is at most the number of iterations times m times b. This is because no pro-
jection is required if the current estimate is already in the selected constraint
component. For example, the total number of projections for astro-ph with
m = 6 and b = 100 is at most 4; 800(= 8 6 100).
The runtime (or the number of calculations) of the algorithm is not only
proportional to the number of projections, but also to the number of gradient
updates. For example, for astro-ph with m = 6 and b = 1, the total number
of projections is 4; 170(= 695  6  1), while the total number of gradient
updates is 4; 170(= 6956). For the same example with m = 6 and b = 100,
the total number of projections is 4; 800(= 86100), but the total number
of gradient updates is only 48(= 8 6). In any case, the numbers are much
smaller than the number 62,369 of the training data points. This shows that
DrSVM can quickly nd a good quality solution before examining the training
samples even once.
To show the convergence (and consensus) of the algorithm, we plot in
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Figure 5.1 the objective value f(x) of centralized random projection (CRP)
and DRP with 10 agents for example astro-ph. Note that we plot the
convergence of the objective value instead of the solution. This is because
CRP and DRP may converge to dierent optimal points as the problem (5.1)
may not have a unique optimal solution. For Figure 5.1(a) and 5.1(b), we
applied the random projection once and 100 times per iteration, respectively.
From the gures, we can observe that the objective values of CRP and the
10 agents in DRP are almost identical. The nal objective of Figure 5.1(b)
seems smaller than that of Figure 5.1(a). This is because the stepsize at
iteration 1000 is too small.
5.2 Distributed Robust Control
In this section, we apply our GRP algorithm to a distributed robust model
predictive control (MPC) example. The purpose of this experiment is to
verify the error bound obtained in Section 4.4 and to show in how many iter-
ations the proposed method actually arrives at almost-consensus in various
distributed settings.
A linear, time-invariant, discrete-time system is given by the following
state equation for t = 1; : : : ; T;:
x(t) = Ax(t  1) +Bu(t); (5.4)
where
A =
"
1 1
0 1
#
; b =
"
0:5
1
#
;
with initial state x(0) = [7; 0]0.
The goal of the agents on the network is to nd an optimal control u ,
[u(1); : : : ; u(T )]0 of the system (5.4) over time t = 1; : : : ; T with some random
terminal constraints. The distributed optimization problem is given as the
following:
min
u
f(u) =
mX
i=1
fi(u) s.t. u 2 X : (5.5)
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Here,
fi(u) =
TX
t=1
kx(t)  zik2 + ru(t); for i = 1; : : : ;m;
is the local objective of agent i and r > 0 is a control parameter. Hence,
the agents on the network jointly nd a control u that generates a trajectory
x(t), for t = 1; : : : ; T such that the trajectory minimizes the deviations from
the points zi 2 R2 together with the control eort. The information about
the points zi for i = 1; : : : ;m are private and only agent i knows where the
zi is located.
The constraint set X is a set of control inputs that satises the following
constraints:
ku(t)k1  2; for t = 1; : : : ; T; (5.6a)
x(t) = Ax(t  1) +Bu(t); for t = 1; : : : ; T; (5.6b)
x(0) = [7; 0]0; (5.6c)
max
`=1;2;3;4
f(a` + `)0x(T )  b`g  0: (5.6d)
The constraint (5.6a) states that the control inputs are constrained so that
ku(t)k1  2, for t = 1; : : : ; T . The constraints (5.6b)-(5.6c) describe the
system dynamics. (5.6d) refers to the random terminal constraints given by
the linear inequalities (a`+`)
0x(T )  b` and the perturbations ` are uniform
random vectors in boxes k`k1  `. Note that u(t), for t = 1; : : : ; T , are
the only variables here since x(t), for t = 1; : : : ; T; are fully determined by
the state equation (5.6b)-(5.6c) once u(t), for t = 1; : : : ; T; are given. For
this problem, X = Xi.
The constraint set X is uncertain and not exactly known in advance since
the perturbations are uniform random vectors in boxes. To apply the GRP
algorithm (4.3a)-(4.3c) in solving this robust optimal control problem, at
iteration k, each agent Ik and Jk draws a realization of one of the linear
inequality terminal constraints, and each of them projects its current iterate
on the selected constraint. Subsequently, they perform their projections onto
the box constraint (5.6a).
Since the uncertainty exists in a box, the problem (5.5) has an equivalent
quadratic programming (QP) formulation. Note that the following represen-
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tations are all equivalent:
(a` + `)
0x(T )  b`; 8(` : k`k1  `) (5.7a)
, max
k`k1`
0`x(T )  b`   a0`x(T ) (5.7b)
, a0`x(T ) + `j[x(T )]1j+ `j[x(T )]2j  b`: (5.7c)
Therefore, the inequality (5.6d) admits an equivalent representation of (5.7c)
by a system of linear inequalities with additional variables t1 and t2:
 tj  [x(T )]j  tj; for j = 1; 2; (5.8a)
max
`=1;2;3;4
fa0`x(T ) + `t1 + `t2   b`g  0: (5.8b)
This alternative representation is only available since we are considering sim-
ple box uncertainty sets for the sake of comparison. Note that our GRP
algorithm is applicable not just to box uncertainty but to more complicated
perturbations such as Gaussian or other distributions.
In the experiment, we use m = 4 and m = 10 agents with T = 10 and
r = 0:1. We solve the problem on three dierent network topologies, namely,
clique, cycle and star (see Figure 5.2). For the agent selection probability, we
use uniform distribution. That is, at each iteration, one of the m agents is
uniformly selected and the selected agent uniformly picks one of its neighbors.
Table 5.3 shows the second largest eigenvalue  of W for the three network
topologies when m = 4 and m = 10. When m is larger, we can see that  is
very close to one for all of the three cases.
We evaluate the algorithm performance by carrying out 100 Monte-Carlo
runs, each with 40,000 iterations form = 4 and 100,000 iterations form = 10.
For the stepsize, we use either a diminishing one (1= i(k)) or a constant
i = 10
 5 for m = 4 and i = 10 6 for m = 10.
In Figures 5.3 and 5.4, we depict 1
m
Pm
i=1 kui(k)   uk2 over 40,000 and
100,000 iterations when the diminishing and constant stepsize are used, re-
spectively. The optimal solution u was obtained by solving the equivalent
QP problem (i.e., problem (5.5) with constraints (5.6a)-(5.6c) and (5.8a)-
(5.8b)) using a commercial QP solver.
We can observe for both cases that the errors go down quickly. An inter-
esting observation is that the network topology does not aect the algorithm
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Table 5.3: Number of agents and 
m Clique Cycle star
4 0.6667 0.7500 0.8333
10 0.8889 0.9809 0.9444
Figure 5.2: Clique (left), cycle (center) and star (right) graph used for
communication topology (m = 4)
performance when the diminishing stepsize is used. When the constant step-
size is used for the m = 4 case, star network converges much slower than
the other two networks. This is because the agent selection probability i
is dierent for the center node and the peripheral nodes. As the bound in
Proposition 4.2 captures, a more aggressive stepsize i should have been used
for the peripheral nodes. For the m = 10 case, however, the dierence is not
as clearly visible as in the m = 4 case. This can be explained by almost the
same spectral gap 1 p (as shown in Proposition 4.2 and Table 5.3).
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Figure 5.3: Iteration vs. 1
m
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i=1 kui(k)   uk2 with a diminishing stepsize
when m = 4 (top) and m = 10 (bottom)
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CHAPTER 6
CONCLUSIONS AND FUTURE WORK
In this part of the thesis, we have proposed and analyzed distributed gradi-
ent algorithms with random incremental projections for a network of agents.
We considered the most general cases, where each agent has a unique and
dierent objective and constraint. The proposed algorithms are applicable
to problems where the whole constraint set is not known in advance but
its component is revealed in time, or where the projection onto the whole
set is computationally prohibitive. We have established convergence with
probability 1 for the algorithms when the objective is convex under typi-
cal assumptions. For the GRP algorithm, we have additionally established
an error bound when constant stepsizes are used. Also, we have provided
variants of the algorithms using a mini-batch of consecutive projections and
established its convergence with probability 1. Experiments on three text
classication benchmarks using SVMs were performed to verify the perfor-
mance of the proposed algorithm. We have also provided a simulation result
for a distributed robust model predictive control problem.
There are a few directions to extend this research.
6.1 Time-varying Mini-batch Random Projection
As a variant of the mini-batch random projection algorithms in (3.26a)-
(3.26d) and (4.50a)-(4.50d), we can think of a time-varying mini-batch ran-
dom projection algorithm. Instead of xing the batch size as b, we use a
sequence bk which can vary from 1 to the number of components jIij in the
set Xi.
When bk = 1, each iteration of the algorithm is inexpensive as we sample
and project on just one constraint component. The setting can make great
progress initially, but is often slow as it approaches a solution. In constrast,
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when bk = jIij, the algorithm achieves steady convergence at the expense of
full projections.
Therefore, we can think of a hybrid method of random projections and full
projections that exploits the benets of both approaches.
6.2 Random Projections for Convex Feasibility
Problems
In the convex feasibility problem, we are interested in solving the following
optimization problem:
min
x
0
s.t. x 2 X ; X ,
m\
i=1
Xi:
If the problem is feasible, any point in the set X is considered as an optimal
solution. The feasible set X is the intersection of a number of components,
where each component is represented as a convex inequality.
The objective is to investigate several dierent random projection algo-
rithms that would converge in some sense. For the three algorithms below,
!k is dened as a random variable that takes values from the set f1; : : : ;mg.
The idea of time-varying batch can also be used here.
1. Average of subsequent projections
 0k = xk 1
 ik = X!k [ 
i 1
k ] for i = 1; : : : ; bk
xk =
1
bk
bkX
j=1
 jk
In this approach, the previous point  i 1k is used for projection onto
the new selected component set X!k . At each iteration, we repeat this
for bk times and set the next iterate xk as the average of the projected
points.
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2. Average of independent projections
 0k = xk 1
 ik = X!k [ 
0
k] for i = 1; : : : ; bk
xk =
1
bk
bkX
j=1
 jk
In this approach, we keep selecting a new component but the projection
is made from the previous iterate xk 1. Again, we repeat this for bk
times and set the next iterate xk as the average of the projected points.
3. Projection onto the intersection of subsets
 0k = xk 1
Xk =
bk\
i=1
X!k
xk = Xk [ 
0
k]
In this approach, we rst select bk components and dene a subset Xk
which is the intersection of the selected component sets. Then, we
consider the projection of the previous iterate xk 1 on Xk.
6.3 Distributed Optimization over Time-varying
Graphs
As a variant of the Distributed Random Projection algorithm in (3.1a)-(3.1b),
we can think of distributed optimization over time-varying graphs with much
weaker assumptions on the weight matrices W (k). The objective is to show
that the algorithm converges without the doubly stocasticity assumption on
W (k).
We dene N ini (k) and N
out
i (k) for the in and out neighborhoods of agent i
at time k. The neighborhoods include the agent i itself. Formally, we dene
N ini (k) = fj j (j; i) 2 E(k)g [ fig;
Nouti (k) = fj j (i; j) 2 E(k)g [ fig;
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and di(t) = jNouti (k)j.
Every node i maintains vector estimate sequences xi(t), wi(t) in Rd and
a scalar estimate sequence yi(t) in R. With yi(0) = 1 for all i 2 V , these
quantities are updated by the following rules:
wi(k + 1) =
X
Nouti (k)
xj(k)
dj(k)
;
yi(k + 1) =
X
Nouti (k)
yj(k)
dj(k)
;
zi(k + 1) =
wi(k + 1)
yi(k + 1)
;
xi(k + 1) = X
i(k)i
[wi(k + 1)  (k + 1)gi(k + 1)];
where gi(k + 1) is a subgradient of the function fi at zi(k + 1) and (k + 1)
is a nonincreasing stepsize at time k + 1. We refer to this algorithm as
subgradient-push random projection method. This algorithm follows from
the paper [45], where the subgradient-push method is developed for uncon-
strained distributed optimization.
At each iteration, each agent i simply broadcasts
xj(t)
dj(t)
and
yj(t)
dj(t)
to its out
neighborhood and no other communcation is needed. The stepsize (k + 1)
needs to satisfy the following conditions:
1X
k=1
(k) =1;
1X
k=1
2(k) <1:
The Q-strong connectivity of G(k) (Assumption 3.3) still needs to be held.
This is a typical assumption for the control of multi-agent systems.
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Part II
Epoch Gradient Descent for
Smoothed Hinge-loss SVMs
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CHAPTER 7
INTRODUCTION
Support vector machines (SVMs) are popular classication tools. Given a
set of example-label pairs f(xi; yi)gmi=1, xi 2 Rn and yi 2 f+1; 1g, SVMs
nd w 2 Rn that solves the following optimization problem. (A bias term is
included in w for convenience.)
min f(w) =
1
2
kwk2 (7.1)
s.t. yiw
Txi  1; 8i 2 1; : : : ;m:
If an optimal solution to this problem exists, it is a maximum-margin hyper-
plane separating the two classes.
SVMs have strong theoretical backgrounds. It is shown in [44] that SVMs
directly minimize VC dimensions; therefore, the solutions obtained usually
have a good generalization performance. Many researchers have developed
a number of SVM algorithms for the primal form (7.1) and its dual form.
Especially, it has been shown in [46] that SVMs can also be eciently trained
in the primal space. Our focus in this part of the thesis is to address the
primal problem (7.1) with a simple rst order method.
If a function f constrained on a closed convex set C is -strongly convex
and its gradient is Lipschitz continuous with a constant L, we can obtain
its optimal solution with a linear convergence rate by just using a simple
projected gradient descent method. That is, let w0 2 Rn and w be the
minimizer of the function f . Then, we have
f(wk)  f(w)  qk[f(w0)  f(w)]; (7.2)
where q = 1  =L if the iterate fwkgk1 is updated via the following rule:
wk+1 = C

wk   1
L
rf(wk)

; (7.3)
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where C[x] is the projection of x on the set C, i.e. C[x] = argminv2C kv  
xk2. The convergence rate (7.2) is determined by q. If q is smaller (or the
condition number L= is smaller), we have a faster convergence.
In fact, the formulation (7.1) is not so suitable for obtaining this linear
convergence. It has a nice quadratic objective function but the projection
onto the constraint set is too complicated. The problem (7.1) can be refor-
mulated to the following unconstrained optimization problem with a penalty
parameter  > 0:
min f(w) =
1
2
kwk2 + 
mX
i=1
L(w; (xi; yi)); (7.4)
where Li(w) is a non-negative loss function representing the violation of
the inequality constraint associated with the data point (xi; yi). Note that
this penalized form can also handle the cases when the given data sets are
nonseparable.
We divide the function (7.4) by m and let  = 1
m
. This does not change
the solution of (7.4).
min f(w) =

2
kwk2 + 1
m
mX
i=1
L(w; (xi; yi)): (7.5)
This objective function is -strongly convex with respect to the Euclidean
norm k  k due to the quadratic term (=2)kwk2. Therefore, the minimizer of
f always exists and is unique.
Additional properties of the function would be determined by the loss term
L(). Frequently used loss functions are:
 Hinge-loss: maxf0; 1  yihw; xiig
 Squared hinge-loss: maxf0; 1  yihw; xiig2
 Logistic-loss: (1= log 2) log(1 + expf yihw; xiig)
These three loss functions are depicted in Figure 7.1.
Hinge-loss is an exact penalty function. That is, there exists a constant
 > 0 such that the minimum of (7.5) with hinge-loss coincides with the
minimum of (7.1). However, the function is non-smooth and its gradient
is not Lipschitz continuous. Squared hinge-loss has Lipschitz continuous
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Figure 7.1: Frequently used loss functions
gradient and logistic-loss is a smooth surrogate of hinge-loss. However, these
loss functions are usually not exact. That is, there is usually no choice of
 <1 for which the penalized function yields the optimal solution.
The trade-o here is an exact solution versus a linear convergence rate.
If we use hinge-loss, we will obtain an exact solution but the convergence
rate of the simple gradient descent method will not be linear. If we use
the other loss functions with Lipschitz continuous gradient, the convergence
rate will be linear but the solution will not be exact. To obtain an exact
solution as well as a fast convergence, we propose a hybrid approach, epoch
gradient descent. For this purpose, we use hinge-loss and Nesterov's smooth
approximation technique [47].
In epoch gradient descent, we start from solving a very smooth problem
(obtained by the technique [47]) to obtain a quick and inexact solution with
the linear convergence rate. To obtain an exact solution, this solution is
fed to the original non-smooth problem. There would be no gain in the
convergence rate, but given a very good quality starting point, the total time
required for achieving the same quality solution would be less.
Using this approach naturally arises the following two questions:
(1) How can we choose a proper smoothing parameter?
(2) Up to what accuracy level does the smooth approximated problem have
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to be solved?
To answer question (1), we solve a sequence of smooth problems in our
epoch gradient descent. That is, we start from a very smooth problem, and
gradually decrease the amount of smoothing. The solution to the current
epoch is fed to the problem of the next epoch. This reduces the risk of choos-
ing an inappropriate smoothing parameter. For question (2), we analyze
the algorithm's error bound at each iteration. This helps us determine the
number of iterations required for the smoothed problem at the current epoch.
Thesis Organization
The second part of this thesis is organized as follows. In Chapter 8, we nd
a smoothed hinge-loss function using the Nesterov's smooth approximation
technique. We verify the smoothed function is a uniform smooth approxima-
tion of a hinge-loss and it also has Lipschitz continuous gradient. In Chapter
9, we present our simple/epoch gradient descent algorithms on the smooth
SVM and provide results on the error bounds. In Chapter 10, we provide
experimental results of our proposed methods on some text classication
benchmarks. Chapter 11 contains conclusions and some future directions.
Previous Work
We only review some primal gradient-descent based methods which are the
most relevant to our work. To the best of our knowledge, no gradient de-
scent methods on SVMs have exploited both strong-convexity and gradient
Lipschitz continuity.
NORMA [48] and an algorithm by [49] are stochastic gradient descent meth-
ods for solving linear/nonlinear SVMs. It minimizes hinge-loss penalized
SVM objectives to nd some f in a Hilbert space. The algorithm requires
O(1=2) iterations to converge to an -accurate solution. Pegasos [50] is also
a stochastic gradient descent algorithm on hinge-loss penalized SVMs. It
operates on a mini-batch A of the training data, with a batch size jAj varies
from 1 to m. It converges to an -accurate solution in O(d=) iterations,
where d is the maximum number of nonzero features in each example.
Even though online methods require more iterations to obtain an -
accurate solution, the computation overhead per iteration is less (O(n) while
batch methods require O(mn)). Therefore, the total training time of online
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methods might be shorter than that of batch methods. The problem of on-
line methods is that they converge fast initially but slow as approaching a
solution. On the other hand, batch methods converge steadily at the expense
of full gradient evaluations.
We would like to point out that there is no reason to always prefer online
methods to batch methods although researchers have preferred online meth-
ods due to their simplicity. In fact, we can never achieve the fastest O(logq )
convergence rate if we update only with partial information on the gradients.
Moreover, in some situations (for example, high-dimensional training prob-
lems with only a small set of training examples is available), batch methods
would be more advantageous.
There are some other works which proposed to use smooth loss functions
for the sake of dierentiability [51{53]. However, none of the smooth formu-
lations are appropriate for our purpose.
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CHAPTER 8
LOSS FUNCTION WITH LIPSCHITZ
CONTINUOUS GRADIENT
In this chapter, we use Nesterov's smoothing technique [47] to nd a proper
loss function for our purpose and prove that the smoothed loss function has
Lipschitz continuous gradient.
8.1 Smoothed Hinge-loss L(w)
Let L(w) be the smoothed loss function with parameter  and L(w) be the
hinge loss function.
Theorem 8.1 We dene a smoothed loss function L associated with a data
point (x; y) as
L(w) =
8><>:
1
4
(1 +   ywTx)2; if j1  ywTxj  
1  ywTx; if ywTx < 1  
0; otherwise;
where  > 0 is a smoothing parameter. Then, L is a uniform smooth
approximation of hinge loss L. That is, for any w 2 Rn, we have
L(w)  L(w)  L(w) + 
2
:
Proof Note that the hinge-loss function can be equivalently represented like
the following:
L(w) = maxf0; 1  yhw; xig = max
2S2
fTAw + T bg;
where  is constrained on a 2-dimensional probability simplex S2 = f 2
R2 j (1) + (2) = 1; (1)  0; (2)  0g; AT = [0   yx] 2 Rn2, and
b = [0 1]T 2 R2.
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Given this representation, we use the smoothing technique in [47]. We
introduce a smoothing parameter  2 R+ and a strongly-convex function

2
kk2. Then,
L(w) = max
2S2
n
TAw + T b+ (1  kk2)
2
o
(8.1)
is the smooth approximation of the hinge-loss. Note that the constant term 
2
is added so that L(w) = 0 when there is no constraint violation. The closed
form solution to the optimization problem (8.1) gives the desired result. (See
[54] for details.)
Since  is constrained in a 2-dimensional probability simplex, 0  kk2 
1. Therefore, for any w 2 Rn, we have
L(w)  L(w)  L(w) + 
2
: (8.2)

8.2 The Lipschitz Continuity of rf
We are interested in nding a solution w for the following smooth SVM
problem:
min
w2Rn
(
f(w) =

2
kwk2 + 1
m
mX
i=1
Li(w)
)
; (8.3)
where Li(w) is the smoothed hinge-loss function associated with the data
point (xi; yi). Let w

 be an optimal solution of the function f and w
 be
the optimal solution of the original function f .
Theorem 8.2 The gradient of the function f is Lipschitz continuous with
constant L, where
L = +
Pm
i=1 kxik2
m
: (8.4)
Proof Let L(w) attain a maximum value at (w), i.e.
(w) = argmax
2S2
n
TAiw + 
T bi + (1  kk2)
2
o
:
From the optimality condition of a convex function [30] et al., for any
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w1; w2 2 Rn, we have
hAiw1 + bi   (w1);   (w1)i  0; 8 2 S2;
hAiw2 + bi   (w2);   (w2)i  0; 8 2 S2:
Using the above inequalities with  := (w2) and  := (w1) respectively,
we have
hAiw1 + bi   (w1); (w2)  (w1)i  0;
hAiw2 + bi   (w2); (w1)  (w2)i  0:
By adding the above two inequalities and arranging the terms appropri-
ately, we have
k(w1) (w2)k2h(w1) (w2); Ai(w1 w2)i
k(w1) (w2)kkAikkw1 w2k;
and therefore,
k(w1)  (w2)k  kAik

kw1   w2k: (8.5)
Using the inequality (8.5), the following relation holds for any w1; w2 2 Rn:
krL(w1) rL(w2)k
= kATi ((w1)  (w2))k  kAikk(w1)  (w2)k
 kAik
2

kw1   w2k = kxik
2

kw1   w2k;
where the last equality is from the fact that kAik = kxik. This shows that
rL(w) is Lipschitz continuous with constant kxik2 .
Also, we know that the gradient of the function 
2
kwk2 is Lipschitz con-
tinuous with constant . Therefore, rf(w) is Lipschitz continuous with
constant L, where
L = +
1
m
mX
i=1
kxik2

:

88
It is straightforward from the relation (8.2) that the following also holds for
any w 2 Rn:
f(w)  f(w)  f(w) + 
2
: (8.6)
Figure 8.1 shows yiw
Txi versus the smoothed hinge-loss function L with
two dierent smoothing parameters  = 2 and  = 5. Note that we also
penalize the constraints when 1  yiwTxi  1 + .
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Figure 8.1: Smoothed hinge-loss function with two dierent smoothing pa-
rameters  = 2 and  = 5
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CHAPTER 9
EFFICIENT ALGORITHMS
In this chapter, we present our simple and epoch gradient descent algorithms
applied on the smooth SVM problems and provide results on the error bounds
generated by these algorithms.
9.1 Simple Gradient Descent with Strong-Convexity
and Lipschitz Continuity
In the most basic version of gradient descent algorithms that we consider,
each iterate is updated via the following rule:
wk+1 = wk   rf(wk); (9.1)
where the step size  = 1
L
can be used since the function f has a Lipschitz
continuous gradient with a constant L. The initial iterate w0 is selected
randomly from Rn.
In Theorem 9.1, we state the error bound of this simple gradient descent
algorithm applied on the problem (8.3).
Theorem 9.1 An optimal solution to the problem (8.3) always exists and is
unique. Using the gradient descent algorithm (9.1) on f for K iterations
yields the following bound:
f(wK)  f(w)  q()K

f(w0)  f(w)

; (9.2)
where q() = 1  =L and w is the optimal solution to the problem (8.3).
Therefore, the number of iterations required for an -accurate solution is
O(logq ).
Proof See [31].
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In Lemma 9.1, we analyze the dierence between the iterates generated by
the simple gradient algorithm on the problem (8.3) and the optimal solution
w of the hinge-loss penalized problem.
Lemma 9.1 Let w be the optimal solution of the hinge-loss penalized prob-
lem. After K iterations of the simple gradient descent algorithm (9.1), the
following bound holds:
f(wK)  f(w)  q()K [f(w0)  (w)] +
 
1  q()K 
2
; (9.3)
where q() = 1  =L.
Proof Let w be the optimal solution of f. Applying the inequality (9.2),
we have:
f(wK)  f(w) = f(wK)  f(w) + f(w)  f(w)
 q()K f(w0)  f(w)+ f(w)  f(w)
= q()K [f(w0)  f(w)] +
 
1  q()K [f(w)  f(w)]:
(9.4)
We have f(w

)  f(w) and from (8.6), f(w)  f(w)  f(w) + 2 .
Therefore,
f(w

)  f(w) = f(w)  f(w) + f(w)  f(w)
 f(w)  f(w)  
2
: (9.5)
Combining the inequalities (9.4) and (9.5) gives the desired result. 
Note that the value f(wK) f(w) in the inequality (9.3) is bounded by the
sum of two error terms. Since q() < 1, the rst term q()K [f(w0)  f(w)]
decay to zero as K ! 1. This ensures that the rst term can be reduced
to an arbitrary small level. However, the second term
 
1  q()K 
2
does
not decay to zero as K !1. In fact, this term upper bounds the dierence
between f(w

) and f(w
).
The lemma also illustrates a trade-o between the convergence rate and
the accuracy of the solution w compared to w
. For a bigger  (or a smaller
L), the gradient descent method will converge to w

 faster as the ratio q()
92
is smaller. However, the solution w gets far from the original solution w
.
Therefore, if we need an exact solution, the reduction of  is necessary. This
leads to an epoch gradient descent algorithm in the subsequent section.
9.2 Epoch Gradient Descent Algorithm
From the fact that there is a trade-o between the convergence rate and the
accuracy of the solution, we develop an epoch gradient descent algorithm. We
will start from a very large smoothing parameter 1 and gradually decrease
it. The solution will converge very close to the optimal of the corresponding
hinge-loss SVM since the sequence of the smoothing parameter ftg even-
tually converges to zero. At the same time, we can benet from the fast
convergence of very smooth problems at initial stages.
The pseudo code of this algorithm is represented in Algorithm 1. A se-
quence of non-increasing smoothing parameters ftgt1 and the correspond-
ing sequence of smooth problems fftgt1 is generated. At rst, we pick a
random point w10 2 Rn and set 1 to some value depending on problems.
Then, we decide the duration Kt of an epoch t. At each epoch t, we apply
the simple gradient descent Kt times on problem ft . Then, we decrease
the smoothing parameter from t to t+1. The last iterate w
t
Kt
of epoch t is
used as an initial point wt+10 of epoch t + 1. We continue this with a new
problem ft+1 . The algorithm terminates when the error gets smaller than
some predened .
This algorithm basically requires to specify a rule for deciding at what
iteration to decrease the smoothing parameter and to what extent it should
be decreased. Let us consider (9.3) at epoch t with  := t.
ft(w
t
K)  f(w)  q(t)K

ft(w
t
0)  f(w)

+
 
1  q(t)K
 t
2
: (9.6)
Suppose at the beginning of epoch t (with K = 0),
ft(w
t
0)  f(w) >
t
2
: (9.7)
Since 0 < q(t) < 1, ft(w
t
0) f(w) decreases when multiplied with q(t)K
for K  0. Therefore, there exists K > 0 for which q(t)K [ft(wt0)  f(w)]
drops below
 
1  q(t)K

t
2
. We take this K as our Kt, i.e., the smallest K
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Algorithm 1 Epoch Gradient Descent
Pick w10 2 Rn, ; f 2 R+ and 1 2 R+.
Set t := 1
while t >  do
Set Lt = +
Pm
i=1
kxik2
mt
.
Set Kt = d 1  log2 q(t)e.
for k = 0 to Kt do
wtk+1 = w
t
k   1Ltrft(w
t
k)
if jft(wtk+1)  ft(wtk)j=ft(wtk) < f then
Kt := k
Break for loop
end if
end for
Set t+1 := 0:5t and w
t+1
0 := w
t
Kt
Set t := t+ 1
end while
for which the following inequality holds:
q(t)
K

ft(w
t
0)  f(w)

<
 
1  q(t)K
 t
2
: (9.8)
As we do not have knowledge on the value of f(w), we assume that f(w) 
0. This assumption is reasonable since ( 1=m) is generally very small and
the loss term evaluated at the optimal point w is close to zero. Setting
f(w) = 0 at (9.7) and (9.8), we have,
q(t)
K t
2
< q(t)
Kft(w
t
0) < (1  q(t)K)
t
2
<
t
2
: (9.9)
Solving this inequality with respect to K gives the duration Kt:
Kt =

  1
log2 q(t)

: (9.10)
In practice, Kt generated by this equation is usually larger than necessary
(due to the assumption f(w) = 0). We stop updating if the relative error
in function values does not change more than f .
At the end of epoch t (atK = Kt), our error ft(w
t
Kt
) f(w) is guaranteed
to be smaller than t. This is clear from the relations (9.6) and (9.9).
Next, we establish the error bound of our epoch gradient descent algorithm
in the following theorem using Lemma 9.1 and calculate the total number of
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gradient updates required to obtain an -accurate solution.
Theorem 9.2 At each epoch t of the Epoch Gradient Descent Algo-
rithm, the following error bound holds:
ft(w
t
Kt)  f(w) 
tY
i=1
q(i)
Ki

f1(w
1
0)  f(w)

+
t 1X
i=1
tY
j=i+1
q(j)
Kj
 
1  q(i)Ki
 i
2
+
 
1  q(t)Kt
 t
2
; (9.11)
where q(i) = 1   =Li. The total number of gradient update for an -
accurate solution is O(1

).
Proof From the algorithm, we have wt+10 = w
t
Kt
.
ft+1(w
t+1
0 )  f(w) = ft+1(wtKt)  f(w)  ft(wtKt)  f(w): (9.12)
Also, using the inequality (9.3) with  := t and K := Kt, we have
ft(w
t
Kt)  f(w)  q(t)Kt

ft(w
t
0)  f(w)

+
 
1  q(t)Kt
 t
2
; (9.13)
where q(t) = 1  =Lt .
We use induction on t to prove our results. Note that the inequality (9.11)
holds trivially for t = 1 from (9.13). Next, assume that the inequality (9.11)
holds for some t. From the inequality (9.13), consider the case for t+ 1.
ft+1(w
t+1
Kt+1
)  f(w)  q(t+1)Tk+1

ft+1(w
t+1
0 )  f(w)

+
 
1  q(t+1)Kt+1
 t+1
2
:
Applying the induction hypothesis to the right-hand side of the above
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inequality together with (9.12),
ft+1(w
t+1
Kt+1
)  f(w)
 q(t+1)Kt+1
"
tY
i=1
q(i)
Ki

f1(w
1
0)  f(w)

+
t 1X
i=1
tY
j=i+1
q(j)
Kj
 
1  q(i)Ki
 i
2
+
 
1  q(t)Kt
 t
2
#
+
 
1  q(t+1)Kt+1
 t+1
2
=
t+1Y
i=1
q(i)
Ki

f1(w
1
0)  f(w)

+
tX
i=1
t+1Y
j=i+1
q(j)
Kj
 
1  q(i)Ki
 i
2
+
 
1  q(t+1)Kt+1
 t+1
2
:
Given that the error at the end of epoch t is bounded by t = 1(0:5)
t,
to obtain an -accurate solution we need N := dlog2 1 e epochs. Let S :=Pm
i=1 kxik2. Using the equation (8.4),
NX
t=1
Kt =
NX
t=1
  1
log2 q(t)
=
NX
t=1
1
log2
 
1 + m1
S
(0:5)t
 :
Note if ftgt1 is a decreasing sequence, the following relation holds:
log2(1 + t)  ct;
where c = log2(1+1)
1
. Using the above relation with t :=
m1
S
(0:5)t and
c := log2(1 +
m1
2S
)=m1
2S
, we have
NX
t=1
Kt 
NX
t=1
1
cm1
S
(0:5)t
=
1
c
S
m1
NX
t=1
2t
=
1
log2
 
1 + m1
2S
 1

  1

; (9.14)
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which is O(1

). 
It is clear from this Theorem that all of the three terms on the right hand
side of the inequality (9.11) decay to zero as t ! 0. Also, the total number
of iterations O(1

) is optimal. We cannot do any better than this (in terms of
the order, not the running time in practice) if the original problem has only
strong-convexity [55]. Note that the inequality (9.14) is a theoretical bound.
In practice, we need far fewer iterations in general.
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CHAPTER 10
EXPERIMENTAL RESULTS
In the chapter, we analyze the performance of our gradient descent and
epoch-gradient descent algorithms on primal SVMs penalized with a smooth
hinge-loss. We perform experiments on the most commonly used text classi-
cation benchmarks.
We compare our implementation with an SVM solver Pegasos [50].
Pegasos uses a stochastic incremental subgradient or subgradient method
on primal SVMs penalized with a hinge-loss. It is one of the state-of-the-art
solvers and one of the most relevant methods with ours.
Table 10.1 lists the statistics of data sets. We use 4 data sets for our
experiments. The data sets were kindly provided by Thorsten Joachims
(see [8] for their descriptions). All of the data sets are from binary document
classication. Note that the training vectors in three of the four data sets
are really sparse.
To estimate the generalization (or testing) performance, we split the data
and use 80% for training and 20% for testing. We use  = 1
m
for all the
experiments. Given that   1
m
with  not known,  = 1
m
seems to be a
reasonable choice.
We compare our two dierent implementations of linear smooth SVM
solvers with Pegasos.
 SSVM: The simple gradient descent method applied on primal SVMs
penalized with a -smoothed hinge-loss. A smoothing parameter  is
chosen in advance and xed throughout the simulation. In the experi-
ment,  is set such that the ratio q() = 1  
L
is 0.5.
 SSVM-epoch: The epoch gradient descent method on primal SVMs pe-
nalized with a t-smoothed hinge-loss. At epoch t, the hinge-loss is
smoothed with a dierent smoothing parameter t. In the experiments,
we use 1 =
Pn
i=1 kxik2=9 and t = 1(0:5)t.
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Table 10.1: The statistics of the four data sets
Data set
Statistics
m n s
astro-ph 62,369 99,757 0.08%
cov1 522,911 54 22.22%
CCAT 804,414 47,236 0.16%
C11 804,414 47,236 0.16%
Table 10.2: The results of SSVM and SSVM-epoch (y indicates a dierent
stopping criterion is used)
Data set
SSVM SSVM-epochy
ni t egen ni t egen
astro-ph 3 0.08 0.20 529 11.16 0.04
cov1 5 0.15 0.29 526 15.49 0.23
CCAT 2 0.65 0.16 276 69.99 0.09
C11 5 1.64 0.03 736 162.49 0.02
 Pegasos-batch: The subgradient descent method on primal SVMs
penalized with the ordinary hinge-loss.
 Pegasos-online: The stochastic incremental subgradient descent
method on primal SVMs penalized with the ordinary hinge-loss. At
each iteration, only one example is randomly selected and used for
update.
All the above methods (except Pegasos which is downloadable from the
author's homepage1) are implemented with C/C++ and all experiments were
performed on a 64-bit machine running Fedora 16 with an Intel Core 2 Quad
Processor Q9400 and 8G of RAM.
For a stopping criterion, we use a relative error of objective values in two
consecutive iterations. We stop either if the error is reduced to 0.1% (i.e.,
jf(wk)   f(wk+1)j=f(wk) < 0:001) or if the maximum number of iterations
(500) is reached. Note that for SSVM-epoch, we use a dierent stopping
criterion. SSVM-epoch stops if t (the error upper bound) is reduced to
 = 0:01. We use f = 0:001.
1http://ttic.uchicago.edu/~shai/code
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Table 10.3: The results of Pegasos-batch and Pegasos-online
Data set
Pegasos-batch Pegasos-online
ni t egen ni t egen
astro-ph 52 2.01 0.03 898110 0.66 0.03
cov1 499 90.44 0.31 2091645 0.98 0.23
CCAT 322 175.31 0.05 10296496 8.64 0.05
C11 285 138.86 0.03 9652965 7.65 0.03
Table 10.2 and 10.3 shows the results. Note that SSVM, SSVM-epoch and
Pegasos-batch are batch methods but Pegasos-online is an online method.
We can observe that SSVM is the fastest one of the four in terms of both time
and the number of iterations. Its generalization performance is not very good
compared to the other three methods. This is because SSVM nds solutions
to approximated problems.
If we compare the timing results of the two batch methods, SSVM-epoch
and Pegasos-batch, SSVM-epoch is comparable or faster in 3 out of 4 data
sets than the non-smooth implementation Pegasos-batch even if a stricter
stopping criterion is used for SSVM-epoch. This indicates that solving a
sequence of very smooth problems at initial stages is advantageous. However,
if we compare SSVM-epoch and Pegasos-online, Pegasos-online is faster.
This is because of the extreme sparsity of the data set. In the future, we will
test our algorithms on non-sparse data sets as well.
Also, the generalization performance of SSVM-epoch is compara-
ble with the two hinge-loss SVM implementations Pegasos-batch and
Pegasos-online. This indicates that the solutions of SSVM-epoch indeed
converge to the optimal of hinge-loss penalized SVMs.
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CHAPTER 11
CONCLUSIONS AND FUTURE WORK
In this part of the thesis, we studied a primal SVM penalized with smooth
loss functions. We showed that the simple gradient descent method applied
on this approximated SVM converges linearly due to the strong-convexity
and Lipschitz property. Observing that there is a trade-o between the
convergence rate and the amount of error, we developed an epoch based
gradient descent algorithm to achieve a fast convergence and an accurate
solution at the same time. We also showed the convergence behavior of
this algorithm and the number of iterations required to obtain an  accurate
solution is O(1

). Experiments on four text classication benchmarks were
performed on the smooth SVM.
There are two directions to extend this research. First, we can extend
this idea to nonlinear SVMs and see how much improvement we can get
from the smooth loss functions. Second, though we showed batch methods
are still promising, it is computationally too heavy to consider all the ex-
amples at every iteration if training vectors are sparse and the number is
huge. Therefore, we can also consider online methods with the smooth loss
functions. We will not obtain the linear convergence rate if gradients are
evaluated with only a subset of training examples but total training time
may be reduced depending on problems.
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