Abstract. Necessary conditions of optimality are derived for multiobjective optimal control problems with free end-time, in which the dynamics constraint is modeled as a nonconvex differential inclusion. The obtained results cover some previous results on necessary conditions for multiojective and single objective optimal control problems.
Introduction
The derivation of necessary conditions for multiojective optimal control problems in which the dynamic constraint is modelled as a differential inclusion has been an area research recently. Problems of multiobjective optimal control (MOC for short) naturally arise, for example, in economics (see [6] ), in chemical engineering (see [3] ) and in multiobjective control design (see [26] ). Let us assume that ≺ is a preference in R m . We are interested in deriving necessary conditions for the problem with free end-times and state constraints (P) Minimize g(a, x(a), b, x(b)) over on intervals [a, b] and arcs x ∈ W 1,1 ([a, b], R n ) which satisfẏ x(t) ∈ F (t, x(t)), a.e.,t ∈ [a, b], (a, x(a), b, x(b)) ∈ C, where g : R × R n × R × R n → R m is a given mapping, F : R × R n ⇒ R n is a given multifunction, C is a closed set in R × R n × R × R n and W local optimizers to differential inclusions was first introduced and studied in [15] under the name of "intermediate local minimizers", which are different from the classical notions of weak and strong local minimizers in variational and optimal control problems.
In the scalar case (m = 1), there are several papers dealing with necessary conditions of the Euler-Lagrange type for (P). The generalized Euler-Lagrange condition was first established by Mordukhovich [15] for problems governed by nonconvex, compact-valued, Lipschitzian differential inclusions on the fixed time interval and then was extended to free-time problems in [14] . Further extensions for unbounded differential inclusions were given by Ioffe [8] , Loewen and Rockafellar [10] , Vinter and Zheng [25] for problems with unbounded differential inclusions on the fixed time interval and then by Vinter and Zheng [23] and Vinter [22] for free-time problems.
Particularly, Vinter [22] provided an efficient scheme for deriving necessary conditions of local optimization solutions of (P) (see [22, Theorem 8.4 .1]). A notable feature of the new free end-time necessary conditions is that they cover problems with measurable time dependent data. For such problems, standard analytical techniques for deriving free-time necessary conditions, which depend on a transformation of the time variable, no longer work.
It is natural to ask whether the conclusions of theorems in [22] are still valid for the case of multiobjective optimal control problems. The aim of this paper is to obtain such results for (P).
Unfortunately, the scheme of the proof given by [22] fails to apply to our problem. The reason is that in this case we can not use scalar estimations as well as differentiable property of functions for the problem. However, that scheme helps us derive necessary conditions for the Bolza problem with finite Lagrangrian which plays an important role in the establishment of necessary conditions for (P).
In a close connection, recently Zhu [28] had established a result on the Hamiltonian necessary conditions for a nonsmooth multiobjective optimal control problem with endpoint constraints involving regular preferences. This result was extended later by Bellaassali and Jourani [2] . Based on an analysis of Ioffe's scheme [8] , as it was mentioned, Bellaassali and Jourani [2] obtained a interesting result on necessary conditions for multiobjective optimal control problems. However, [2] and [28] considered only optimal problems with the fixed time interval.
In order to derive necessary conditions of the Euler-Lagrange type for (P), we use a variant of Ioffe's scheme [8] to reduce the problem to the scalar case as it has been done in [2] and [24] . We then use the Ekeland principle and necessary conditions for the Bolza problem. Together with the maximum theorem and some analytical techniques of nonsmooth analysis we finally obtain desired results.
The rest of the paper contains three sections. In Section 2 we present some notions and auxiliary results involving generalized differentiation. Section 3 is to derive necessary conditions for the Bolza problems. The final section is devoted to deriving necessary conditions for problem (P).
Preliminaries and auxiliary results
Throughout the paper B stands for the closed unit ball in R n and R ∞ stands for R∪{+∞}. In what follows we often deal with set-valued mappings Γ : R n ⇒ R n , for which the notation
denotes the sequential Painlevé-Kuratowski upper limit of Γ at a point x ∈ R n . The set
is called the graph of Γ. Take a closed set A ⊂ R n and point x ∈ A. The set
is called the Fréchet normal cone to A at x. Let x ∈ A, the set
is the limiting normal cone to A at x.
Given a lower semicontinuos function f : R n → R ∞ and a point x ∈ R n such that f (x) < ∞, the limiting subdifferential of f at x is the set
It is well known that if f is Lipschitz continuous around x with rank K, then for any x * ∈ ∂f (x), one has x * ≤ K. The limiting normal cone and limiting subdifferential were introduced by Mordukhovich [18] . We refer the reader to Chapter 1 in [12] for comprehensive commentaries. Further properties of limiting normal cone and limiting subdifferential can be founded in [12] and [4] .
Let Γ : X ⊂ R n → 2 R n be a multifunction. We now assume that Γ has closed values and define the function ρ Γ : X × R n → R by
The following property of the subdifferential of ρ F which was first established in [21] , will be needed in section 4.
Lemma 2.1 Assume that GphF is closed and (x, y) ∈ GphΓ. Then one has
. Here Π Γ(x) (y) is the set of metric projections of y onto Γ(x).
The proof of Lemma 2.1 can be also found in [8] , [12] and [24] .
Recall that the multifunction Γ : X ⊂ R n ⇒ R n is said to be lower semicontinous (l.s.c.) on X if for each x 0 ∈ X and an open set V satisfying F (x 0 ) ∩ V = ∅, there exists a neighborhood U of x 0 such that F (x) ∩ V = ∅ for all x ∈ U ∩ X. F is said to be upper semicontinuous (u.s.c.) on X if for each x 0 ∈ X and an open set V in R n satisfying F (x 0 ) ⊂ V , there exists a neighborhood U of x 0 such that F (x) ⊂ V for all x ∈ U ∩ X. F is said to be continuous on X if it is both l.s.c. and u.s.c. on X.
In the sequel we shall need Lemma 2.2 Let X ⊂ R n , Y ⊂ R n be nonempty sets, φ : Y × R n → R be a continuous function and Γ : X ⊂ R n ⇒ R n be a multifunction with compact values. Assume that Γ is Lipschitz continuous on X, that is, there exists a constant k > 0 such that
Proof. We first show that Γ is l.s.c. on X. Indeed, take any point x 0 ∈ X and a open set V such that Γ(x 0 ) ∩ V = ∅. We want to prove that there exists a neighborhood U of x 0 such that Γ(x) ∩ V = ∅ for all x ∈ U . Otherwise, there is a sequence
Hence for each n, there exists y n ∈ Γ(x n ) such that |y 0 − y n | ≤ k|x 0 − x n |. Consequently, y n → y 0 and so y n ∈ V for n sufficiently large. It follows that y n ∈ Γ(x n ) ∩ V for n sufficiently large which is a contradiction. Thus Γ is l.s.c. on X. By the standard arguments, we can also show that Γ is u.s.c. on X.
For each (x, y) ∈ X × Y we put z = (x, y). Define mappingsφ :
SinceΓ is continuous on X × Y with compact values andφ is a continuous function, the maximum theorem (see [1, Maximum theorem, p. 116] ) implies that M is continuous on X × Y . We remark that in [13] Mordukhovich and Nam showed that under certain conditions, M is locally Lipschitz continuous (see [13, Theorem 5.2] ). However, they required that the cost function φ is locally Lipschitzian. As we only need the continuity of M , in Lemma 2.2, we did not require that φ is locally Lipschizian.
The rest of this section is destined for some notion of preferences in R m . The concept of a preference first appeared in the value theory of economics. In the area of multiobjective optimization and optimal control much research has been devoted to the weak Pareto solution and its generalizations. The preference relation between vectors x, y ∈ R m in the sense of weak Pareto is defined by x ≺ y if and only if x i ≤ y i for i = 1, .., m and at least one of the inequalities is strict. In other words, x ≺ y if and only if x − y ∈ R m − and x = y, where R m − := {z ∈ R m : z i ≤ 0, i = 1, 2, ..., m}. In this paper we use more general preference relations for which necessary conditions of the weak Pareto solution and its generalization can be derived and refined from our necessary conditions. Let ≺ be a preference in R m and r ∈ R m . We will call the set L[r] := {s ∈ R m : s ≺ r} a level set at r and L [r] is the closure of L [r] .
We shall use the following definition (see [12, Dedinition 5 .55] and [28] ).
We say that ≺ is regular at r (in the sense of [28] 
It is noted that the regularity notion for preference was introduced by [17] under the name of normal semicontinuity under which it is studied in Chapter 5 of [12] . In the above definition, the regularity is somewhat different from that in Definition 5.69 of [12] , where a preference ≺ is regular at (θ, r) ∈ GphL if
Let us give some examples for Definition 2.3. Example 2.5 (weak Pareto optimal control problem). In a weak Pareto optimal control problem we define the preference by r ≺ s iff r i ≤ s i , i = 1, 2, ..., m, and at least one of the inequalities is strict. It is easy to check that this ≺ satisfies (a) and (b) at any
(r) for all r and θ. Hence (c) is also satisfied. Thus the necessary conditions for (P) with respect to ≺, are true for weak Pareto optimal control problems (see Corollary 4.3).
The Bolza problem with finite Lagrangian
In this section we derive necessary conditions of the Bolza problem
We now fix a feasible process ([a * , b * ], x * ) for the problem and assume the following assumptions which involve positive numbers δ, δ 0 , δ 1 :
for all x, x ∈ x * (t) + δB and v ∈ẋ
, respectively. Moreover, there exist positive constants k 0 , k 1 such that for all u ∈ R n one has
and
We have the following result on necessary conditions for (BP).
Moreover, if (BH4) holds, then
Proof. To prove the theorem, we use a variant of the scheme in [22, Theorem 8.4 .1].
Step1. Take a * ∈ R, g 1 :
local minimizer for the following problem:
Assume that (BH2) and (BH3) are satisfied, g 1 is Lipschitz continuous near x * (a * ), g 2 is twice continuously differentiable near (b * , x * (b * )) and g 3 is Lipschitz continuous near b * . We show that there exist p ∈ W 1,1 and λ ≥ 0 such that
in which k 3 is a Lipschitz constant for g 3 . Moreover, if (BH4) holds then
Conditions (A1)-(D1) follow directly from the fixed end-time conditions [24, Theorem 3] . It remains to prove (E1). For σ > 0 sufficiently small, ([a * , b * − σ], x * ) must have cost not less then that of ([a * , b * ], x * ). Hence we have
We now assume that (BH4) is fulfilled. Define a multifunction
is Lipschitz continuous with rank k 1 in a neighborhood of (x * (b * ), y(b * )), where y is a given constant function. Define the functionẑ :
We see thatż(t) ∈ F (t, x * (b * ), y(b * )). For each σ < δ 1 we put K σ = exp(
) and z(t) = (x(t), y(t)). Since t →ũ(t) and t → L(t, x * (b * ),ũ(t)) are essentially bounded, there exists a constant M > 0 such that
By the Lipschitz continuity of F , we have
This implies that
Fixing any σ ∈ (0, σ 1 ), we define a function x by consternating x * (t), a * ≤ t ≤ b * and
We therefore obtain a feasible process ([a * , b * + σ], x). Since ([a * , b * + σ], x) must have cost not less then that of ([a * , b * ], x * ) we conclude that
Multiplying the latter inequality by λ ≥ 0 and dividing by σ > 0 yields
Thus assertions of Step 1 are obtained.
Step 2. Take a * ∈ R and g :
Assume that (BH2)-(BH3) are satisfied and g is Lipschitz continuous near (x * (a * ), b * , x * (b * )) with a rank k g . We show that there exist p ∈ W 1,1 , real numbers η and λ ≥ 0 such that
Moreover if (BH4) holds, then
Take a sequence K i → ∞ and define
where τ and y are constant functions. Denote by W the set of all ([a * , b], z = (x, τ, y))
W is complete and J i is continuous. Let us define a sequence i by
By similar arguments as in
Step 5, we can show that i → 0. The Ekeland Principle now gives us, for each i, a point (
From (1), it follows that 
According to Step 1, there exist p i , real numbers λ i ≥ 0, η i and r i such that
Assume that (BH4) is fulfilled. Puttingũ i =ũ e , we see that functions u i and
. Moreover for i sufficiently large, the function
By the conclusion of Step 1, one has
Since p i s are bounded and their derivatives are bounded by an integrable function, p i → p uniformly andṗ i →ṗ weakly in L 1 for some p ∈ W 1,1 . A further subsequence extraction ensures that λ i → λ, η i → η for some λ ≥ 0 and η.
By passing to the limits as i → ∞ in (i)-(v), we obtain (B2)-(E2).
Since λ i + p i ∞ + |η i | = 0, by scaling multipliers we can arrange so that λ i + p i ∞ + |η i | = 1. Letting i → ∞ we obtain (A2). The proof of Step 2 is complete.
Step 3. (Necessary conditions for fixed right end-time problem). Take b * ∈ R and g :
Assume that (BH2),(BH3) are satisfied and g is Lipschitz continuous in a neighborhood of (a * , x * (a * ), x * (b * )). We show that there exist p, real numbers ξ and λ ≥ 0 such that
whenever (BH4) is fulfilled.
x, y) = g(−t, x, y) and L (s, x, y) = L(−s, x, −y). By considering a change of independent variable s = −t, it follows that ([a * , b * ], x * ) is a solution of the problem
According to Step 2, there exist p , µ , γ , λ and η such that
whenever (BH6) is fulfilled.
Put ξ = η , λ = λ and p(s) = −p (−s). By simple computation we obtain (A3)-(E3) from assertions (i)-(v).
Step 4. Take
Assume that (BH2) and (BH3) are satisfied, g 1 is Lipschitz continuous near (a * , x * (a * )), g 2 is twice differentiable near (b * , x * (b * )) and g 3 is Lipschitz continuous near b * with rank
According to Step 3, there exist p, real numbers λ ≥ 0 and ξ such that
is also a solution of the problem
a similar argument as in Step 1 shows that
Step 5. We now return to the problem (BP). Let ([a * , b * ], x * ) be a solution of (BP)
We want to show that there exist p, real numbers λ ≥ 0, ξ and η which satisfy the conclusion of Theorem 3.1.
Take a sequence K i → ∞. For each i we put
where τ and y are constant functions. Denote byW the set of all (a, b, z = (x, τ, y)) such that
It is clear thatW is a metric space with respect to metric d induced by the norm
Moreover, J i is continuous onW . Define a sequence i by
We claim that i → 0. In fact, from (BH1) we get 
This implies that
where z := (x, τ, y). Note that sinceẋ According to Step 4, there exist p i , real numbers λ i ≥ 0, ξ i , η i and r i such that
, it follows that that λ + p = 0. By passing to the limit and standard arguments we can show that λ and p satisfy the conclusion of the theorem. The proof of the theorem is complete.
Remark 3.2 Theorem 8.4.1 in [22] gave necessary conditions for problem (P) in the scalar case. It is possible to reduce (BP) to (P)(in the case m = 1). However, it seems that this transformation causes the structure of the problem becoming poor and so it is difficult to obtain the desired conclusions. In the above argument, we exploited the structure of (BP) and gave a direct proof.
Necessary conditions for MOC
In this section we derive necessary conditions for (P). (H1) g is Lipschitz continuous on a neighborhood of (a * , x * (a * ), b * , x * (b * )) with rank k g and C is a closed set. (H2) F is L × B measurable with nonempty values and GphF (t, ·) is closed. (H3) F has the integrable sub-Lipschizian property (see [10] ), that is,
(H4) There exist positive constants c 0 , c 1 , k 0 and k 1 such that
for a.e. t ∈ [a * − δ, a * ] and for all x, x ∈ x * (a * ) + δB;
In what follows H(t, x, p) := sup{ p, v : v ∈ F (t, x(t))} and ess τ →t f (τ ) is the essential value of a real value function f at t ∈ I ⊂ R, that is, ess τ →t f (τ ) We refer the reader to [22, Proposition 8.3 .2] for properties of essential values.
We are ready to state our main result Theorem 4.1 Suppose x * is a W 1,1 local minimizer of (P), preference ≺ is regular at g(a * , x * (a * ), b * , x * (b * )) and assumptions (H1)-(H4) are satisfied. Then there exist an
According to Lemma 7 in [24] it follows from (H3) that ρ F (t, ·, ·) satisfies condition (BH3) for a.e. t ∈ [a * , b * ]. Put
It is clear that W is a complete metric space and S is a closed set in W . Fix N and reduce the size of such that ([a * , b * ], x * ) is the solution of (P) in S . As in [24] and [2] , we use a variant of Ioffe's scheme [8] by considering two following possible situation: (a) There exist ∈ (0, ) and K > 0 such that for any ([a, b], x) ∈ W , one has
We claim that ϕ is l.s.c. on W × Ω k . Indeed, assume that ((a, b, x), θ) ∈ W × Ω k and
The Ekeland principle gives us, for each k, a point (
for all ((a, 
This contradicts to the fact that ([a * , b * ], x * ) is a minimizer.
Put
Also, substituting θ = χ k into (9), it follows that
Combining this with (5) yields
is a W minimizer of the Bolza problem:
It is easy to check that hypotheses (BH1)-(BH3) hold for l and L. By Theorem 3.1, there
Fix any σ < δ. By (H4) we can find essentially bounded selections u k andũ k of F (·, x k (a k )) and F (·, x k (b k )), respectively such that
Moreover the function x → L(t, x, u) is Lipschitz continuous with rank k 0 in a neighborhood x k (a k ) for k sufficiently large and for a.e.
Hence (BH4) is fulfilled. By the conclusion of Theorem 3.1 we have
Since p k 's are bounded and their derivatives are bounded by an integrable function, p k → p uniformly andṗ k →ṗ weakly in L 1 for some p ∈ W 1,1 . A further subsequence extraction ensures that λ k → λ, η k → η, ξ k → ξ.
By passing to the limit as k → ∞ in (A) we obtain (i). From (B) and Lemma 2.1, we haveṗ
Passing to the limit as k → ∞ yieldṡ
Hence (ii) follows. As
passing to the limit in (C) and (D), we obtain (iii) and (iv), respectively. By Lemma 2.2, H(t, ·, ·) is continuous for a.e. t. Passing to the limit in (10) and (14), and using properties of essential values (see [22, Proposition 8 
By (H4), we have
Hence sup 
Combining (16) 
which means that ξ ∈ ess t→a * H(t, x * (a * ), p(a * )). By similar arguments, we can show that η ∈ ess t→b * H(t, x * (b * ), p(b * )). Thus (v) follows.
It is clear that (18) Hence
. By letting k → ∞ we get λ 0 = 0. This contradicts to λ 0 = 1.
If (x k (t),ẋ k (t)) / ∈ GrapF (t, ·) then (D') implies that p k (t) ∈ λ k ∂ẋρ F (t, x k (t),ẋ k (t)) + λ k k B.
By Lemma 2.1, |p k (t)| ≥ λ k − λ k k . This implies that
By letting k → ∞ we obtain λ 0 = 0 which is absurd. Thus it must have p = 1 − λ 0 = 0. By scaling multipliers, we can assume that p = 1. Hence we obtain the conclusion of the theorem by putting λ = 0. The proof is complete.
We remark, as pointed out by a referee, that actually the "regularity" (normal semicontinuity) assumption on the preference is not needed in the main Theorem 4.1 if we use the extended limiting normal cone mentioned above for the level set instead of the basic/limiting one. Let us give some corollaries of Theorem 4.1.
When m = 1, (P) becomes single objective problem. In this case, we have 1,1 local minimizer of (P) and assumptions (H1)-(H4) are satisfied. Then there exist an arc p ∈ W 1,1 , real numbers λ ≥ 0, ξ and η such that (i) λ + p ∞ = 1, (ii)ṗ(t) ∈ co{α : (α, p(t)) ∈ N GrphF (t,·) (x * (t),ẋ * (t))} a.e., (iii) (−ξ, p(a * ), η, −p(b * )) ∈ λ∂g(a * , x * (a * ), b * , x * (b * )) + N C (a * , x * (a * ), b * , x * (b * )), (iv) p(t),ẋ * (t) = H(t, x * (t), p(t)) a.e.t ∈ [a * , b * ], (v) ξ ∈ ess t→a * H(t, x * (a * ), p(a * )) and η ∈ ess t→b * H(t, x * (b * ), p(b * )).
When (P) is a weak Pareto optimal control problem, we have Corollary 4.3 Suppose x * is a weak Pareto solution to the multiobjective optimal problem (P) and assumptions (H1)-(H4) are satisfied. Then there exist an arc p ∈ W 1,1 , real numbers λ ≥ 0, ξ, η a a vector w ∈ R m + with m i=1 w i = 1 such that (i) λ + p ∞ = 1, (ii)ṗ(t) ∈ co{α : (α, p(t)) ∈ N GrphF (t,·) (x * (t),ẋ * (t))} a.e., (iii) (−ξ, p(a * ), η, −p(b * )) ∈ λ∂ w, g(a * , x * (a * ), b * , x * (b * )) + N C (a * , x * (a * ), b * , x * (b * )), (iv) p(t),ẋ * (t) = H(t, x * (t), p(t)) for a.e. t ∈ [a * , b * ], (v) ξ ∈ ess t→a * H(t, x * (a * ), p(a * )) and η ∈ ess t→b * H(t, x * (b * ), p(b * )).
To provide some perspective what we have obtained, in the rest of the paper we give an illustrative example. 
