In the highly fragmented truckload transportation industry a substantial fraction of truck movements involves empty trucks, i.e., involves moves that reposition trucks. However, reducing the amount of truck repositioning is difficult because the need for a carrier to reposition its trucks depends on the interactions between the shippers the carrier is serving. Through collaboration, shippers may be able to identify and submit sequences of continuous loaded movements to carriers, reducing the carriers' need for repositioning, and thus lowering the carriers' costs. A portion of the carriers' cost savings may be returned to the shippers in the form of lower prices. We discuss optimization technology that can be used to assist in the identification of repeatable, dedicated truckload continuous move tours with little truck repositioning. Timing considerations are critical to practical viability and are a key focus of our efforts. We demonstrate the effectiveness of the algorithms developed on various randomly generated instances as well as on instances derived from data obtained from a strategic sourcing consortium for a $14 billion dollar sized US industry.
Introduction
The growing interest in collaborative logistics is fuelled by an ever increasing pressure on companies to operate more efficiently, the realization that suppliers, consumers, and even competitors, can be potential collaborative logistics partners, and the connectivity provided by the Internet.
In the trucking industry, shippers and carriers are continuously facing pressures to operate more efficiently. Traditionally shippers and carriers have focused their attention on controlling and reducing their own costs to increase profitability, i.e., improve those business processes that the organization controls independently. More recently, shippers and carriers have focused their attention on controlling and reducing system wide costs and sharing 1 Ozlem Ergun was supported in part under NSF grants DMI-0238815 and DMI-0427446. 2 Martin Savelsbergh was supported in part under NSF grant DMI-0427446.
these cost savings to increase everyone's profit. A system-wide focus, e.g., a collaborative focus, opens up cost saving opportunities that are impossible to achieve with an internal company focus. A good example is the empty repositioning of trucks. To execute shipments from different shippers a carrier often has to reposition its trucks empty. Shippers have no insight into how the interaction between their shipments affects a carrier's need to reposition its trucks. However, shippers are implicitly charged for these repositioning costs. No single participant in the logistics system controls empty repositioning costs, so only through collaborative logistics initiatives can these costs be controlled and reduced.
Collaborative transportation networks, such as those managed by Nistevo (www.nistevo.com) and Transplace (www.transplace.com), are examples of collaborative logistics initiatives focused on bringing together shippers and carriers to increase truck utilization and reduce logistics costs. For example, analysts at Nistevo have been able to identify a repeatable dedicated 2,500-mile continuous move tour for two of the members of the Nistevo network visiting distribution centers, production facilities, and retail outlets [14] . The tour has resulted in a 19% savings for both shippers (over the costs based on one-way rates) and the carrier is experiencing higher margins through better truck utilization and lower driver turnover through more regular driver schedules. Identifying tours minimizing empy truck repositioning costs in a collaborative logistics network is no simple task. When the number of members of the network, and thus the number of truckload movements to consider, grows, the number of potential tours to examine becomes prohibitively large. In that case, optimization technology is needed to assist the analysts.
We discuss the development of optimization technology that can be used to assist in the identification of repeatable, dedicated truckload continuous move tours. This technology is of value for companies that regularly send truckload shipments, say several days of the week, and are looking for collaborative partners in similar situations to cross-utilize a dedicated fleet, or strengthen their negotiating position during transportation procurement. In situations where shippers regularly send truckload shipments, it is common to find contracts in which carriers dedicate a portion of their fleet to the shipper, but then transfer responsibility for all costs, including repositioning costs, to the shipper. Thus, it is in the interest of the shipper to find partners to most effectively use the dedicated fleet.
Timing considerations are critical to the practical viability of continuous move tours and are a key focus of our efforts. We have developed a highly effective and extremely efficient heuristic that incorporates, among others, fast routines for checking time-feasibility of a tour in the presence of dispatch time windows and for minimizing the duration of a tour by appropriately selecting a starting location and departure time. We demonstrate the effectiveness of the algorithms developed on various randomly generated instances and on instances derived from data obtained from a strategic sourcing consortium for a $14 billion dollar sized US industry.
The basis for the proposed optimization technology is a heuristic for the time-constrained lane covering problem. The lane covering problem was introduced in Ergun et al. [5] and represents the core optimization problem: covering a set of lanes, i.e., shipments, with a set of cycles, i.e., continuous move tours, of minimum cost. The time-constrained lane covering problem captures the additional complexities introduced when considering dispatch windows on the lanes.
The benefits of continuous move tours depend on the pricing model employed by a carrier.
Different carriers have different schemes for incorporating repositioning costs in the price charged for a one-way move between two locations. The simplest scheme applies a markup factor to the cost of a one-way move, e.g., 20 percent, to cover anticipated repositioning costs. More sophisticated schemes may take the destination location into account, because the destination location is typically a good indicator of the expected repositioning costs.
Our proposed methodology is flexible and can accommodate a variety of carrier pricing models. For convenience, we assume a simple pricing model for most of our presentation and discussion. However, for the computational study with real-life data from a strategic sourcing consortium, we have used a pricing model representative of those used in practice.
As mentioned above, we focus on optimization technology that can be used to assist in the identification of repeatable, dedicated truckload continuous move tours. However, the technology can be adapted straightforwardly to handle more dynamic situations, in which continuous move paths (as opposed to tours) are constructed, extended, and modified based on truckload shipments being revealed to a dispatcher over time.
Finally, we observe that even though the need for and the value of our optimization technology is presented from a shippers' perspective, it is in essence optimization technology that solves a carrier's problem, namely the problem of constructing a set of truck tours serving a set of contracted lanes with as few empty repositioning moves as possible.
The remainder of the paper is organized as follows. In Section 2, we briefly review related literature. In Section 3, the Lane Covering Problem and the Time-Constrained Lane Covering Problem are introduced. In Section 4, we discuss various solution approaches. In Section 5 we present the results of an extensive computational study. In Section 6 we discuss the results of a real-world case study. Finally, in Section 7, we discuss possible extensions and their associated challenges.
Related Literature
As minimizing truck repositioning is so important in truckload transportation, it is discussed in other truckload transportation procurement studies as well. Much of the research reported in the literature, though, has focused on truckload transportation procurement for a single shipper. In that setting, the typical goal is to identify a set of carriers that can serve a shipper's set of lanes at minimal cost. Moore et al. [15] develop a simulation and optimization tool, which in real-time identify two lanes that can be served in sequence and a set of carriers that can serve both of these lanes. The tool is used by a centralized transportation procurement department at Reynolds Metal Company. Centralizing procurement and aggressive searching for continuous move opportunities has resulted in $7 million of annual savings in transportation costs. Caplice and Sheffi [4] describe a combinatorial auction run by a shipper to determine the minimum cost allocation of its lanes to carriers. Here it is assumed that the carriers will bid on bundles of lanes based on the operational synergies that such bundles will create in their existing network. (Our optimization technology can easily be modified to assist carriers in identifying such bundles of lanes and operational synergies.) Song and Regan [18] also investigate combinatorial auctions as a means for a shipper to procure truckload transportation services. They simulate such an auction to assess the benefits for both the shipper and the carriers. Their study, however, uses a fairly simple model for representing the way in which carriers identify tours minimizing the cost of covering lanes. Their model, for example, ignores any temporal constraints, such as dispatch windows, associated with lanes.
Another related stream of research focuses on truckload operations (as opposed to truckload transportation procurement). There, the focus is on how to best manage the fleet of trucks of a single carrier in response to dynamic demand. A few representative examples of that stream of research include Powell et al. [16] , who describe the development of a stochastic network model for assigning loads to drivers and trucks taking into consideration a high level of demand uncertainty, Yang et al. [20] who study different on-line strategies for assigning and reassigning trucks to transportation requests, as well as the value of advanced information for such schemes, and Powell et al. [17] , who discuss an online driver assignment model and the issues and challenges arising when implementing such a model at a carrier.
Lane Covering Problems
The Lane Covering Problem (LCP) can be stated as follows. Given a set of lanes, find a set of tours covering all lanes such that the total duration of the tours is minimized. More formally, given a complete bi-directed Euclidean graph D = (V, A) with node set V , arc set A, lane set L ⊆ A, and travel time t a for each a ∈ A, find a set of directed cycles covering the lanes in L of minimum total duration. The LCP can be solved in polynomial time as it can be formulated as a min-cost flow problem [5] . Unfortunately, as soon as additional constraints are imposed on the cycles the associated lane covering problems become much more difficult. For example, the duration constrained lane covering problem (DCLCP), in which the duration of a cycle has to be less than or equal to a prespecified bound, is NP-hard [5] .
As mentioned in the introduction, we focus on developing technology for identifying repeatable, dedicated truckload continuous move tours for companies that regularly send truckload shipments and are looking for collaborative partners. Properly incorporating timing considerations in this technology is of critical importance to the practical viability. There are two sources of temporal constraints: dispatch time windows on the loads to be transported and Department of Transportation Hours of Service regulations. Regularly scheduled truckload movements are usually referred to as lanes and are specified by an origin, a destination, and a dispatch window. The dispatch window indicates the time interval in which the load to be moved should be dispatched, for example Mondays between 8am and 2pm.
A dispatch window incorporates information on the time at which the load to be moved is ready as well as information on the time at which the load needs to depart to ensure it will reach its destination on time. Department of Transportation Hours of Service regulations limit driving and duty hours of truck drivers. Truck drivers may not drive more than 11 hours following 10 hours off-duty, may not drive beyond the 14th hour after coming on-duty, and may not drive after 60/70 hours on-duty in 7/8 consecutive days. From an algorithmic perspective dispatch windows pose more interesting challenges.
Consequently, we focus on the Time-Constrained Lane Covering Problem (TCLCP), which we define as follows. For a given set of lanes, find a set of tours covering all lanes such that the total duration of the tours is minimized and the dispatch windows are respected.
More formally, given a complete bi-directed Euclidean graph D = (V, A) with node set V , arc set A, and travel time t a for each a ∈ A, a period length T , and a lane set L, where each lane l ∈ L is specified by an arc a ∈ A and a dispatch window [e l , l l ] (e l , l l ≤ T ), find a set of time-feasible directed cycles covering the lanes in L of minimum total duration. A directed cycle C is time-feasible if we can identify a first arc in the cycle and we can assign a departure time d a to the origin of each arc a ∈ C in such a way that d a + t a ≤ d suc(a) for all arcs in the cycle except for the last arc, where suc(a) denotes the immediate successor of arc a in the cycle, and
l, and such that the duration of the cycle is less than or equal to T , i.e., the time elapsed between the departure at the origin of the first arc and the return to the origin of the first arc is less than or equal to T . The latter condition ensures that the cycle can be repeated every period.
Observe that if a cycle is time-feasible, then it is time-feasible regardless of the arc chosen as the first arc. To see this, suppose there exists an arc and a departure time at the origin of that arc that results in a duration of the cycle of less than or equal to T . Since a single driver can complete the entire cycle in a single period, that driver can serve the same cycle every period. The driver visits each of the points (origins and destinations of the arcs) once in every period. In other words, the driver returns to each of the points of the cycle within at most time T from the departure from that point. But that means, that the cycle is time-feasible regardless of the arc chosen as first arc. However, the duration of a time-feasible cycle does depend on the arc chosen as the first arc. Therefore, the first arc of a time-feasible cycle should be chosen such that the cycle has minimum duration. Since a cycle repeats every period, this is equivalent to choosing the first arc of a time-feasible cycle in such a way that the difference between the return to the origin of the first arc and the departure from the origin of the first arc in the next period is the maximum possible.
We have been unable to find any literature specifically dealing with TCLCP. However, there does exist a body of literature on related covering problems. The cycle covering problem (CCP) looks for a least cost cover of a graph with simple cycles, each containing at least three different edges. This constrained version of the Chinese Postman Problem (CPP) was shown to be NP-hard on general graphs by Thomassen [19] and to be equivalent to the CPP on planar graphs by Guan and Fleischner [8] and Kesel'man [12] . Itai et al. [10] provided an upper bound for CCP on 2-connected unweighted graphs and gave a polynomial time algorithm which finds such a cover. Improvements to this bound were proposed by Bermond et al. [3] , Alon and Tarsi [1] , Fraisse [7] , Jackson [11] , and Fan [6] , and a simple heuristic was proposed and tested by Labbe et al. [13] . Most recently, Hochbaum and Olinick [9] developed and tested heuristics for a constrained version of the CCP where no cycle in the cover contains more than a prescribed number of edges.
Solution Approaches
The TCLCP has a natural set covering formulation. Let C represent the set of all timefeasible cycles. We may assume that each cycle C ∈ C is such that C ∩ L = ∅. Let c C denote the cost of cycle C, let l C be 1 if lane l is on the cycle C and 0 otherwise, and let x C be a 0-1 variable indicating whether cycle C is selected or not. Then TCLCP can be formulated as the following set covering problem
Note that a lane may be covered by more than one cycle, but that in all but one cycle the corresponding arc of the cycle represents asset repositioning (or deadheading). This observation causes complications when the cost of moving loaded is different from moving empty. In that case, the cost c C of a cycle is no longer uniquely determined as it depends on the "role" of each arc in the cycle, i.e., whether it represents repositioning or not. By explicitly defining, in advance, the role of an arc in a cycle, i.e., whether it covers a lane or whether it represents repositioning, we can get around this issue at the expense of a larger set of cycles. For each cycle, we can generate its "siblings" by replacing one or more arcs covering lanes with arcs representing repositioning, ensuring that we never replace two consecutive arcs. The process is illustrated in Figure 1 . If the cycle in Figure 1 We focus on developing an effective and efficient heuristic for TCLCP as instances encountered in practice are expected to be large. We have implemented a greedy heuristic that generates a large number of time-feasible cycles (potentially all) and greedily selects a subset of those cycles to cover the lanes based on some criterion measuring the desirability or attractiveness of a cycle. After all lanes are covered we perform a local improvement step to improve the solution.
A natural way to capture the desirability of a cycle is through the ratio of the sum of the travel times of the lanes covered by the cycle and the duration of the cycle (the sum of travel and waiting time). This cover ratio takes on values in (0,1] and a higher value indicates a more desirable cycle.
The basic greedy heuristic iteratively selects a cycle with the highest cover ratio until all lanes have been covered. This involves sorting the set of cycles, selecting a cycle, and then deleting all cycles that cover one or more lanes of the selected cycle. These operations can efficiently be implemented using heaps and reference lists.
Cycle Generation
We generate time-feasible cycles using a recursive procedure. For each lane ∈ L, we construct all simple paths starting with and ending with a lane arc and consisting of lane and repositioning arcs. We then connect the endpoints of the constructed path, if necessary, with the appropriate repositioning arc to convert the path into a cycle. To control the number of cycles generated, we employ two simple limits: (1) we restrict the travel time of the repositioning arcs on the path to be smaller than a predefined value R (there is no restriction on the travel time of the repositioning arc connecting the endpoints of the path),
and (2) For a cycle to be time-feasible, it has to respect the dispatch windows and its duration has to be less than the period length. Because of the dispatch windows, the duration of a cycle may include waiting time. The waiting time on a cycle depends on the lane arc chosen to be the first arc of the cycle and the departure times at each of the lane arcs in the cycle.
Therefore, the first arc of the cycle and the departure times at each of the lane arcs in the cycle should be chosen in such a way that the total waiting time along the cycle is minimum.
Note that the set of departure times resulting in the minimum total waiting along a cycle is not unique. We set the departure time at the origin of the first arc to be the earliest time which results in the minimum total waiting time along the cycle and the departure times of the remaining lane arcs in the cycle to the earliest feasible departure time. This set of departure times yields the earliest departure time at the last lane arc in the cycle given that the waiting time along the cycle is minimum. Throughout the construction of time-feasible cycles we monitor and update, if necessary, the departure times on the active path to maintain this (invariant) property.
There may be flexibility with respect to the departure time at the origin of the first arc in the path, in the sense that departing a little later may not affect the total waiting time along the path. We define the difference between the latest and the earliest departure time at the origin of the first arc in the path resulting in minimum total waiting time along the path as the flexibility of the path, denoted φ P . Figure i.e.,P = P ∪ (head(P ), tail(ˆ ). The required time to traverse the cycle that forms whenˆ is added to the base path is computed as follows. First, we compute the beginning and end of the dispatch window ofˆ relative to σ P , say t 1 and t 2 respectively. That is t 2 = lˆ − σ P if can be delayed by at most φ P , the flexibility of the base path. So the minimum waiting time at laneˆ iswˆ = max{wˆ − φ P , 0}. Note that the waiting time along the base path does not change and that the waiting time along the new path P new (P new =P ∪ˆ ) is equal to the waiting time along the base path pluswˆ . We now have all the information we need to compute the duration of new cycle, and, if necessary, the duration, departure, and flexibility of the extended base path:
The above arguments show that we can handle lane dispatch windows during cycle gen-eration without increasing the time complexity, because testing feasibility and maintaining path information takes constant time.
Cycle Duration Minimization
Recall that if a cycle is time-feasible, then it is time-feasible regardless of the lane arc chosen as the first arc of the cycle. Therefore, the first arc of a time-feasible cycle should be chosen such that the cycle has minimum duration. Since a cycle repeats every period, this is equivalent to choosing the first arc of a time-feasible cycle in such a way that the difference between the return to the origin of the first arc and the departure from the origin of the first arc in the next period is the maximum possible.
The cycle generation procedure described above does not necessarily result in an ordering of the arcs that results in the minimum cycle duration. To illustrate this, consider the instance shown on the left in Figure 3 with four lanes given in Figure 3 .
The difference ∆ i between departure time and arrival (return) time at i can now be computed as:
The last term ensures that we arrive at the origin of 1 at or before the time of the departure in the next period. The duration of C i is equal to T − ∆ i , therefore the lane that results in the largest value of ∆ i should be chosen as the first arc of the cycle.
Because the algorithm makes two passes through the cycle it has a linear time complexity. 
Algorithm 2 Backward Pass
d ← l 1 + T s ← ∞ s ← 0 for i = k, ..., 2 do s i ← 0 d ← d − t i−1,i if d > l i then s i ← (d − l i ) s ← s + min(s i ,s) d ← l i end if s ← min(d − e i ,s) d i i = d a i 1 = l 1 + T − s end for
Local Improvement
By adjusting the limit on the travel time of the repositioning arcs on the base path and the limit on the number of lanes in a cycle, we have control over the number of cycles produced during cycle generation. With a smaller limit on repositioning time and a smaller limit on the number of lanes allowed in a cycle, fewer cycles are generated. However, with fewer cycles to choose from, greedy selection may not produce high quality lane covers.
Therefore, we have developed a local improvement scheme that merges cycles from a cycle cover by removing the longest repositioning arcs from each cycle and by optimally reconnecting the two resulting directed paths to form another cycle. An example of a cycle merge is shown in Figure 7 . In this example, each of the two cycles consists of two lane Such a merge improves the current cycle cover if the sum of the durations of the initial cycles C 1 and C 2 is more than the duration of the merged cycle C 12 . Given an initial cycle cover C = {C 1 , C 2 , . . . , C N }, the optimal set of cycle merges can be obtained by finding a minimum cost matching on the digraph
for (i, j) ∈ A C . Unfortunately, finding an optimal matching on D C becomes computationally expensive when D C gets large. Hence, we have also developed a greedy merge heuristic.
Our greedy merge heuristic first identifies all feasible and beneficial cycle merges and stores them in a heap data structure with respect to the magnitude of their benefits. Then the most improving cycle merge is implemented and the cycles that were involved are taken out of consideration for future merges. (See Algorithm 3.)
if cycles C k and C l are not marked as merged then merge C k with C l and mark them as merged end if end while
Note that the local improvement algorithms are run iteratively. That is, after a set of cycle merges has been identified and implemented, we repeat the local improvement procedure on the new cycles by setting up and solving another matching problem or by re-applying the GreedyMergeheuristic. Local improvement terminates when we can no longer identify a beneficial cycle merge on the set of cycles created in a previous iteration.
Computational Experiments
We have conducted a set of computational experiments to assess the overall effectiveness of the algorithms proposed and to analyze the impact of instance size (number of points and number of lanes) and instance characteristics (presence of clusters, supply chain structure, and dispatch time width) on the performance of the proposed algorithms in terms of quality and efficiency.
Instances
We have evaluated the algorithms on randomly generated Euclidean instances. Random instance generation is controlled by the following parameters: the number of points, the fraction of points in clusters, the number of points per cluster, and the number of lanes.
Clusters are introduced to represent geographical concentrations of points, such as metropolitan areas. For a set of instances, we also impose a supply chain structure by dividing the set of points into three classes representing: suppliers, plants and distribution centers, and customers. The fraction of points belonging to each class and the fraction of lanes between points in any two classes are given. These instances will be referred to as supply chain instances (SC-instances). Given the number of points, the fraction of points in clusters, and the number points per cluster, the number of clusters and a cluster radius are determined.
As the number of points in an instance increases, we let the cluster radius decrease in order to avoid overlapping clusters. Next, the centers of the clusters are determined uniformly at random within a 1, 800 × 1, 800 miles square region. The points within each cluster are generated by randomly determining their coordinates using a Normal distribution, N (0, 1), and the cluster radius. Finally, the points that are not in clusters are generated by determining their coordinates uniformly at random within the square region. If the instance being generated is a SC-instance, then each point generated is assigned a type: it is either a supplier, or a plant or distribution center, or a customers with probability 0.2, 0.1, and 0.7, respectively. Once all the points are generated the complete bi-directed Euclidean graph defined by these points is formed. Next, the desired number of lanes are randomly selected from among the arcs of the complete bi-directed graph ensuring that each point has at least one lane incident to it and there are no lanes with an origin and a destination in the same cluster. For the SC-instances, we only allow lanes between suppliers and plants and distribution centers, among plants and distribution centers, and between plants and distribution centers and customers. Furthermore, we ensure that each supplier has at least one outgoing lane, each plant and distribution center has at least one incoming and one outgoing lane, and each customer has at least one incoming lane. Finally, after all the lanes are generated we determine the dispatch time window for each lane. The dispatch time window length is set to one of 2, 4, 6, or 12 hours for all lanes in each experiment. Given a lane, a day of the week is chosen randomly as the dispatch day. Once the dispatch day is known, then the beginning of the dispatch window is picked randomly between 8am and (8pm -dispatch time window length).
To properly analyze the performance of the algorithms, we have generated instances for several different parameter settings. We have varied the number of points, the fraction of points in clusters, the number of points per cluster, the number of lanes, and the width of the dispatch windows. More specifically, we generated instances with 300, 400, and 500 points, 
Results
With our first set of experiments, we aim to better understand the impact of the algorithm parameters that affect the construction of an initial solution, i.e., the generation and selection of time-feasible cycles. We use 48 randomly generated instances grouped into 6 sets based on their size (i.e., number of points and number of lanes). In each set, there are instances with and without a supply chain structure and with different cluster characteristics. Furthermore, we assume that all lanes have a 12 hour dispatch window which starts at 8am in the morning.
We present the quality of a solution by means of the repositioning distance as a percentage of the total distance, denoted by ρ dist , and the non lane travel time as a percentage of the total time (which also captures waiting time at pickup locations), denoted by ρ time .
Recall that to control the number of cycles generated (to reduce memory usage and computing time), we restrict the travel time of all but one of the repositioning arcs on the cycle and we restrict the total number of lanes in a cycle.
In the first experiment, we limit the number of lanes in a cycle to at most six and vary the travel time limit on repositioning arcs, i.e., R is set to the driving times corresponding to 1, 10, 25, and 50 miles. The quality of the solutions produced, the number of cycles generated, and the CPU time required for constructing the solutions are presented in Table 1 , 2 and 3, respectively. We observe that the solution quality increases steadily as the value of R increases, but that, at the same time, the number of cycles created and the run times increase exponentially. We also observe that ρ dist and ρ time are 2-3 percentage points lower for instances with the higher lane-to-point ratio 5. This is most likely the result of the fact the number of opportunities for time-feasible continuous moves increases when the number of incoming and outgoing arcs at a point increases.
Next, we limit the travel time of repositioning arcs to 25 and vary the maximum number of lanes in a cycle, i.e., K = 3, 4, 5, and 6. The results can be found in Table 4 . We see that the quality of the solutions is almost identical for all values of K. This suggests that high quality solutions typically involve only a small number of lanes. This may be a consequence of the criterion for choosing cycles, i.e., the cover ratio. The cover ratio,
i.e., the ratio of the sum of the travel times of the lanes covered by a cycle and the duration of that cycle, favors cycles with little empty repositioning and waiting time. It is more likely to find cycles with a high cover ratio among cycles with only a few lanes. Therefore, the results may be different when other criteria are used for cycle selection. On the other hand, cycles with only a few lanes are preferred in practice as the chance for failed continuous moves is smaller in cycles with only a few lanes.
Next, we investigate the effectiveness of local improvement and the impact of using the greedy merge heuristic (GMH) as opposed to solving the matching problems optimally (OM). Our computational experiments revealed that the initial solution characteristics did not change the comparative performance of GMH and OM. Therefore, we compare the performance of the two methods starting from an initial solution consisting of only trivial 2-cycles, i.e., cycles representing moving a load and returning empty. We use the same instances as before. Note that local improvement is applied iteratively. After a set of cycle merges has been identified and implemented, we continue the local improvement by setting up and solving another matching problem with time-feasible and beneficial cycle merges.
The procedure terminates when no beneficial cycle merges can be identified on the set of cycles from a previous iteration. The results can be found in Table 5 , where we present the value of the solution obtained by the greedy merge heuristic (GMH) and the value obtained when the matching problem is solved to optimally (OM).
First, we observe that local improvement is very effective. In the starting solution, i.e., the dense instances, with lane-to-point ratio 5, the solutions obtained are about 3 percentage points better, but that the running time is an order of magnitude larger. This is due to the fact that the number of time-feasible and beneficial cycle merges is significantly larger. In the rest of the paper, we use the greedy merge heuristic as our local improvement algorithm due to its computational efficiency. Table 6 shows ρ dist and ρ time for the solutions produced by the greedy heuristic followed by the greedy merge heuristic (for different values of R) and for the solutions produced by the greedy merge heuristic when started from 2-cycle solutions. We can make the following observations regarding the results in Table 6 . First and foremost that local improvement is very effective. The solutions reported for R = 1, 10, 25, and 50, are substantially better than those reported in Table 1 . An additional 5-6 percentage points is shaved off from even the best solutions obtained using the greedy construction heuristic by itself. This indicates that to obtain high quality continuous move tours it is necessary to include several relatively long asset reposition moves. This is a valuable observation, because planners and analysts without access to decision support technology may not naturally consider such solutions. The presence of dispatch windows most likely increases the need to include relatively long asset repositioning moves in high quality continuous move tours as dispatch windows may invalidate connections that appear to be attractive geographically. The fact that we search for continuous moves tours (as opposed to continuous move paths) probably also contributes to the need for relatively long empty repositioning moves.
Second, that the quality of the starting solution does not appear to have a major impact.
Even starting from a trivial 2-cycle solution results in high quality solution. In fact, the best solutions are obtained when starting from a 2-cycle solution. Finally, we mention that the increase in running times as a result of local improvement is negligible (at most 2 seconds).
To be able to truly assess the performance of our proposed solution approach, we have tried to solve a number of small to medium size instances to optimality. To solve an instance to optimality, we generated all time-feasible tours (i.e., no restriction on the travel time of repositioning arcs and no restriction on the number of lanes in a cycle) and solved the resulting set partitioning problem to optimality using XPRESS-Optimizer 2005B. For studying the effects of working with a restricted set of cycles, we also solve the set partitioning problem with only the cycles generated when R = 100. The results can be found in Table 7 and 8, respectively. The tables contain a few empty cells, as we were unable to solve some of the larger instances to optimality due to either excessive memory requirements or excessive computation time requirements. A number of observations can be made regarding the results. First, and most importantly, our approach produces near optimal solutions. Starting from the trivial 2-cycle solution and repeatedly performing the greedy merge heuristic results in solutions that are never more than 4 percentage points higher than the optimal solution and in many cases the difference is only 2-3 percentage points. This is due, most likely, to the fact that the number of lanes covered by the cycles in an optimal solution tends to be very small. Of the cycles in optimal solutions approximately 57% cover two lanes, approximately 27% cover three lanes, while only less than 5% cover four lanes or more. Second, as expected, that the number of time-feasible cycles grows rapidly with the instance size and that the set partitioning problems become very difficult when the number of cycles is large. On the other hand, for all the instances used in this experiment, performing the local improvement starting from the trivial 2-cycle solution never takes more than one second.
Next, we analyze the effect of the width of the dispatch windows on the number of timefeasible cycles and the solution quality. For these experiments, we start the greedy merge heuristic from an initial solution generated by the greedy heuristic with R = 25 and from the trivial 2-cycle covers. We use the same randomly generated instances as before except for the dispatch window widths. We use dispatch window widths of 2, 4, 6, and 12 hours and choose the start of the dispatch windows randomly for instances with dispatch window widths less than 12 hours. Once chosen, the start of the dispatch windows for each lane is kept constant for all instances. The results are presented in Tables 9 and 10 .
As expected, we observe that as the dispatch window widths get narrower the quality Table 9 : Quality of solutions for the construction and improvement heuristics combined for varying dispatch window widths. of the solutions decreases substantially. In fact, ρ dist for instances with 2 hour dispatch windows is about 5 percentage points higher for low density instances and about 4 percentage points higher for high density instances than ρ dist for instances with 12 hour dispatch windows. Similarly, ρ time for instances with 2 hour dispatch windows is about 7 percentage points higher for low density instances and about 5 percentage points higher for high density instances than ρ time for instances with 12 hour dispatch windows. We see again that the impact of changes, in this case dispatch window width, is less severe for high density instances where the number of opportunities for beneficial continuous moves is larger. The results show, as expected, that there is both an increase in empty mileage and in waiting time. We also observe that as the dispatch window width increases the number of cycles generated by the greedy heuristic increases and so does the number of cycles that can be merged (not presented in the tables). Finally, we note that for all dispatch window widths starting the local improvement from the 2-cycle solution, as opposed to starting from the solution generated by the greedy algorithm, performs best.
Next, we analyze the effects of geographical instance characteristics. Instances are characterized by the number of points, the fraction of points in clusters, the number of points in a cluster, the number of lanes, and whether or not there is a supply chain structure. In Tables 11 and 12 we present results for instances grouped by whether or not a supply chain structure is present (Yes/No), their density (i.e., the ratio of number of lanes to number of points (2 or 5)), and the fraction of points in a cluster (0.5, 0.6, 0.7, or 0.8). Each of these 16 groups has three members with 300, 400, and 500 points. The dispatch window widths are set to 12 hours starting at 8am. Table 11 shows that when a supply chain structure is present in instances, the solution quality is worse. We believe this suggests that when a supply chain structure is present an increase in reposition miles is inevitable. The reason for the increase in reposition miles is the fact that a large fraction of the points has no incoming arcs (points representing suppliers)
and an even larger fraction of the points has no outgoing arcs (points representing customers).
Therefore, fewer natural connections are present. This view is supported to some extend by the results in Table 12 , which show that the number of cycles generated in the construction phase is smaller for instances with a supply chain structure. The number of cycles generated in the construction phase also suggests an explanation for the higher quality solutions we have observed for high density instances. The presence of dispatch windows invalidates many continuous moves that look good from a geographical perspective, i.e., involve only a short repositioning move. Relatively speaking, this happens less frequently in high density instances because the in-and out-degree of the points are higher. This is reflected in the number of time-feasible cycles generated. When the density is high, the number of cycles generated is much higher. Combined these observations clarify the differences in gap sizes between low and high density instances.
A Real-World Case Study
Group purchasing organizations have become common place in the modern business world.
A group purchasing organization seeks to achieve cost reductions by combining purchasing power to negotiate discounts. Their success in the area of product procurement, e.g., raw materials, has lead to companies to explore whether a group purchasing organization may also be effective when it comes to procuring services, e.g., truckload transportation.
To assess the potential value of collaborative purchasing of truckload transportation services and to prepare itself for negotiations with truckload carriers a group purchasing organization has to solve a time-constrained lane covering problem.
We have conducted a study for one such organization in which we assessed the potential value of collaborative transportation procurement for individual member companies, by coordinating purchasing of inbound and outbound truckload transportation services, and across member companies, by collaboratively purchasing all truckload transportation services.
To estimate the savings associated with offering collaborative continuous moves to a carrier, a carrier pricing model had to be developed. The carrier pricing model we developed takes as input a continuous move path (as opposed to a tour) with an origin, a destination, the distance traveled between the origin and the destination, and the time elapsed between departing from the origin and arriving at the destination, and computes the associated In addition to the incurred direct costs, it is assumed that the carrier accounts for potential asset reposition to the next pickup location and for potential delay at the next pickup location. Asset repositioning and delay depend on many factors, such as the location of the destination, the time of arrival at this location, and the carriers demand patterns. For the study, asset reposition of a 100 miles and a delay of 8 hours are assumed, i.e., 100 miles are added to the distance traveled between origin and destination and 10 hours are added to the time elapsed between departing from the origin and arriving at the destination (8 hours plus two hours for traveling the additional 100 miles). Finally, the carrier is assumed to charge overhead and profit as a percentage of revenue, set at 15% and 10% respectively.
Consequently, the formula for computing the charge for a path P , c P , to a shipper is c p = 4 3 1600 duration(P ) + 10 168 + 0.45 (mileage(P ) + 100) .
Given the carrier pricing model, the savings associated with a collaborative continuous move path are estimated as the difference between the sum of the charges for the lanes on the path and the charge for the path. The savings represent (are the result of) elimination of some of the carrier's charges in anticipation of asset repositioning and delay.
In addition to using the carrier pricing model developed in the above section, to provide realistic estimates of time elapsed between departure at the origin and arrival at the destination, we properly account for the Hours of Service regulations (those in effect in 2004),
i.e., a mandatory rest of 8 hours after driving for 10 hours or being on duty for 15 hours. As a result, the travel time between two locations is no longer a constant because it depends on the history of the driver. We also include a one hour rest after every four hours of driving.
In addition, each location has a time window specifying a period of the day during which a pickup or delivery could take place. Furthermore, some locations require life loading whereas other locations used spot trailers (when spot trailers are used loading or unloading is fast as it only involves a change of trailers; when life loading is required no change of trailers takes place and a driver has to wait until loading or unloading is completed).
A typical all-member instance for a single week involves about 750 locations and 5500
lanes. The potential savings due to continuous moves were estimated to be in the order of 9-10%. (Due to confidentiality agreements, we are unable to provide more details.)
Since we are unable to present detailed results for the instances of the real-world case study, we have conducted a set of computational experiments on slightly simplified instances, in which we do not account for loading and unloading times, and where we use a version of the algorithm that ignores Hours of Service regulations.
In the first experiment, we investigate the potential savings and whether the obtained savings are sensitive to the algorithm settings for the construction phase (local improvement
is applied in all variants tested). The results can be found in Table 13 , where the savings are computed as one-way charges -continous move charges one-way charges × 100 percent. We see that the savings range from about 5.5 percent to a little over 13 percent, where the savings tend to be larger when the size of the instance is larger. It also appears that for these instances the quality of the initial continuous move path has an impact on the quality of the final continuous move path. The quality of the continuous move path obtained after local improvement when starting from the individual lanes is universally worse than the quality of the continuous move path obtained after local improvement when starting from a continuous move path constructed with our greedy heuristic. One instance could not be solved for R=50 because the number of tours generated was too large to fit into memory.
Next, we investigate the impact of the size of the dispatch windows at the locations on the quality of the tour. The results when starting from a continuous move path obtained by the greedy construction heuristic with R = 25 and when starting from the individual lanes can be found in Table 14 . As expected, we see that the width of the dispatch windows has an impact on the savings that can result from the use of continuous moves. The smaller the dispatch window width the smaller the savings. This is due to the increased chance of waiting time between two consecutive moves. A large waiting time between two consecutive moves renders a continuous move path unprofitable.
Finally, we investigate the impact of a limit on the number of lanes in a continuous move path. In practice, the chance for breaking a continuous move, i.e., being unable to execute the complete sequence of moves as planned, increases when the number of lanes in a continuous move path is large. Therefore, in practice it is preferable to achieve the bulk of the savings from continuous move paths with a relatively small number of lanes. We limited the number of lanes allowed in a continuous move path to 3, 4, and 5 respectively.
The results when starting from a continuous move path obtained by the greedy construction heuristic with R = 25 and when starting from the individual lanes can be found in Table 15 .
We see that limiting the number of lanes in a continuous move path has little impact on the savings. Allowing at most three lanes in a continuous move path results in savings that are about 0.5 percent less than when at most four lanes are allowed. The decrease in savings is even smaller when we compare allowing at most four lanes to at most five lanes in a continuous move path, less than 0.1 percent (for all instances that could be solved). 
Conclusions and Future Research
In this paper, we discussed the development of optimization technology that can be used to assist in the identification of repeatable, dedicated truckload continuous move tours.
Although we presented the technology primarily from a shippers perspective, it can also be used by carriers.
Timing considerations were a key focus of our efforts. We showed that a highly effective and extremely efficient heuristic can be designed and implemented. We demonstrated the effectiveness of the algorithms developed on various randomly generated instances simulating real-life supply chain structures, and on instances derived from data obtained from a strategic sourcing consortium for a $14 billion dollar sized US industry.
In many auction models used in truckload transportation procurement, it is assumed that carriers will price bundles of lanes. The optimization technology we have developed can be used by the carriers to create and price these bundles for such procurement auctions.
