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We predict a mechanism for achieving complete population inversion in a continuously driven
InAs/GaAs semiconductor quantum dot featuring V -type transitions. This highly nonequilibrium
steady state is enabled by the interplay between V -type interband transitions and a non-Markovian
decoherence mechanism, introduced by acoustic phonons. The population trapping mechanism is
generalized to a chain of coupled emitters. Exploiting the population inversion, we predict unidirec-
tional excitation transport from one end of the chain to the other without external bias, independent
of the unitary interdot coupling mechanism.
I. INTRODUCTION
Utilizing and controlling non-Markovian effects is of
central importance for the development of quantum op-
tical devices and quantum information technology [1–
7]. Specifically, the interplay of dissipative processes
and phonon-assisted coherence in semiconductor nanos-
tructures such as quantum dots has been established as
a growing field of research [8–21]. For instance, non-
Markovian system-reservoir interactions have been shown
to create population inversion up to a certain degree in
such emitters [22–26], making them promising candidates
for single-exciton light sources on an integrated chip ba-
sis. Approaches to achieve inversion range from adia-
batic rapid passage in quantum emitters [27] to setups
of quantum dots coupled to metal nanoparticles [28] and
cavities [29–31]. Most recently, population inversion was
achieved in a single InAs/GaAs quantum dot via pulsed
excitations tuned within the exciton phonon sideband,
where a phonon-mediated thermalization of the optically
dressed states enabled the inversion [32, 33]. Already,
these examples show the importance of electron-phonon
interaction as a useful resource to achieve tailored optical
excitations.
In this work, we describe a new transport effect
in quantum dots enabled by non-Markovian electron-
phonon interaction: We predict unidirectional transport
in quantum dots with V -type transitions continuously
driven by a single laser field [34–36]. As a result of
resonant excitation of an electronic state in a quantum
dot and its interaction with a lower-energy state, non-
reciprocal phonon-assisted energy transfer takes place in
single quantum dots and quantum dot chains. Specifi-
cally, the non-Markovian description of the environment
allows for information backflow, such that the structured
reservoir can support excitation transfer within the sys-
tem [37–39].
∗
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(i) For a single quantum dot, this results in the prepa-
ration of a highly nonequilibrium steady state. For cer-
tain parameters, e.g. depending on coupling and driving
strength, complete population inversion can be achieved
in the detuned excited state. In difference to previously
reported mechanisms [22–25, 27, 30], the inversion does
not rely on cavity interactions or pulsed excitations and
is found to be robust for a wide range of coupling and
driving strengths.
(ii) To provide an application of the observed popula-
tion inversion for excitation transport, several quantum
dots are combined to a chain-like spatial distribution.
Exploiting the population inversion in the red-detuned
excited states, we predict unidirectional excitation trans-
port from one end of the quantum dot chain to the other.
Unidirectional energy transfer in the form of electronic
excitation transport has been widely investigated in semi-
conductor nanostructures [40–47], molecules [48, 49] and
biological systems [50]. Based on well established trans-
fer protocols, e.g. enabled by an external bias [51], it was
shown that non-Markovian system-reservoir interactions
can influence non-reciprocal quantum transport [52] and
increase its efficiency [53]. In contrast to these earlier in-
FIG. 1. (a) Sketch of a V -type emitter model. The two
excited states have an energy detuning δǫ = ~ (ω3 − ω2). A
continuous laser field drives the transitions between ground
and excited states at a Rabi frequency Ω. The upper levels
are coupled to a structured 3D acoustic phonon reservoir via
coupling elements gk. The initial state contains one electron
in state |1〉. (b) Schematic quantum dot energy level structure
of InAs sandwiched between two slabs of GaAs, featuring V -
type transitions between electron and hole states.
2vestigations, here we provide an example in which unidi-
rectional quantum transport results without the applica-
tion of an external potential, but solely from the interplay
between coherence and incoherence in the system itself.
Due to the robustness of the underlying mechanism, the
transport withstands the influence of perturbations such
as radiative decay phenomena and intraband phonon cou-
plings, and emerges regardless of the specifically featured
interdot coupling mechanism.
For the theoretical description of the system, two inde-
pendent approaches are employed. Firstly, we calculate
the system dynamics using a polaron master equation in
second order perturbation theory with respect to the po-
laron Hamiltonian [11, 37, 39, 54–61]. Secondly, to gain
insight into the key interaction processes enabling the
population inversion mechanism and the specific chan-
nels of information backflow between system and reser-
voir, we reproduce the dynamics in the Heisenberg pic-
ture and then use it to unravel the dynamics.
II. HAMILTONIAN AND EQUATIONS OF
MOTION
We investigate the V -type emitter model system
shown in Fig. 1(a), consisting of a single ground state
|1〉 and two excited states |2〉 and |3〉, with an energy
detuning δǫ = ~(ω3−ω2) between them. The considered
V -type transitions are driven by a single continuous laser
field with Rabi frequency Ω. A possible realization of this
system is constituted by conical InAs quantum dots sur-
rounded by GaAs bulk material [62]. The corresponding
energy level structure is shown schematically in Fig. 1(b).
The electronic structure, within the envelope wave func-
tion and effective mass approximation, features six con-
fined electron and hole states denoted by |e0〉 , . . . , |e5〉
and |h0〉 , . . . , |h5〉, respectively [34, 35, 63, 64]. The ro-
tational symmetry of the conical structure results in de-
generacy of the first and second as well as the third and
fourth states in both bands [34, 35]. Therefore, for the
realization of a V -type transition by an external field,
the dipole selection rules allow for two interband tran-
sitions from the heavy hole state |h0〉 to the electronic
states |e0〉 and |e5〉 [34] [cf. Fig. 1(b)], corresponding to
the two optical transitions in our considered three level
model system. When choosing the laser frequency as a
rotating frame and applying the rotating wave approxi-
mation, the Hamiltonians for the quantum dot Hel and
the electron-light coupling Hl are given by
Hel = ~ (∆2σ22 +∆3σ33) , (1)
Hl = ~Ω(σ12 + σ13 +H.c.), (2)
with σij = |i〉 〈j|. ∆i = ωi − ωL denotes the detun-
ing between the i-th excited state frequency and the
incident laser frequency, yielding an energy detuning
δǫ = ~(∆3 − ∆2) between the excited states, and Ω is
the real valued, slowly varying envelope of the Rabi fre-
quency of transitions between ground and excited states.
To account for decoherence effects caused by the em-
bedding GaAs material, a structured phonon reservoir is
coupled to the electron states |2〉 and |3〉 of the quantum
emitter [cf. Fig. 1(b)]. In this work, we focus on a generic
model of diagonal electron-phonon interactionsHel,ph for
3D bulk phonons of the form [65, 66]
Hel,ph = ~
∫
d3k gk (σ22 + σ33)
(
r†
k
+ rk
)
, (3)
with bosonic annihilation (creation) operators r
(†)
k
.
The wave vector (k) dependence of the acoustic
phonon coupling element for GaAs is given by gii
k
=√
~k/(2ρcs)Di exp[−~k2/(4miωi)], with the transition
coupling elements for the two excited states prescribed
by g2
k
:= g22
k
− g11
k
and g3
k
:= g33
k
− g11
k
[39, 67, 68].
Here, cs denotes the sound velocity, Di are the deforma-
tion potentials, mi refer to the effective masses, ~ωi are
the confinement energies and ρ denotes the mass den-
sity of GaAs, respectively. For simplicity we assume
g2
k
= g3
k
= gk. However, we stress that the following re-
sults describe a generic effect that is robust with respect
to the specific form of the coupling element gk, as long
as phonon-assisted resonances allow for Stokes processes.
Alternative forms of gk such as Gaussian and Lorentzian-
shaped dependencies have been tested and lead to quali-
tative and quantitative comparable results. For the mo-
ment, we neglect phonon-induced intraband couplings
∼ g23
k
σ23 and radiative decay, as our key results can
be shown to be robust against their presence. Together
with the free phonon evolution Hph = ~
∫
d3k ωkr
†
k
rk,
where ωk = cs|k| denotes the acoustic phonon frequen-
cies, we arrive at the full open system Hamiltonian
H = Hel +Hl +Hph +Hel,ph. For all following calcula-
tions, we choose the parameters T = 4K, δǫ = −1.0meV
and Ω = 0.1 ps−1 as temperature, detuning energy and
Rabi frequency of the driving field, respectively.
For the numerical evaluation, we employ the standard
second-order perturbative polaron master equation [11,
37, 39, 54–61],
∂tρS(t) = − i
~
[Hp,0, ρS(t)]
− 1
~2
∫ t
0
dτtrB{[Hp,I , [Hp,I(−τ), ρS(t)⊗ ρB]]}, (4)
where Hp,0 and Hp,I denote the polaron-transformed ho-
mogeneous and system-reservoir interaction Hamiltoni-
ans, respectively. They are given by
Hp,0/~ =
∑
i=2,3
[
∆¯iσii + Ω¯(σ1i + σi1)
]
(5)
and
Hp,I/~ =
∑
i=2,3
[
(σ1i + σi1)
(
Ωcosh (R† −R)− Ω¯)
+Ω(σi1 − σ1i) sinh (R† −R)
]
, (6)
with collective bosonic operators R(†) =
3∫
d3k (gk/ωk)r
(†)
k
, a polaron-shifted detuning ∆¯i
and Ω¯ = Ω exp
[−1/2 ∫ dk gk/ωk coth (~ωk/(2kBT ))].
Here, a Franck-Condon renormalization was applied
by introducing Ω¯, such that trB{[Hp,I , ρ(t)]} = 0.
The time-reversed unitary evolution of the interaction
Hp,I(−τ) = U †(−τ, 0)Hp,IU(−τ, 0) is governed by Hp,0
via U(t, 0) = exp(−i/~Hp,0t). The resulting equations
of motion for the density matrix elements ρmn read
∂tρmn =
∑
i=2,3
[
i∆¯i (ρmiδni − ρinδmi)
+ iΩ¯(ρm1δni + ρmiδn1 − ρinδm1 − ρ1nδmi)
]
− Ω¯
2
~2
∑
i,j=2,3
∫ t
0
dτ 〈m|χij(τ) |n〉 , (7)
with
〈m|χij(τ) |n〉
=
3∑
q=1
(
ρqn
[ (
G+(τ)X
iq
+,j(−τ)− iG−(τ)X iq−,j(−τ)
)
δm1
+
(
G+(τ)X
1q
+,j(−τ) + iG−(τ)X1q−,j(−τ)
)
δmi
]
+ ρmq
[ (
G∗+(τ)X
q1
+,j(−τ)− iG∗−(τ)Xq1−,j(−τ)
)
δni
+
(
G∗+(τ)X
qi
+,j(−τ) + iG∗−(τ)Xqi−,j(−τ)
)
δn1
]
+ ρq1
[
−G+(τ)Xmq+,j(−τ) + iG−(τ)Xmq−,j(−τ)
]
δni
+ ρqi
[
−G+(τ)Xmq+,j(−τ)− iG−(τ)Xmq−,j(−τ)
]
δn1
+ ρ1q
[
−G∗+(τ)Xqn+,j(−τ) − iG∗−(τ)Xqn−,j(−τ)
]
δmi
+ ρiq
[
−G∗+(τ)Xqn+,j(−τ) + iG∗−(τ)Xqn−,j(−τ)
]
δm1
)
.
(8)
Here, we defined system correlations X+,i(τ) :=
(σ1i(τ) + σi1(τ)), X−,i(τ) := i (σi1(τ)− σ1i(τ)) and de-
noted 〈m|X±,i(−τ) |n〉 = Xmn±,i (−τ) for a shorter nota-
tion. The phonon correlation function is given by
φ(τ) =
∫
d3k
g2
k
ω2k
[
coth
(
~ωk
2kBT
)
cos(ωkτ)− i sin(ωkτ)
]
,
(9)
with G+(τ) := cosh [φ(τ)] − 1, G−(τ) := sinh [φ(τ)] and
Ω¯ = Ω exp [−φ(0)/2]. This approach offers a high grade
of numerical performance and stability, allowing for long
simulation times and up to moderate and strong electron-
phonon coupling strengths [23, 69–71].
However, to unravel the underlying physical mecha-
nisms, we also calculate the dynamics in the Heisen-
berg picture up to second order in the phonon contri-
butions [67, 71–76]. To demonstrate the equivalence of
the two descriptions in the considered parameter regime,
we show a comparison of the dynamics resulting from
both approaches in Appendix A. The Heisenberg equa-
tions of motion for the bare electronic contributions are
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FIG. 2. Linear absorption spectrum of the considered V -type
emitter, calculated in the Heisenberg picture up to second
order (blue line). The corresponding absorption spectrum of
the analytically solvable Independent Boson Model is shown
in orange.
given by −i~∂tσmn(t) = [H,σmn(t)], yielding
∂t 〈σmn〉 = i
[
∆2 (〈σ2n〉 δm2 − 〈σm2〉 δn2)
+ ∆3 (〈σ3n〉 δm3 − 〈σm3〉 δn3)
+ Ω
(
〈σ1n〉 δm2 + 〈σ2n〉 δm1 − 〈σm2〉 δn1 − 〈σm1〉 δn2
+ 〈σ1n〉 δm3 + 〈σ3n〉 δm1 − 〈σm3〉 δn1 − 〈σm1〉 δn3
)
+
∫
dk gk
(
〈σ2nr†k〉 δm2 + 〈σ3nr†k〉 δm3 − 〈σm2r†k〉 δn2
− 〈σm3r†k〉 δn3 + 〈σ2nrk〉 δm2 + 〈σ3nrk〉 δm3
− 〈σm2rk〉 δn2 − 〈σm3rk〉 δn3
)]
, (10)
where m,n = {1, 2, 3} number the different levels and
the time argument of all operators is not written explic-
itly. The equations of motion for the phonon-assisted
transitions (m 6= n) and occupations (m = n) 〈σmnr(†)k 〉
are given in Appendix C. To close the system of equa-
tions, a second-order Born factorization is employed in
the limit where a correlation expansion reproduces the
full Independent Boson Model (IBM, cf. Fig. 2). The
mean phonon number is assumed as a thermal Bose dis-
tribution [37], 〈r†
k
rk〉 ≈ {exp[~ωk/(kBT )]−1}−1, with kB
the Boltzmann constant. To illustrate the involved oscil-
lator strengths, Fig. 2 shows the resulting linear absorp-
tion spectrum α(ω) ∼ Im[σ12(ω)]+Im[σ13(ω)] [39, 77, 78]
(blue line), featuring two side peaks resulting from ab-
sorption processes of the two phonon-dressed states. The
center peak corresponds to the incoming laser frequency.
For comparison, the absorption spectrum of the exactly
solvable IBM [66, 73, 79] is shown at the same temper-
ature and using the same material parameters for a two
level system (orange line), featuring a single absorption
peak of the laser frequency.
4FIG. 3. (a) Occupation dynamics of a single V -type emitter calculated using the polaron master equation, exhibiting complete
population inversion in the red-shifted excited state |3〉. The inset shows the corresponding coherence dynamics. (b) Diagram-
matric representation of the Heisenberg equations of motion for a V -emitter up to second order in phonon contributions. Red
colored shapes and arrows represent the crucial interactions resulting in the observed population inversion. Turquois shapes
illustrate the role of coherence σ23 and phonon-assisted amplitudes.
III. COMPLETE POPULATION INVERSION BY
NON-MARKOVIAN RESERVOIR INTERACTION
First, we discuss the case of a single quantum dot. Ini-
tially, the electron is localized in the ground state |1〉. We
choose the laser frequency in resonance with the transi-
tion between ground state |1〉 and excited state |2〉, i.e.
∆2 = 0 and therefore δǫ = ~∆3 6= 0, corresponding to
a negative energy detuning (ω3 < ωL) of the order of
acoustic phonon frequencies. Fig. 3(a) shows the emitter
occupation dynamics σ11, σ22 and σ33 after the switch-
on of the laser field with corresponding Rabi frequency
Ω. In the course of time, the system achieves a complete
population inversion: The detuned state |3〉 reaches full
occupation 〈σ33〉 → 1 in the steady state limit, while the
populations of the resonantly driven levels |1〉 and |2〉
decline to zero while exhibiting oscillations. The subse-
quent analysis of this behavior is focused on the Heisen-
berg description due to its more intuitive nature.
To backtrace the interaction processes leading to the
population inversion, we refer to Fig. 3(b), illustrating
the interactions between coherences, occupations and
their phonon-assisted amplitudes in correspondence to
their occurrence in the Heisenberg equations of motion
[Eqs. (10), (C1) and (C2)]: First, note that a direct op-
tical transition from the resonantly driven excited state
|2〉 to the detuned excited state |3〉 is forbidden. Hence
the structured reservoir must facilitate the population
transfer to level |3〉. Red-colored shapes and arrows in
Fig. 3(b) indicate the key interactions of occupations and
coherences responsible for the excitation transfer to level
|3〉. In consequence of the continuous resonant driving of
the transition between levels |1〉 and |2〉, energy is dis-
sipated to the environment via the decay of the coher-
ently driven transition amplitude σ12: Enabled by the
non-Markovian nature of the environment which allows
for excitation backflow from the reservoir to the system,
phonon-assisted transitions σijr
(†)
k
form a gateway from
the optically driven amplitude σ12 to the detuned excited
state σ33, driven by the laser field Ω [cf. Fig. 3(b)]. The
detailed path is as follows: The excitation is transferred
via phonon-assisted transitions from σ12r
(†)
k
via σ11r
(†)
k
,
σ13r
(†)
k
and σ33r
(†)
k
to the detuned excited state σ33. Once
the energy is transferred to σ33, laser field driven transi-
tions back to the ground state could take place via σ13,
but dissipation to the phonon mode continuum occurs
on a much faster time scale: Caused by non-Markovian
system-reservoir interactions via σ13r
(†)
k
and σ33r
(†)
k
, the
excitation becomes dynamically trapped in the detuned
state σ33 [dashed frame in Fig. 3(b)]. As the excitation
in the two resonantly driven states is permanently lost by
dissipation to the third level, their population uniformly
decays towards zero. The coherence σ23 is an additional
suspect of carrying out the transfer, since it constitutes
the shortest connection between the two excited states
via the coherences σ12 and σ13 [cf. Fig. 3(b)]. However,
switching off all contributions from σ23 and σ23r
(†)
k′
still
results in the full inversion exhibited in Fig. 3(a). The
corresponding dynamics of system coherences σ12, σ13
and σ23 are shown in the inset. While σ12 and σ23 decay
to zero over time, σ13 takes on a finite value, as exci-
tation leaking from the detuned level is constantly dissi-
pated to the reservoir, preventing backflow to the ground
5state and allowing for the formation of a nonequilibrium
steady state, which is not achievable in a Lindblad-based
decoherence process.
Lastly, the emergence of the coherent population trap-
ping can be viewed from a different perspective, as it is
highly dependent on the energy detuning δǫ. In the ab-
sence of phonons, the system Hamiltonian reads in ma-
trix form
H = Ω


0 1 1
1 0 0
1 0
δǫ
Ω

 . (11)
For the case of zero detuning, δǫ = 0.0meV, the corre-
sponding eigenvalues can be calculated analytically,
λ− = −
√
2Ω, λ+ =
√
2Ω, λD = 0. (12)
Hence in the absence of phonons and at zero energy de-
tuning between the two excited states, the eigenstates of
the V -emitter feature a dark state. The corresponding
eigenstates read in terms of the original basis states
|−〉 = −
√
2 |1〉+ |2〉+ |3〉 ,
|+〉 =
√
2 |1〉+ |2〉+ |3〉 ,
|D〉 = |2〉 − |3〉 . (13)
Fig. 4 shows the occupation dynamics of the system den-
sity matrix eigenstates ρ−−, ρ++ and ρDD, correspond-
ing to the occupation dynamics shown in Fig. 3(a). When
considering an energy detuning δǫ < 0 together with the
phonon reservoir, the former dark eigenstate |D〉 starts to
interact weakly with the laser field and the reservoir and
becomes completely occupied in a non-reciprocal phonon-
mediated Stokes process (orange line). Analogous mech-
anisms have been shown to occur in exciton and biexciton
systems under pulsed excitations in previous studies [22–
26].
IV. UNIDIRECTIONAL QUANTUM
TRANSPORT IN A QUANTUM DOT CHAIN
To demonstrate the robustness of the population in-
version and to provide an example of possible applica-
tions for quantum dot based coherent transport devices,
we arrange multiple quantum dots in a chain-like, closely
spaced configuration (cf. Fig. 5). As an example of an en-
abling resonance energy transfer mechanism between the
quantum dots, we consider generic Dexter-type bidirec-
tional electron transfer [80], which has been shown to oc-
cur in self-assembled InAs-based quantum dot chains [81–
87]. It describes a Coulomb-induced direct and spin-
preserving exchange of electrons between semiconductor
nanostructures, thus requiring electronic wave function
overlap between donor and acceptor levels [80, 88].
For the most simple realization, we consider the case
where only two levels of adjacent quantum dots feature
an electronic wave function overlap, namely between the
0
0.5
1
0 100 200
t [ns]
ρ--
ρ++
ρDD
FIG. 4. Occupation dynamics of the density matrix eigen-
states |−〉, |+〉 and |D〉, corresponding to Fig. 3(a).
detuned excited state of the first and the resonantly
driven excited state of the second emitter of each pair.
In Appendix D it is shown that the transport still oc-
curs even if all excited states of neighboring quantum
dots are Dexter-coupled. Moreover, the single excitation
case is assumed with a single electron initially located
at the ground state of the first emitter. Physical real-
izations of this setup, shown schematically in Fig. 5, can
be achieved e.g. by utilizing empty intersubband tran-
sitions in the conduction bands for the required V -type
transitions and a doping of the first quantum dot. The
corresponding interdot coupling Hamiltonian takes the
form
HD = ~f
N−2∑
l=0
(
σ(3+3l)(5+3l) +H.c.
)
, (14)
with a Dexter coupling amplitude f . Moreover, we
choose separate phonon reservoirs with coupling elements
gkl acting independently on each emitter. The resulting
polaron master equation for a chain of N emitters reads
∂tρS(t) = − i
~
[Hp,0, ρS(t)]− Ω¯
2
~2
N−1∑
l,l′=0
∑
i,j=2,3
×
∫ t
0
dτ
∑
s=±
(
Gs(τ)
[
X
[l]
s,j , X
[l′]
s,i
′
ρS
]
+H.c.
)
(15)
with X
[l]
+,i(τ) =
(
σ(1+3l)(i+3l)(τ) + σ(i+3l)(1+3l)(τ)
)
,
X
[l]
−,i(τ) = i
(
σ(i+3l)(1+3l)(τ) − σ(1+3l)(i+3l)(τ)
)
, and Hp,0
now including the interdot coupling Hamiltonian HD.
Fig. 6 shows the resulting population dynamics for
N = 4 emitters and the Dexter coupling amplitude set
to f = 0.1 ps−1. Driven by the non-reciprocal, phonon-
assisted energy transfer to the detuned excited state in
each emitter, the excitation is transferred to the detuned
state of the last emitter in the chain. This behavior re-
6f f f
FIG. 5. A chain of V -type emitters coupled by Dexter electron transfer with amplitude f , featuring a single interdot carrier
transition due to electronic wave function overlap.
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FIG. 6. Occupation dynamics for a chain of N = 4 V -type
quantum dots coupled by Dexter-type electron transfer with a
single interdot transition. Parameters are set to f = 0.1 ps−1
and T = 4K, δǫ = −1.0meV, Ω = 0.1 ps−1 as in the single
emitter calculations.
sembles perfect unidirectional electron transport and is
enabled by the population inversion effect rather than
the interdot coupling mechanism itself: At early times,
the first emitter population in level |3〉 rises at the same
rate as in the single emitter case [cf. Fig. 3(b)]. Above a
threshold occupation, Dexter interactions with the adja-
cent emitter start to dominate, enabling electron transfer
and resulting in an asymptotic decline of |3〉 towards zero,
while the resonantly driven levels |4〉 and |5〉 of the sec-
ond emitter become evenly occupied. Once excitation is
transferred, the inversion process commences in the sec-
ond emitter, resulting in a quick decline of population
in levels |4〉 and |5〉 and in turn rising occupation in |6〉.
Again, carrier transfer to the third quantum emitter is
enabled above a threshold occupation. In consequence,
all excitation is eventually transferred to the detuned ex-
cited state of the last emitter.
Due to the robust nature of the inversion mechanism,
the transport withstands perturbations such as radiative
decay. We account for radiative dissipation from the ex-
cited states to the ground state by including a Lindblad
dissipator of the form
Lradρ =γr
N−1∑
l=1
∑
i=2,3
(
2σ(1+3l)(i+3l)ρσ(i+3l)(1+3l)
− σ(i+3l)(i+3l)ρ− ρσ(i+3l)(i+3l)
)
(16)
to the equations of motion for the density matrix, with
γr denoting the radiative decay rate. Fig. 7 shows the
quantum dot chain occupation dynamics correspond-
ing to Fig. 6, but including radiative decay at a rate
γr = 0.1 ns
−1. In this case, the steady state occupa-
tion in the detuned excited state of the last emitter is
decreased. However, the excitation transfer itself is not
suppressed by the decay. As a result of continuous driv-
ing, the population is still transmitted to the last site of
the emitter array, albeit with a decreased level of inver-
sion depending on the radiative decay rate to the ground
state.
Nondiagonal electron-phonon coupling between the ex-
cited states of the emitters imposes an additional pertur-
bation that may occur in realistic scenarios. We show
in Appendix B that the inclusion of intraband coupling
slows merely down the process of population inversion,
but does not change the qualitative behavior of the oc-
cupation dynamics. Lastly, to demonstrate the emer-
gence of undirectional quantum transport regardless of
the specific realization of bidirectional interdot coupling
in a specific semiconductor setup, in Appendix D we ad-
ditionally consider (i) Dexter coupling where all excited
states of adjacent emitters feature electronic wave func-
tion overlap (cf. Figs. 11, 12) and (ii) Fo¨rster coupling
between the quantum dots [89] (cf. Fig. 14), both ex-
hibiting comparable unidirectional transport dynamics.
In the latter case, dipole-dipole interactions induce ex-
citation energy transfer, which has been shown to occur
in materials containing arrays of quantum dots [41, 90–
92]. Exploiting the population inversion towards the red-
detuned excited states, we have created unidirectional
spatio-temporal transport of both excitation and carri-
ers from one end of the quantum dot chain to the other,
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FIG. 7. Polaron master equation dynamics for a chain
of N = 4 V -type emitters including radiative decay with
γr = 0.1 ns
−1. The remaining parameters are set equal to
the calculations shown in Fig. 6.
depending on the employed interdot coupling. Herewith,
we have provided an example in which unidirectional,
non-reciprocal quantum transport results without an ex-
ternally applied bias, but from the interplay between co-
herence and incoherence in the system itself.
V. CONCLUDING DISCUSSIONS
We have presented a highly nonequilibrium steady
state preparation with complete population inversion in
a continuously driven V -type emitter, enabled by non-
Markovian system-reservoir interactions and an energy
detuning between the two excited states. The investi-
gated system can be realized by InAs/GaAs quantum
dots. Notably, full inversion can be achieved for a wide
range of coupling and driving parameters, underlining the
robustness of the energy transfer. Moreover, the mech-
anism is found to be robust against perturbations such
as phonon-induced intraband couplings, which inevitably
arise in the case of a small energy detuning between
the excited states. While the attainment of inversion is
slightly slowed down in the presence of intraband phonon
coupling, there are no qualitative changes in the overall
dynamics.
As an example application, we have demonstrated the
emergence of unidirectional excitation and carrier trans-
port in an array of quantum dots, enabled by the pop-
ulation inversion effect, and demonstrated its robustness
against the specific realization of bidirectional interdot
coupling. The presence of radiative decay from the up-
per levels yields a decreased level of inversion in the last
site depending on the decay rate, however, the trans-
port mechanism itself is not disturbed by the damp-
ing as long as the radiative decay is not the dominant
process in the system. In summary, the presented non-
Markovian enabled population inversion can be achieved
and maintained under realistic experimental conditions.
This mechanism gives rise to a wide range of possible
applications utilizing electronic transport in quantum
optical devices, corresponding to recent propositions of
photonic unidirectional quantum transport in similar se-
tups [93–99]. The predicted effect may also be relevant
for biological systems, where excitation transport plays
an important role in the context of light harvesting phe-
nomena [50].
Appendix A: Comparison between Heisenberg and
Polaron Description
In this work, we employed two different descriptions of
the investigated V -type system: The Heisenberg equa-
tion of motion approach up to second order in phonon
contributions and the second order perturbative polaron
master equation. The latter was used for numerical cal-
culations, as it allows for longer simulation times at in-
creased performance and stability. The Heisenberg ap-
proach, on the other hand, requires a very fine time
discretization and breaks down after a few million time
steps, thus limiting the accessible time scales. To show
the equivalence of the two descriptions, we employ a pa-
rameter set where both numerical implementations run
stable and a steady state of the system is reached within
the accessible simulation times. Fig. 8 shows occupa-
tion dynamics at T = 4K, δǫ = −1.0meV, Ω = 0.5 ps−1
and a rescaled coupling element g˜k = 2.5gk, calculated
using (a) the Heisenberg approach and (b) the polaron
master equation. Aside from a small phase shift intro-
duced by the polaron transformation, which results in
slightly different steady state occupations, the two de-
scriptions yield very similar results. Although full inver-
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FIG. 8. Occupation dynamics of a single V -type emitter cal-
culated (a) using the Heisenberg approach and (b) using the
polaron master equation.
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FIG. 9. Heisenberg picture dynamics for a single V -type emit-
ter including intraband coupling gintrak = 0.1gk. Parameters
are set identical to the calculations shown in Fig. 8.
sion is not achieved in the accessible times, the qualita-
tive and quantitative behavior is in very good agreement
between the two descriptions, underlining their equiva-
lence in the investigated parameter regime.
Appendix B: Intraband Phonon Coupling
Intraband phonon couplings between the two excited
states of the V -type emitter so far have been neglected
in the electron-phonon interaction Hamiltonian (Eq. (3)).
However, in any realistic model system featuring excited
states with low energy detunings, such couplings may
arise. To validate the approximation of neglecting them
from our model, we calculate the occupation dynamics
once more using an extended interaction Hamiltonian of
the form
Hel,ph =~
∫
d3k
[
gk (σ22 + σ33)
+ gintrak (σ23 + σ32)
] (
r†
k
+ rk
)
, (B1)
explicitly including real-valued intraband couplings
gintra
k
between the excited states. Fig. 9 shows Heisen-
berg picture dynamics for a single emitter with un-
changed parameters with respect to the dynamics shown
in Fig. 8(a), but including intraband phonon couplings.
The intraband coupling strength has been set to a tenth
of the interband coupling, gintra
k
= 0.1gk. Albeit the pro-
cess of inversion is slightly slowed down, the dynamical
behavior does not change qualitatively and hence justifies
the approximation of disregarding intraband couplings in
our case study.
Appendix C: Heisenberg Equations of Motion
The remaining Heisenberg equations of motion up to
second order in phonon contributions for a single V -type
emitter read
∂t 〈σmnr†k〉
= i
[
∆2
(
〈σ2nr†k〉 δm2 − 〈σm2r†k〉 δn2
)
+∆3
(
〈σ3nr†k〉 δm3 − 〈σm3r†k〉 δn3
)
+Ω
(
〈σ1nr†k〉 δm2 + 〈σ2nr†k〉 δm1 − 〈σm2r†k〉 δn1
−〈σm1r†k〉 δn2 + 〈σ1nr†k〉 δm3 + 〈σ3nr†k〉 δm1
−〈σm3r†k〉 δn1 − 〈σm1r†k〉 δn3
)
+ ωk 〈σmnr†k〉
+gk
(
〈r†
k
rk〉+ 1
)
(〈σ2n〉 δm2 + 〈σ3n〉 δm3)
−gk 〈r†krk〉 (〈σm2〉 δn2 + 〈σm3〉 δn3)
]
, (C1)
∂t 〈σmnrk〉
= i
[
∆2 (〈σ2nrk〉 δm2 − 〈σm2rk〉 δn2)
+∆3 (〈σ3nrk〉 δm3 − 〈σm3rk〉 δn3)
+Ω
(
〈σ1nrk〉 δm2 + 〈σ2nrk〉 δm1 − 〈σm2rk〉 δn1
−〈σm1rk〉 δn2 + 〈σ1nrk〉 δm3 + 〈σ3nrk〉 δm1
−〈σm3rk〉 δn1 − 〈σm1rk〉 δn3
)
− ωk 〈σmnrk〉
+gk 〈r†krk〉 (〈σ2n〉 δm2 + 〈σ3n〉 δm3)
−gk
(
〈r†
k
rk〉+ 1
)
(〈σm2〉 δn2 + 〈σm3〉 δn3)
]
. (C2)
Appendix D: Alternative Interdot Coupling
Mechanisms
1. Dexter Coupling
To demonstrate the robustness of the unidirectional
quantum transport phenomenon enabled by the popu-
lation inversion effect, we consider two additional real-
izations of resonance energy transfer between the quan-
tum dots [88]: Dexter-type direct electron transfer [80]
and dipole-dipole interaction induced Fo¨rster excitation
transfer [89]. First, Dexter-type electron transfer is con-
f
FIG. 10. A chain of V -type emitters with interdot coupling
enabled by Dexter-type carrier transfer interactions between
all excited states of adjacent emitters with amplitude f . Ini-
tially, a single electron is located in the ground state of the
first quantum dot.
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FIG. 11. Occupation dynamics for a chain of N = 4 V -type
quantum dots with interdot coupling enabled by Dexter-type
electron transfer processes, exhibiting a steady state current
in the detuned excited state with the highest occupation lo-
cated in the last emitter. Parameters are set to f = 0.1 ps−1,
δǫ = −1.0meV, Ω = 0.5 ps−1 and T = 4K.
sidered with electronic wave function overlaps between
all excited states of adjacent emitters, as illustrated in
Fig. 10. For simplicity, here we consider the single ex-
citation case with a single electron initially located at
the ground state of the first emitter. The corresponding
coupling Hamiltonian reads
HD =~f
N−2∑
l=0
(σ(2+3l)(5+3l) + σ(2+3l)(6+3l)
+ σ(3+3l)(5+3l) + σ(3+3l)(6+3l) +H.c.), (D1)
with a Dexter coupling amplitude f . Fig. 11 shows the
resulting occupation dynamics in a chain of N = 4 emit-
ters. The Dexter coupling between all excited states of
adjacent sites effectively yields a periodic steady state
current in the chain. The detuned excited states of the
individual chain sites carry a vast majority of the steady
state occupation (orange lines), with the highest occupa-
tion located in the last quantum dot. Hence, we observe
unidirectional electron transfer, which is enabled by the
previously described population inversion effect due to
non-Markovian system-reservoir interactions. To under-
line the crucial role of the population inversion effect for
the interdot electron transfer, we also calculate the chain
dynamics at zero energy detuning, δǫ = 0.0meV, where
no population inversion takes place. Fig. 12 shows the
corresponding occupation dynamics. Again, the Dexter
coupling induces carrier transport, albeit at a much lower
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FIG. 12. Occupation dynamics corresponding to Fig. 11, but
with the energy detuning set to δǫ = 0.0meV. In this config-
uration, no steady state current is observed.
rate and without exhibiting a steady state current: The
highest occupations in all emitters are located in the re-
spective ground states, with identical steady state occu-
pations in all quantum dots (blue lines), while the excited
states of emitters 2, 3 and 4 are evenly occupied with a
population close to zero. This proves that the interdot
Dexter coupling is not the enabling factor for the unidi-
rectional electron transfer exhibited in Fig. 11, but rather
the non-Markovian population inversion.
2. Fo¨rster Coupling
Secondly, we consider bidirectional dipole-dipole in-
duced Fo¨rster excitation energy transfer between the
quantum dots. Specifically, it was shown that optical
near-field interactions, for instance caused by exciton-
polariton coupling, can induce dipole-forbidden excita-
tion energy transfer between quantum dots in close prox-
imity [43, 100–104]. The considered Fo¨rster-type dipole-
forbidden level transitions are illustrated in Fig. 13. To
facilitate the excitation transfer, an additional level |0〉 is
added to each emitter, representing a wetting layer. The
corresponding Fo¨rster coupling Hamiltonian reads
HF = ~f
N−1∑
l=1
(
σl03σ
l+1
20 +H.c.
)
, (D2)
with l denoting the chain sites and a coupling amplitude
f . Again, we initially assume a single electron in the
ground state of the first emitter. Due to the high nu-
10
f
FIG. 13. Two identical V -type emitters with an additional
carrier reservoir state |0〉 to enable excitation transfer between
systems. Interdot coupling is enabled via dipole-dipole inter-
actions with an amplitude f , facilitating Fo¨rster transfer.
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FIG. 14. Occupation dynamics for N = 2 V -type emitters
coupled by Fo¨rster interactions, exhibiting unidirectional ex-
citation transport from one emitter to the other. Parame-
ters are set to f = 0.1 ps−1 and T = 4K, δǫ = −1.0meV,
Ω = 0.1 ps−1 as in the single emitter case.
merical cost of simulations including more than one ex-
citation, calculations are performed for N = 2 emitters.
However, the qualitative dynamics are robust against in-
creasing numbers of sites.
Fig. 14 shows the resulting population dynamics for
N = 2 emitters at f = 0.1 ps−1 with close resemblance
to the dynamics exhibited in the single transition Dex-
ter coupling case. Initially, the first emitter is prepared
in the ground state while the remaining sites are initial-
ized at levels |0〉. Driven by the non-reciprocal, phonon-
assisted energy transfer to the detuned excited state in
each emitter, the occupation is transferred to the detuned
state of the second emitter. At early times, the first emit-
ter population in level |3〉1 rises at the same rate as in
the single emitter case. Above a threshold occupation,
dipole-dipole interactions with the adjacent emitter start
to dominate, enabling Fo¨rster resonance energy transfer
and resulting in an asymptotic decline of |3〉1 towards
zero, while the resonantly driven levels |1〉2 and |2〉2 of
the second emitter become evenly occupied. Once exci-
tation is transferred, the inversion process commences in
the second emitter, resulting in a quick decline of popula-
tion in levels |1〉2 and |2〉2 and in turn rising occupation in
|3〉2. In consequence, the excitation is swiftly divided be-
tween the detuned states |3〉1 and |3〉2 of the two emitters
with the major share located in the last site. Eventually,
all population is transferred to the detuned state of the
last emitter. With this, we have demonstrated the unique
dependence of the unidirectional excitation transport on
the population inversion effect exhibited in V -type quan-
tum dots, rather than the explicit mechanism of interdot
coupling in a specific semiconductor setup.
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