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Regulators, entropy and infinite determinants
Christopher Deninger
1 Introduction
In this note we describe instances where values of the K-theoretical regulator
map evaluated on topological cycles equal entropies of topological actions by a
group Γ. These entropies can also be described by determinants on the von Neu-
mann algebra of Γ. There is no conceptual understanding why regulators should
be related to entropies or to such determinants and it would be interesting to
find an explanation. The relations were first observed for real regulators. The
latter have p-adic analogues and both p-adic entropy and p-adic determinants
were then defined so that similar relations hold as in the real case. We describe
this p-adic theory in the second part of the paper. In fact there are two natural
p-adic analogues for the relevant values of the real regulator. A purely local one
which we use and a local-global one for which as yet no corresponding notions
of p-adic entropy or p-adic infinite determinants exist.
In both the real and p-adic cases our regulator maps are defined on subvarieties
of specQ[Γ] where Γ = Zd. Entropy and determinants on the other hand are
defined for nonabelian groups Γ as well. We explain this in some detail because
it would be interesting to find a corresponding nonabelian generalization of
the classical and p-adic regulator in some version of non-commutative algebraic
geometry. For the Heisenberg group for example, the expected regulator values
are quite explicitely known by dynamical considerations.
This note is almost entirely a survey of known results with the exception of
some results in section 3.1. However the different aspects of the theory have
1
not been discussed together before. Along the way we point out several open
questions and possible directions for further research.
2 The archimedian case
2.1 Expansiveness and entropy
Consider a countable discrete group Γ. A left action of Γ by homeomorphisms
on a compact metrizable topological space X is called expansive if the following
holds: There is a metric d defining the topology of X and some ε > 0 such that
for every pair of distinct points x 6= y in X there exists an element γ ∈ Γ with
d(γx, γy) ≥ ε . (1)
If condition (1) holds for one metric d it holds for every other metric d′ as well,
possibly with a different constant ε. We will meet many examples of expansive
actions in section 2.3.
Next we need the notion of entropy. Assume that in addition Γ is amenable.
This is equivalent to the existence of a Følner sequence F1, F2, . . . of finite
subsets of Γ such that for every γ ∈ Γ we have
lim
n→∞
|Fnγ △ Fn|
|Fn|
= 0 .
For finite F ⊂ Γ, a subset E of X is called (F, ε)-separated if for all x 6= y in
E there exists γ ∈ Γ with d(γx, γy) ≥ ε. Let sF (ε) be the maximum of the
cardinalities of all (F, ε)-separated subsets. It is finite because X is compact.
The (metric) entropy 0 ≤ h ≤ ∞ of the Γ-action on X is defined by the formula:
h = h(X) := lim
ε→0
lim
n→∞
1
|Fn|
log sFn(ε) .
It depends neither on the choice of a metric defining the topology of X nor on
the choice of the Følner sequence. Note that the ε-limit exists by monotonicity.
It becomes stationary if the Γ-action is expansive. See [] section 2 for some
of the proofs and further references. The sequence Fn = {0, 1, 2, . . . , n}d is a
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Følner sequence in Γ = Zd and hence the entropy of Zd-actions is defined. Note
that if both Γ and X are finite, Fi = Γ for i = 1, 2, . . . is a Følner sequence and
we have
h =
1
|Γ|
log |X| . (2)
Although trivial from the point of view of dynamical systems it is useful to
keep this example in mind. For expansive actions the entropy can sometimes
be determined by counting periodic points. Recall that a group Γ is residually
finite if it has a sequence Γ1,Γ2, . . . of normal subgroups of finite index with
trivial intersection. Let us write Γn → e in case the sequence (Γn) satisfies the
stronger condition that only the neutral elements e lies in Γn for infinitely many
n’s. Such sequences exist as well. Let FixΓn(X) be the set of points in X which
are fixed by Γn. If the action of Γ on X is expansive, FixΓn(X) is finite. Set
hper = lim
n→∞
1
(Γ : Γn)
log |FixΓn(X)| (3)
if the limit exists for any choice of sequence Γn → e. It is then independent of
the choice of Γn’s. Note that Γ = Z
d is residually finite and that Γn = (nZ)
d
provides a sequence with Γn → e = 0. As mentioned above, it sometimes hap-
pens for expansive actions of countable discrete groups which are both residually
finite and amenable that we have h = hper. As a trivial example note that be-
cause of (2) this is true if both Γ and X are finite. In this case the condition
Γn → e means that Γn = {e} if n is large enough. More interesting examples
are given in section 2.3.
2.2 Determinants on von Neumann algebras
Let M be a von Neumann algebra with a faithful finite normal trace τ , see
[Di]. For an operator Φ in M let Eλ = Eλ(|Φ|) be the spectral resolution of
the selfadjoint operator |Φ| = (Φ∗Φ)1/2. Then both |Φ| and Eλ lie in M and
one defines the Fuglede–Kadison determinant detMΦ ≥ 0 by the integral
log detMΦ =
∫ ∞
0
log λ dτ(Eλ) in R ∪ {−∞} .
For an invertible operator Φ ∈M× we have
log detMΦ = τ(log |Φ|) .
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The general case can be reduced to this one by the formula
detMΦ = lim
ε→0+
detM(|Φ|+ ε) .
It is a non-obvious fact that this determinant is multiplicative
detMΦ1Φ2 = detMΦ1 detMΦ2 for Φ1,Φ2 inM .
Morally this is due to the Campbell–Hausdorff formula although the proof in
[Di] I.6.11 proceeds differently using a uniqueness result for solutions of ordinary
differential equations.
The determinant on M× factors over K1(M) = GL∞(M)ab. Namely, for
n ≥ 1 consider the von Neumann algebra Mn(M) with trace τn = τ ◦ trn
where trn : Mn(M) → M is the usual trace of matrices. The determinants
on GL n(M) = Mn(M)
× are compatible for varying n and define a homomor-
phism on GL∞(M) which factors over K1(M)
detM : K1(M) −→ R
∗
+ . (4)
For the abelian von Neumann algebraM = L∞(Ω) attached to a finite measure
space (Ω,A, µ) and equipped with the trace τ(Φ) =
∫
Ω
Φ dµ we have
detMΦ = exp
∫
Ω
log |Φ| dµ for any Φ ∈M . (5)
This follows immediately from the definitions. Our von Neumann algebras will
arise from groups. For a discrete group let L2(Γ) be the Hilbert space of square
summable complex valued functions x : Γ → C. The group Γ acts isometri-
cally from the right on L2(Γ) by the formula (xγ)(γ′) = x(γ′γ−1). Representing
elements of L2(Γ) as formal sums
∑
xγ′γ
′, this corresponds to right multipli-
cation by γ. The von Neumann algebra of Γ is the algebra of Γ-equivariant
bounded linear operators from L2(Γ) to itself. It is equipped with the faithful
finite normal trace τΓ : NΓ → C defined by τΓ(Φ) = (Φ(e), e) where (, ) is the
scalar product on L2(Γ) and e ∈ Γ ⊂ L2(Γ) is the unit of Γ. For γ ∈ Γ con-
sider the unitary operator ℓγ of left multiplication on L
2(Γ). It commutes with
the right Γ-multiplication and hence defines an element of NΓ. The C-algebra
homomorphism
ℓ : CΓ −→ NΓ ,
∑
aγγ 7−→
∑
aγℓγ
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is injective as one sees by evaluating ℓ(f) on e. It will always be viewed as an
inclusion. It is not difficult to see that ℓ extends to the L1-group algebra L1(Γ)
of Γ, so that we have inclusions of C-algebras
CΓ ⊂ L1(Γ) ⊂ NΓ .
In particular, an element f of CΓ which is a unit in L1(Γ) is also a unit in NΓ.
We remark this because in the p-adic case we do not have a good replacement
for NΓ with its many idempotents but only one for L1(Γ). Writing an element
f ∈ L1(Γ) as a formal series f =
∑
aγγ with
∑
|aγ | <∞ note that τΓ(f) = ae.
In the trivial case of a finite group we have NΓ ⊂ EndCΓ and
detNΓf = |det ℓ(f)|
1/|Γ| .
For a discrete abelian group Γ the von Neumann algebra is easy to describe us-
ing the compact Pontrjagin dual group Γˆ with its Haar probability measure µ.
Namely, the Fourier transform gives an isometry ∧ : L2(Γ)
∼
−→ L2(Γˆ). Conjuga-
tion by ∧ gives an isomorphism of NΓ with the algebra L∞(Γˆ) of multiplication
operators on L2(Γˆ). Denoting this isomorphism NΓ → L∞(Γˆ) by Φ 7→ Φˆ, we
have Φˆ = Φ̂(e). On the other hand, the Fourier transform restricts to a map
∧ : L1(Γ)→ L∞(Γˆ) ⊂ L2(Γˆ) .
Setting τ(ϕ) =
∫
Γˆ
ϕdµ, we get a commutative diagram
L1(Γ) 
 ℓ
//
 _
∧

NΓ
τΓ
//
≀∧

C
L∞(Γˆ) L∞(Γˆ)
τ
// C .
Using (5), this implies the formula:
detNΓf = exp
∫
Γˆ
log |fˆ | dµ for f ∈ L1(Γ) . (6)
Sometimes the Fuglede–Kadison determinant for a group Γ may be calculated
as a renormalized limit of finite determinants. Here is a simple case where this
is possible, [DS] Theorem 5.7. For a residually finite group Γ and a sequence
Γn → e as above write Γ(n) = Γ/Γn and let
L1(Γ) −→ L1(Γ(n)) = CΓ(n) , f 7−→ f (n)
5
be the algebra homomorphism of “integration along the fibres” : For f =
∑
aγγ
in L1(Γ) it is defined by the formula:
f (n) =
∑
δ∈Γ(n)
(∑
γ∈δ
aγ
)
δ .
Theorem 1 If f is a unit in L1(Γ), we have:
detΓf = lim
n→∞
detΓ(n)f
(n) = lim
n→∞
|det ℓ(f (n))|1/|Γ
(n)| .
Consider the example Γ = Zd. In this case Γˆ = T d is the real d-torus in
(C∗)d. Writing the coordinates of Cd as z1, . . . , zd, Fourier transform gives an
isomorphism ∧ : C[Zd]
∼
−→ C[z±11 , . . . , z
±1
d ] ⊂ L
∞(T d) of the group ring with the
ring of Laurent polynomials in z1, . . . , zd. The logarithm of the FK-determinant
of f ∈ C[Zd] equals the (logarithmic) Mahler measure of fˆ
log detNZd(f) = m(fˆ) :=
∫
T d
log |fˆ | dµ . (7)
We have the following theorem of Wiener, [W] Lemma IIe. A modern proof is
given in [K].
Theorem 2 The element f of L1(Zd) is a unit in L1(Zd) if and only if fˆ(z) 6= 0
for all z ∈ T d.
Equivalently, since fˆ is continuous for f ∈ L1(Zd) and since NZd = L∞(T d),
the theorem asserts that f is a unit in L1(Zd) if and only if it is a unit in
NZd. Accordingly one says that a group Γ has the Wiener property if for any
element f ∈ L1(Γ), being a unit in L1(Γ) is equivalent to being a unit in NΓ.
For example, finitely generated nilpotent groups have this property [Lo] but in
general it does not hold.
In any case, for Γ = Zd and Γn = (nZ)
d, theorem 1 asserts that if the Fourier
series fˆ of f ∈ L1(Zd) does not vanish in any point of T d we have the formula:
log detNZdf = lim
n→∞
n−d
∑
ζ∈µdn
log |fˆ(ζ)| . (8)
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Here we have used formula (6) for Γ = (Z/n)d noting that the Pontrjagin dual
of Z/n is identified with the group of n-th roots of unity µn. Of course, using
Riemann sums one sees that as a formula for the Mahler measure, equation (8)
holds more generally for all continuous functions fˆ on T d without zeroes.
It is possible that the assertion of theorem 2 is valid for all f ∈ ZΓ without the
condition that f ∈ L1(Γ)×. For Γ = Zd this is true by non-trivial diophantine
results, [Lin]. For Γ = Z, by Jensen’s formula the Mahler measure of f ∈ C[Z]
can be described in terms of the zeroes of the polynomial fˆ ∈ C[z, z−1]. Writing
fˆ(z) = amz
m + . . .+ arz
r with am, ar non-zero, we have:
log detNZf = m(fˆ) = log |ar| −
∑
0<|α|<1
log |α| (9)
= log |am|+
∑
|α|>1
log |α| .
Here α runs over the zeroes of fˆ with their multiplicities. Despite this seemingly
easy decription there are difficult unsolved issues about the Mahler measures
of polynomials with integer coefficients. We refer to the survey article [Sm] for
background. For Mahler measures of polynomials in several variables there are
no simple formulas. However in several cases Mahler measures for suitable fˆ
in Z[z±11 , . . . , z
±
d ] are related to special values of L-series. See [Bo], [La], [RV].
The relation to regulators which we will recall in section 2.4 was the starting
point for explaining this phenomenon in terms of the Beilinson conjectures.
We end this section with an example where the FK-determinant of a non-
commutative group can be calculated in terms of ordinary integrals [D4]. The
corresponding formula for entropies was discovered by Lind and Schmidt. Let Γ
be the integral Heisenberg group with generators x, y and central commutator
z = y−1x−1yx. For complex polynomials ai(y, z) in the commuting variables y
and z we can form the non-commutative polynomial
f =
N∑
i=0
ai(y, z)x
i in CΓ .
In general log detNΓf can be expressed as an integral over S
1 over certain
Ljapunov exponents associated to the companion matrix of f , see [D4]. In
the simple case where f = 1− a(y, z)x this reduces to the explicit formula:
log detNΓf =
∫
S1
( ∫
S1
log |a(η, ζ)| dµ(η)
)+
dµ(ζ) . (10)
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Here t+ = max(t, 0). Incidentally, it follows from Jensen’s formula that if we
view f as an element of C[Z3] we obtain instead the formula:
log detNZ3f =
∫
S1
∫
S1
log+ |a(η, ζ)| dµ(η) dµ(ζ) . (11)
It follows that for such f we have
detNΓf ≤ logNZ3 f .
In general strict inequality holds here. It would be interesting to try to evaluate
(10) for special polynomials a ∈ Z[y, z] and look for relations with arithmetic.
2.3 Expansiveness and the entropy of algebraic dynam-
ical systems
The dynamical systems whose entropy is related to regulators in special cases
are defined as follows. For a countable discrete group Γ consider a countable
Γ-module M . Its Pontrjagin dual X = Mˆ is then a compact metrizable abelian
group on which Γ acts by topological group automorphisms. For Γ = Zd the
theory of such systems is explained in [Sch]. See [CL] and [Li] for recent results
concerning general groups Γ.
The following case is the most relevant for us. For an element f =
∑
aγγ in
ZΓ consider the Γ-module M = ZΓ/ZΓf with Γ acting by left multiplication.
Then Xf = Mˆ is a subshift of the full shift (R/Z)
Γ = ẐΓ. It consists of all
families (xγ)γ∈Γ with xγ ∈ R/Z such that for all γ ∈ Γ the relation∑
γ′
aγ′xγγ′ = 0
holds in R/Z. The group Γ acts on x = (xγ) ∈ Xf by the formula (γx)γ′ =
xγ−1γ′ . It was known for a long time that for f ∈ Z[Z
d] the Zd-action on Xf
is expansive if and only if fˆ has no zeroes on T d. In view of Wiener’s theorem
2 this is equivalent to f being invertible in L1(Zd). This statement generalizes
by a theorem of Choi [C], (see also [DS] Theorem 3.2).
Theorem 3 For a countable discrete group Γ consider f ∈ ZΓ. Then the
action of Γ on Xf is expansive if and only if f ∈ L1(Γ)×.
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The proof uses Kaplansky’s theorem that in the algebra NΓ and hence in L1(Γ)
the relation fg = 1 implies gf = 1.
A nice generalization of this result was obtained by Chung and Li [CL] theorem
3.1
Theorem 4 The action of Γ on X is expansive if and only if the ZΓ-module
M = Xˆ is finitely generated and L1(Γ)⊗ZΓ M = 0.
For Γ = Zd expansiveness can be characterized as follows where condition 1) is
part of [Sch] Theorem 6.5 and condition 2) is [Br] Theorem 5.2 or independently
[CL] Corollary 3.2.
Theorem 5 The Zd-action on X is expansive if and only if M is a finitely
generated Rd = Z[Z
d]-module and one of the following equivalent conditions
holds:
1) For every associated prime ideal p of the Rd-module M the zero variety V (p)
of p in (C×)d has empty intersection with T d.
2) The module M is S∞-torsion, where S∞ ⊂ Rd is the multiplicative system
S∞ = Rd ∩ L
1(Zd)×.
Note that then M has to be an Rd-torsion module.
For f ∈ ZΓ let h(f) be the entropy of the ZΓ-action on Xf . For Γ = Zd it was
determined in [LSW] building on ideas of Sinai and Yuzvinskii who dealt with
the case d = 1:
Theorem 6 For non-zero f ∈ Z[Zd] we have the formula h(f) = m(fˆ).
After realizing that the Mahler measure is the logarithm of a Fuglede–Kadison
determinant (7) it was clear what the entropy h(f) should be for general Γ. In
the papers [D2], [D3] the expansive case was treated under certain assumptions
by two different methods. After overcoming all the remaining technical diffi-
culties of the first approach in [D2], Li managed to prove the following result
in [Li]:
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Theorem 7 Let Γ be a countable amenable discrete group and assume that
f ∈ ZΓ is a unit in NΓ. Then we have
h(f) = log detNΓf . (12)
In particular, formula (12) holds for all expansive systems Xf . More generally, I
think that (12) should hold whenever f is not a zero-divisor in RΓ. This is true
for Γ = Zd and trivially for finite groups Γ. Work in progress by Hanfeng Li and
Andreas Thom apparently settles the general case. Under suitable assumptions
the relation (12) also holds for Lewis Bowen’s entropy if Γ is not amenable,
c.f. [B]. In [DS] Theorem 5.7 it was shown that for expansive systems Xf the
entropy can be calculated in terms of periodic points:
Theorem 8 Let Γ be a residually finite amenable group and assume that f ∈
ZΓ is a unit in L1(Γ) i.e. that the Γ-action on Xf is expansive. Then we have
the formula
h(f) = hper(f) = lim
n→∞
1
(Γ : Γn)
log |FixΓn(Xf)|
for any choice of sequence Γn → e.
This result will motivate the discussion of the p-adic case later.
For Γ = Zd Bra¨uer gave an interesting K-theoretical generalization of theorem
7. Let MS∞(Rd) be the category of finitely generated Rd-modules which are
S∞-torsion. This is an exact subcategory of the category of all Rd-modules and
one has a localization sequence [Ba] IX Theorem 6.3 and Corollary 6.4
R×d = K1(Rd) −→ K1(Rd[S
−1
∞ ])
δ
−→ K0(MS∞(Rd))
ε
−→ K0(Rd) .
The map δ induces an isomorphism
δ : K1(Rd[S
−1
∞ ])/R
×
d
∼
−→ K0(MS∞(Rd))
whose inverse will be denoted by cl∞. For example
cl∞(Rd/Rdf) = [f ] mod R
×
d .
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The composition obtained using (4)
detNZd : K1(Rd[S
−1
∞ ]) −→ K1(NZ
d)
det
NZd−−−−→ R∗+
is trivial on R×d = ±Z
d. Using Yuzvinskii’s addition formula for entropy and
calculations of entropy in [Sch], Bra¨uer obtained the following result [Br] The-
orem 5.8
Theorem 9 Consider an expansive algebraic Zd-action on a compact abelian
group X. Then we have
h(X) = log detNZd(cl∞(X)) .
On the subgroup SK1(Rd[S
−1
∞ ]) the determinant detNZd is trivial [Br] Corollary
5.7. Using work by Dayton and real Bott periodicity, Bra¨uer proves that for
d ≥ 5 the group SK1(Rd[S−1∞ ]) is non-zero and that there are expansive algebraic
actions of Zd such that the SK1-component fX of cl∞ is non-zero [Br] Theorem
5.35 ff. It would be interesting to know if fX has a dynamical interpretation.
I think that a version of theorem 9 should hold for general Γ. For this the ideas
in [CL] section 3 should be helpful.
2.4 The relation to the Deligne regulator
Consider the multiplicative algebraic torus Gdm = specZ[Z
d]. For an element
f ∈ Z[Zd] = Γ(Gdm,O) let V (f) be the zero scheme inG
d
m and U its complement.
Thus U = specZ[Zd]f . Consider the regulator map from motivic cohomology
to Deligne cohomology
rD : H
d+1
M (U,Q(d+ 1)) −→ H
d+1
D (UR,R(d+ 1)) .
We may think of Hd+1M (U,Q(d+ 1)) as a subquotient of the algebraic K-group
of the localization Z[Γ]f of the group ring Γ = Z
d. By dimension reasons we
have
Hd+1D (UR,R(d+ 1)) = H
d
B(UR,R(d)) .
If we assume that fˆ does not vanish in any point of T d ⊂ (C∗)d, then T d with
its standard orientation defines a d-dimensional homology class [T d] on U(C).
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The element (2πi)−d[T d] is F∞-invariant where F∞ is complex conjugation on
U(C). Hence it defines a class in HBd (UR,Z(−d)). There is a natural pairing
〈, 〉 : HdB(UR,R(d))×H
B
−d(UR,R(−d)) −→ R .
The standard generators ei of Z
d for i = 1, . . . , d define elements of Z[Zd]× =
Γ(Gdm,O)
× and hence of Γ(U,O)×. Consider the cup-product
{f, e1, . . . , ed} = f ∪ e1 ∪ . . . ∪ ed ∈ H
d+1
M (U,Q(d+ 1))
of the d+ 1 elements f, e1, . . . , ed in H
1
M(U,Q(1)) = O
×(U)⊗Q.
A basic calculation with ∪-products in Deligne cohomology gives the following
result [D1] proposition 1.2.
Proposition 10 For f ∈ Z[Zd] with fˆ(z) 6= 0 for all z ∈ T d we have
〈rD{f, e1, . . . , ed}, (2πi)
−d[T d]〉 = m(fˆ) . (13)
According to the preceeding sections, we can express this statement differently
and without using the Fourier transform fˆ of f :
Corollary 11 For f ∈ Z[Zd] with f ∈ L1(Zd)× or equivalently with the Zd-
action on Xf being expansive, we have
〈rD{f, e1, . . . , ed}, (2πi)
−d[T d]〉 = h(f) = log detNZd(f) .
Neither the relation of the regulator pairing with entropy nor the relation with
the determinant on NZd is conceptually understood. It would be interesting to
generalize the left hand side to some non-commutative groups Γ e.g. polycyclic
ones. The starting point could be the algebraic K-theory of the Ore localization
ZΓf . This would give integrals like (10) an interpretation as non-commutative
regulator values. The expression on the left of equation (13) may also be in-
terpreted as a Deligne period of a mixed motive, [D1]. Equation (13) and its
refinements embed m(fˆ) into the context of the Beilinson conjectures. See [D1],
[La], [RV].
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There is a trivial analogue of proposition 10 for the group (Z/n)d instead of
Zd. Consider the group scheme µdn = specZ[(Z/n)
d]. For an element F ∈
Z[(Z/n)d] = Γ(µdn,O) let V (F ) be the zero scheme of F in µ
d
n and Un its
complement. Again we have a regulator map
rD : H
1
M(Un,Q(1)) −→ H
1
D(UnR,R(1)) = H
0
B(UnR,R) .
If F (ζ) 6= 0 for all ζ ∈ µdn(C) then UnR = µ
d
nR and we find
H0B(UnR,R) =
( ∏
ζ∈µdn(C)
R
)+
.
Here an element (λζ) is in the + part if λζ = λζ for all ζ ∈ µ
d
n(C). Using the
canonical pairing
〈, 〉 : H0B(µ
d
n(C),R)×H
B
0 (µ
d
n(C),R) −→ R
and formula (6) we immediately get
Proposition 12 For F ∈ Z[(Z/n)d] with F (ζ) 6= 0 for all ζ ∈ µdn(C) or equiv-
alently with F ∈ C[(Z/n)d]× we have
〈rD(F ), n
−d(1, . . . , 1)〉 = n−d
∑
ζ∈µdn(C)
log |F (ζ)|
= h(F ) = log detN (Z/n)d(F ) .
Starting with an element f ∈ Z[Zd] = Γ(Gdm,O) we may apply this proposition
to F = f (n) which may be viewed as the restriction of the regular function f on
Gdm to µ
d
n ⊂ G
d
m. Thus Un = U ∩ µ
d
n ⊂ U and equation (8) gives the following
limit formula if we assume that fˆ is non-zero in any point of T d:
〈rD{f, e1, . . . , ed}, (2πi)
−d[T d]〉 = lim
n→∞
〈rD(f |µdn), n
−d(1, . . . , 1)〉 . (14)
It would be interesting to find an approximation property of regulators with
respect to dense subschemes generalizing this statement. In this regard the
evaluations on (2πi)−d[T d] and n−d(1, . . . , 1) in formula (14) should be viewed
as normalized traces on cohomology.
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3 The non-archimedian case
3.1 p-adic expansiveness and p-adic entropy for algebraic
dynamical systems
Let p be a prime number. In the following sections we will describe a p-adic
analogue of the previous theory. Only algebraic dynamical systems will be
considered because the p-adic theory at present works only in such a rigid
situation. Thus, as before let Γ be a countable discrete group acting on a
compact metrizable topological group X by topological automorphisms. The
usual definitions of the topological or measure theoretic entropy do not seem
to have a good p-adic analogue. However it turns out that a p-adic analogue of
the logarithmic growth rate of the number of periodic points exists for a large
class of examples. Consider the branch of the p-adic logarithm logp : Q
×
p → Zp
normalized by logp p = 0. If Γ is residually finite and if the limit
hperp = lim
n→∞
1
(Γ : Γn)
logp |FixΓn(X)|
exists in Qp for all sequences Γn → e, we will call it the p-adic periodic entropy
of the Γ-action, [D3]. This notion turns out to be reasonable for a large class
of systems of the form X = Xf with f ∈ ZΓ. We will calculate it in terms of a
p-adic analogue of the Fuglede–Kadison determinant of f . For Γ = Zd we will
also relate it to values of the syntomic regulator map.
We need some objects from p-adic functional analysis. The definition of L1(Γ)
has an obvious p-adic analogue but due to the ultrametric inequality it is more
natural to look at the following bigger algebra which has no archimedian ana-
logue. Let c0(Γ) be the Qp-Banach algebra of all formal series
∑
xγγ with
xγ ∈ Qp and |xγ |p → 0 for γ →∞, equipped with the norm ‖x‖ = maxγ |xγ|p.
The elements x with ‖x‖ ≤ 1 form the Zp-Banach algebra c0(Γ,Zp) where in
addition xγ ∈ Zp for all γ. For Γ = Zd we write the natural isomorphism with
the Tate algebra as
c0(Z
d)
∼
−→ Qp〈z
±1
1 , . . . , z
±1
d 〉 , f 7→ fˆ .
Here z1, . . . , zd are the coordinates on (C
×
p )
d. By T dp we denote the p-adic d-
torus of points z ∈ (C×p )
d with |zi|p = 1 for all 1 ≤ i ≤ d. The following
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well known fact from p-adic analysis may be viewed as an analogue of Wiener’s
theorem 2:
Proposition 13 For f ∈ c0(Zd) the following conditions are equivalent
1. fˆ(z) 6= 0 for all z ∈ T dp
2. f is a unit in c0(Z
d).
Note that the reduction mod p of c0(Γ,Zp) is Fp[Γ]. Moreover an element f
of c0(Γ,Zp) is a unit if and only if its reduction is a unit in Fp[Γ]. We have an
exact sequence of groups
1 −→ U1 −→ c0(Γ,Zp)
× −→ Fp[Γ]
× −→ 1 (15)
where U1 = 1 + pc0(Γ,Zp) is the subgroup of 1-units in c0(Γ,Zp). Note that
for any homomorphism of groups ϕ : Γ → Γ′ there is an induced continuous
algebra homomorphism
ϕ∗ : c0(Γ) −→ c0(Γ
′) where ϕ∗(
∑
aγγ) =
∑
aγϕ(γ) .
I conjecture that in c0(Γ) the relation fg = 1 implies that gf = 1. This is true
for residually finite groups Γ because of the natural injection
c0(Γ) →֒
∞∏
n=1
c0(Γ/Γn)
into a product of finite dimensional Qp-algebras. Here the Γn’s are cofinite
normal subgroups with
⋂∞
n=1 Γn = {e}.
An abelian group X is said to have bounded p-torsion if there is some integer
i0 ≥ 0 with
Ker (pi : X → X) = Ker (pi0 : X → X) for all i ≥ i0 .
We have the following result:
Theorem 14 For f ∈ ZΓ the following conditions are equivalent
a) The group Xf has bounded p-torsion
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b) There is an element g ∈ c0(Γ) with gf = 1
c) c0(Γ)⊗ZΓ Mf = 0 where Mf = Xˆf = ZΓ/ZΓf .
In this case FixN(Xf) is finite for any cofinite normal subgroup N ⊳ Γ.
If Γ is residually finite, condition a)–c) are equivalent to
d) The element f is a unit in c0(Γ).
For obvious reasons we will call the Γ-action on Xf p-adically expansive if either
condition a)–c) is satsified. Note that Mf is a finitely generated ZΓ-module.
Condition a) was introduced by Bra¨uer [Br] for algebraic Γ = Zd-actions.
Proof The isomorphism
c0(Γ)⊗ZΓ Mf = c0(Γ)/c0(Γ)f
shows that b) and c) are equivalent. For a ZΓ-module M the Pontrjagin dual
X = Mˆ has bounded p-torsion if and only if the sequence
M ⊃ pM ⊃ p2M ⊃ . . .
becomes stationary i.e. for some i0 ≥ 0 we have pi0M = piM for i ≥ i0. Thus
condition a) says that
pi0ZΓ + ZΓf = piZΓ + ZΓf for all i ≥ i0 .
Equivalently for i ≥ i0 there are elements hi, qi ∈ ZΓ with
pi0 = pihi + qif for i ≥ i0 . (16)
Setting i1 = i0 + 1 we get
qi1f = p
i0(1− phi1) .
The element 1 − phi1 is a 1-unit in c0(Γ,Zp) and hence u = qi1f is in c0(Γ)
×.
Hence g = u−1qi1 ∈ c0(Γ) satisfies gf = 1 and hence b) holds.
Conversely assume that we have gf = 1 for some g ∈ c0(Γ). There is an integer
i0 ≥ 0 with q = pi0g ∈ c0(Γ,Zp). For each i ≥ i0 we may write q in the form
q = pisi + qi where si ∈ c0(Γ,Zp) and qi ∈ ZΓ. Thus, setting hi = sif we get
pi0 = qf = pihi + qif .
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Since qif is in ZΓ the element hi is in c0(Γ,Zp) ∩ p−iZΓ = ZΓ as well. Thus
equation (16) holds for all i ≥ i0 and a) is satisfied.
The Pontrjagin dual of FixN (Xf) is the N -cofix module of ZΓ/ZΓf i.e. the
module Z[Γ]/ZΓf¯ where Γ = Γ/N and f is the image of f in ZΓ. The relation
gf = 1 in c0(Γ) implies the relation gf = 1 in c0(Γ) = Qp[Γ].
This implies that (ZΓ/ZΓf¯) ⊗Z Qp = 0. Hence the finitely generated abelian
group ZΓ/ZΓf¯ is torsion and therefore finite. Thus FixN (Xf) is finite as well.
Finally, it was mentioned above that condition b) is equivalent to d) if Γ is
residually finite. ✷
For Γ = Zd-actions, Bra¨uer [Br] Propositions 4.19 and 4.22 has shown the
following result similar to theorem 5:
Theorem 15 Consider an algebraic Zd-action on a compact abelian group X
for which the Rd-module M = Xˆ is finitely generated. Then the following
conditions are equivalent:
a) The group X has bounded p-torsion
b) For every associated prime ideal p of the Rd-module M the zero variety Vp(p)
of p in (C×p )
d has empty intersection with T dp .
c) The module M is Sp-torsion, where Sp ⊂ Rd is the multiplicative system
Sp = Rd ∩ c0(Zd)×.
Note that M then has to be an Rd-torsion module.
A Zd-algebraic system will be called p-adically expansive if either condition in
the theorem is satisfied. This is compatible with the case Xf above.
Remark 16 For general groups Γ the p-adically expansive algebraic dynamical
systems X should be the ones with M = Xˆ finitely generated as a ZΓ-module
and c0(Γ)⊗ZΓ M = 0. However we want a non-functional analytic description
of this property. I have not investigated whether bounded p-torsion of X is the
right condition also in general.
We end the discussion of p-adic expansiveness with the following fact:
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Proposition 17 If X has bounded p-torsion and M = Xˆ is a Noetherian ZΓ-
module, then M is a torsion ZΓ-module.
Proof By assumption there is some i0 ≥ 0 with p
i0M = piM for all i ≥ i0.
Assume there is a non-torsion element m0 ∈M . Choose elements mν ∈M with
p2i0mν = p
i0mν−1 for ν ≥ 1 and set nν = pi0mν . Thus we have pi0nν = nν−1
for ν ≥ 1. The submodules Nν = ZΓnν of M are isomorphic to ZΓ and form a
strictly increasing sequence contrary to M being Noetherian by assumption. ✷
3.2 p-adic determinants and their relation to p-adic en-
tropy
The von Neumann algebra NΓ has many idempotents given by orthogonal
projections to (right) Γ-invariant closed subspaces of L2(Γ). In the case of
NZd = L∞(T d) for example they are the characteristic functions of measurable
subsets of T d. Evaluating the trace τΓ on idempotents defines the real valued
non-negative “continuous dimension” of the corresponding subspace. It would
be interesting to have a p-adic analogue of this theory of von Neumann where
the dimensions would be p-adic numbers. However in the p-adic setting no
analogue of NΓ is known. The algebras c0(Γ) are too small. For Γ = Zd
for example c0(Z
d) = Qp〈z
±1
1 , . . . , z
±1
d 〉 has no non-trivial idempotents just like
L1(Zd). On the other hand c0(Z
d) is even an integral domain, unlike L1(Zd)
which has very many zero divisors. Nevertheless we have seen in the previous
section that for our purposes c0(Γ) is a reasonable p-adic substitute of L
1(Γ).
As we will see it is possible to define a p-adic analogue of log detNΓ (not of
detNΓ!) on c0(Γ)
×. For Γ = Zd this is easy in terms of the p-adic Snirelman
integral. For non-commutative Γ some deep facts from algebraic K-theory are
needed. They replace the functional calculus which is used in the definition of
detNΓ.
We proceed as follows. For n ≥ 1 consider the Zp-Banach algebra An =
Mn(c0(Γ,Zp)) with norm ‖(aij)‖ = maxi,j ‖aij‖. We have a trace map
τΓ : c0(Γ,Zp) −→ Zp defined by τΓ(f) = ae if f =
∑
aγγ .
The composition
τΓ : An
tr
−→ c0(Γ,Zp)
τΓ−→ Zp
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vanishes on commutators [u, v] = uv − vu in An. Using the p-adic Baker–
Campbell–Hausdorff formula and an additional argument for p = 2 one shows
that on the 1-units U1n = 1 + pAn of A
×
n the map
logp detΓ := τΓ ◦ log : U
1
n −→ Zp (17)
is a homomorphism, c.f. [D3] Theorem 4.1. Here log : U1n → An is defined by
the p-adically convergent power series
log u = −
∞∑
ν=1
(1− u)ν
ν
.
The maps logp detΓ organize into a homomorphism
logp detΓ : 1 + pM∞(c0(Γ,Zp)) −→ Zp .
The exact sequence
1 −→ 1 + pM∞(c0(Γ,Zp)) −→ GL∞(c0(Γ,Zp)) −→ GL∞(Fp[Γ]) −→ 1
gives rise to the exact sequence:
1 −→ K −→ K1(c0(Γ,Zp)) −→ K1(Fp[Γ]) −→ 1 .
Here K is the quotient of U1∞ = 1 + pM∞(c0(Γ,Zp)) by U
1
∞ ∩ E∞(c0(Γ,Zp))
where E∞(R) denotes the elementary matrices in GL∞(R). If Γ is residually
finite it can be shown that logp detΓ factors over K, c.f. [D3] Theorem 5.1. This
should be true in general. Next, we extend logp detΓ : K → Zp by the unique
divisibility of Qp to a homomorphism on K1(c0(Γ,Zp)):
Let 〈Γ〉 be the image of Γ under the canonical map Fp[Γ]× → K1(Fp[Γ]) and
define the Whitehead group of Γ over Fp as the quotient:
WhFp(Γ) = K1(Fp[Γ])/〈Γ〉 .
The following result is now clear:
Theorem 18 Let Γ be a residually finite group such that WhFp(Γ) is torsion.
Then there is a unique homomorphism
logp detΓ : K1(c0(Γ,Zp)) −→ Qp
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with the following properties:
a For every n ≥ 1 the composition
U1n −→ A
×
n −→ K1(c0(Γ,Zp))
logp detΓ
−−−−−→ Qp
is the map (17).
b On the image of Γ in K1(c0(Γ,Zp)) the map logp detΓ vanishes.
Cases where WhFp(Γ) is known to be torsion include torsion-free elementary
amenable groups Γ, c.f. [FL] and word hyperbolic groups [BLR].
We define the desired logarithmic determinant on c0(Γ,Zp)
× as the composition
logp detΓ : c0(Γ,Zp)
× −→ K1(c0(Γ,Zp))
logp detΓ
−−−−−→ Qp . (18)
If Fp[Γ] has no zero-divisors it is easy to see that
c0(Γ)
× = pZco(Γ,Zp)
× and pZ ∩ c0(Γ,Zp)
× = 1 .
In this case, setting logp detΓ(p) = 0 we obtain a homomorphism extending (18)
logp detΓ : c0(Γ)
× −→ Qp .
If Γ is torsion-free and elementary amenable then Fp[Γ] has no zero-divisors
[KLM] Theorem 1.4. A p-adic analogue of the previous calculation of the clas-
sical entropy is given by the following result, [D3], propositions 3.1 and 5.5.
Theorem 19 Assume that the residually finite group Γ is elementary amenable
and torsion free. Let f be an element of ZΓ such that Xf is p-adically expansive
i.e. Xf has bounded p-torsion or equivalently f ∈ c0(Γ)×. Then the p-adic
periodic entropy hperp (f) of the Γ-action on Xf exists and we have
hperp (f) = logp detΓf .
We now make this explicit in the case Γ = Zd where the outcome will be a p-adic
Mahler measure. Recall that the Snirelman integral of a continuous function
ϕ : T dp → Cp is defined by the following limit if it exists, [BD] § 1∫
T dp
ϕ = lim
n→∞
(n,p)=1
n−d
∑
ζ∈µd
N
ϕ(ζ) .
20
Here µN is the group of N -th roots of unity in Q
×
p . It can be shown that for
a function fˆ ∈ Cp〈z
±1
1 , . . . , z
±1
d 〉 which does not vanish in any point of T
d
p the
integral
mp(fˆ) :=
∫
T dp
logp fˆ
exists. It is called the p-adic (logarithmic) Mahler measure. Here logp : C
×
p →
Cp is the p-adic logarithm normalized by logp(p) = 0. For a Laurent polynomial
fˆ(z) = amz
m + . . . + arz
r in Cp[z, z
−1] with am, ar non-zero, we have by [BD]
Proposition 1.5
mp(fˆ) = logp ar −
∑
0<|α|p<1
logp α (19)
= logp am +
∑
|α|p>1
logp α .
Here α runs over the zeroes of fˆ with their multiplicities. This formula corre-
sponds to formula (9) for the ordinary Mahler measure. Setting τ(ϕ) =
∫
T dp
ϕ
there is a commutative diagram
c0(Z
d)
τΓ
//
≀∧

Qp
Qp〈z
±1
1 , . . . , z
±1
d 〉
τ
// Qp .
Using this it is shown in [D3] Remark 5.2 that for f ∈ c0(Z
d) we have:
logp detZdf = mp(fˆ) . (20)
This corresponds to formulas (7) and (8).
We finish this section with some ideas of Bra¨uer for general p-adically expansive
actions in the case Γ = Zd, c.f. [Br] 4.3. LetMSp(Rd) be the category of finitely
generated Rd-modules which are Sp = Rd ∩ c0(Zd)×-torsion. As in section 2.3
the exact localization sequence
R×d = K1(Rd) −→ K1(Rd[S
−1
p ])
δ
−→ K0(MSp(Rd))
ε
−→ K0(Rd)
leads to an isomorphism:
δ : K1(Rd[S
−1
p ])/R
×
d
∼
−→ K0(MSp(Rd)) .
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Its inverse is denoted by clp. For example
clp(Rd/Rdf) = [f ] mod R
×
d .
The map logp detZd on K1(c0(Z
d,Zp)) has a natural extension to K1(c0(Z
d))
because it is trivial on SK1(c0(Z
d,Zp)). Consider the composition
logp detZd : K1(Rd[S
−1
p ]) −→ K1(c0(Z
d))
logp detZd−−−−−→ Qp .
It is trivial on R×d = ±Z
d and hence the p-adic number logp detZd(cl(X)) is
defined for every p-adically expansive Zd-action X . Comparing with theorem 9
we see that it should equal the “p-adic entropy” of X . For X = Xf this is the
case as we have seen before. In general however, hperp (X) as we have defined it
may not exist as Bra¨uer observes in [Br] Example 7.1. It is an open problem
even for Γ = Zd to define dynamically a better notion of p-adic entropy which
applies to all p-adically expansive Γ-actions X and equals logp detZd(cl(X)).
3.3 The relation to the syntomic regulator
We take up the notations from section 2.4. Thus for an element f ∈ Z[Zd] =
Γ(Gdm,O) let U = G
d
m \ V (f) be the complement of the zero scheme V (f) of f
in Gdm. Consider the regulator map into syntomic cohomology [Be], [BD] 2.3
rsyn : H
d+1
M (U,Q(d+ 1)) −→ H
d+1
syn (UZp , d+ 1) .
There is a canonical isomorphism [BD] (7)
Hd+1syn (UZp , d+ 1)
∼
−→ Hdrig(UFp/Qp)
with Berthelot’s rigid cohomology [Ber]. The cohomology classes inHdrig(UFp/Qp)
are represented by overconvergent d-forms ω. Writing
ω = f
dz1
z1
∧ . . . ∧
dzd
zd
the function f restricts to a rigid analytic function T dp and we set
〈[ω], [T dp ]〉 :=
∫
T dp
f .
22
This gives a well defined Qp-valued linear form [T
d
p ] on H
d
rig(UFp/Qp) which we
may view as a rigid homology class in Hrigd (UFp/Qp).
Defining the symbol {f, e1, . . . , ed} in H
d+1
M (U,Q(d + 1)) as in section 2.4 the
following result holds, [BD] Fact 2.4.
Proposition 20 For f ∈ Z[Zd] with fˆ(z) 6= 0 for all z ∈ T dp we have
〈rsyn{f, e1, . . . , ed}, [T
d
p ]〉 = mp(fˆ) .
We can express this differently in terms of entropy and determinants as follows:
Corollary 21 For f ∈ Z[Zd] with f ∈ c0(Zd)× or equivalently with the Zd-
action on Xf being p-adically expansive, we have
〈rsyn{f, e1, . . . , ed}, [T
d
p ]〉 = h
per
p (f) = logp detZd(f) .
As in the archimedian case it would be interesting if this formula could be
generalized to some non-commutative groups Γ.
Apart from the p-adic Mahler measure which we just discussed, there is another
more global one which depends on the choice of embeddings
C
σ∞
←֓ Q
σp
→֒ Qp
and takes values in BdR. Assume that V (fˆ) ∩ T
d = ∅ and a further technical
condition on fˆ c.f. [BD] Assumption 3.1. Fixing σ = (σ∞, σp) one can use
Falting’s or Tsuji’s comparison theorems in p-adic cohomology to transfer the
homology class (2πi)−d[T d] in the Betti homology of UR to a BdR-valued rigid
homology class cσ. We set
mp,σ(fˆ) := 〈rsyn{f, z1, . . . , zd}, cσ〉 ∈ F
−dBdR ⊂ BdR .
The Laurent polynomials fˆ in Z[z±1] to which this applies have the form
fˆ(z) = zNa
∏
α
(z − α) where α ∈ Q (21)
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with N ∈ Z and with |a|p = 1 = |σp(α)|p and |α|∞ := |σ∞(α)| 6= 1 for all α.
Writing fˆ in the form
fˆ(z) = amz
m + . . .+ arz
r
with am = a and ar 6= 0, we have |ar|p = 1 and
mp,σ(fˆ) = logp ar −
∑
0<|α|∞<1
logp(σp(α))
= logp am +
∑
|α|∞>1
logp(σp(α)) .
There are two-variable polynomials fˆ for which mp,σ(fˆ) can be related to values
of p-adic L-series of elliptic curves, c.f. [BD] Theorem 3.11. Thus mp,σ(fˆ) seems
to be an interesting quantity. I do not know if there is a definition of p-adic
entropy depending on σ which for the Zd-action on Xf gives mp,σ(fˆ) under
suitable conditions. Neither do I know a definition of a p-adic logarithmic
determinant depending on σ whose value on suitable f ’s gives mp,σ(fˆ).
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