In this paper, we present an improved two-level heuristic to solve the clustered vehicle routing problem ( CluVRP ). The CluVRP is a generalization of the classical capacitated vehicle routing problem ( CVRP ) in which customers are grouped into predefined clusters, and all customers in a cluster must be served consecutively by the same vehicle. This paper contributes to the literature in the following ways: (i) new upper bounds are presented for multiple benchmark instances, (ii) good heuristic solutions are provided in much smaller computing times than existing approaches, (iii) the CluVRP is reduced to its cluster level without assuming Euclidean coordinates or distances, and (iv) a new variant of the CluVRP , the CluVRP with weak cluster constraints , is introduced. In this variant, clusters are allocated to vehicles in their entirety, but all corresponding customers can be visited by the vehicle in any order.
Research context and literature review
Introduced by Dantzig and Ramser (1959) , the vehicle routing problem ( VRP ) is one of the best known and most widely studied problems in the Operations Research community. Many variants of the VRP have been proposed and solved during the last decades. In this paper, we focus on the clustered vehicle routing problem ( Clu-VRP ), a variant of the capacitated vehicle routing problem ( CVRP ) in which all customers are partitioned into predefined clusters . In the strict version of the CluVRP , all customers belonging to the same cluster should be visited by the same vehicle consecutively in the same path. In other words, when a customer is visited by a vehicle, all other customers belonging to the same cluster should be visited first before the vehicle can either return to the depot or move to a client that belongs to another cluster. We refer to this problem as the clustered vehicle routing problem with strong cluster constraints . In Section 5 , we will define a new variant of the problem with weak cluster constraints .
The idea of customer clustering was introduced by Chisman (1975) when defining the clustered travelling salesman problem ( CluTSP ). The objective of this problem is to construct a Hamiltonian path with minimum distance, visiting all customers exactly once. Customers, however, are assigned to a set of predefined clusters and an extra constraint imposes that all customers belonging to the same cluster should be served consecutively. The main algorithmic contributions regarding the CluTSP consist of a tabu search heuristic ( Laporte et al., 1997 ) , genetic algorithms ( Ding et al., 2007; Potvin and Guertin, 1996 ) and a path relinking approach including GRASP ( Mestria et al., 2013 ) . In addition to a number of vehicle routing applications, the CluTSP can also be applied in many other fields, such as manufacturing (machine scheduling, plate cutting, optimisation of resource usage in a production process), IT (disk fragmentation, optimisation of computer program structure) and microscopy (cytology) ( Laporte et al., 2002 ) .
The CluVRP was introduced by Sevaux and Sörensen (2008) in order to model the parcel delivery activities of courier companies. A common practice in this industry is to sort all outbound parcels into bins, where each bin corresponds to a specific, predefined part of the distribution area, called a zone . The first step in solving the distribution planning problem of a courier company is to assign these bins (zones) to the vehicles available. A multi-objective approach for this problem is presented by Janssens et al. (2015) . Afterwards, an optimal cluster and customer sequence should be determined for every vehicle. Other examples involving customer clustering can be found in situations where it is desirable that certain customers are served by the same vehicle. This might be due to the fact that some customers demand a similar service, request a specific repairman skill, or if the customer-driver relationship is perceived important by one of the parties.
In Pop et al. (2012) , an exact method for solving the CluVRP is developed as an extension of the Generalized Vehicle Routing Problem ( GVRP ). The GVRP is closely related to the CluVRP , as both problems share the concept of customer clustering. Contrary to the CluVRP , the GVRP requires that only one customer is visited in every cluster ( Ghiani and Improta, 20 0 0 ) . A new compact and effective integer programming formulation and exact solution approach is proposed in Battarra et al. (2014) .
To solve the CluVRP heuristically, Barthélemy et al. (2010) introduce a transformation of the CluVRP into the CVRP. This is done by adding a large distance M to all inter-cluster edges in the distance matrix. As a result, routes are obtained in which all customers of a single cluster are served before leaving the cluster, because of the high penalty costs. In Barthélemy et al. (2010) this big M approach is further combined with a simulated annealing heuristic.
A hybrid algorithm that does not make use of the big M transformation is proposed in Marc et al. (2015) , but this algorithm makes use of precomputed cluster centers and is therefore only able to solve Euclidean instances. Furthermore, no calculation times are mentioned.
Two alternative metaheuristic solution approaches are proposed by Vidal et al. (2015) . The first one is an adaptation of the Iterated Local Search (ILS) algorithm developed by Subramanian (2012) for the CVRP . In order to avoid the evaluation of many infeasible moves, due to the additional cluster constraints, the neighborhoods are redefined. Secondly, Vidal et al. (2015) use their Unified Hybrid Genetic Search (UHGS) approach to solve the CluVRP . Since this method is designed to solve the non-clustered VRP , the precomputation of all intra cluster Hamiltonian paths is required. The authors report high quality solutions for both methods. This solution quality, however, comes at the expense of very high calculation times. Defryn and Sörensen (2015) propose a decomposition of the problem in two optimisation levels: a high-level routing problem at the cluster level and a low-level routing problem at the individual customer level. Expósito-Izquierdo et al. (2016) acknowledge the two-level optimisation strategy and propose a solution algorithm that combines the Record-to-record algorithm ( Li et al., 2007 ) at the cluster level with the Lin-Kernighan heuristic ( Lin and Kernighan, 1973 ) to determine the intra-cluster routes.
The current paper contributes to the existing literature in the following ways. First, we are able to report improved results on most of the instances provided by Expósito-Izquierdo et al. (2016) . Secondly, even though good algorithms exist for solving the Clu-VRP , most notably the ones proposed by Vidal et al. (2015) , a gap remains for an approach that allows to calculate good solutions in a short amount of computing time . The heuristic procedure proposed in this paper is able to generate good quality feasible solutions very fast. Such an algorithm is necessary in situations where large calculation times are not available or impractical, such as in the daily planning process of couriers or other transportation companies. It is additionally useful in applications for which the Clu-VRP is solved many times as a subproblem. For example, the problem of defining the optimal customer clusters in the distribution area will rely on the CluVRP solution as an evaluation criterion. In this case, a fast evaluation is preferred over the fact that the optimal solution is guaranteed. A third contribution is that, compared to Defryn and Sörensen (2015) and Expósito-Izquierdo et al. (2016) , we generalise the two-level framework to also handle nonEuclidean instances. Finally, a new CluVRP variant, i.e., the CluVRP with weak cluster constraints is introduced in this paper. For some applications, the use of clusters might be beneficial to some extent (e.g., the sorting of the packages and the allocation of zones to vehicles for courier companies, as described above), but could be relaxed when it comes to optimising the route of a single vehicle. In other words, the CluVRP with weak cluster constraints still enforces that all customers belonging to the same cluster are visited by the same vehicle, but relaxes the constraint that they should be visited consecutively . The customers in the clusters assigned to a vehicle therefore can be visited in any order. To the best of our knowledge, this problem has not yet been described in the literature.
The structure of the paper is as follows. In Section 2 , the CluVRP is formally described, after which a detailed analysis of the developed metaheuristic is performed in Section 3 . Our algorithm is tuned and tested on multiple instances of different sizes in Section 4 . The CluVRP with weak cluster constraints is introduced and compared to the original strong cluster constraint variant in Section 5 . Finally, the main conclusions are summarised in Section 6 .
Problem definition
In the CluVRP with strong cluster constraints, we are given a complete undirected graph G = (V, E) , where V is a set of vertices including one depot (denoted as V 0 ) and multiple customer nodes. A distance d ij , is associated with each edge ( i, j ) ∈ E connecting two nodes. We consider K to be a set of homogeneous vehicles with a maximum capacity Q each. All vehicles start and end their trip at the depot. For each customer i the demand is denoted by q i . Furthermore, a set of clusters is denoted by R . Cluster r 0 ∈ R only contains one node, the depot. All other clusters contain at least one customer. The set of customers in a cluster is denoted as
Following Expósito-Izquierdo et al. (2016) , the CluVRP can be defined by the mathematical model described below which requires the definition of some additional variables. Consider Z to be any subset of V that is different from V . Then, let δ + (Z) be the set of edges ( i, j ) ∈ Z × V \ Z and δ − (Z) the set of edges ( i, j ) ∈ V \ Z × Z .
x i jk = 1 vehicle k travels from node i to node j 0 otherwise
Subject to
Fig. 1. The CluVRP with strong cluster constraints. All three vehicles depart from the central depot (gray rectangle) to serve all the customers (black circles). All customers within the same cluster should be served consecutively by the same vehicle.
In the model formulation above, the objective function (1) minimises the total distance travelled by all vehicles. Constraints (2) ensure that each customer is visited exactly once. Contraints (3) state that all vehicles should visit the depot. Constraints (4) guarantee that the same vehicle that arrives at a customer also leaves from that customer. Constraints (5) make sure that vehicle capacities are respected. The subtour elimination constraints are represented by Eq. (6) . Constraints (7) establish that each cluster is visited exactly once by one vehicle.
The CluVRP is visualised in Fig. 1 . On the left hand side, the final solution of the CluVRP with strong cluster constraints is shown at the individual customer level. The corresponding solution at the cluster level is included at the right hand side. This high level representation will be used during the algorithm to reduce the complexity of the problem by exploiting its clustered substructure.
As demonstrated by Lenstra and Kan (1981) , the CVRP is NPhard. Since any CVRP can be reduced to a CluVRP with one customer in each cluster and the complexity of this reduction is linear with respect to the number of customers, the CluVRP is also NP-hard ( Barthélemy, 2012 ) .
A metaheuristic approach for the CLUVRP
We propose a metaheuristic approach that explores the solution space at two different levels: the cluster level and the customer level . At both levels, a Variable Neighborhood Search ( VNS ) algorithm is used to find a local optimum. VNS , introduced by Mladenovi ć and Hansen (1997) has proven to be a successful framework for solving combinatorial optimisation problems, especially vehicle routing problems ( Hansen and Mladenovi ć, 2014 ) . First, the problem is solved at the cluster level. Afterwards, this result is used as an input for the customer level VNS . During the diversification phase, the algorithm moves back from the customer to the cluster level. The outline of our heuristic is shown in Algorithm 1 . In the following sections, we take a closer look at the different operators and their implementation.
Precomputation
During precomputation all inter cluster distances are quantified. 
14: ; nodes i and j is given. These distances are not necessarily symmetrical or Euclidean. To solve the CluVRP at the cluster level (i.e., to determine the assignment of clusters to vehicles and the sequencing of the clusters per vehicle), the inter cluster distance matrix should be defined. For this purpose we use the shortest edge between two clusters as an approximation for the inter-cluster distance as this will be the preferred edge to go from one cluster to another in the low-level routing solution.
Constructive phase
The main goal of the constructive phase is to generate a feasible initial solution at the cluster level . This means that for every cluster, the individual customers are disregarded and the cluster as a whole is allocated to an available vehicle. Even though the travel times between the clusters are taken into account during the constructive process, constructing a feasible allocation of clusters to vehicles is the priority in this phase. Therefore, instead of using a VRP algorithm, a bin packing approach is preferred here. This design choice is justified as follows.
First, contrary to a standard VRP formulation, the number of vehicles is given and should not be optimised any further, as all vehicles must be used anyway. As a result, the exact number of trips is known in advance. Furthermore, it can be argued that the inter cluster Hausdorff distances are only an approximation of the distances between two clusters, as the real distance depends on both the cluster and customer sequence in the trip. Finally, the instances (especially the smaller ones) are constructed in such a way that only very little to no spare capacity is available. For these reasons, a problem specific bin packing approach is more suitable here.
If we disregard the travel of the vehicles between clusters, the allocation of clusters with their given demand to a set of vehicle can be modeled as a one-dimensional bin packing problem with given number of bins . A set of items (clusters) with a given weight (total demand) are to be packed into a set of bins (vehicles) with a predefined maximal load (vehicle capacity Q ).
The one-dimensional bin packing problem is shown to be strongly NP-complete ( Garey and Johnson, 1978 ) . Because we are not interested in the optimal bin packing solution, but a solution for the CluVRP , we prefer a fast algorithm that provides us with a feasible result. The first-fit decreasing and the best-fit decreasing algorithms are most commonly applied in the literature. In this paper, the best-fit decreasing strategy is adopted.
The traditional best-fit bin packing algorithm places each item (cluster), in succession, into the fullest bin (vehicle) in which it fits ( Fleszar and Hindi, 2002 ) . For a simple bin packing problem this is satisfactory, but when solving the CluVRP , it is important that efficient routes can be constructed afterwards with the clusters that have been allocated to the same vehicle. For every cluster, sorted in decreasing order according to demand, we therefore look at the latest cluster that was added to all the bins (vehicles). We then prefer the vehicle for which this latest cluster is located the closest to the current cluster to add. In this way, the algorithm is more likely to combine different clusters that are located in the same part of the distribution area into one vehicle. Once a vehicle has departed from the depot in a certain direction (certain clusters are assigned to that vehicle), we force that other clusters in that same direction are also allocated to this vehicle.
Due to the deterministic character of this constructive heuristic, the same initial solution will be generated during every run of the algorithm. In order to prevent this from happening, an alternative strategy, which involves some randomness, is defined. With a predefined probability randConstructProb , the current cluster is not allocated to the closest vehicle, but from all feasible vehicles (vehicles with enough spare capacity) one vehicle is selected at random.
Redistribution algorithm
As for each instance the number of vehicles is given, the heuristic constructive procedure used to allocate clusters to vehicles might reach a point where no vehicle has enough capacity left to store the next cluster. In order to cope with these situations, a specific redistribution operator, that tries to re-optimize the current capacity distribution, is built into the solution algorithm. This redistribution algorithm aims to increase the fill rate of one of the vehicles as much as possible by means of a clusterSwap operator, that swaps the vehicle of two already allocated clusters. All cluster pairs are checked sequentially, and the best move -the one leading to the highest possible fill rate for one of the vehicles -is executed.
The clusterSwap operator is illustrated in Fig. 2 . Two vehicles are considered with a capacity of 50 items each and eight clusters with a demand of 19, 14, 14, 12, 11, 11 ,10 and 7 items should be allocated to one of the vehicles. As shown, adding the last cluster to any of the vehicles will result in an infeasible solution. This issue is solved by swapping the vehicles assigned to the clusters with a demand of 14 and 10, which will result in a 100% utilisation of vehicle 2. As a results, enough spare capacity becomes available in vehicle 1 to hold the cluster with a demand of 7.
Intensification phase
From the moment that a feasible solution is constructed, the algorithm starts the intensification phase in which the initial solution is improved until a local optimum is reached. This is done in three steps.
First, the initial solution is improved at its cluster level by means of a VNS . A locally optimal cluster sequence is obtained for every vehicle. Afterwards, this cluster level solution is translated to the individual customer level by a conversion operator. The obtained result are then used as the input for a second VNS at the individual customer level.
Intensification at the cluster level
The first part of the intensification phase is executed at the level of the clusters and uses the inter cluster distance matrix, constructed during precomputation. By ignoring all individual customer nodes, the problem size and complexity are reduced. The obtained high level routing problem is solved by a VNS with the objective of finding an optimal cluster sequence for every vehicle. The search is based on seven local search operators that are commonly used in vehicle routing. Both intra and inter vehicle neighborhoods are explored. The intra vehicle operators try to minimize the total distance of a single trip. The inter vehicle operators combine at least two trips while trying to improve the global cost (total distance) of the solution by moving one or exchanging a set of clusters between different vehicles. All local search operators are shown in Table 1 and have complexity O ( n 2 ). We use the first improvement strategy , as every beneficial move encountered is executed by the algorithm.
The order in which the neighborhoods are checked by the algorithm is changed randomly each time the VNS is called. When no improvement can be found in the current neighborhood, the algorithm moves to the next neighborhood. Every time an improvement is found, the algorithm returns to the first neighborhood. This is repeated until none of the neighborhoods is able to improve the current solution any further, and a local optimum is reached at the cluster level. Remove N consecutive clusters and insert them in another trip.
(with N = { 2 , 3 , 4 } )
Conversion operator
The best cluster sequence for every vehicle obtained during the intensification phase at the cluster level is converted into a solution at the customer level before sending it to the customer level intensification phase. This is done by the conversion operator.
For each cluster, an intra cluster TSP was constructed heuristically during pre-processing. The order in which the nodes appear in this TSP is maintained by the conversion operator. The starting node is chosen as the node closest to the current position of the vehicle. In other words, when entering a new cluster, the customer that is closest to the vehicles' current position (either the last customer visited in the previous cluster of the depot) is visited first. Starting from this customer, the node sequence equals the intra cluster TSP constructed during pre-processing.
With a probability given by the parameter randConversionProb , all nodes of the current clusters are added randomly to the solution. In this way, we introduce some diversification in the conversion operator and a larger part of the solution space is searched.
The solution obtained after applying the conversion operator is considered the initial solution at the customer level.
Intensification at the customer level
The initial solution at the customer level constructed by the conversion operator, is improved further during a second intensification phase in which all individual customer nodes are taken into account. Similar to the VNS discussed in Section 3.4.1 , a set of neighborhoods is explored in the search for a local optimal solution.
The cluster constraints, however, impose that all customers belonging to the same cluster should remain visited consecutively in the same path. This restricts the number of feasible moves to be checked by the local search operators.
Two main groups of neighborhoods can be distinguished: the intra cluster and the inter cluster neighborhoods. The first group is responsible for improving the Hamiltonian path within a certain cluster. The optimality of these intra cluster routes is also dependent on the cluster sequence, as this might affect the optimal edge to enter or leave the cluster. Secondly, the inter cluster neighborhoods operate on the cluster order as obtained by the VNS at the cluster level. As no customer information was taken into account at the cluster level, a modified cluster sequence might be beneficial. The inter cluster operators can be both intra or inter vehicle, as the performed moves can involve a single vehicle (e.g., two entire clusters swap within the same vehicle), or multiple vehicles (e.g., two entire clusters belonging to different vehicles are swapped). The neighborhoods used by the VNS at the customer level are described in Table 2 .
Similar to the first VNS , the applied neighborhoods are checked sequentially. When an improvement is found, the algorithm restarts by exploring the first neighborhood. It continues until none of the neighborhoods is able to improve the solution any further and a local optimum is reached. Again, the order in which the neighborhoods are checked by the algorithm is changed randomly by each call of the VNS .
Diversification phase
After having evaluated the new solution obtained at the customer level, the algorithm executes its diversification strategy to continue the search and explore another part of the solution space. This diversification operator consists of a perturbation operator , that destroys parts of the solution, followed by a repair operator .
As all customer nodes that belong to the same cluster should remain grouped together, the removal of one customer node by the perturbation operator would in the end result in the removal of the complete cluster this customer belongs to. Therefore, the perturbation operator is applied immediately to the current solution at the cluster level. A random part of the solution, denoted by the parameter pertRate , is destroyed and the removed clusters are stacked in a separate list.
Afterwards, all removed clusters are reallocated to random vehicles by the repair operator while making sure that the vehicle capacity constraints are not violated. If no feasible vehicle can be found for a certain cluster, the redistribution operator (described in Section 3.3 ) is called by the algorithm.
When a new solution is obtained, the algorithm can resume its search at two different points. Either the new solution at the cluster level is improved first by the intensification phase at the cluster level, or the algorithm calls the conversion operator immediately after the diversification phase. The probability to call the VNS at the cluster level after the diversification operator is denoted by the parameter cluVNSprob .
Parameter tuning and experimental results

Parameter tuning
The algorithm is controlled by four parameters, summarised in Table 3 . In order to fully test the impact of these parameter values on the solution quality, a full factorial statistical experiment is executed. The tuning is done on a selection of large-size instances as provided by Battarra et al. (2014) . See Section 4.3 for a more elaborate presentation of the instances. The results of this tuning procedure are visualised in Fig. 3 , for each individual parameter. The obtained best parameter settings are shown in the last column of Table 3 . The optimal value for the randConstructProb parameter is zero, stating that allocating each cluster to a close-by vehicle outperforms a randomized approach. For the cluVNSprob parameter the optimal value equals 1, meaning that after the diversification phase the best strategy is again to first optimise the solution at the cluster level. All results in this paper are obtained using these optimal parameter values.
Stopping criterion
The search procedure continues until a stopping criterion is reached. Our algorithm uses a predefined number of iterations without improvement . It can be expected that the solution quality will increase for a larger number of allowed iterations. This result is shown in Fig. 4 . This graph is constructed by using the optimal parameter settings, defined above, while varying the maximum number of iterations without improvement. As expected, we find an almost linear relationship between the calculation time and the number of iterations without improvement. A large improvement of the solution quality is realised during the first seconds of execution. As the optimality gap decreases, more calculation time is re- Table 2 The different VNS neighborhoods at the customer level.
Intra cluster operators
Swap
Swap the position of two customers within the same cluster in a single trip. Relocate
Remove one customer and insert it at a different position within the same cluster. Two-Opt
Remove two edges and replace them by two new edges to close the tour.
Or-Opt
Remove N consecutive customers and insert them at a different position within the same cluster in the trip. (with N = { 2 , 3 , 4 } )
Inter cluster operators (intra vehicle)
Swap
Swap the position of two clusters within the same trip. Relocate
Remove all customers of a single cluster and insert them sequentially at a different position in the same trip.
Inter cluster operators (inter vehicle)
Swap Swap the vehicle of two clusters. Relocate
Remove all customers of a single cluster and insert them sequentially in another trip.
Table 3
Results of parameter tuning on a small subset of the large-size instances. quired to further improve the current solution. To preserve a good balance between computation time and solution quality, the stopping criterion is set to 50 0 0 iterations without improvement.
Experimental results
The metaheuristic is tested extensively on benchmark instances of different sizes and with varying degree of clustering. All computational results are obtained using an Intel(R) Core(TM) i7-4790 @ 3.60 GHz with 16GB of RAM. Because the algorithm makes use of randomness during the optimisation process, the instances are solved multiple times (20 runs per instance). Both the average and best results are reported per instance. For a complete overview of all obtained solutions, we refer to Appendix A .
Results on the GVRP θ 3 instances
The algorithm is tested on a set of 79 small and medium sized test instances, denoted as GVRP θ 3, provided by Battarra et al. (2014) , as discussed in their paper on exact algorithms for the Clustered Vehicle Routing Problem . These GVRP instances are adaptations of existing CVRP instances from Bektas et al. (2011) . The transformation is achieved by creating clusters of customers using a seed- Table 4 Results for the GVRP θ3 instances. Comparison between the branch-and-cut and price (BCP), branch-and-cut (BC) ( Battarra et al., 2014 ) The obtained results for the GVRP θ 3 instances are summarised in Table 4 . By using their branch-and-cut method, Battarra et al. (2014) are able to solve 77 out of 79 instances exactly within reasonable time limits. It should be mentioned that for these methods the preprocessing times, which lie between 3 and 8 s, are not included in the calculation times. This preprocessing step consists of the calculation of all possible Hamiltonian paths inside each cluster. Afterwards, while running the branch-and-cut approach, these results are used to define the optimal inter cluster connections at the customer level for a given sequence of clusters. Our VNS algorithm is able to solve 71 instances to optimality, while significantly reducing calculation times. For the other instances, we are able to provide a high quality solution that lies on average 0.04% from optimality. For the instance G-n262-k25-C88-V9 which could not be solved using the exact approach, a heuristic solution with an objective value of 3310 is obtained in a very short calculation time.
For instance M-n200-k16-C67-V6 we improve the upper bound to 909. Expósito-Izquierdo et al. (2016) In this section we test our algorithm on the CluVRP benchmark instance sets proposed by Expósito-Izquierdo et al. (2016) . The instances are adaptations of the instances introduced by Golden et al. (1998) for the CVRP . Each set is characterised by a parameter ρ, representing the filling range of a vehicle. When ρ = 100% , each vehicle can serve at most one cluster, whereas a lower filling percentage indicates that a higher number of clusters can be combined in one vehicle trip. Five different instance sets are built by setting ρ ∈ {10, 25, 50, 75, 100}%.
Results on the adapted Golden instances proposed in
The two-level solution approach from Expósito-Izquierdo et al. (2016) is compared to the two-level VNS introduced in this paper. Although both algorithms are based on a breakdown of the Clu-VRP in two distinct routing problems, some important differences can be identified. First, Expósito-Izquierdo et al. (2016) define the high-level routing problem by replacing all clusters by their virtual center by using the center of mass concept . Their approach is therefore limited to Euclidean instances. Secondly, the algorithm by Expósito-Izquierdo et al. (2016) is mainly focused on optimising the solution at the cluster level in which the individual customer sequence is only considered in the Lin-Kernighan heuristic. Our two-level VNS , however, also includes a strong intensification of the low-level routing problem by means of a separate VNS procedure. The results below indicate that it is beneficial to devote additional attention to the solution at the customer level.
The results of both approaches are summarised in Tables 5 -9 . To allow a fair comparison, a maximum calculation time of 60s is considered for both algorithms. It can be seen that if ρ ∈ {10, 25, 50}%, almost all instances can be improved by our two-level VNS algorithm compared to the results of Expósito-Izquierdo et al. (2016) . The reduction in total cost can be up to 6.10% (instance 4, with ρ = 10% ). For the instance sets with a higher filling rate ( ρ ∈ {75, 100}) it turns out to be harder to improve the current best solution. This might be due to the fact that the lower the number of clusters inside a vehicle, the more the CluVRP converges to the more traditional CVRP . Therefore we lose the advantage of exploiting the clustered structure of the problem in our algorithm. However, the gaps remain far below 1% compared to Expósito-Izquierdo et al. (2016) for all instances, ensuring that a high quality and competitive solution is found. Vidal et al. (2015) Finally, we test our algorithm on yet another adaptation of the Golden et al. (1998) instance set, proposed by Battarra et al. (2014) . We refer to Table 10 for an overview of the obtained results. Our two-level VNS is compared to the solution procedure of Expósito-Izquierdo et al. (2016) , described above, and the UHGS algorithm from Vidal et al. (2015) . The UHGS algorithm aims at combining the diversification strength of a genetic algorithm with the improvement capabilities of local search and has proven to return high quality solutions that are very close to optimality. The algorithm relies, however, on the exact solution of all intra cluster Hamiltonian paths, precomputed by means of Concorde ( Applegate et al., 2006 ) . This causes the required calculation time to increase up to even above the exact solution approach of Battarra et al. (2014) . Although in terms of solution quality the UHGS method tends to outperform all existing approaches, the high calculation Table 5 Results for the adapted problem instances by Golden et al. (1998) Table 6 Results for the adapted problem instances by Golden et al. (1998) times can be considered an important drawback for some applications.
To allow the comparison with the results reported by Expósito-Izquierdo et al. (2016) , we dedicate a maximum calculation time of 10 seconds to our two-level VNS . On average, this corresponds to a 98% reduction in calculation time compared to Vidal et al. (2015) . The two-level VNS is able to find the optimal solution for only 8 out of 220 instances. An optimality gap of around 1% is obtained on average, which is equivalent to a reduction of the optimality gap by 63% compared to Expósito-Izquierdo et al. (2016) .
The CLUVRP with weak cluster constraints
Motivation
As described above, the CluVRP with strong cluster constraints requires that all customers that belong to the same cluster should be served consecutively by the same vehicle. This requirement can be relaxed in some real life applications. In parcel delivery, e.g., the customers are often clustered in zones (clusters) in order to facilitate the sorting process. These zones are assigned to the available vehicles, obtaining a tactical plan in which each vehicle is allowed to serve multiple zones during one trip. ( Janssens et al., 2015 ) However, from the moment that the vehicle leaves the depots there is no need to visit the individual customers according to their original zone. It might be profitable for the driver to leave a current zone, serve customers belonging to another zone and return to the initial zone afterwards. This can depend on the layout of the instance and the individual customer locations, but also on real time traffic information or additional constraints such as time windows. This gives rise to another variant of the CluVRP , which we define as the CluVRP with weak cluster constraints . Similar to the CluVRP with strong cluster constraints, we impose that clusters are assigned to vehicles and therefore that all customers that belong to a certain cluster are all served by the same vehicle. However, we allow a vehicle to leave and re-enter a cluster multiple times during its trip. Results for the adapted problem instances by Golden et al. (1998) with ρ = 50% . Comparison between the two-level approach from Expósito-Izquierdo et al. (2016) and the two-level VNS proposed in this paper. Table 8 Results for the adapted problem instances by Golden et al. (1998) 
Mathematical model
The mathematical model, introduced in Section 2 is adapted below to comply with the weak cluster constraints. Constraints (7) are relaxed and replace by constraints (16) as each cluster can now be visited multiple times. Furthermore, a additional set of equations is added to the model to ensure that all customers that belong to the same cluster are visited by the same vehicle (see constraints (17) ).
Subject to Results for the adapted problem instances by Golden et al. (1998) 
Table 10
Comparison between the UHGS p algorithms from Vidal et al. (2015) , the two-level approach from Expósito-Izquierdo et al. (2016) and the two-level VNS proposed in this paper over the problem instances proposed by Battarra et al. (2014) . 
Experiments
Our two-level VNS approach is slightly altered to solve the Clu-VRP with weak cluster constraints. More specifically, the intra cluster neighborhoods of the VNS at the customer level are expanded to inter cluster operators, allowing the customers to be moved to any position in the trip.
Again, the GVRP θ 3 and Golden instances as proposed by Battarra et al. (2014) are solved. Table 11 bundles the differences in total distance between the CluVRP with strong and weak cluster constraints. These relative differences are obtained by comparing the results of our algorithm for weak cluster constraints to the results discussed in Section 4.3 .
As in this section the problem becomes less constrained, the objective value, defined as the total distance travelled by all vehicles, is lower for all instance classes compared to the CluVRP with hard cluster constraints. The reduction in objective value lies between 4 and 7% on average for the Golden instances, but can go up to more than 12% for some of the instances. As the choice between strong and weak cluster constraints might result in significant differences in total cost, this decision should be taken with care in real life scenarios.
Conclusion
In this paper, a fast two-level VNS heuristic was presented to solve the Clustered Vehicle Routing Problem. This metaheuristic Results for the GVRP θ3 and Golden instances as proposed by Battarra et al. (2014) solution approach solves the CluVRP without assuming Euclidean distances or converting the problem to a CVRP by using a big-M approach. By integrating a cluster level and a customer level local search phase, the specific clustered structure of the problem was exploited to reduce complexity, and high quality solutions could be obtained in very short calculation times. Our algorithm was tested on benchmark instances from the literature with different sizes and diverse complexities. Many of the small and medium-sized problems were solved to optimality in very short computing times. Even if the optimal solution was not found, an average optimality gap of 0.03% was obtained. For the large-size instances, which are adaptations of the Golden benchmark instances as proposed by Battarra et al. (2014) and Expósito-Izquierdo et al. (2016) , only a limited number of optimal solutions were found. However, with an average optimality gap around 1% high quality and competitive solutions were obtained by our twolevel VNS approach in very small computation times. We therefore believe that our solution approach has potential for integration in solution approaches that rely on the CluVRP as a subproblem as this might require the method to be executed multiple times. For example, a courier company that wants to determine the boundaries of its zones (cluster) in the distribution area might want to solve the CluVRP for every possible configuration to select the best option. In this context, a fast method is preferred while the remaining optimality gap is a minor issue. By allowing larger calculation times, the optimality gap is likely to reduce further. However, we leave this trade-off to the decision maker.
Furthermore, we have introduced a new type of CluVRP in this paper. Next to the traditional CluVRP with strong cluster constraints, in which it is not allowed to leave a cluster before having served all customers within it, we have proposed a CluVRP variant with weak cluster constraints. Here, all customers belonging to the same cluster should be served by the same vehicle but customers in the different clusters assigned to a vehicle can be visited in any order. Our simulation experiments show that the total distance travelled might decreases by 4.65% on average for the largesize instances when going from strong to weak cluster constraints. For some instances, a cost reduction of more than 10% could be obtained. These values put an estimate on the profit of allowing the approach with weak cluster constraints as opposed to strong cluster constraints, e.g., in the context of the operations of a courier company.
Although all algorithms are tested and compared on multiple sets of benchmark instances, a gap remains between the size of these instances and the complexity of the logistic problems faced by the industry today. For further research, we therefore acknowledge the need for additional very large-size instances that are able to better represent the daily planning problems faced by, e.g., parcel delivery and courier companies. Furthermore, the authors would like to thank Maria Battarra (University of Southampton) for sharing the test instances and optimal results.
Appendix A. Detailed results
Table 12
Detailed results for the GVRP θ3 instances A, B. Table 13 Detailed results for the GVRP θ3 instances G, M, P. Table 14 Detailed results for the Golden instances 1-5, as provided by Battarra et al. (2014) .
Table 15
Detailed results for the Golden instances 6-10, as provided by Battarra et al. (2014) .
Table 16
Detailed results for the Golden instances 11-15, as provided by Battarra et al. (2014) .
