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Abstract In this paper, I proposed a unified clustering approach that can estimate number
of clusters and produce clustering against this number simultaneously. Average silhouette
width (ASW) is a widely used standard cluster quality index. I define a distance based
objective function that optimizes ASW for clustering. The proposed algorithm named as
OSil, only, needs data observations as an input without any prior knowledge of the num-
ber of clusters. This work is about thorough investigation of the proposed methodology, its
usefulness and limitations. A vast spectrum of clustering structures were generated, and sev-
eral well-known clustering methods including partitioning, hierarchical, density based, and
spatial methods were consider as the competitor of the proposed methodology. Simulation
reveals that OSil algorithm has shown superior perform in terms of clustering quality than
all clustering methods included in the study. OSil can find well separated, compact clusters
and have shown better performance for the estimation of number of clusters than several
methods. Apart from the proposal of the new methodology and it’s investigation this papers
offer a systematic analysis on the estimation of cluster indices, some of which never appeared
together in comparative simulation setup before. The study offers many insightful findings
useful for the selection of the clustering methods and indices.
keywords within cluster compactness; between cluster separation; combinatorial opti-
mization; local optimum; non-deterministic clustering; clustering quality.
1 Introduction
Clustering is a fundamental method for the data analysis in many disciplines, for instance,
in pattern recognition, text analysis, community detection, image processing, and computer
vision to name but a few. The high level description of the clustering task is to discover the
inherent underlying structure in the data. The classification of the clustering methods are
not straight forward, however, can be broadly classified into distance/centroid based meth-
ods, density/kernel based methods, grid based methods, graph/network clustering methods,
constraint based methods and Bayesian non-parametrics methods (Friedman et al. (2001)).
The distance based methods are broadly classify as partitioning and hierarchical methods.
The partitioning methods are based on optimization of a numerical function. They usually
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utilize the concepts of separation and homogeneity to perform clustering, i.e., objects within
a group are closely located (intra-cluster compactness) and have cohesive structure, and they
are well separated from the objects in other clusters (inter-cluster separation).
All partitioning based clustering methods give flat clustering, meaning that they partition
the data into non-overlapping clusters and treat these clusters at the same level in clustering
i.e., clusters are not nested inside clusters. They return a single partitioning of a data instead
of series of partitions, and no further structures are seen within clusters.
Clustering is often differentiated into crisp or fuzzy. Crisp, also known as hard clustering,
is the one for which all objects in the data just belong to exactly one cluster. Whereas, in soft
or fuzzy clustering, each object belongs to each cluster with a certain cluster membership
score based on how similar the object is to other objects in that cluster.
Deterministic clustering algorithms always arrive at the same clustering result for the
given data. Examples include hierarchical or spectral clustering algorithms. In contrast,
stochastic algorithms do not reach at same clustering solution if run more than once with
the same parametric choices, for instance, the standard k-means algorithm, for a different
set of initial points chosen as starting centres can reach different local minima resulting in
different clustering solutions. Similarly, model-based clustering is also a stochastic clustering
method. However, both k-means and model-based clustering can be run in deterministic
fashion.
The partitioning clustering methods requires some notion of proximity between obser-
vations. This is usually define by some distance measure between the pair of observations.
The selection of suitable distance measure depends upon various factors, such as, meaning
of closeness in a certain application, what types of clusters are to be discovered, the type of
the data (e.g., binary, continuous or mixed), the space of the data (e.g., Euclidean or non
Euclidean), nature of the analysis and the clustering method to use.
In this study I have developed a non-overlapping crisp and partitioning method. The
algorithmic implementations of the method can be classified as stochastic clustering. The
algorithms proposed in this study are applicable to any data types (continuous, binary, text,
images, sequence e.t.c.) and data from any space given that the distance measure is possible
to calculate.
2 Motivation and related work
The three major challenges while performing cluster analysis are how many clusters are
present in the data (McCullagh et al. (2008)), which clustering algorithm is suitable to
retain the clustering structure for the data application at hand Jain and Dubes (1988), and
finally how to evaluate the clustering results (Milligan (1981), Handl et al. (2005)).
Cluster validation techniques are essentials for the evaluation of the clustering outcome.
These are broadly classified as external and internal methods (Halkidi et al. (2001), Lei et al.
(2017)). External validation methods take knowledge of known class labels to validate clus-
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tering algorithms on data sets to learn about the performance of a method. They are also
used to compare the clustering results coming from different methods or different parametric
choices of same method. In situations where external labels are not known, internal valida-
tion measures can be used to validate the clustering. Internal validation measures explore
how well the clustering fits the data set using some criterion. The task of clustering quality
validation and estimation of number of clusters are closely related. Many of the clustering
quality indices are used for the estimation of number of clusters. The number of clusters can
be chosen by optimizing a quality index. Once the number of clusters are know clustering
solution is obtained using some algorithm.
The study aims at defining a coherent framework to estimate the number of clusters and a
clustering solution using the average silhouette width (ASW) proposed by Rousseeuw (1987).
A clustering method can be defined by optimizing the objective function based on the ASW
index. This index measures the clustering quality to estimate the number of clusters and
has shown good performance for the estimation of the number of clusters. The motivation is
that if an index is really good in estimating number of clusters then it should also be good
in getting the final clustering solution. The advantage of this is that it will make the task of
clustering somewhat simpler, and the users don’t have to deal with the two tasks separately.
The ASW is a well-reputed and trusted clustering quality measure. There have been some
comparisons in the literature that validate the good performance of the index as compared
to other indices. The ASW has been extensively used to estimate the optimal number of
clusters (with a combination of various clustering methods), to compare the performance of
clustering methods and for the quality assessment of clustering obtained from many cluster-
ing methods. Some empirical studies have also been designed to evaluate performance of the
ASW in comparison with other famous indices. The index has been used for cluster analysis
in a diverse range of data clustering problems and setups across disciplines, for instance,
clustering of time series: Kalpakis et al. (2001), for document clustering: Recupero (2007),
for micro-array analysis: Kennedy et al. (2003), Bandyopadhyay et al. (2007), Cho et al.
(2010), for genotype assesment Lovmar et al. (2005), for brain analysis: Craddock et al.
(2012), and for image segmentation: Hruschka and Ebecken (2003) to mention a few. For
clustering quality measures, and clustering method comparisons see, Chen et al. (2002), Liu
et al. (2003), Reynolds et al. (2006), Kannan (2008), and Ignaccolo et al. (2008).
The research questions for this study are defined as under:
1. To learn which existing method can work well with the ASW index? In principle ASW
can be used with any clustering method to estimate number of clusters. However, some
clustering methods can better capture certain kind of pattern in the data as compared
to others, therefore, the performance of ASW will vary with the clustering methods.
Goal here is to evaluate the performance of ASW with different clustering methods for
two aims defined as (a) performance of ASW for finding clustering solution, and (b)
performance of ASW for the estimation of number of clusters.
2. To illustrate the characteristics, and types of clusters OSil algorithm can capture and
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identify. For this I define the two aims: (a) performance of OSil for finding clustering
solution, and (b) performance of OSil for the estimation of number of clusters.
3. To find out the best way to initialization OSil since initialization can effect the algo-
rithm’s output greatly (Arthur and Vassilvitskii, 2007). For this several initialization
methods were compared and evaluated against both aims.
4. To extensively evaluate the performances of other indices in comparative setting for
the estimation of number of clusters in combination of various clustering methods.
Organization The next section defines the notations and proposed methodology. In Sec-
tion 4.1 and 4.2 the particular details about the experiments are defined and results are
presented. In Section 5, I conclude the article by high lighting the strengths of experiments
conducted here as compared to other such studies in literature.
3 Proposed methodology
Formally, suppose that the aim is to cluster a data set X = {x1, · · · , xn} from some space
S of size n ≥ 2 into k ≥ 2 clusters, where n ∈ N and k ∈ Nn. Each object in X is a p-
dimensional vector, where p ∈ N. A function d(xi, xh) calculates the pairwise dissimilarities
between pairs of objects (xi, xj) ∈ X such that d : X × X → R+, satisfying non-negativity,
reflexivity and symmetry properties. The clustering task is to produce the partition of the
data X into disjoint subsets denoted as Ck = {C1, C2, . . . , Ck} be a clustering of any size k.
Let P(X ) be the set of all non-trivial partitions on X such that Ck ∈ P(X ). Formally, a
partitioning function fk(d,X ) = Ck provides k-partitions such that, (a) @ Ci = ∅; i ∈ Nk,
(b) Ci ∩ Cj = ∅; i 6= j, and (c) ∪ki=1Ci = X . We also require
∑k
i=1|Ci| = n.
There are two trivial clustering cases which are not of interest in this work. They are
defined now as: all the data points belong to one cluster only i.e., k = 1, and each data
point forms its own cluster i.e., k = n.
For a given partition Ck, the clustering label vector defines the cluster memberships of all
the observations in X . For xi ∈ Cr, r ∈ Nk, the label of xi for i ∈ Nn is l(i) = r. Therefore,
a complete label vector for a partition is (l(1), · · · , l(n)), where l(i) represents a label for
object ‘i’ and each of l(i) ∈ Nk. Let l(X , k) be the brief notation for the clustering label
vector.
The Average Silhouette Width (ASW) proposed by Kaufman and Rousseeuw (1987) to
evaluate the clustering quality and to estimate the number of clusters is defined as follows.
Given a clustering label vector l(X , k) for a Ck a clustering identified by some clustering
function fk on X the silhouette width (SW) of the object i, i ∈ Nn, is calculated as follows:
Si
(
l(X , k), d) = b(i)− a(i)
max{a(i), b(i)} , (1)
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where,
a(i) =
1
nl(i) − 1
∑
l(i)=l(h)
i 6=h
d(xi, xh), and b(i) = min
r 6=l(i)
1
nr
∑
l(h)=r
d(xi, xh).
A global measure of clustering quality named as ASW can be obtained by averaging the SW
for each member of the data. The ASW is formally calculated as follows:
S¯
(
l(X , k), d) = 1
n
n∑
i=1
Si
(
l(X , k), d), (2)
such that −1 ≤ S¯(l(X , k), d) ≤ 1.
The Optimum Average Silhouette Width (OASW) clustering of X is defined by maxi-
mizing the following function, over all l∗(X , k) ∈ L, where L represents a set of all possible
label vectors l∗(X , k) for all possible non-trivial clusterings Ck ∈ P(X ).
f
(
l(X , k), d) = arg max
l∗(X ,k)∈L
S¯l
(
l∗(X , k), d). (3)
Substitution (1) in (2) and the resulting expression in (3) will give us a full definition of the
objective function as follows:
f
(
l(X , k), d) = arg max
l∗(X ,k)∈L
1
n
n∑
i=1
b(i)− a(i)
max{a(i), b(i)} , (4)
where l∗(X , k) is required for b(i) and a(i) defined above.
ASW is a combinational index based on within and between cluster distances that tries
to achieve compromise between the two aims of homogeneity and separation. The a(i) is not
defined for singletons and to calculate b(i) there should be at least two clusters. Therefore
SW is only defined for k > 1. The ASW provides a natural and intuitive definition for
clustering. For a good clustering based on ASW criterion the “within” clusters dissimilarity
should be less than the “between” clusters dissimilarity. Therefore, if a(i) is much smaller
than the smallest between clusters dissimilarity b(i) we get evidence (larger Si, close to 1 is
better in this case), that object xi is in the appropriate cluster. On the other hand, Si close
to -1, points towards the wrong cluster assignment for object xi. In this case a(i) > b(i),
meaning that object xi is more close to its neighbouring cluster than to its present cluster. A
neutral case occurs when Si ≈ 0, i.e., object xi is approximately equally distant from both,
its present cluster and neighbouring cluster.
The optimum ASW (OASW) clustering is implemented through OSil algorithm abbrevi-
ated from Optimum average Silhouette width). The objective of OASW clustering is to find
a clustering for which S¯(l(X , k), d) is maximum from all the possible clusterings Ck of X .
The set L is determine by all the possible combinations of an object with the membership
of a cluster for an initial clustering label vector l(X , k).
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OSil algorithm
Initialize
1. For all (xi, xh) ∈ X , where (i, h) ∈ Nn and i 6= h, calculate d(xi, xj).
2. Calculate a clustering using any crisp clustering criterion and initialize the clustering label vector
with k clusters as l(X , k) = (l(1), . . . , l(n)).
3. Calculate f (0) = f
(
l(X , k), d).
4. Set q = 1. Let l(1)(X , k) = l(X , k).
Swap
1. For all pairs (i, r) such that l(q)(i) 6= r, for i ∈ Nn and r ∈ Nk, assign l(i) = r and denote the new
label set as l∗(i,r)(X , k) = (l∗(1), . . . , l∗(n)).
2. Compute f(i,r) = f(l
∗
(i,r)(X , k), d).
3. (h, s) = argmax
(i,r)
f(i,r), f
(q) = f(h,s), l
(q)(X , k) = l∗(h,s)(X , k).
Stop
If f (q) ≤ f (q−1). Else q = q + 1. Repeat Swapping: Step (i)-(iii).
Return
f (q) and l(q)(X , k).
For this work, I did not define in advance, what is the definition of clusters, because from
the definition of the ASW this can not be fully specify. One can only roughly understand
what ASW is aiming for. It has it’s own notion that looks for homogeneous clusters, and
separation from the closest cluster. Based on this notion one can expect that OASW cluster-
ing might identify spherical or perhaps elliptical clusters as well. However, it is not so clear
how separated and homogeneous clusters ASW can deliver, and in what situations it fails.
Also, during experiments it was discovered it can find uniform, elongated, small clusters and
clusters of other shapes.
OSil performance has been extensively evaluated against competitors for the estimation
of numbers of clusters and for the clustering solutions. For this two set of simulation studies
were designed, one for the fixed known k (Simulation I) and other for the estimation of k
(Simulation II). I now present these stimulations.
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4 Empirical evaluation
4.1 Simulation I
As defined in step (ii) of the Initialize phase of the OSil algorithm an initial clustering
to start the optimization process is required. To find the best initialization method for
the algorithm a wide range of existing clustering methods were used as an initialization
for OSil, namely, k-means, PAM, model-based, spectral, agglomerative hierarchical linkage
methods using average, complete, single, McQuitty and Ward ’s method. A list of references
to the original articles to these methods are presented in Table 1 together with their software
implementation used in the study. The simulations were conducted in the R language (R
Core Team, 2019).
Table 1: A list of methods and related resources used in the current study
Method (Acronym) Reference R function Package
kmeans Forgy (1965) kmeans() stats;
Partitioning around medoids (PAM) Kaufman and Rousseeuw (1987) pam() cluster; Maechler et al. (2017)
PAMSIL Van der Laan et al. (2003) PAMSIL C; Van der Laan et al. (2003)
Single linkage Sneath (1957) hclust() stats;
Complete linkage Sorensen (1948) -"-
Average linkage Sokal and Michener (1958) -"-
Ward’s method Ward Jr (1963) -"-
McQuitty similarity McQuitty (1957) -"-
Spectral clustering Ng et al. (2002) specc() kernlab; Zeileis et al. (2004)
Model-based clustering Fraley and Raftery (1998) Mclust() mclust; Scrucca et al. (2017)
Calinski and Harabasz (CH) Calin´ski and Harabasz (1974) index.G1 clusterSim; Walesiak and Dudek (2017)
Hartigan (H) Hartigan (1975) index.H -"-
Krzanowski and Lai (KL) Krzanowski and Lai (1988) index.KL -"-
Gap Tibshirani et al. (2001) index.Gap() -"-
Gamma Baker and Hubert (1975) intCriteria() clusterCrit; Desgraupes (2013)
C Hubert and Schultz (1976) -"-
Jump Sugar and James (2003) jump() Sugar and James (2003)
Prediction strength (PS) Tibshirani and Walther (2005) prediction.strength() fpc; Hennig (2015)
Bootstrap instability (BI) Fang and Wang (2012) nselectboot() -"-
CVNN Liu et al. (2013) cvnn() -"-
Bayesian Information Criterion (BIC) Schwarz et al. (1978) mclustBIC() mclust; Scrucca et al. (2017)
Adjusted Rand Index (ARI) Hubert and Arabie (1985) adjustedRandIndex() -"-
Several data generating process (DGPs) were designed to compare the performance of
OSil with the existing methods. Each DGP has certain kinds of clustering problem(s) to
solve. These DGPs cover a range of clustering characteristics defined as: clusters with
different variations among observations, i.e., compact and widely spread clusters; equal and
unequal sized clusters; clusters from different distributions assuming every individual cluster
is coming from a single distribution. For instance, clusters from Gaussian, Student’s t,
Gamma or Beta distributions; clusters from skewed distributions; different types of clusters
for instance, spherical, non-spherical, and elongated clusters; close and far away clusters,
i.e., the distance between the means of clusters are varied; overlapping and well-separated
clusters; relatively small clusters in presence of bigger clusters; nested clusters; clusters
with correlated variables within clusters; different number of clusters; different number of
variables/dimensions; and combinations of these. The data sets were only generated from
the euclidean space in this work although the algorithm is applicable to any kind of data.
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The definitions of all the DGPs used in this study are given in supplementary file of the
article. The plots of a data sets generated from each of the DGPs is shown in Figure 1.
I expect from the algorithms to retrieve the clustering as defined by the DGPs. Through
comparisons we will learn clustering structure OSil algorithm can identify correctly. For
all the clustering methods their R functions with the default parametric choices were used
except for k-means where the random centres was fixed at (nstart = 100). This is because,
the performance of k-means improves if one allows the algorithm to optimize the objective
function by taking several set of cluster centres. For the ASW calculations of the clustering
solutions obtained from the clustering methods other than OSil the ‘silhouette()’ function
in the R package ‘cluster’ (Maechler et al. (2017)) was used. PAMSIL proposed by Van der
Laan et al. (2003) to optimize ASW was also considered for the comparison. Note that
PAMSIL is not same as OSil initialized with PAM.
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(f) Model 6 (k = 5, d = 5)
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Figure 1: Data plots of clustering structures defined for the study with an indication of true
number of clusters.
For all the clustering methods, the known number of clusters from the corresponding
DGPs were used. For each DGP, 25 data sets were generated. Clusterings were performed
using the 9 clustering methods just mentioned. The ASW and ARI values for these cluster-
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ings were calculated1. These clusterings were then passed to the OSil algorithm as initial-
izations. This will result in 9 different OSil clusterings. The ASW and ARI values together
with their SE for these OSil clusterings were recorded as well.
Performance evaluation For comparison, the aggregated results (averages) of the ASW
value for each initialization method considered are reported. The box-plots for the ASW are
also plotted. Since the clustering methods used to initial OSil algorithm are well developed
clustering methods in their own right, therefore, I used the clustering results (referred to
as the initial clustering in the following discussions) obtained from these to compare OSil
clustering. Adjusted rand index is an external criterion for matching similarities between
two clustering was also used to evaluate performance. Each clustering was matched with the
true known DGPs labels. ARI index ranges between 0 and 1 inclusive and a higher value is
better.
4.1.1 Results
The aggregated ASW values obtained from OSil from each method is reported in Table 2.
Note that for the evaluation both the row comparison and the column comparison model-
wise is of interest. The comparison in the first row for each model will indicate which
among the competitors has performed best with ASW (a maximum value is of interest
here). The comparison in the second row for each model will indicate which method is the
best contestant for the OSil initialization. Whereas, the column-wise comparison of these
two rows will indicate will OSil improves the quality of the clustering as compared to the
standalone clustering methods? If so how much improvement in terms of ASW value can
OSil brings. The corresponding ARI values for these clusterings are reported in Table 3.
The boxplots for ASW values from the 20 mehtods are plotted in Figure 2. The empirical
distributions of the ASW vary greatly across the initialization methods. The distribution
is mostly not symmetric but left or right skewed. For a few times the distribution was also
observed to be left or right J shaped.
Among the standalone clustering methods category the best ASW values were mostly
obtained form k-means or PAM clustering methods whereas the best ARI values were mostly
obtained for model-based clustering methods.
The single linkage hierarchical clustering is mathematically well formed clustering
method due to its properties rooted in topology, for instance, see Carlsson and Me´moli
(2013). However, it did not perform well with ASW from all DGPs. The ASW values
obtained including the OSil algorithm initialized with it were very low together with the
corresponding ARI values as compared to other methods.
1Several other statistics of interest including standard errors, time, number of iterations taken by the
algorithm to converge, ARI, histograms, and boxplots were computed to compare results. All results are not
reported here due to limited space but are available upon request from authors
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The complete linkage hierarchical clustering method never gave the best ASW, OASW
or ARI value for the data structures included in this study except for Model 9. Similar result
is true for the McQuitty similarity method which has only given the best ASW for Model
6 with a very low ARI. Other than this it has never given maximum ASW, or ARI.
The spectral clustering initialization has only improved ASW once (as compared to
other clustering methods) namely Model 1 with the best ARI value as well. But many other
methods also achieve this best value for the ARI. For all the other models spectral clustering
has never achieved the best ASW value standalone or when used as an initialization for OSil,
and the ARI values were also very low.
ARI discussion The OSil clustering has decreased the best ARI (row maximum) value
obtained as compared to the standalone clustering methods for some DGPs. For instance
for Model 1 the highest ARI value was obtained for the standalone model-based clustering
method, whereas the highest value of ARI for OSil was obtained with Wards initialization
which is smaller than what is mentioned earlier. In particular, the best ARI values from
OSil clustering for the Models 1-3, 6 and 8 have decreased. On the contrary, the OSil has
increased the ARI for Model 4 and 7. For Model 4 both PAMSIL and OSil gave same ARI
value. For Model 5, PAMSIL has performed best in terms of ARI, keeping in mind OSil with
PAM initialization has also performed very close to this. For Model 7, OSil is a clear winner
leaving all other methods much behind in clustering quality. For Models 9 many methods
gave ARI=1.
However, it is interesting to note that, although for Models 1-3, 6 and 8 the best ARI
values obtained from OSil has decreased but OSil has improved the individual ARI values for
several clustering methods. This highlights the fact that OSil has the potential to improve
the clustering quality of these methods. I now summarize these results in the Table 4. A
3, 7, and = represents that OSil has increased, decreased, and not changed the ARI values
when a clustering method was used as an initialization for OSil as compared to the ARI
values obtained from the same clustering methods for their standalone use.
Which clustering method is the best in optimizing ASW? OSil has always in-
creased the ASW value for all models and all initialization methods included in the study.
PAMSIL has also achieved the same ASW value as obtained by OSil for Models 1, 3-5, 9.
However, it has given the higher value of ASW only for Model 8.
Which method is the best in terms of ARI? No single method wins here. The
standalone model-based clustering method has given the best ARI values for Model 1-3, and
8. For Model 4, both OSil and PAMSIL gave the same value, for Model 5 only PAMSIL, for
Model 6 standalone Wards method, for Model 7 only OSil and for Model 9 many methods
gave ARI=1.
OSil versus PAMSIL The superiority of OSil as compared to PAMSIL is evident
from the following points.
1. The ASW values obtained from OSil are much higher than those of PAMSIL for Models
4, 6, and 7.
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Table 2: ASW index values obtained for all clustering methods for the nine DGPs for the
fixed k. The best values are made bold in each row.
DGPs k-means PAM single complete average Ward McQuitty model-based spectral PAMSIL
Model 1
0.6684 0.6689 0.4008 0.5701 0.6217 0.6596 0.5161 0.6488 0.6589 -
0.6697 0.6697 0.4782 0.6588 0.6345 0.6697 0.6489 0.6697 0.6697 0.6697
Model 2
0.7114 0.7103 0.2976 0.6128 0.6851 0.6975 0.5889 0.6780 0.6164 -
0.7118 0.7118 0.4161 0.6859 0.6968 0.7118 0.6726 0.7118 0.6536 0.7117
Model 3
0.6923 0.6936 0.4446 0.6234 0.6385 0.6770 0.6021 0.6470 0.5770 -
0.6939 0.6940 0.5804 0.6590 0.6535 0.6914 0.6457 0.6940 0.6670 0.6940
Model 4
0.8254 0.8254 0.6887 0.7876 0.8247 0.8239 0.7996 0.8143 0.5899 -
0.8255 0.8255 0.7445 0.8008 0.8255 0.8255 0.8145 0.8255 0.6660 0.8255
Model 5
0.7159 0.7398 0.5731 0.5737 0.5812 0.7138 0.5745 0.7033 0.5995 -
0.7163 0.7448 0.6197 0.5851 0.5934 0.7163 0.5927 0.7197 0.6796 0.7448
Model 6
0.7327 0.7325 0.7476 0.7570 0.7623 0.7307 0.7668 0.7366 0.5970 -
0.7327 0.7327 0.8282 0.7912 0.8170 0.7328 0.8200 0.7427 0.7225 0.7813
Model 7
0.6748 0.6500 0.5908 0.6618 0.6957 0.6668 0.6611 0.7052 0.5987 -
0.6785 0.6543 0.8691 0.7215 0.7693 0.6911 0.7196 0.7167 0.7117 0.7790
Model 8
0.7801 0.7820 0.6884 0.7214 0.7720 0.7751 0.7244 0.7716 0.6045 -
0.7814 0.7834 0.7481 0.7462 0.7792 0.7836 0.7553 0.7838 0.6995 0.7875
Model 9
0.6461 0.6461 0.6461 0.6461 0.6461 0.6461 0.6461 0.1660 0.5327 -
0.6461 0.6461 0.6461 0.6461 0.6461 0.6461 0.6461 0.5520 0.5709 0.6461
The first row for each model represents the ASW value against the standalone method whereas the second row represents the
optimized value of the objective function based on ASW obtained from OSil.
2. Out of these, the ARI for Models 6 and 9 for PAMSIL were very low as compared to
OSil.
3. The models 1 and 2 for which PAMSIL gave similar values of OASW as that from
OSil, its resulting ARI values are very low as compared to OSil.
4. For Model 8 PAMSIL gave the highest ASW value but with very low ARI as compared
to OSil.
Van der Laan et al. (2003) has shown that PAMSIL is good for detecting small sized
clusters in presence of bigger sized clusters, where the clusters have same covariances. By
small sized clusters they mean number of observations in clusters. This is not always true
or partially true and is strongly connected with the distance between the means of clusters.
This is confirmed from the results (Table 5) of Model 6, where PAMSIL and related methods
(ASW, OSil) fail to estimate 5 as a number of clusters.
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Table 3: ARI results for the clustering results for fixed k.
DGMs k-means PAM single complete average Ward McQuitty model-based spectral PAMSIL
Model 1
0.8197 0.8351 0.1172 0.4831 0.6652 0.9387 0.3569 0.9920 0.9575 -
0.8573 0.8573 0.1742 0.8239 0.6836 0.8603 0.7823 0.8603 0.8603 0.8448
Model 2
0.8463 0.8491 0.3844 0.6039 0.8161 0.9140 0.5912 0.9880 0.8704 -
0.8556 0.8556 0.3535 0.7631 0.7985 0.8570 0.7313 0.8577 0.7993 0.7967
Model 3
0.8711 0.8857 0.4219 0.7054 0.6681 0.9125 0.6704 0.9920 0.8321 -
0.8881 0.8871 0.3999 0.7643 0.6661 0.8866 0.7122 0.8910 0.7941 0.9352
Model 4
0.9845 0.9837 0.8029 0.9374 0.9830 0.9846 0.9444 0.9744 0.8457 -
0.9845 0.9853 0.7990 0.9568 0.9845 0.9845 0.9686 0.9853 0.8478 0.9853
Model 5
0.7716 0.9806 0.5218 0.2845 0.3012 0.7750 0.2810 0.7762 0.7535 -
0.7733 0.9984 0.5170 0.2856 0.3006 0.7743 0.2830 0.7822 0.7841 1
Model 6
0.9795 0.9784 0.7842 0.7386 0.7909 0.9992 0.7511 0.9697 0.8967 -
0.9822 0.9822 0.7786 0.7586 0.7926 0.9834 0.7710 0.9565 0.8930 0.7657
Model 7
0.6434 0.6535 0.5351 0.6444 0.6839 0.6477 0.6421 0.6473 0.6790 -
0.6469 0.6509 0.5315 0.6701 0.6939 0.6558 0.6702 0.6537 0.6907 0.4923
Model 8
0.9019 0.9145 0.7855 0.7963 0.9028 0.9139 0.8279 0.9418 0.7614 -
0.9101 0.9185 0.7787 0.8335 0.9034 0.9119 0.8495 0.9173 0.7608 0.7885
Model 9
1 1 1 1 1 1 1 0.4788 0.7491 -
1 1 1 1 1 1 1 0.9123 0.805 1
The first row for each model represents the ARI obtained for the standalone clustering methods whereas the second row
represents the ARI values for the clustering obtained from OSil.
Table 4: Summary table for the comparison of the ARI values obtained from OSil clustering
and the maximum ASW clustering for Simulation I
DGMs k-means PAM single complete average Ward McQuitty spectral model-based
Model 1 3 3 3 3 3 7 3 7 7
Model 2 3 3 7 3 7 7 3 7 7
Model 3 3 3 7 3 7 7 3 7 7
Model 4 = 3 7 7 3 = 3 3 3
Model 5 3 3 7 3 7 7 3 3 3
Model 6 3 3 3 3 3 7 3 7 7
Model 7 3 7 7 3 3 3 3 3 3
Model 8 3 3 7 3 3 7 3 7 7
Model 9 = = = = = = = 3 3
4.2 Simulation II
For the estimation of the number of clusters, the comparison of the proposed method was
considered for a broad spectrum of existing methods. Among the existing estimation methods
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for the number of clusters: H, Gamma, C, KL, CH, Gap, Jump, PS, BI, CVNN, model-based,
ASW were considered. For each of these indices nine clustering methods, namely k-means,
PAM , namely single, complete, average, Ward’s, McQuitty, spectral clustering and model-
based clustering methods were used. Moreover, OSil was also used for the estimation of k
with these nine clustering methods. In addition, PAMSIL and model-based clustering with
BIC were considered. The nine DGPs defined in the Appendix 6 were used for generating
the data.
A list of references to all indices together with their R language implementation used in
the study are given in Table 1. Let the maximum number allowed to estimate the number of
clusters is K ∈ Nn, such that the number of clusters are estimated for 2 to K clusters. The
maximum number allowed in the simulation for K was 12. For each DGP 25 data sets were
generated. The model-based and spectral clustering methods are not available to estimate
the number of clusters with the Gap statistics with it’s current R implementation.
Therefore, in a single run of a simulation I have estimated the number of clusters, from
range 2 to K, with 105 methods (10 indices × 9 clustering methods + Jump method with
6 transformation powers + PAMSIL + model-based clustering with BIC - 2 (exclude two
clustering methods for Gap method) + 9 (OSil initialized with 9 clustering methods)) for a
single data set. In total 105 × 25 (runs) × 9 (data models) = 23,625 times the numbers of
clusters were estimated. All the simulations were done on a 2.8 GHz Intel core i7 processor.
Performance evaluation The estimation of number of clusters from OSil was decided
based on the best OASW value obtained for the number of clusters in the range 2 to K.
Nine tables were generated one for each DGP reporting the frequency counts each method
gave as an estimate for number of clusters from 2 to K (11 columns) for an in depth analysis.
An overall table consist of frequency counts only for the true number of clusters for all DGPs
for all the clustering methods across the indices form these nice tables were prepared. These
results are presented in Table 5.
4.3 Results
CH has not performed well except Model 5 (only with PAM, Wards, model-based cluster-
ing). For the rest of the models, CH has either failed to estimate k with many clustering
methods or has performed below 40%.
H index has performed very poorly for all models except for Model 8. PAM has never es-
timated the correct number of clusters with the H index except for Model 8. Gamma and
the C indices have consistently performed poorly except for Model 4 & 8. These two indices
have failed with many clustering methods in the estimation of the number of clusters. KL
has also performed poorly with all clustering methods.
Gap method has performed above 60% except with single linkage for Model 1. Gap in
combinations with all clustering methods has performed poorly for Models 2, 3, 5, 6, 7 and
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well for Model 4 (except with single linkage).
Jump has estimated the correct number of clusters with p/3 (87.5%) for Model 1, p/3 (97%)
for Model 2, p/5 (58%) for Model 3, p/2 (100%) for Model 4 and 6 and never for Model 5,
7, and 8.
PS has performed poorly with complete linkage clustering. It has performed 100% with
model-based clustering for Model 1, with k-means and model-based clustering for Model
2, with PAM and model-based clustering for Model 4, with PAM for Model 5, with PAM,
Ward and model-based clustering for Model 6, with PAM, single, complete, average, Ward,
McQuitty and model-based clustering for Model 8. It has estimated the desired number of
clusters for Model 3 with k-mean, PAM and Ward about 3%, single linkage 37%, average
linkage about 12%, McQuitty about 10%, model-based clustering about 82% and for Model
7 only with single linkage (about 30%).
BI has never been able to estimate the correct number of clusters for Model 6. Only a few
clustering methods performed well in combination with this index for Model 1 and 2. Model-
based clustering with BI has never been able to estimate the correct number of clusters. BI
has performed well only for Model 4 with all clustering methods except k-means and single
linkage clustering.
CVNN has performed well only for Models 1, 2, 3, 4 (except single linkage). It has per-
formed poorly for Models 5, 7, and 8 in combinations with all clustering methods. It has
performed well with Model 6 only with Ward’s and model-based clustering.
BIC in combination with model-based clustering method has estimated the correct number
of clusters 100% of the times for Models 1, 2, 6, 35% for Model 3, less than 30% for Model
4, very poorly for Model 5 and never for Models 7 and 8.
ASW shows an overall good performance with Models 1 and 2, a very good performance for
Models 4, 8, and 10, and a poor performance for model 3. It also performed well for Model 5,
but only with a few clustering methods, and it was never able to estimate the correct number
of clusters for Models 6 and 7. ASW mostly showed better performance than PAMSIL in
combination with k-means and spectral clustering.
PAMSIL has estimated the correct number of clusters for 100% of the simulations for
Models 4, 5, 8, and 9. The performance rate is 80% for Model 1, 28% for Model 2, 12% for
Model 3 and 0% for Models 6 and 7.
OSil has 88% performance rate for Model 1 for the estimation of number of clusters. It has
shown good performance (100%) for the estimation of number of clusters for Models 4, 5, 8,
9 with various initialization methods. It performed poorly for Models 2, Model 3(estimated
number of clusters as 2 instead of 3 majority of the times), 6 (always estimated 4 as a number
of clusters instead of 5), 7 (always estimated number of clusters as 3 instead of 7).
Table 5: Frequency table of indication of cluster estimation at correct level for all the indices
in combination with all the methods for Model 1-9
Models M1 M2 M3 M4 M5 M6 M7 M8 M9
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No.of dims. 2 2 2 2 2 5 10 500 60
No. of clusters 2 3 4 5 6 5 7 10 7 Overall
CH
kmeans 18 2 0 4 4 7 5 2 12 57
PAM 14 1 0 0 0 25 1 2 25 68
Single 3 6 0 2 3 0 1 18 25 65
Complete 3 0 0 1 0 0 1 0 25 30
Average 6 1 0 11 0 3 0 10 25 106
Ward 6 0 0 0 2 25 1 0 25 59
McQuitty 2 0 0 3 0 0 1 0 25 31
Model-based 6 4 1 7 7 25 10 0 14 74
Spectral 19 8 1 9 8 7 3 6 2 53
H
kmeans 5 4 7 2 2 0 1 0 0 21
PAM 0 0 0 0 0 0 0 25 0 25
Single 0 0 1 3 2 0 0 24 0 30
Complete 4 0 2 0 2 3 0 25 0 36
Average 3 2 1 3 2 7 1 23 0 42
Ward 0 0 0 0 0 0 0 25 0 25
McQuitty 2 2 2 1 3 4 1 25 0 40
Model-based 8 5 5 3 1 3 3 25 0 53
Spectral 4 5 4 1 3 4 1 0 0 22
Gamma
kmeans 1 0 1 16 4 0 0 0 13 35
PAM 0 0 0 20 0 0 0 25 25 70
Single 0 0 1 1 2 0 0 25 25 54
Complete 0 0 0 14 0 0 0 25 25 64
Average 0 0 0 7 1 0 0 25 25 58
Ward 0 0 0 16 0 0 0 25 25 66
McQuitty 0 0 0 8 0 0 0 25 25 58
Model-based 0 0 0 13 0 0 0 25 14 52
Spectral 0 1 0 10 4 0 2 8 0 25
C
kmeans 1 0 1 17 5 0 0 0 13 37
PAM 0 0 0 18 0 0 0 25 25 68
Single 0 0 1 2 2 0 0 25 25 55
Complete 0 0 0 10 1 0 0 25 25 61
Average 0 0 0 6 3 0 0 25 25 59
Ward 0 0 0 14 0 0 0 25 25 39
McQuitty 0 0 0 7 3 0 0 25 25 63
Model-based 0 0 0 14 0 0 1 25 14 54
Spectral 0 0 0 11 5 0 2 8 0 26
KL
kmeans 8 3 0 2 5 0 0 0 7 25
PAM 7 4 4 4 7 0 0 0 0 26
Single 7 5 4 6 6 0 1 0 0 39
Complete 3 7 6 5 0 0 0 0 0 21
Average 5 2 3 1 7 0 0 0 0 18
Ward 6 2 5 1 5 0 0 0 0 19
McQuitty 0 6 6 0 2 0 1 0 0 15
Model-based 2 6 1 2 1 0 0 0 4 12
Spectral 2 2 3 6 5 0 1 0 5 11
Gap
kmeans 20 9 4 10 1 3 1 0 4 52
PAM 15 8 0 10 0 4 0 0 21 58
Single 3 3 0 2 0 4 0 0 24 36
Complete 14 5 3 16 0 3 0 0 25 67
Average 18 11 1 22 0 0 0 0 25 77
Ward 13 9 0 21 11 0 0 0 23 82
McQuitty 13 8 5 14 0 0 5 0 25 70
Jump
p/2 6 8 1 25 0 25 0 0 0 65
p/3 22 24 3 25 0 25 0 0 0 99
p/4 2 20 8 25 0 8 0 0 0 63
p/5 0 1 11 25 0 0 0 0 0 37
p/6 0 0 2 25 0 0 0 0 0 27
p/7 0 0 0 4 0 0 0 0 0 4
PS
kmeans 24 25 1 1 0 0 0 0 0 51
PAM 21 0 1 25 25 25 0 25 25 147
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Single 12 2 9 0 0 14 7 25 0 69
Complete 0 0 0 20 0 0 0 25 25 70
Average 4 0 3 22 0 10 0 25 14 78
Ward 5 0 1 25 0 25 0 25 25 106
McQuitty 2 0 2 21 0 7 0 25 15 72
Model-based 25 25 20 24 0 25 0 25 2 146
Spectral 18 1 0 0 0 0 0 0 0 19
BI
kmeans 25 22 0 5 1 0 1 0 1 46
PAM 6 0 4 24 6 0 0 0 25 65
Single 11 2 3 1 3 0 0 0 25 45
Complete 0 0 0 19 0 0 0 5 25 49
Average 0 0 0 21 0 0 0 0 25 46
Ward 0 0 0 23 0 0 0 6 25 54
McQuitty 0 0 1 17 0 0 0 7 25 50
Model-based 25 25 7 17 0 0 0 0 0 74
Spectral 5 1 0 1 0 0 3 0 0 20
CVNN
kmeans 9 21 7 17 3 3 0 0 25 85
PAM 11 21 16 25 0 8 0 0 25 106
Single 11 4 0 2 0 0 0 0 25 42
Complete 12 8 5 21 1 0 0 0 25 72
Average 3 20 1 23 0 3 0 0 25 75
Ward 10 21 16 23 5 15 0 0 12 102
McQuitty 17 8 5 20 0 0 0 0 25 75
Model-based 8 24 19 25 0 15 0 0 14 105
Spectral 17 3 4 7 3 0 1 0 0 36
BIC
Model-based 25 25 10 11 1 25 0 0 15 126
PAMSIL 20 7 2 25 25 0 0 25 25 129
ASW
kmeans 21 13 1 17 9 0 0 2 13 76
PAM 20 12 2 25 24 0 0 25 25 133
Single 4 5 0 2 0 0 0 25 25 61
Complete 7 1 0 20 0 0 0 25 25 78
Average 13 11 1 24 0 0 0 25 25 99
Ward 19 8 2 25 11 0 0 25 25 115
McQuitty 7 2 1 20 0 0 0 25 25 80
Model-based 20 13 3 24 0 0 0 25 14 110
Spectral 24 12 1 14 10 0 0 7 0 68
OSil
kmeans 21 12 2 17 9 3 0 2 20 86
PAM 20 9 2 25 25 0 0 25 25 131
Single 7 3 0 2 0 0 0 25 25 62
Complete 19 6 0 21 0 0 0 25 25 96
Average 17 9 1 24 0 0 0 25 25 101
Ward 20 10 2 25 12 0 0 25 25 114
McQuitty 15 7 1 22 0 0 0 25 25 95
Model-based 21 9 3 25 0 0 0 25 14 97
Spectral 22 7 1 14 6 0 0 12 0 62
The comprehensive findings from the Simulation II are given below.
1. The distance between clusters turned out to be a very significant characteristic for
many clustering methods and indices to estimate the correct number of clusters. Many
clustering methods, especially H, Gamma, C and KL performed badly for the models
with unequal difference between clusters’ locations. Also, varying spread among the
observations between the clusters is hard for many combinations to determined cor-
rectly. This includes different shaped clusters in the data like compact as well as wide
clusters or other shapes like as generated from Uniform distributions. The Gaussian
clusters with different shapes and orientations across the different dimensions were not
identified by the methods correctly. Even the methods that are designed especially for
Gaussian data failed quite often, for instance, see the model-based clustering results for
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Models 6, 7, and 8. For ASW and OASW (including OSil and PAMSIL), the difference
between the clusters mean locations turns out to be a challenging situation.
2. A ranking of the indices included in the study is plotted in Figure 3. The bars in
the plot is made from the block sums of each index in Table 5. For instance, for CH
sum of overall column is 543 and success rate is calculated by (543/25*9*9)*100. The
model-based clustering with BIC, PAMSIL and Jump methods were not added in the
figure as they do not corresponding to the same total.
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Figure 3: Overall results for the number of clusters estimation methods aggregated for
Simulation II across all DGPs.
3. The choice of clustering method with the indices matters and has an effect on the
estimation of the number of clusters. For instance, for Model 2, PS and BI were never
able to estimate the desired number of clusters using PAM, complete, single, Ward’s,
McQuitty and spectral. On the other hand they were able to estimate clusters at the
desired level 100% of the times with k-means and model-based clustering. There is
plenty of other such evidence. The performance of each index with one model across
these clustering methods differs significantly.
As defined in the above paragraph, various indices has shown good performance with a
particular clustering method only. Figure 4 shows the % success rate of each clustering
index with the top performing clustering method. One best row for each index in Table
5 was used to construct the plot.
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Figure 4: Overall results for Simulation II aggregated over for all DGPs for all the indices
in combination with clustering methods.
4. Table 6 shows the performance of ASW using OSil as compared to ASW for all the
clustering methods and DGPs for the estimation of number of clusters. The compar-
ison is done using the percentage performances rate (PPR) of estimating the correct
numbers of clusters. The OASW has either performed the same or better than ASW
for all the clustering methods except for a new cases.
Table 6: Performance comparison of OSil as compared to ASW for all DGPs for Simulation
II.
DGMs k-means PAM sing. comp. avg. Ward McQ MB spec.
Model 1 = = X X X X X X ×
Model 2 × X × X × X X X ×
Model 3 X = X X X X ×
Model 4 = = = × = = X X ×
Model 5 = X X ×
Model 6 X
Model 7
Model 8 = = = = = = = = X
Model 9 X = = = = = = =
=, X, × represent the same, increase, and decrease in percentage performance of OASW
as compared to ASW, respectively. ? means only OASW was able to estimate the correct
number of clusters, whereas an empty box represent that neither OASW nor ASW were
able to estimate the number of clusters at the desired value.
5. OSil initialized with spectral clustering method has slightly decreased the performance
rate as compared to the ASW value obtained from the standalone spectral clustering
method for Models 1 to 5. ASW has shown a poor performance with the spectral
clustering method to estimate the correct number of clusters for Model 3 (8%), has
shown good performance for Model 2 (48%), Model 4 (56%), Model 5 (40%) and Model
8 (28%). This combination has a performance rate of 96% for Model 1. However,
this combination never worked for Models 6 and 7. OSil has further reduced the
performance rate for the estimation of k with spectral clustering for Models 1 to 5.
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This combination also never worked for Models 6 and 7. However, OSil only improved
the performance rate for Model 8 from 28% up to 48%. Overall, ASW approach does
not look a good fit for spectral clustering to estimate number of clusters.
6. OSil has always increased the frequency count for all the methods to estimate the
true number of clusters except a slight decay for model-based clustering. The OASW
clustering approach is indeed better than the ASW approach for the estimation of the
number of clusters, as the overall counts for the two methods over all the clustering
methods included are 844 and 809, respectively.
7. For the Jump method, p/3 is the best transformation power choice for the majority of
DGPs.
8. The performance for the number of clusters estimated from model-based clustering
using the ASW index is much higher as compared to BIC method for Model 4 and
8. For Model 4, model-based with BIC has 44% PPR whereas both ASW and OSil
initialized with model-based clustering have 100% PPR. For Model 8, model-based
with BIC has 0% PPR whereas ASW indea and OSil initialized with model-based
clustering have 100% PPR.
The plots represents the density of ASW values obtained by OSil across the nine initial-
ization methods and for PAMSIL for all DGPs included in the Simulation II are presented
in Figure 5.
5 Final comments
In this study, I proposed a distance based clustering algorithm based on pairwise proxim-
ity between the observations, namely OSil. While there are a large amount of clustering
algorithms proposed in the literature, the clustering results of existing algorithms usually
depend on user-specified parameters heavily, and it is usually difficult to determine the opti-
mal parameters. With the pairwise data dim-similarity matrix as the input, OSil clustering
has shown to be an effective data clustering, due to its ability to find out the underlying
data structure and determine the number of clusters automatically.
The most promising and widely used indices were chosen for the comparative study
here. These widely used indices are paired with various fundamentally different clustering
methodologies that are in use across disciplines. Gamma and C were the top performing
indices in Milligan (1981) and Milligan and Cooper (1985). CH was first best performing
index in Milligan and Cooper (1985) and third in Arbelaitz et al. (2013). ASW was top
performing index in Arbelaitz et al. (2013).
The purpose of the experiments was not only to compare the performance of the proposed
method with the existing competitors, but also to find out whether the idea of OASW
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clustering is worthwhile at all for the estimation of number of clusters in comparison to the
ASW. Another motivation for setting up this experiment is to systematically investigate the
behaviour of the existing estimation indices as well. Milligan (1981) conducted a study to
evaluate the clusterings obtained from 4 hierarchical clustering methods using 30 internal
criterion. The clustering methods used were single link, complete link, group average, and
Ward’s minimum variance. The data model considered had a strong clustering structure
with 4 clusters. The clusters were compact and well separated. The study covered the
indices proposed the period of 1967 and 1980.
In another study, Milligan and Cooper (1985) has conducted an experiment with 4 artifi-
cially generated data sets having 2 to 5 number of clusters. 30 methods to estimate number
of clusters were considered with four hierarchical clustering methods mentioned previously.
The indices covered in the study were proposed during the period of 1965 to 1983. Recently,
Arbelaitz et al. (2013) have conducted the cluster validation study using the 30 indices
proposed during the period of 1973 to 2011. For many indices, their several versions were
included to compare their performance. The experiment was conducted to estimate the num-
bers of clusters from each index. They considered three clustering methods, namely average
linkage, Ward’s method and k-means. The artificial data sets were generated considering five
factors, that were number of clusters (allowed values were 2, 4, and 8), dimensions, cluster
overlap, cluster density, and noise level. They also considered 20 real data sets ranging from
2 to 15 clusters.
The strength of the experiments done here is that they include a larger number of clus-
tering methods for evaluation that were never considered together in any previous study
with indices covering wide spectrum of statistical methods. Another potential of the present
study is its artificial data sets having various clustering structures than those used in pre-
vious such studies. In addition, the Gap, PS, BI, and CVNN indices never appeared in a
comparative study together with other indices in such extensive systematic simulations.
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Supplementary to“Clustering by optimizing the Average Silhouette Width”
6 Definition of DGPs
Model 1:
2 clusters in 2 dimensions: 50 observations each were generated from two independent Gaus-
sian random variables, to form two spherical clusters in two dimensions, of unequal variations.
One cluster has mean (0, 5) with covariance matrix as 0.1I2 and the other cluster has mean
(2, 5), where t represents the transpose, with covariance matrix as 0.7I2. The result is one
bigger spherical cluster with wider spread lying next to a compact spherical cluster.
Model 2:
3 clusters in 2 dimensions: The observations in each of the three clusters were generated
from independent Gaussian random variables centred at (-2, 0) and covariance matrix 0.1I2
for cluster 1, mean (0, 0) and covariance matrix 0.7I2 for cluster 2, and mean (2, 0) and
covariance matrix 0.1I2 for cluster 3. The cluster contains 50 observations each. The clusters
are of such nature that the cluster with greater observational variation is located between
the two clusters having less variations among observations.
Model 3:
4 clusters in 2 dimensions: Cluster one was generated from two independently distributed
non-central t variables with parameters t7(10) and t7(30). Cluster two was generated from
U(10, 15) along both dimensions independently. Cluster 3 was generated from independent
Gaussian distribution having mean (2, 2) with covariance matrix Σ =
[
2 0
0 4
]
. Cluster
four was also generated from independent Gaussian distributions with mean (20, 80) and
covariance matrix Σ =
[
1 0
0 2
]
respectively. Each cluster contains 50 observations.
Model 4:
5 clusters in 2 dimensions: the clusters are parametrized from F, Chi-squared, Gaussian,
skewed Gaussian and t distributions respectively as: F(2,6)(4) along first dimension and
F(5,5)(4) along second dimension, χ
2
7(35) and χ
2
10(60), N(100, 2) and N(0, 2), SN(20, 2, 2, 4)
and SN(200, 2, 3, 6), t40(100) and t35(150) respectively. The clusters contains 50 observations
each and were generated independently along both dimensions.
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Model 5:
6 clusters in 2 dimensions: the clusters 1 and 2 are generated from Uniform and exponential
distributions as U(−6,−2), Exp(10) in both dimensions. The cluster 3 is NBeta(2, 3, 220)
along one dimension and NBeta(2, 3, 120) across the other dimension. Cluster 4 is from
SN(5, 0.6, 4, 5) and SN(0, 0.6, 4, 5). Cluster 5 is W(10, 4) across both dimensions. Cluster
6 is Gam(15, 2) and Gam(15, 0) along first and second dimension respectively. The clusters
contains 50 observations each and were generated independently along both dimensions.
Model 6:
5 correlated dimensions within 5 clusters are generated from multi-variate Gaussian distri-
butions each containing 50 observations. Cluster 1 to 5 are centred at (0, 0, 0, 0, 0), (40,
80, 15, 30, 22), (15, 40, 40, 55, 80), (70, 80, 70, 70, 70), and (100, 100, 100, 100, 100),
respectively with the covariance matrices as follows:
Σ1 =

9
1 17
1 −1.4 12
0.4 0.6 0.5 2
−1.2 −1.6 −1.4 −0.6 16
 , Σ2 =

25
0.2 9
0.2 −0.2 16
−0.2 −0.2 0.2 1
−0.2 −0.2 −0.2 −0.2 49
 ,
Σ3 =

25
0.3 9
0.3 −0.3 16
−0.3 0.3 0.3 1
−0.3 −0.3 −0.3 −0.3 49
 , Σ4 =

5
0.1 0.9
0.1 −0.2 1.6
−0.7 0.2 0.2 1
−0.2 −0.9 −0.2 −0.2 4.9
 ,
Σ5 =

2
0.2 9
0.2 −0.1 3
−0.3 0.2 0.1 1
−0.1 −0.1 −0.2 −0.9 4
.
Model 7:
7 clusters in 10 dimensions having 50 observations each. All the clusters are from the
Gaussian distributions. The clusters are present in the first two dimensions only. Cluster
1 has mean (0, 5) with covariance matrix
[
0.5 0
0 0.2
]
. Cluster 2 has mean (-0.5, 3.5) and
covariance matrix
[
0.2 0
0 0.1
]
. Cluster 3 has mean (0, 3.5) with covariance matrix
[
0.4 0
0 0.3
]
.
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Cluster 4 has mean (0.5, 3.5) and covariance matrix
[
0.2 0
0 0.1
]
. Cluster 5 has mean (-
0.5, 6.5) and covariance matrix
[
0.2 0
0 0.1
]
. Cluster 6 has mean (0, 6.5) and covariance
matrix
[
0.3 0
0 0.2
]
. Cluster 7 has mean (0.5, 6.5) and covariance matrix
[
0.3 0
0 0.2
]
. Further
dimensions 3 to 6 of cluster 1 were generated by subtracting the values 3, 6, 9, 12 from its
second dimension. Dimensions 7 to 10 of cluster 4 were generated by adding the values 3,
6, 9, 12 from its second dimension. Dimensions 3 to 10, of clusters 2 to 4 were generated
by adding the values 3, 6, 9, 12, 15, 18, 21, 24 to the second dimensions of these clusters.
For dimensions 3 to 10, of cluster 5 to 7, the values 3, 6, 9, 12, 15, 18, 21, 24 are subtracted
from the second dimensions of the respected clusters.
Model 8:
10 cluster in 500 dimensions. The clusters are centred at -21, -18, -15, -9, -6, 6, 9, 15, 18,
21. The clusters are in 500 dimensions such that the 500 dimensional mean vectors of these
values were generated for all clusters. The number of observations for these ten clusters are
20, 40, 60, 70, and 50 each for six of the remaining clusters. The number of observations for
the means of clusters were not fix. Any cluster can take any number of observations from
these such that any six clusters have equal number of observations i.e., 50 and the remaining
four has different observations each, which is one out of 20, 40, 60, 70 values. The total size
of the data is always 490 observations. The covariance matrix for each of these clusters is
one out of 0.05I500, 0.1I500, 0.15I500, 0.175I500, 0.2I500 matrices. The covariance matrix for
each cluster was chosen randomly with replacement out of these, such that as a result, all
the clusters can have same covariance matrix, two or more clusters can have same covariance
matrix or all of the 10 clusters can have different same covariance matrices.
Model 9:
7 clusters in 60 dimensions with 500 observations: This is a data structure designed by
Van der Laan et al. (2003) to simulate gene expression profiles like structure for three dis-
tinct types of cancer patients’ populations. Suppose that in reality there are 3 distinct groups
20 patients each corresponding to a cancer type. Three multivariate normal distributions
were used to generate 20 samples each having different mean vectors. For the first multi-
variate distribution (first cancer type) the first 25 dimensions(genes) are centred at log10(3),
dimensions 26-50 are centred at (− log10(3)) the remaining 450 dimensions are centred at 0.
For the second multivariate distribution (second cancer type) the first 50 dimensions(genes)
are centred at 0, the next 25 dimensions (51-75) are centred at log10(3), dimensions 76-100
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are centred at (− log10(3)) and the remaining 400 dimensions are also centred at 0. For
the third multivariate distribution (third cancer type) the first 100 dimensions(genes) are
centred at 0, dimensions 101-125 are centred at log10(3), dimensions 126-150 are centred at
(− log10(3)) and dimensions 151-500 are also centred at 0. The three multivariate distribu-
tions has diagonal covariance matrix with diagonal elements as (log(1.6))2. Note that the
described data has 20 samples each of 3 types of cancer patients each containing 500 genes.
The purpose here is to cluster genes not patients. Therefore, the transpose of the data is
required to transfer it to the standard format and the number of clusters to seek are 7 in 60
dimensions of 500 observations.
7 Estimation of k box and density plots
The plots represents the ASW values obtained by OSil in Simulation II across the nine
initialization methods and for PAMSIL for all DGPs.
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Figure 6: Estimation of k case. (a) Boxplots of ASW values for Model 1-9. a1/b1(k-
means), a2/b2(PAM), a3/b3(single), a4/b4(complete), a5/b5(average), a6/b6(Ward),
a7/b7(Mcquitty), a8/b8(model-based), a9/b9(spectral), a10(PAMSIL). The mean value for
all the methods are plotted as black diamonds and the outliers are red triangles.
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8 Estimation of k PPR plots
Nine tables were generated one for each DGP reporting the counts each method gave as
an estimate for number of clusters from 2 to K (11 columns) for an in depth analysis in
Simulation II. From these tables the percentage performance rate (PPR) of indices were
calculated. For instance, if an index estimates the known number of clusters correctly for
15 out of 25 runs, the index performance rate is 60%. The bars in the charts also represent
this percentage.
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Figure 13: Bar plots for the estimation of k for Model 7. The Jump, model-based clustering
with BIC, PAMSIL, ASW and OSil were never able to estimate correct number of clusters
for Model 7.
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Figure 2: Boxplots for the average silhouette width values calculated against the cluster-
ing obtained from the existing clustering methods and optimum average silhouette width
values (represented after /) calculated against these clustering methods when used as the
initializations for OSil —a1/b1(k-means), a2/b2(PAM), a3/b3(single), a4/b4(complete),
a5/b5(average), a6/b6(Ward), a7/b7(Mcquitty), a8/b8(model-based), a9/b9(spectral),
a10/b10(PAMSIL/true). The mean value for all the methods are plotted as black diamonds
and the outliers are red triangles. (a) - (i) represents the results for Model 1 to Model 9.
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Figure 5: Estimation of k case. Density curve plots for ASW values obtained against each
initialization methods for model 1 to 9.
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Figure 7: Bar plots for the estimation of k for Model 1. Each bar represents the percentage
count of correct estimate of k. In each panel the bars shows the results for k-means, PAM,
single, complete, average, Ward, McQuitty, spectral and model-based clustering methods.
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Figure 8: Bar plots for the estimation of k for Model 2. The C index was never able to
estimate correct number of clusters for Model 2.
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Figure 9: Bar plots for the estimation of k for Model 3.
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Figure 10: Bar plots for the estimation of k for Model 4.
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Figure 11: Bar plots for the estimation of k for Model 5. The Jump method was never able
to estimate correct number of clusters for Model 5.
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Figure 12: Bar plots for the estimation of k for Model 6. The Gamma, C, BI, PAMSIL and
ASW were never able to estimate correct number of clusters for Model 6.
F. BATOOL 40
0
25
50
75
100
km pam sngl comp ave Ward McQ spec mb
clustering methods
%
 c
or
re
ct
(a) CH
0
25
50
75
100
km pam sngl comp ave Ward McQ spec mb
clustering methods
%
 c
or
re
ct
(b) H
0
25
50
75
100
km pam sngl comp ave Ward McQ spec mb
clustering methods
%
 c
or
re
ct
(c) Gamma
0
25
50
75
100
km pam sngl comp ave Ward McQ spec mb
clustering methods
%
 c
or
re
ct
(d) C
0
25
50
75
100
km pam sngl comp ave Ward McQ spec mb
clustering methods
%
 c
or
re
ct
(e) PS
0
25
50
75
100
km pam sngl comp ave Ward McQ spec mb
clustering methods
%
 c
or
re
ct
(f) BI
0
25
50
75
100
model−based pamsil
clustering methods
%
 c
or
re
ct
(g) BIC/PAMSIL
0
25
50
75
100
km pam sngl comp ave Ward McQ spec mb
clustering methods
%
 c
or
re
ct
(h) ASW
0
25
50
75
100
km pam sngl comp ave Ward McQ spec mb
clustering methods
%
 c
or
re
ct
(i) OASW
Figure 14: Bar plots for the estimation of k for Model 8. The KL, Gap, Jump, CVNN were
never able to estimate correct number of clusters for this model.
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Figure 15: Bar plots for the estimation of k for Model 10.
