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The theory of individual based discrete-time processes
Joseph D. Challenger · Duccio Fanelli · Alan J. McKane
Abstract A general theory is developed to study individual based models which are discrete in time.
We begin by constructing a Markov chain model that converges to a one-dimensional map in the
infinite population limit. Stochastic fluctuations are hence intrinsic to the system and can induce qual-
itative changes to the dynamics predicted from the deterministic map. From the Chapman-Kolmogorov
equation for the discrete-time Markov process, we derive the analogues of the Fokker-Planck equation
and the Langevin equation, which are routinely employed for continuous time processes. In particu-
lar, a stochastic difference equation is derived which accurately reproduces the results found from the
Markov chain model. Stochastic corrections to the deterministic map can be quantified by linearizing
the fluctuations around the attractor of the map. The proposed scheme is tested on stochastic models
which have the logistic and Ricker maps as their deterministic limits.
1 Introduction
In many areas of science, numerical simulations have become the dominant methodology, often replac-
ing more traditional methods of analysis, for instance, those based on phenomenological differential
equations. One of the positive aspects of this change is that, when constructing models of specific
systems, the focus has shifted from phenomenological models at the macroscale to individual based
models (IBMs) at the microscale. This shift in emphasis is also important when carrying out analytical
work: a consistent procedure consists of correctly formulating an IBM, and systematically deriving the
more coarse-grained mesoscopic or macroscopic descriptions from these. Although this is commonly
carried out in the physical sciences, it is far less common in the biological sciences.
The careful setting-up of IBMs is especially important in the cases where the intrinsic noise, arising
from the discrete nature of the individuals, gives rise to structures which are seen on the macroscale
[24,3,1]. The structure of these depend on the nature of the IBM and are absent in the (deterministic)
macroscale equations. We stress here that by “microscale” we mean the level of description which
treats the fundamental entities of the system (be they atoms and molecules in physical systems or
individuals in biological systems) as the basic quantities from which the model is constructed. Such
models will be intrinsically stochastic with the time evolution of relevant averaged quantities giving
the macroscopic description.
In the case of continuous-time models, this procedure is routinely carried out [2,16]. The IBM
is formulated in terms of reactions between the basic entities, which can be both simulated using a
Gillespie-type algorithm [13,14] or mathematically described as a master equation [34]. The IBM in this
latter form is intractable in all cases of interest, but progress is possible by making the approximation
that the discrete variables describing the system can be replaced by continuous ones — yet keeping the
stochastic element. This gives a mesoscopic description in the form of either a Fokker-Planck equation
or a stochastic differential equation. The macroscopic model is defined by the equation for the mean
of the probability distributions found from these equations [12,31].
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2As far as we are aware, the procedure just described has not been explicitly carried out for discrete-
time processes, even though the phenomenological modeling of biological processes through nonlinear
maps is standard (see e.g. Refs. [20,17,21,32]). The purpose of this paper is to develop such a formalism,
and to apply it to simple models to explore the basic structure of such systems. Preliminary results of
our study have already been published in a short communication [5]. Here, we will give a more complete
treatment, concentrating on the derivation of the equations governing the stochastic dynamics. In
effect we are asking how discrete-time IBMs in the limit N → ∞, where N is the number of basic
entities in the system, lead to nonlinear maps. We would expect to begin from discrete-time, discrete
state-space IBMs in the form of Markov chains, which would then be approximated for large N to give
mesoscopic stochastic difference equations, rather than stochastic differential equations. One advantage
of investigating these systems, rather than those with continuous time, is that chaotic behavior exists
with only one degree of freedom, rather than requiring at least three if time is continuous [32]. Therefore
the interplay of stochasticity and chaos should be more amenable to investigation in models where time
is discrete.
In Section 2 of the paper we will develop the formalism required to analyze the transition from
discrete time, discrete state-space stochastic processes to discrete-time, continuous state-space pro-
cesses. There are analogues of the Fokker-Planck equation and stochastic differential equation (now
a stochastic difference equation) in the mesoscopic description and we derive these and explore their
structure. In Section 3, we show that a linearization of the stochastic difference equation can, in certain
circumstances, allow analytical progress to be made. Section 4 contains some results from the theory
developed in earlier sections, using the logistic map as a case study. We also show similar results for an
alternative map with a single degree of freedom, demonstrating the generality of the formalism we have
constructed. Additionally, Section 4 contains an investigation of the interplay between stochasticity
and chaos. We finish with a summary and outline of further work.
2 Formalism
Although the formalism we will construct in this section holds quite generally for discrete-time Markov
processes, we will not present it in its fully generality, since the important aspects risk being obscured
by extra detail. So, for instance, we will restrict ourselves to systems with one variable. The essential
points are already evident in this case; the extension to more than one variable is straightforward
and will be discussed elsewhere. We will also use the language of ecology, since in this field there is
an extensive literature on the construction of discrete-time models describing the interaction between
individuals. However it should be clear from our discussion that the ideas are more widely applicable.
The IBM we use in a given situation will of course be defined by the application being considered, but
to establish the formalism we need to choose a particular class of models to work with. Fortunately,
ecological models involving only one variable frequently have the number of individuals of a single
species as the stochastic variable, and competition for resources as the sole mechanism (apart from
birth and death) which changes this variable. This specifies the class of IBM we will study; they will
be competition models and will have the form introduced by us in a recent publication [5].
2.1 Construction of the IBM
Suppose that there is a population of m individuals of the same species residing in a given patch at
time t. The number of individuals changes stochastically due to random births, deaths and competition
for resources. Although this is frequently modeled as a continuous-time Markov process, there is a long
tradition in ecology of assuming that the number of individuals is only defined at discrete time intervals
(see e.g. Refs. [20,17,21,18,15,26]). These discrete time periods could correspond to one generation,
an annual cycle, a daily cycle, or any other biologically relevant interval.
The individuals are assumed to be well-mixed, in other words, there is no spatial or other structure
which picks out one or more of the individuals as being special. We denote the probability that an
individual in the patch at time t gives rise to an individual in the patch at time t + 1 by p. This will
be a function of m and is where the biological modeling enters. The new population at time t + 1 is
then found by sampling the population at time t, with Qnm being the probability that there are n
individuals in the population at time t+ 1, given there were m at time t.
3Let us give a simple example in order to clarify this procedure. A simple choice for p might be
p = λ
(m
N
)(
1− m
N
)
, (1)
where N is the carrying capacity of the patch (the maximum number of individuals that the patch can
sustain) and λ is a constant. This has the correct properties: (i) for m N , the growth is exponential,
with λ being the difference between the birth rate and death rate, (ii) as m increases, competition
reduces population growth, until when m = N , the population collapses.
Since the population is well-mixed, a reasonable assumption is that the probability Qnm follows a
binomial distribution:
Qnm =
(
N
n
)
pn (1− p)N−n , (2)
where p is a function of m/N given by Eq. (1). The choices (1) and (2) define the model. If the
probability that the population has n individuals at time t+ 1 is denoted by Pn,t+1, then
Pn,t+1 =
N∑
m=0
QnmPm,t. (3)
At this stage, we should briefly mention the notation that we are using. Since both the time t and
the state label (e.g. n or m) is a number, we will usually indicate them by a subscript, such as Pm,t,
rather than as Pm(t), which we would use if t was continuous. However we will not slavishly adhere to
this notation if it means a loss in clarity. For instance we will briefly discuss the Chapman-Kolmogorov
equation which relates pdfs which depend on two times. There it is clearer to keep time as an argument
of the function, even though it is discrete.
One calculation which is straightforward to perform is to find the N →∞ deterministic dynamics
of the model. This is carried out by finding the equation for the time evolution of mean quantities:
〈nt+1〉 ≡
N∑
n=0
nPn,t+1
=
N∑
n=0
n
N∑
m=0
QnmPm,t
=
N∑
m=0
{
N∑
n=0
nQnm
}
Pm,t
=
N∑
m=0
Np
(m
N
)
Pm,t, (4)
since the average of the binomial distribution is Np. Dividing by N and letting N →∞ we have
zt+1 ≡ lim
N→∞
〈nt+1〉
N
= lim
N→∞
N∑
m=0
p
(m
N
)
Pm,t
= lim
N→∞
〈
p
(nt
N
)〉
= p
(〈nt
N
〉)
, (5)
the last line following from the fact that as N → ∞ the dynamics are deterministic and the pdfs are
delta-functions. Then, for instance, 〈n`〉 = (〈n〉)`. Therefore the deterministic dynamics is given by
zt+1 = p(zt), or in the specific case (1) which we are considering here,
zt+1 = λzt (1− zt) , (6)
which is the well known logistic map [32].
4It is interesting to ask how one should deduce a form for p, which in the example above is given by
Eq. (1). In continuous time models, there is usually a mechanistic basis to the form of the interactions
at the microscale, but in the case of discrete-time models this is likely to be an effective interaction
reflecting the many and varied interactions that have occurred during the time interval. Thus the
choice is phenomenological and is essentially of the same type as is made for deterministic discrete-
time models. When there is only one variable the choice is quite restricted, but for many variables a
greater range of mechanisms are possible.
2.2 Derivation of the mesoscopic description
In the mesoscopic description we will use the variable z = n/N , instead of n. One of the approximations
that is made in going from the IBM to the mesoscopic formulation is that z is assumed to be continuous,
and so we expect the approximation to be good when N is large. We would also expect that there
should be an equation for Pt(z) — the analogue of Pn,t — which is similar to the Fokker-Planck
equation for continuous time processes.
The most systematic way to derive this equation is to proceed as in the case of continuous time
and to derive the Kramers-Moyal expansion [12]. The jump moments specific to the process defined by
Eqs. (1) and (2) are then substituted into the Kramers-Moyal expansion and truncated by neglecting
O(N−2) terms. Although this procedure can be followed, we will see that for the processes of interest
to us here there is a significant difference from the usual case.
We begin with the condition which defines a discrete-time continuous state-space Markov process,
that is, the Chapman-Kolmogorov equation [34]
P (z, t+ 1|z0, t0) =
∫
dz′P (z, t+ 1|z′, t)P (z′, t|z0, t0). (7)
The idea behind the derivation of the Kramers-Moyal expansion is that P (z, t + 1|z′, t) = 〈δ(zt+1 −
zt)〉zt=z′ only involves one time step, and so can be calculated directly from Eqs. (1) and (2). Then
Eq. (7) can give us the time-evolution of the system for all t. The derivation is found in textbooks
[12], however for convenience we also give it in appendix A. There it is shown that under quite mild
assumptions, Eq. (7) becomes
P (z, t+ 1|z0, t0) =
∞∑
`=0
(−1)`
`!
∂`
∂z`
[M`(z)P (z, t|z0, t0)] , (8)
where M`(z) is the `th jump moment and is defined by
M`(z) = 〈[zt+1 − zt]`〉zt=z. (9)
Using the IBM to calculate M`(z) it is usually found that M` for ` > 2 fall off faster than those for
` ≤ 2, and the series in Eq. (8) can be truncated at ` = 2, leading to the Fokker-Planck equation [12].
In contrast to this situation, we find that if we use Eqs. (1) and (2) to calculate M` then there
are terms which cannot be neglected at order ` > 2, in fact they cannot be neglected for any `. The
reason for this is not hard to find: in continuous time processes the jumps z(t)→ z(t+ dt) are small;
here the jumps zt → zt+1 need not be. However, we would expect that the jumps pt+1 → zt would be
small, since this quantity is exactly zero on average, and so is equal to random variable with a variance
proportional to N−1. Therefore we write Eq. (9) as
M`(z) = 〈[zt+1 − pt + {pt − zt}]`〉zt=z, (10)
where it is understood that pt = p(zt). We may now expand Eq. (10) to write M`(z) as
M`(z) =
∑`
r=0
(
`
r
)
(p− z)`−r 〈[zt+1 − pt]r〉zt=z
=
∑`
r=0
(
`
r
)
(p− z)`−r Jr(p), (11)
5where
Jr(p) ≡ 〈[zt+1 − pt]r〉zt=z , (12)
are the jump moments which are more natural in the context in which we are working.
The Jr can now be evaluated using the properties of the IBM. As usual J0 = 1, and J1 is given by
〈[zt+1 − pt]〉zt=z = N−1 〈nt+1〉nt=m − p
= N−1
∑
n
nP (n, t+ 1|m, t)− p
= N−1
∑
n
nQnm − p
= N−1Np− p = 0.
A similar calculation gives J2(p) = N
−1p(1− p). In appendix B we show that Jr = O(N−2) for r > 2,
and so only the jump-moments with r ≤ 2 need be retained. Substituting these values for the Jr into
Eq. (11) gives
M`(z) = (p− z)` + `(`− 1)
2N
(p− z)`−2 p (1− p) +O(N−2).
(13)
We can now substitute Eq. (13) into the Kramers-Moyal expansion (8) to obtain
Pt+1(z) =
∞∑
`=0
(−1)`
`!
∂`
∂z`
[
(p− z)` Pt(z)
]
+
1
2N
∞∑
`=2
(−1)`
(`− 2)!
∂`
∂z`
[
(p− z)`−2 p(1− p)Pt(z)
]
+O
(
1
N2
)
=
∞∑
`=0
(−1)`
`!
∂`
∂z`
[
(p− z)` Pt(z)
]
+
1
2N
∞∑
`=0
(−1)`
`!
∂`
∂z`
∂2
∂z2
[
(p− z)` p(1− p)Pt(z)
]
+O
(
1
N2
)
,
(14)
where we have now not indicated the initial conditions on the pdfs explicitly and so have returned to
the notation where time is indicated by a subscript on the pdfs.
Equation (14) has a far more complicated form than the conventional Fokker-Planck equation,
which only contains first and second order derivatives. Even the deterministic (N →∞) equation
Pt+1(z) =
∞∑
`=0
(−1)`
`!
∂`
∂z`
[
(p− z)` Pt(z)
]
, (15)
contains derivatives to all orders.
It is useful to focus on the less complicated equation (15), rather than (14), to explain how to
obtain a simpler and more transparent form. A clue how to proceed is that to move from the jump
moments M` to the Jr, one makes a constant shift of (p − z). This suggests that one works in terms
of the Fourier transform
P˜t+1(k) =
∫ ∞
−∞
dz eikz Pt+1(z)
=
∞∑
`=0
1
`!
∫ ∞
−∞
dz eikz
∂`
∂z`
[
(p− z)` Pt(z)
]
, (16)
6where Pt(z) be defined to be zero for z < 0 and z > 1. Integrating by parts and then carrying out the
sum we have
P˜t+1(k) =
∞∑
`=0
1
`!
∫ ∞
−∞
dz eikz (ik)
`
(p− z)` Pt(z)
=
∫ ∞
−∞
dz eikz eik(p−z) Pt(z) =
∫ ∞
−∞
dz eikp Pt(z)
=
∫ ∞
−∞
dp eikp Pt(p), (17)
where the pdf P is defined by Pt(z)dz = Pt(p)dp. Taking the inverse Fourier transform of Eq. (17)
yields
Pt+1(z) = Pt(z). (18)
It should be noted that taking the inverse Fourier transform results in the argument of Pt being z,
not p. Another point worth making is that, although the transformation between the variables z and p
may not be 1− 1, the change of variables leading to Eq. (18) can be justified. This is discussed further
in appendix A.
Equation (18) is a deterministic equation for the time evolution, and so Pt+1(z) = δ(zt+1 − z).
However since zt+1 = pt, it follows that Pt+1(z) = δ(pt − z) = Pt(z). More importantly, the same idea
of taking the Fourier transform can be used to simplify the finite N equation (14), and so elaborate
on the role of stochastic fluctuations, beyond the deterministic limit. Following the general strategy
discussed in appendix A, one ends with:
Pt+1(z) = Pt(z) + 1
2N
∂2
∂z2
[z (1− z)Pt(z)] +O
(
1
N2
)
. (19)
This is the equivalent of the Fokker-Planck equation for discrete time processes. To draw a con-
nection with well-established results let us consider a Wright-Fisher process where p is simply z [7].
Equation (19) reduces to
Pt+1(z)− Pt(z) = 1
2N
∂2
∂z2
[z (1− z)Pt(z)] +O
(
1
N2
)
, (20)
which should be compared with the Fokker-Planck equation (for which the O(N−2) terms are dis-
carded) for the Moran model:
∂P (z, t)
∂t
=
1
2N
∂2
∂z2
[z (1− z)P (z, t)] +O
(
1
N2
)
. (21)
This is expected, since the Moran model is the overlapping generation version (which is frequently
approximated by a continuous time process) of the non-overlapping (discrete time) Wright-Fisher
model [7].
Equation (19) can be further generalized to account for higher order contributions. More precisely,
as shown in appendix A, Eq. (8) is found to be equivalent to
Pt+1(z) =
∞∑
r=0
(−1)r
r!
∂r
∂zr
[Jr(z)Pt(z)] . (22)
The difference between this latter equation and Eq.(8) is, of course, that the Jr are O(N−2) for r > 2,
so that the expansion can be terminated at r = 2, whereas the M` do not have this property.
72.3 The stochastic difference equation
The mesoscopic level of description of a continuous time process can either be expressed as a Fokker-
Planck equation or as the equivalent stochastic differential equation [12,31]. We would therefore expect
a stochastic difference equation to exist which would be equivalent to Eq.(19). It should take the form
zt+1 = pt + noise, where the correlator of the noise should have the form appearing in the diffusion-like
term in Eq. (19). Therefore we write it as
zt+1 = pt + ηt, (23)
where ηt is a Gaussian variable with zero mean and correlator
〈ηtηt′〉 = p(1− p)
N
δt t′ . (24)
It should be noted that here the delta-function is a Kronecker delta, not a Dirac delta, and that the η
are not functions but random numbers drawn from a Gaussian distribution.
To check that Eq. (23) is equivalent to Eq. (19) is straightforward. Clearly, 〈zt+1〉 = 〈pt〉, since
〈ηt〉 = 0. Also,
J2(p) =
〈
[zt+1 − pt]2
〉
zt=z
=
〈
η2t
〉
=
p(1− p)
N
, (25)
using Eq. (24). In addition, since ηt is a Gaussian variable, Jr(p) = 〈[zt+1 − pt]r〉zt=z = 〈ηrt 〉 is of
order N−2 for r > 2. Substituting these values for Jr in to Eq. (22), shows that the Kramers-Moyal
expansion for the process defined by Eqs. (23) and (24) is exactly that given by Eq. (19).
Equations (19) and (23) are the mesoscopic equations describing the IBM defined by (1) and (2).
They will form the starting point of the analysis described in Sections 3 and 4. For large values of
N , when the numerical solution of the Markov chain becomes impractical, they provide a means of
obtaining accurate results. The stochastic difference equation (23) can also be linearized about a fixed
point (or n-cycle) to analytically investigate the nature of the stochastic fluctuations about these
attractors. This will be the subject of the next section.
3 The linearized equation
In the previous section we obtained a stochastic difference equation that provides a mesoscopic de-
scription of the stochastic dynamics. As this equation is non-linear, it is difficult to study analytically.
However, if the corresponding macroscopic equation has a stable fixed point, we can make progress by
linearizing the stochastic difference equation around this point.
Denoting such a stable fixed point by z∗, we substitute zt = z∗ + ξt/
√
N into the stochastic
difference equation (23) and keep only the leading term in 1/
√
N , or equivalently in ξ. This gives the
linear stochastic difference equation
ξt+1 = Jξt + ρt, where 〈ρtρt′〉 = Bδt t′ , (26)
and where we have introduced ρt =
√
Nηt. Here J ≡ ∂p/∂z|z=z∗ and B ≡ p∗(1 − p∗) (the noise
correlator for ρt). We can write B = z
∗(1− z∗), since p = z at the fixed point. We also note that since
we will be interested in expanding about a stable fixed point, we will ask that |J | < 1. Once an initial
condition is given, this linear equation can be solved, by writing
ξt = Jξt−1 + ρt−1 = J [Jξt−2 + ρt−2] + ρt−1
= J2[Jξt−3 + ρt−3] + Jρt−2 + ρt−1 = . . .
= Jmξt−m +
m−1∑
k=0
Jkρt−(k+1), m = 1, 2, . . . . (27)
8We impose the initial condition on ξ to be ξ0 at t = t0. Therefore, taking m = t − t0 in Eq. (27), we
find the general solution to Eq. (26) to be
ξt = J
(t−t0)ξ0 +
t−(t0+1)∑
k=0
Jkρt−(k+1). (28)
From here expressions for the first and second moments of ξt can be found, using the properties of the
noise:
〈ξt〉 = J (t−t0)ξ0,
and
〈ξ2t 〉 = J2(t−t0)ξ20 +B
t−(t0+1)∑
k=0
J2k = J2(t−t0)ξ20 +B
1− J2(t−t0)
1− J2 . (29)
Here we are interested in studying fluctuations when the system is in a stationary state, and so we will
focus on the moments in the limit t0 → −∞, that is, when information about the initial condition has
been forgotten. In this case
〈ξ〉st = 0, 〈ξ2〉st = B
1− J2 . (30)
A similar procedure may also be used to linearize about an n-cycle [32], where n ≥ 2. We begin
with the 2-cycle, linearizing around the two points z1 and z2 that comprise the stable 2-cycle in the
deterministic map. One extra complication is that we will have to evaluate both the J and the noise
correlators at two different values of z (z1 and z2), rather than one (z
∗). We will denote the two J
values by J1 and J2 and the noises by ρ
(1) and ρ(2). We now relate ξt+2 to ξt by applying Eq. (26)
twice. Starting the system near z1 we have that
ξt+2 = J1J2ξt + J2ρ
(1)
t + ρ
(2)
t+1, 〈ρ(a)t ρ(a)t′ 〉 ≡ Baδt t′ , (31)
with a = 1, 2. This equation may be written in the more compact form
ξt+2 = Jξt + σ
(1)
t , σ
(1)
t ≡ J2ρ(1)t + ρ(2)t+1, (32)
where J ≡ J1J2. This has exactly the same form as the difference equation (26), except for the fact
that t changes by 2 during every iteration. So proceeding in the same way as for the case of fluctuations
about the fixed point, one finds that
ξt = J
mξt−2m +
m−1∑
k=0
Jkσ
(1)
t−2(k+1), m = 1, 2, . . . . (33)
Taking 2m = t− t0, and letting t0 → −∞ yields
ξt =
∞∑
k=0
Jkσ
(1)
t−2(k+1). (34)
From this equation we quickly find that 〈ξ〉st1 = 0 and
〈ξ2〉st1 =
B1J
2
2 +B2
1− (J1J2)2 =
J2
(1− J2)
{
B1
J21
+
B2
(J21J
2
2 )
}
. (35)
Had we started around the other point in the 2-cycle, z2, we would have found
ξt+2 = Jξt + σ
(2)
t , σ
(2)
t ≡ J1ρ(2)t + ρ(1)t+1, (36)
leading to Eq. (34), but with σ(1) replaced by σ(2). This yields 〈ξ〉st2 = 0 and
〈ξ2〉st2 =
B2J
2
1 +B1
1− (J1J2)2 =
J2
(1− J2)
{
B2
J22
+
B1
(J22J
2
1 )
}
. (37)
9The general results for an n-cycle can be derived in a similar way. Suppose that the n-cycle is
comprised of the points z1, z2, . . . , zn, and that J and B evaluated at these points are denoted by
J1, J2, . . . , Jn and B1, B2, . . . , Bn respectively. We relate ξt+n to ξt by applying Eq. (26) n times.
Starting the system near za, a = 1, 2, . . . , n, we have that
ξt+n = Jξt + σ
(a)
t , (38)
where J = J1J2 . . . Jn and where
σ
(a)
t = ρ
(a−1)
t+n−1 + Ja−1ρ
(a−2)
t+n−2 + Ja−1Ja−2ρ
(a−3)
t+n−3
+ . . .+ Ja−1Ja−2 . . . Ja−(n−1)ρ
(a−n)
t . (39)
This means that for an n-cycle, σ
(a)
t will contain n terms. Here labels are to be understood modn,
for instance, a − (n − 1) is equal to a + 1. This again has exactly the same form as Eq. (26), except
for the fact that t changes by n during every iteration. So proceeding as before one finds that in the
stationary state
ξt =
∞∑
k=0
Jkσ
(a)
t−n(k+1), (40)
and so 〈ξ〉sta = 0 and
〈ξ2〉sta =
J2
(1− J2)
{
Ba
J2a
+
Ba+1
(J2aJ
2
a+1)
+
Ba+2
(J2aJ
2
a+1J
2
a+2)
+ . . .+
Ba+n−1
(J2a . . . J
2
a+n−1)
}
, (41)
where a = 1, 2, . . . , n and where all labels are again modn. For instance, when n = 3 the variances
about the points z1, z2 and z3 of the 3-cycle are
〈ξ2〉st1 =
J2
(1− J2)
{
B1
J21
+
B2
(J21J
2
2 )
+
B3
(J21J
2
2J
2
3 )
}
,
〈ξ2〉st2 =
J2
(1− J2)
{
B2
J22
+
B3
(J22J
2
3 )
+
B1
(J22J
2
3J
2
1 )
}
,
〈ξ2〉st3 =
J2
(1− J2)
{
B3
J23
+
B1
(J23J
2
1 )
+
B2
(J23J
2
1J
2
2 )
}
. (42)
It should be noted, however, that as n increases, the procedure is valid only for larger and larger N .
The reason for this is that for an n-cycle, there will be n Gaussian probability distributions, which will
begin to overlap with each other as n increases at fixed N . This can be avoided by increasing N and
so reducing the width of the distributions.
In the next section we will evaluate the theoretical results developed in the first part of the paper.
For the most part, we will use the logistic map as a case study.
4 The logistic map
To illustrate the ideas developed above, we examine the logistic map given by Eq. (6). We recall that
in Eq. (6), zt represents the ratio of existing population to the maximum carrying capacity at discrete
time t. For 0 ≤ λ ≤ 4, zt remains in the unit interval for all t. As λ is changed, the map displays a
variety of behavior. For 1 < λ < 3 the map has a stable non-zero fixed point, then a cascade of period
doubling bifurcations take place, up to the onset of chaos at λ = 3.56995 . . .. Due to its nonlinearity,
the map does not have a closed-form solution, except for particular values of λ, such as λ = 4 [32].
As a result of its relative simplicity, the logistic map has been widely employed in the past as a test
model to explore the concept of chaos.
Working in this context, we will simulate the previously discussed discrete-time Markov chain
model that converges to the logistic map in the deterministic limit. We will reconstruct the distribution
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Fig. 1 Comparison between the stationary distribution of the Markov chain (blue circles) and simulations
of the stochastic difference equation (bars) for N = 200 and λ = 2.6. The theoretical prediction from the
linearized difference equation is also shown (red solid line).
ççççççççççççççççç
çççç
ççç
çç
çç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
çç
ççççç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
ç
çççççççççç
0.5 0.6 0.7 0.80
1
2
3
4
5
6
7
z
PH
zL
Fig. 2 Comparison between the stationary distribution of the Markov chain (blue circles) and simulations of
the stochastic difference equation (bars) for N = 200, λ = 2.95. The theoretical prediction from the linearized
difference equation is also shown (red solid line).
function of fluctuations for different choices of the control parameter λ and system size N . In doing so,
we will demonstrate the accuracy of the stochastic difference equation (23) and examine the predictive
ability of the linearized difference equation.
4.1 The distribution of fluctuations
In this section we demonstrate the validity of the stochastic difference equation as a mesoscopic de-
scription of the Markov chain dynamics. We do this by a direct comparison between the stationary
distribution of the Markov chain [29] and simulation results obtained by repeated iteration of the
difference equation. Figures 1 and 2 show the distribution of fluctuations for cases where the corre-
sponding deterministic equation has a fixed point. Therefore, the fluctuations are located around the
fixed point. In the case of the first figure, the fluctuations are well approximated by a Gaussian dis-
tribution, whereas the distribution of fluctuations in the second figure are noticeably skewed. In both
cases, the stochastic difference equation captures the distribution extremely well. The value of λ in
Figure 3 corresponds to a chaotic map in the deterministic equation. In contrast with the previous
examples, the probability distribution of the Markov chain is very broad, but is equally well-captured
by the stochastic difference equation.
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Fig. 3 Comparison between the stationary distribution of the Markov chain (blue circles) and simulations of
the stochastic difference equation (bars) for N = 400, λ = 3.65.
4.2 Results from the linearized difference equation
In Section 3, we obtained analytical expressions for the fluctuations by linearizing the stochastic equa-
tion around, for instance, a fixed point. Here we will use those equations to test the accuracy of this
scheme using the logistic map.
For the case of the logistic map, given in Eq. (6), we can write the fixed point in terms of λ as
z∗ = 1− 1/λ. The Jacobian evaluated at the fixed point is J = λ(1− 2z∗) = 2− λ. For the fixed point
to be stable we require |J | < 1, or 1 < λ < 3 [32]. So the variance in the stationary state, 〈ξ2〉st given
in Eq. (30), can be written as
〈ξ2〉st = B
1− J2 =
(
1
λ
− 1
λ2
)
1
1− (2− λ)2 . (43)
The Gaussian distribution with this variance, and with a mean value of z∗, is shown for two parameter
choices in Figures 1 and 2. In the former, it provides an excellent approximation to the stationary
distribution of the Markov chain. However, in Figure 2 it fails to capture the skewness of the stationary
distribution. In general, the distribution can be expected to be skewed for small values of N , or near
a bifurcation point.
We also applied the linear theory to the case of the 2-cycle, using the expressions obtained in
Eqs. (35) and (37). These results are compared to the stationary distribution of the Markov chain in
Figure 4, for N = 1400 and λ = 3.2 and show close agreement.
Finally, we show some results for the linearization around a 3-cycle, in Figure 5. Here we use a larger
system-size (N = 250000) since the 3-cycle is masked by noise, at low or intermediate N . Therefore,
we compare the linearized solution as characterized by Eq. (42), with simulation results from the full
stochastic difference equation, rather than results from the Markov chain.
4.3 Effect of noise on the bifurcation diagram
When examining the role of fluctuations on the logistic map, it can be helpful to plot the bifurcation
diagram, showing how the dynamics change as λ is varied. We do this by simulating the stochastic
difference equation, for a choice of N . As N controls the strength of fluctuations, it will determine
how much structure is preserved, compared with the bifurcation diagram of the deterministic system.
Figure 6 shows the bifurcation diagrams obtained for N = 8000 (left) and N = 90000 (right). For
N = 8000, structure beyond the 2-cycle is lost, including the deterministic windows beyond the onset
of chaos. When N = 90000, more structure is visible, including a 4-cycle, and a 3-cycle, found beyond
the onset of chaos. To emphasize the contrast between these diagrams, we plot the distribution of points
observed from simulations of the stochastic difference equation for a choice of λ where the 3-cycle is
stable in the deterministic equation. These distributions are shown in Figure 7, for N = 8000 (left)
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Fig. 4 Comparison between the stationary distribution of the Markov chain (blue circles) with the theoretical
prediction obtained by linearizing around the 2-cycle (red solid line). The parameter values used were N = 1400
and λ = 3.2. The location of the 2-cycle in the deterministic equation is shown by the vertical dashed lines.
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Fig. 5 Comparison between simulation results from the stochastic difference equation (bars) with the lin-
earization around the 3-cycle (red line) for λ = 3.835 and N = 250000. For this choice of λ, the deterministic
map has a 3-cycle at the points z1 ' 0.152, z2 ' 0.495 and z3 ' 0.959.
and N = 90000 (right). The transition from a narrow distribution to a broad one, as N is decreases,
demonstrates a clear change in the system’s dynamics. The broad distribution is reminiscent of that
found for a chaotic, deterministic map [27]. The nature of the dynamics represented by this distribution
will be investigated in the next section.
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Fig. 6 Bifurcation diagrams for the stochastic difference equation, obtained by simulating the stochastic
difference equation with N = 8000 (left) and N = 90000 (right). For N = 8000, structure beyond the 2-cycle
regime is not preserved, due to the strength of the fluctuations. When N = 90000, more structure is visible.
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Fig. 7 Probability distributions obtained by simulating the stochastic difference equation for λ = 3.84. For
this choice of λ the deterministic map has a stable 3-cycle. The 3-cycle is not preserved for N = 8000 (left),
due to the strong noise, but it is visible for N = 90000 (right).
4.4 Noise-induced chaos
The ability of stochasticity to induce chaotic behavior has been much studied in both discrete and
continuous time processes, but only for cases where the stochasticity originates from external pertur-
bations to the system under consideration. A wide range of methods have been proposed to detect
chaos in the presence of noise. Generally speaking, the methods used either involve examination of
time series generated by the system, see e.g. Refs. [11,35,4], or employ knowledge of the deterministic
description of the process, see e.g. Refs. [22,6]. Here we will investigate this effect for our intrinsic
noise process, by estimation of the Lyapunov exponent, using one of each type of the two methods
mentioned above. To measure the Lyapunov exponent, Λ, in the stochastic setting, we will first follow
Refs. [22,6], where a long iteration of the stochastic time series is fed into the formula for the Lyapunov
exponent for a one-dimensional map, namely
Λ = lim
M→∞
1
M
M∑
i=1
ln|f ′(zi)|. (44)
This method is very straightforward, and allows one to view how Λ changes with N . In Figure 8 we
show the value of Λ as a function of N for λ = 3.8286, which is chosen so that the corresponding
deterministic map is non-chaotic (it has a stable 3-cycle), but is chaotic for nearby values of λ. In this
figure, a noise-induced transition to chaos is predicted at around N = 2.4× 106. Using this approach,
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Fig. 8 Lyapunov exponent as a function of N for λ = 3.8286, calculated using Eq. (44). For this value of λ
the deterministic map has a stable 3-cycle.
the value of the Lyapunov exponent found for the corresponding deterministic map is recovered for N
sufficiently large.
A key question to consider when discussing noise-induced chaos is how the analysis of the time
series compares with that of a ‘clean’, chaotic time series. This, of course, is particularly relevant when
one analyses experimental data, where a description of the underlying dynamics is not known. Here we
will analyze the simulation results of the stochastic difference equation using the time delay embedding
technique [28]. This procedure is designed to reconstruct a system’s attractor from its observed time
series, a result formalized as Takens’ theorem, which states that the attractor can be reconstructed if
the embedding dimension is large enough [33]. Denoting a long time series from the stochastic difference
equation by xi, we define vectors Xi, such that Xi = (xi, xi+l, xi+2l, . . . , xi+(m−1)l). Parameters l, the
delay time, and m, the embedding dimension, must be suitably chosen [27,10]. In the work presented
here, we used m = 4 and l = 1. We follow the work of Gao et. al., who examined noise-induced chaos
for an additive noise process [11], by studying the time evolution of the system in the m-dimensional
embedding space. They considered the form of time-dependent exponent curves, L(k)1,
L(k) =
〈
ln
( ||Xi+k −Xj+k||
||Xi −Xj ||
)〉
, (45)
where the averaging is performed over all pairs (Xi, Xj), for which ||Xi −Xj || is found to lie within
a prescribed small shell, denoted by (r, r + δr). Calculating L(k) over a range of shells, allows us
to examine the system’s behavior over a range of spatial scales. For deterministic chaos, the L(k)
curves will increase linearly before flattening. The curves from different scales collapse together as an
envelope during the linear growth stage. The formation of this envelope has been used as a direct test
for deterministic chaos, with its slope defining the value of the Lyapunov exponent [10,9]. In Ref. [11],
the authors considered the effect of additive Gaussian noise on the logistic map for different choices of
λ and noise strength. They found that, in certain cases, a noise-induced transition to chaos occurred.
The question is, do we observe similar behavior for our intrinsic noise process?
Figure 9 shows some L(k) curves, for the value of λ used in Figure 8. Here we used N = 500000,
to see whether noise-induced chaos can be observed. At the scales displayed here, we do observe the
formation of the envelope. Therefore we conclude, that at these scales, the system behaves chaotically.
From the envelope’s slope, we estimate the value of the exponent to be about 0.4. However, at smaller
spatial scales, the dynamics are dominated by the stochastic effects, and the signature of chaos (the
envelope) cannot be detected. If we reduce the value of N , the stochastic effects become stronger and
the envelope cannot be seen at any spatial scale. Results from the two methods, depicted in Figures 8
and 9 both indicate chaotic behavior for this parameter choice, although they are not quantitatively
consistent, with the first method returning a much lower Lyapunov exponent (obtained by reading off
the graph for N = 500000). Furthermore, the second method, which only employs knowledge of the
1 Here we use L(k) rather than Λ(k), which was used by the authors in Ref. [11]. This is to avoid confusion
with Λ used in Eq. (44)
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Fig. 9 Evolution of L(k) for four shells (2−(i+1)/2, 2−i/2), i = 4, 5, 6, 7, from bottom to top, where the dots
mark the values obtained for each integer k. Parameters are N=500000, λ = 3.8286.
time series, suggests that one must consider the balance between the two sources of perturbation in
the system: chaos and the stochasticity. If the noise is too strong, then the signature of chaos cannot
be detected. Moreover, one must consider the notion of spatial scale when studying these systems.
Clearly more work is required to elucidate these features, and we are currently actively exploring some
aspects of them.
The results found here are qualitatively similar to those found in previous studies on additive noise
processes. For our multiplicative noise process, however, we noticed differences in the results obtained
for the time-dependent exponent curves L(k). The range of parameters (N ,λ) for which noise-induced
chaos was observed was smaller than found for the additive noise process. One possible explanation
for this is that the heterogeneity of the stochasticity of a multiplicative noise process makes it more
difficult to detect the signature of chaos. This is an interesting avenue for further work.
4.5 The Ricker Map
To demonstrate the general applicability of the method, we now turn to a second case of a one-
dimensional map, which has the following form
xn+1 = xnexp[(r(1− xn)]. (46)
In the literature, this map is sometimes referred to as the Ricker map [30], and has been much studied
in the ecological literature (see e.g. Refs. [19,21,25]). In contrast to the logistic map, this map is not
restricted to the unit interval. Indeed the maximum of the function, say mr, occurs at x = 1/r and
is found to be (1/r)exp[r − 1]. However, for a particular choice of r we can restrict the map to the
unit interval by making a change of variables, yn = xn/mr, such that the characteristics of the map
(stability of the fixed point, bifurcation points, etc.) are preserved. The equation for the map for yn is
yn+1 = g(yn) = ynexp[(r(1−mryn)]. (47)
In Figure 10 we show both the unscaled and scaled function. Both maps have a stable fixed point for
0 < r < 2.
The Markov chain process, and its mesoscopic description, can now be formulated as before, using
Eq. (2), with a new choice of the function p. Figure 11 compares the stationary distribution of the
Markov chain with simulation results from the stochastic difference equation for r = 1.95. In Figure 12
we show a similar plot, this time for r = 2.05, for which the deterministic map has a stable 2-cycle.
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Fig. 10 Plot of the map given in Eq. (47). The dashed line is the original map, the solid line shows the rescaled
map where the dynamics remain in the unit interval.
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Fig. 11 Fluctuations around the fixed point for the Ricker map for y. Parameters chosen were N = 250 and
r = 1.95. Results from the stochastic difference equation (bars) are compared with the stationary distribution
of the Markov chain (circles).
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Fig. 12 Fluctuations around the 2-cycle for the Ricker map for y. Parameters chosen were N = 300 and
r = 2.05. Results from the stochastic difference equation (bars) are compared with the stationary distribution
of the Markov chain (circles).
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5 Discussion
In this paper we have investigated the large N limit of a Markov process defined by an (N+1)×(N+1)
transition matrix Q. Over the last few years there have been many instances of carrying out such an
investigation for continuous time Markov processes [2,16]. In this case one starts out from a master
equation with N discrete states, and using a diffusion-type approximation derives a Fokker-Planck
equation. It is then possible to study the deterministic (N → ∞) limit and the fluctuations about it,
either within a linear noise approximation or within some other type of approximation which retains
the multiplicative aspect of the noise [23].
However we are not aware of any previous studies that have carried out this program in the case
where time is discrete. Of course, the application of the diffusion approximation to the Wright-Fisher
model is well-known — and was the original problem to which this approximation was applied [8] —
but it is usual to make the time continuous as part of the diffusion approximation itself [7]. Here we
have not done this: we have made the state space continuous, but retain the discreteness of the time.
As a consequence the equation corresponding to the Fokker-Planck equation is a differential-difference
equation and what was a stochastic differential equation in the continuous-time case is now a stochastic
difference equation.
Although our main motivation has been to set out the formalism in the discrete-time setting which
parallels the well-known one when time is continuous, we chose the structure of the transition matrix
Q based on a biological application. Namely, we assumed that we were describing a system which at
time t consisted of n identical individuals, and (N − n) “nulls”, that is, a system with a carrying
capacity of N , which was only n/N “full”. This is equivalent to a Wright-Fisher model in genetics in
which there are n individual of type A (i.e. having allele A) and (N − n) individuals of type B (i.e.
having allele B) [7]. The community at time t+ 1 is then created by sampling the community at time
t N times. The main difference from the Wright-Fisher model was that we implemented competition
for resources by making it less likely that we picked an individual, and more likely that we picked a
null, as the number of individuals in the population grew. The interpretation in terms of sampling the
tth generation to create the (t+ 1)th generation gave the Q its binomial structure, but there may be
other possible interpretations which would give a different form for Q. Hopefully these will naturally
occur in particular applications; the specific form we assume here has the advantage that it gives us a
definite structure to work with and so to develop the formalism and understand the results it leads to.
When studying the large N behavior of such models, be they in discrete or continuous time, it is
natural to first look at the system obtained when N → ∞. This “thermodynamic limit” will ensure
that all stochastic aspects of the model is lost and, not surprisingly, the outcome when time is discrete
is a discrete map, the precise form of which depends on the choice of the matrix Q. We should stress
(as we have done before in the continuous time case [2,23]) that the map obtained by this procedure
simply reflects the dynamics of the mean of the stochastic process; potentially there are an infinity
of processes corresponding to this map, which differ in their higher moments. Thus simply “adding
noise” to the map to get a stochastic version of the map — as was done extensively in the past (see
e.g. Refs [22,6,11]) — will give one of these infinity of models, and one with no particular microscopic
motivation.
Starting from the model we have described above we obtained the logistic map in the N → ∞
limit. This is not too surprising in itself; in the continuous time case the logistic differential equation
is obtained. However, although the logistic differential equation can be solved exactly, and has a
single attractor in the form of the fixed point, the logistic map famously has an extremely rich set
of attractors. This crucial difference between the continuous and discrete time formulations allows us
to explore how demographic noise and chaos interact in a controlled way, as we discuss again below.
The simplest stochastic correction to the deterministic map is to include linear deviations from the
attractors due to the demographic noise. In section 3 we obtained a general expression for the variance
of the Gaussian pdf about a n-cycle, and showed this was in excellent agreement with simulations or
the numerical solution of the stochastic difference equation. It is important to notice that although the
noise is additive within this approximation, the procedure is quite different to simply adding noise to
the deterministic map, since the noise correlations are determined by the underlying microscopic model.
The general results for the variance about an n-cycle illustrate this: they depend on the parameter of
the logistic map, λ, through the Jacobian J and the noise strength B evaluated on the n-cycle.
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We also studied the system in cases where there were significant deviations from the linearization
described above. Since the linear approximation leads to a Gaussian pdf, this is equivalent to looking
at situations in which the stationary pdf cannot be well-approximated by a Gaussian. We checked the
accuracy of the stochastic difference equation against results found directly from the Markov chain.
This is only practical for not too large values of N , because the computational cost of starting from
the Markov chain becomes prohibitive quite quickly as N increases. However, the excellent agreement
we obtained for a range of N gives us confidence in the predictions made from the stochastic difference
equation for larger values of N . Since N is simply a parameter in this equation, there is no extra cost
in performing numerical calculations for arbitrarily large values of N .
One of the most interesting aspects of the discrete-time formalism, as compared with the more
familiar case where time is continuous, is the nature of the Fokker-Planck equation. The usual trunca-
tion obtained by neglecting O(N−2) in the Kramers-Moyal expansion does not simply give two terms,
but an infinite number. Essentially this is telling us that we are not using the correct variables to
describe the stochastic process: in continuous-time processes the jumps z(t) → z(t + dt) are small,
but in the discrete-time processes we have been investigating here the jumps zt → zt+1 need not be
small — a fact already apparent from the corresponding deterministic map. What is small is the jump
pt → zt+1, which suggests that we should be working in part with the pdfs in the p variable. If we do
this in an appropriate way, then we can find a Fokker-Planck-like equation of a more familiar form.
This formalism does not to the best of our knowledge appear in the literature, and deserves further
study in its own right.
Since discrete maps with only a single degree of freedom can show chaotic behavior, we may use
the formalism that we have developed to systematically investigate the nature of the chaotic state in
stochastic systems which give rise to these maps in the deterministic limit. In Section 4, we estimated
the Lyapunov exponent using two different methods which have been suggested in the literature. Past
work was restricted to the case where noise was simply added to the deterministic map, and further
work is required to understand how having intrinsic noise differs from this situation. Further work is
also needed to assess the different ways in which Lyapunov exponents can be generalized to stochastic
systems, and whether these give rise to significantly different conclusions for how stochasticity and
chaos interact. It could also be interesting to compare the stationary probability distribution of the
process (for various values of N) with the invariant measure of the corresponding deterministic map,
to further study the effects of stochasticity in these systems. Numerical simulations show that, when
the deterministic map is chaotic, the stationary probability distribution at finite N is similar but
smoother in appearance. In the future, we hope that more quantitative results could be obtained using
our approach. More generally, many aspects of intrinsic noise in discrete-time systems remain to be
investigated, from technical aspects relating to the possible ways of constructing the Markov chain, to
the construction of practical models in ecology to generalizations to systems with many components.
We hope to carry out and report on these questions in the future.
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Appendix A: Derivation of the Kramers-Moyal expansion
In this appendix we discuss the derivation of the Kramers-Moyal expansion for discrete-time stochastic processes
of the kind that we are interested in and which are described in Section 2 of the main text.
The form that we ultimately use, given by Eq. (22), is of a different type to that found in textbooks [12,
31]. However let us begin by briefly reviewing the derivation of the conventional form as given by Eq. (8).
To derive this equation, we start from the Chapman-Kolmogorov equation which defines a Markov process.
We shall suppress the dependence on the initial conditions z0 at t0, since they play no part in the derivation.
Letting z′ = z −∆z, the integrand of the integral appearing in Eq. (7) may be written as
P ([z −∆z] +∆z, t+ 1|z −∆z, t)P (z −∆z, t).
Taylor expanding this, the integrand equals
∞∑
`=0
(−1)` (∆z)
`
`!
∂`
∂z`
{P (z +∆z, t+ 1|z, t)P (z, t)} .
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In the Chapman-Kolmogorov equation we had to integrate over z′. For fixed z, this is equivalent to integrating
over ∆z. We integrate ∆z from minus infinity to plus infinity, even though it is “small”. This assumes that the
integrand is very highly peaked and essentially gives no contribution to the integral apart from at very small
∆z.
Introducing the jump moments defined by
M`(z) ≡
∫
d(∆z)(∆z)`P (z +∆z, t+ 1|z, t),
we find that the Chapman-Kolmogorov equation reduces to Eq. (8). Another form for the M`(z) is
M`(z) =
∫
dw (w − z)`P (w, t+ 1|z, t),
from which the form (9) given in the main text can be found.
However, as described in the main text, the Kramers-Moyal expansion (8) is not so useful. Essentially
this stems from the fact that ∆z is not “small”, and so the expansion cannot usefully be truncated after a
finite number (that is, two) terms. We showed, in Eqs. (16) and (17), that the first term in the expansion
could be considerably simplified by taking the Fourier transform. We can also show this for the next term (the
diffusion-like term). Its Fourier transform is
1
2N
∞∑
`=0
(−1)`
`!
∫ ∞
−∞
dz eikz
∂`+2
∂z`+2
[
(p− z)` p(1− p)Pt(z)
]
=
1
2N
∞∑
`=0
1
`!
∫ ∞
−∞
dz eikz (ik)`+2 (p− z)` p(1− p)Pt(z)
=
1
2N
∫ ∞
−∞
dz eikz eik(p−z) (ik)2 p(1− p)Pt(z)
=
1
2N
∫ ∞
−∞
dz eikp (ik)2 p(1− p)Pt(z)
=
1
2N
∫ ∞
−∞
dp eikp (ik)2 p(1− p)Pt(p)
=
1
2N
∫ ∞
−∞
dp eikp
∂2
∂p2
[p(1− p)Pt(p)] .
Taking the inverse Fourier transform of this expression gives the diffusion-like term in Eq. (19).
In order to be relatively concise, there are several aspects of the above derivation that we have treated in
a rather informal manner. In the first three lines of the derivation p is shorthand for p(z). On the fourth line
the integral takes the form
∫∞
−∞ f(p)Pt(z) dz, where again p = p(z), and f(p) in this case is p(1− p)eikp. The
change of variable used to obtain the next line may not be 1 − 1 and one may have to split up the range of
integration, and carry out different transformations in different ranges. For example, in the case of the logistic
map, the range is split up so that for 0 ≤ z ≤ 1/2, the transformation is z = z− ≡ [1 −
√
1− (4p/λ)]/2,
whereas for 1/2 ≤ z ≤ 1 it is z = z+ ≡ [1 +
√
1− (4p/λ)]/2. The key point is that this has no effect on f(p),
since p = λz(1 − z) takes on the same value whether z = z− or z = z+. Thus the only relevant part of the
transformation is Pt(z)dz = Pt(p)dp, where
Pt(p) = 1
λ
[
1− 4p
λ
]−1/2
{Pt(z = z−) + Pt(z = z+)} .
Having checked that the simplification occurs for r = 2 (the diffusion-like term), we now show that it
occurs to all orders in r. To do, this let us eliminate the jump moments M` in favor of the jump moments Jr
by substituting Eq. (11) into Eq. (8) to find
Pt+1(z) =
∞∑
`=0
(−1)`
`!
∂`
∂z`
[∑`
r=0
(
`
r
)
(p− z)`−r Jr(p)Pt(z)
]
=
∞∑
`=0
∑`
r=0
(−1)`
(`− r)! r!
∂`
∂z`
[
(p− z)`−r Jr(p)Pt(z)
]
. (48)
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But now for any series
∑∞
`=0
∑`
r=0 ar` =
∑∞
r=0
∑∞
`=r ar`, and so
Pt+1(z) =
∞∑
r=0
∞∑
`=r
(−1)`
(`− r)! r!
∂`
∂z`
[
(p− z)`−r Jr(p)Pt(z)
]
=
∞∑
r=0
(−1)r
r!
∞∑
m=0
(−1)m
m!
∂r+m
∂zr+m
[(p− z)m Jr(p)Pt(z)] . (49)
We now take the Fourier transform of Eq. (49) to find:
P˜t+1(k) =
∫ ∞
−∞
dz eikzPt+1(z)
=
∞∑
r=0
(−1)r
r!
∫ ∞
−∞
dz eikz
∞∑
m=0
(−1)m
m!
∂r+m
∂zr+m
[(p− z)m Jr(p)Pt(z)]
=
∞∑
r=0
1
r!
∫ ∞
−∞
dz eikz
∞∑
m=0
1
m!
(ik)r+m [(p− z)m Jr(p)Pt(z)]
=
∞∑
r=0
1
r!
∫ ∞
−∞
dz eikz eik(p−z) (ik)r Jr(p)Pt(z)
=
∞∑
r=0
1
r!
∫ ∞
−∞
dz eikp (ik)r Jr(p)Pt(z)
=
∞∑
r=0
1
r!
∫ ∞
−∞
dp eikp (ik)r Jr(p)Pt(p)
=
∞∑
r=0
(−1)r
r!
∫ ∞
−∞
dp eikp
∂r
∂pr
[Jr(p)Pt(p)] . (50)
Taking the inverse Fourier transform of this equation we find Eq. (22).
Appendix B: The form of the jump moments Jr for large N .
The truncation of the Kramers-Moyal expansion (22) at the r = 2 term, relies on showing that the Jr fall off
like N−2 for r > 2. In Section 2, we have already shown that J1 = 0 (and that J0 = 1). For orientation, let us
determine J2:〈
[zt+1 − pt]2
〉
zt=z
= N−2
〈
n2t+1
〉
nt=m
− 2N−1p 〈nt+1〉nt=m + p
2
= N−2
∑
n
n2P (n, t+ 1|m, t)− 2N−1p
∑
n
nP (n, t+ 1|m, t) + p2
= N−2
∑
n
n2Qnm − 2N−1p
∑
n
nQnm + p
2
= N−2
[
Np(1− p) +N2p2]− 2N−1pNp+ p2
= N−1p(1− p). (51)
More generally in this appendix we want to investigate the form of Jr for large N and any value of r. Now,
Jr(p) = 〈[zt+1 − pt]r〉zt=z
=
1
Nr
〈[nt+1 − (Npt)]r〉nt=m
=
1
Nr
r∑
s=0
(
r
s
)
(−1)s (Np)r−s
{∑
n
nsQnm
}
. (52)
If we denote the sth moment of the binomial distribution by µs(p), then Eq. (52) becomes
Jr(p) =
1
Nr
r∑
s=0
(
r
s
)
(−1)s (Np)r−s µs(p). (53)
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So to calculate the Jr(p), the moments of the binomial distribution need to be known. We have seen that
J1(p) = 0 and J2(p) = N
−1p(1− p). We can find J3(p) from
J3(p) =
1
N3
[
(Np)3 − 3(Np)2µ1 + 3(Np)µ2 − µ3
]
= −p(1− p)(1− 2p)
N2
, (54)
which goes like N−2 and so does not contribute to the generalization of the Fokker-Planck equation. We now
show that all Jr(p) for r ≥ 3 fall off this fast. We use properties of the factorial moments to prove this result.
Recall that the factorial moments are defined by
νr(p) ≡ 〈n(n− 1) . . . (n− r + 1)〉 =
N∑
n=0
n(n− 1) . . . (n− r + 1)
(
N
n
)
pn(1− p)N−n, (55)
and can be shown to be given by
νr(p) = N(N − 1) . . . (N − r + 1)pr. (56)
The proof is straightforward. Define
φ(p, w) =
N∑
n=0
(
N
n
)
pn(1− p)N−nwn = [pw + (1− p)]N .
Then differentiating r times with respect to w and setting w = 1 gives νr(p), and so the result.
Now,
νr(p) = 〈n(n− 1) . . . (n− r + 1)〉 = 〈n
[
nr−1 −Anr−2 + C1nr−3 + . . .
]〉,
where A = 1 + . . . + (r − 1) = r(r − 1)/2 and where C1 (like the constants C2 and C3 appearing below) is
constant which need not concern us. Here we assume that r ≥ 3. So we have,
νr(p) = 〈nr〉 −A〈nr−1〉+ C1〈nr−2〉+ . . .
and νr−1(p) = 〈nr−1〉 − C2〈nr−2〉+ . . . .
These results imply that
〈nr〉 = νr +A〈nr−1〉+ . . . = νr +Aνr−1 + C3νr−2 + . . . .
We can now use the result (56): νr(p) = (Np)
r −Ap(Np)r−1 +O(N)r−2 to see that
µr(p) ≡ 〈nr〉 = (Np)r +A(1− p)(Np)r−1 +O(N)r−2. (57)
for r ≥ 3. Since A = r(r − 1)/2 and µ2(p) = (Np)2 +Np(1− p), the result is also true for r = 0, 1, 2 with the
correction term being exactly zero.
Substituting Eq. (57) into Eq. (53) gives
Jr(p) =
1
Nr
r∑
s=0
(
r
s
)
(−1)s [(Np)r +A(1− p) (Np)r−1 +O (Nr−2)]
= pr
r∑
s=0
(
r
s
)
(−1)s
[
1 +
1
2
s(s− 1)(1− p) (Np)−1 +O (N−2)] . (58)
But
r∑
s=0
(
r
s
)
(−1)s = 0, for r 6= 0,
and if r > 2
r∑
s=0
(
r
s
)
(−1)s s(s− 1) = 0.
Therefore Eq. (58) proves that Jr(p) = O(N−2) for r > 2.
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