Abstract: The high-throughput sequencing technologies have produced a wealth of epigenetics data. These datasets require stand-alone techniques to extract useful insights which can be used for further analysis. One tailored technique is data clustering; it is a primary method to extract the first layer of information from unlabeled data sets. However, epigenetics data sets are very large making conventional data clustering techniques inappropriate. By another way, Swarm Intelligence (SI) algorithms such as Ant Colony Optimization (ACO), Artificial Bee Colony (ABC) and Particle Swarm Optimization (PSO) have shown promising results when applied to data of moderate size. They exhibit different capabilities making their cooperation a promising alternative to achieve good quality clustering. In this paper, a parallel and distributed generalized island model (GIM) based on these SI algorithms is developed according to MapReduce framework. The proposed framework (MRC-GIM) allows cooperation between the three SI algorithms to achieve largely scalable data partitioning. MRC-GIM has been validated on Amazon Elastic MapReduce service (EMR) deploying up to 192 computer nodes and 30 gigabytes of data. The experiments show that MRC-GIM competes and often outperforms existing methods. The developed model has been applied to study the epigenetics impact on aging; experimental results reveal that DNAmethylation changes slightly with aging, confirming previous studies.
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Introduction
Over the last few decades, developed countries in Europe, Asia, and North America have experienced a significant change in the age profile of their demographic structure, with a steady increase in the number of adults aged 65 years or older. Although longer lifespan is a clear sign of progress and improved qual-5 ity of life, the considerable growth of the elderly population poses far-reaching social and economic challenges regarding the fiscal sustainability of the welfare state. As such, health-care system and related services have to be rethought to treat aging as a manipulable long-term biological process whose detrimental effects can be limited or procrastinated rather than passively accepted as 10 
inevitable.
Key research challenges need to be effectively and efficiently addressed to cope with the ever-growing amount of epigenetics data that is being exponentially produced. Traditional techniques and tools for data analytics and autonomous learning are no longer suitable and even unusable to extract human- 15 interpretable knowledge and information from the enormous complex amount of data. Therefore, new revolutionary approaches and tools are more than required, among these tools we highlight clustering.
Almost 60 years beyond have passed from the first proposed clustering algorithm [1] . Cluster analysis aims at grouping data points into separate groups 20 called clusters. It plays a versatile role in knowledge discovery, and it is used in a myriad of fields to extract hidden relationships among data. An up-to-date review of the application of clustering analysis can be found in [2] . A plethora of clustering algorithms has been designed to deal with different types and dis-tributions of data. The exponential increase of data makes cluster analysis even 25 more challenging than before. Two broad approaches have emerged to alleviate the issue, either by reducing the dimensionality of data (dimensionality reduction) [3] or by reducing the number of samples within a dataset (sampling) [4] . However both approaches have been proved to be ineffective when a single machine is used as the prohibitively large amount of data cannot be kept 30 on a single computer. Therefore, multiple machines are needed, and parallel processing of data is undeniably necessary.
Hardware accelerators such as Field Programmable Gate Array (FPGA) and Graphics Processing Unit (GPU) have emerged recently as promising technology drivers [5] . On the other hand, Application Programming Interfaces (APIs) such 35 as Message Passing Interface (MPI) and OpenMP have traditionally provided a software-oriented approach. However while dealing with parallel programming languages, additional concerns have to be considered, such as the load balancing, the communication flow, the topology choice, the split of data, etc. This makes designing a parallel algorithm a very tedious task. To deal with these concerns, 40 a new open source framework called Apache Hadoop consisting of a storage part namely Hadoop Distributed File System (HDFS) and a processing part namely MapReduce (MR) has emerged lately. HDFS is a distributed file system that provides high-performance access to data across Hadoop clusters by managing pools of big data and handling big data analytics applications. MapReduce, 45 designed by Google [6] , provides a new methodology of thinking and developing a parallel algorithm suitable for large scale systems without being concerned about scalability as MapReduce is auto-scalable. The idea was inspired by the map and reduce primitives characterizing the functional programming LISP. Hadoop encapsulates the details of parallelization, fault-tolerance, data distribution and 50 load balancing. It Demonstrates a great performance in big data scenarios, especially for challenging tasks such as clustering.
Nevertheless, data Clustering is an NP-hard problem. If the number of clusters exceeds three, the alternative ways to group the data is k n k! , where k is the number of groups, and n is the number of data points to be clustered. 55 However, data clustering can be easily cast as a global optimization problem of finding the partition that maximizes/minimizes an objective function with only partial search space than exhaustive one. This can be appropriately tackled using metaheuristics, such as Ant Colony Optimization (ACO), Artificial Bee Colony (ABC), Particle Swarm Optimization (PSO) and so forth. These 60 metaheuristics exhibit different dynamics leading to distinct strategies that can be effectively combined to handle hard optimization problems such as Clustering large datasets.
In this paper, first, we present and discuss a review of big data clustering algorithms based upon MapReduce. Furthermore, we propose a MapReduce de-65 sign of the Ant Colony Optimization and an Artificial bee colony to cluster large data sets. Additionally, we merge the proposed algorithms in a collaborative way based on Generalized island model (MRC-GIM). MRC-GIM enables the cooperation between three SI metaheuristics to explore the search space more efficiently. We validate the proposed algorithms on many computers (192 com-70 puters) connected with each other and large real datasets (more than 30GB).
The comparative study reveals that MRC-GIM outperforms novel developed clustering algorithms dedicated to big data clustering. Subsequently, we use MRC-GIM to investigate the correlation between Epigenetics and Aging. As a result of this application, we found that epigenetics changes slightly and not 75 aberrantly with aging, this latter confirms previous evidence shown in [59, 60] .
The remainder of the paper is organized as follows: in Sec. 2 a brief description of the background material is given. In Sec, 3. a review of clustering large data sets algorithms is provided. Section 4 is devoted to the presentation of the proposed frameworks. In Sec. 5, the performance of MRC-GIM is evaluated 80 using large datasets and parallel metrics. In Sec. 6 we study the correlation between epigenetics and aging and finally in Sec. 7 conclusions are drawn.
Background and materials

Clustering Analysis
Clustering analysis is a central topic in computer science and statistics, 85 whose purpose is to find groups in a given data set, according to a notion of similarity or homogeneity that is maximized/minimized for elements in the same group (or cluster). Formally, given a set V , a clustering is a partition τ (V ) = {c 1 , . . . , c K } of V into non-empty and pairwise disjoint subsets c i , i = 1, . . . , K, whose union is V .
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As a major field of research in exploratory data analysis, over the years, a large number of clustering algorithms have been proposed to find "good" partitioning that can uncover latent structures in the data. Clustering approaches can be divided into two major classes: partitional clustering and hierarchical clustering.
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Partitional clustering algorithms split the dataset into groups based on a two-step iterative process. Given an initial set of cluster representatives centroid locations as in k-means [7] or centroid data points as in k-medoids [8] the procedure alternates an assignment step where each data point is assigned to the cluster with the closest representative and an update step where cluster 100 representatives are recomputed.
Hierarchical clustering algorithms build a hierarchy of clusters by either merging smaller clusters into larger clusters (agglomerative clustering) or by splitting larger clusters into smaller clusters (divisive clustering). As a result, a hierarchical clustering algorithm produces a tree of clusters, called dendrogram,
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which shows how clusters and data points are related.
MapReduce Model
A MapReduce program takes place generally in three successive jobs, the M ap, the Auxiliary and the Reduce jobs as depicted in figure 1. By using k-means with sampling, X. Cui et al. [27] proposed an algorithm 145 that takes place in three MR jobs. Data summarization has been used as a baseline for BigK-Clustering [21] . The key idea behind the algorithm is to divide the data into sub-data and group them separately which results in microclusters, then merge the closest micro-clusters using the equivalence relation, and finally, calculate the centers of the final groups. DBCURE-MR [26] and 150 MR-DBSCAN [15] are two density based algorithms that identify clusters with highly dense areas separated by sparsely dense areas. Both methods employed a sampling approach to reducing the size of the large data and carry out the processing of the reduced data to obtain centers, which will be used to cluster the original data. Abhinandan Das et al. redesign the MinHach algorithm [10] 155 in a more scalable way using map-reduce. This algorithm can capture multiple interests of user shared within a cluster. DisCo [11] is based on co-clustering which unlike clustering attempts to cluster both samples and items at once. Fei Gao et al. designed an approximate spectral clustering which enables kernel-based machine learning algorithms to efficiently process very large-scale 160 datasets [19] with the objective to optimize the computation and memory overhead required to compute the kernel matrix without affecting the accuracy of the result. The approach is independent of the employed kernel-based machine learning and was tested on Amazon Elastic MapReduce. Trilce Estrada et al.
[20] presented a scalable method dedicated to the molecular conformation such cooperating among metaheuristics has been shown to be a very promising way to solve efficiently complex problems. Therefore, in our work we investigate the potential of such cooperation to handle clustering of large data sets.
Highly scalable clustering based on MapReduce
A generalized island model is a parallel distributed scheme which is amenable
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to large-scale clustering. To perform clustering of large data sets using a GIM we need first to redesign each of the used metaheuristics according to the MapReduce model. In the proposed GIM, the three swarm-based algorithms PSO, ACO and ABC cooperate to find the best partition that optimizes a given cluster quality measure. In our study, we consider the total within variance or 205 cohesion measure as the objective function. This later describes how close the data points within each cluster are to each other. It is defined as follows:
Where n is the number of items or data points in the datasets, k the number of clusters, x i , {i = 1, . . . , n} the location of the ith item to be clustered and z i the center of cluster c i . Therefore, clustering is cast as an optimization task 210 that aims to minimize the cohesion total within variance.
Our algorithms can run even if:
1. The data is huge and cannot be stored on a single computer, 2. The clustering solution could be distributed among different computers, 3. The clustering solution is constructed gradually.
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In the rest of this section, we consider the following notations:
1. v = {item 1 , item 2 , ..., item n }, the set of n items or data points to be grouped into clusters, 2. m: The number of artificial ants or bees.
3. k: The number of clusters.
220
4. p i = {(item j , c l )} , where {i = 1, . . . , m}, {j = 1, . . . , n} and {l = 1, . . . , k}, the clustering partition is encoded as a set of pairs, each is composed of an item and the assigned cluster.
5. f i is the cohesion value of the clustering solution p i .
6. c = {z 1 , z 2 , . . . , z k },the set of centroids.
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In the following, we describe the proposed ACO and ABC based MapReduce. Afterward, we describe the overall architecture through which cooperation between ACO, ABC and PSO introduced in [17] is done.
Ant colony optimization based MapReduce
ACO is a swarm based metaheuristics developed by Dorigo et al. [28] to 230 solve NP-hard optimization problems. It is inspired by the foraging behavior of a colony of ants. A detailed description of this metaheuristic and its biological metaphor can be found in [29] . Given an optimization problem to be solved, a typical dynamics of an ACO algorithm can be defined as follows. A set of cooperating artificial ants is used to construct solutions incrementally. Each ant In our work, we adopted ACO algorithm for data clustering inspired from ant k-means described in [30] . The algorithm aims to find the partitions that minimize the cohesion measure defined above. A solution component is viewed
245
as an assignment of a data point to a cluster. Let's adopt the following notations:
1. τ , the threshold value.
2. φ(i, j), where {i = 1, . . . , n}, {j = 1, . . . , k}, is n by k matrix represents the pheromone value of each item in each cluster.
The proposed ACO algorithm MapReduce (MRC-ACO) composed of three The ACO algorithm for data clustering can be outlined as follows:
1. During an initialization phase, each ant builds a solution by assigning items to clusters randomly. The same amount of pheromone is assigned 255 to each of all possible pairs (item, cluster).
2. During an iterative phase each ant updates the amount of pheromone to each of its solution components namely a pair (item, cluster) and constructs another solution by assigning items to clusters according to a probability that depends on the amount of pheromone and heuristic value re-260 lated to the cohesion measure value. During iterations, the best partition i.e. with the smallest value of cohesion measure found so far is kept.
3. At the end of the iterative process, the best partition is returned.
To handle the big data, we split each p i vector to s sub-vectors where s is an integer tweaked with regards to the size of data points and the memory 265 capacity available. The sub-vectors are loaded on the mappers, at this end, the mappers assign in parallel for each item i the cluster number c i following a guided probabilistic research described in algorithm 1. Afterward, the mappers attribute the same key to all sub-vector pairs (item i , c i ) that satisfy the following two conditions: the pheromone value is updated φ as follows:
Where ρ is the evaporation rate and f best is the best cohesion value found so far.
Artificial bee colony clustering based MapReduce
We designed an artificial bee colony clustering based on MapReduce (MRC-ABC), MRC-ABC is composed of 4 stages described in figure 3 . The following assumptions are considered [31] :
1. Three groups of bees: employed bees, onlookers, and scouts artificial bees.
The employed bees produce a food source (solutions) and share it with the onlookers in the dance area. The onlookers choose one food source with a probability related to its nectar amount and produce for it the distinct 310 new solutions. The job of the scout is to check whether a solution is not chosen by the onlookers for many cycles if so the abandoned solution is replaced with a newly generated one.
2. nectar i refers to the nectar amount of the food source, it evaluates how much a solution is good and calculated as follows:
3. pb i refers to the probability of a p i solution to be chosen by the onlookers, it is computed as follows.
4. To avoid getting stuck in the local minimum, ABC employs the variable cycle i for each p i , that will be incremented when a food source is not chosen by any onlooker bee. When a cycle i reaches the maximum cycle 320 number mcn, the scouts eliminate the food and replace it with a new food source.
5. To produce a new potential food position from an old source food, the artificial bees employ the following expression:
In the MRC-ABC, we exploit the same technique used in MRC-ACO, all islands. This cooperation is maintained by the exchange of solutions between these islands. The exchange operator (migration operator) aims at improving 355 the overall performance of the different algorithms used [8] .
To let cooperation, we set up in parallel our proposed MRC-ACO and MRC-ABC and from the literature MR-CPSO proposed in [17] . Then integrate an exchange operator to enable solution migration from one algorithm to another.
Each algorithm act as an island and islands cooperate between them by select-360 ing a subset of solution (selection strategy S i.e. elitist), exchanging selected solutions using the migrant operator and finally recombine them with local solutions following a recombination strategy R (i.e. replacing worst solutions). We conceive this model in Hadoop by managing the HDFS, which will be logically divided using Centralized Cache Management (CCM). We create four logical 
Experiments
In the experiment design, we analyze the efficiency of the proposed algorithms. First, we study the amount of resource such as time, the number of processing elements and iterations required to perform clustering. The algo-380 rithms are designed to be executed on different platforms with different size of data. Therefore, we study the scalability, speedup, and the sizeup of the algorithms. Finally, we compare the meta model MRC-GIM to different stateof-the-art large scale clustering algorithms. The clustered data are two sets with different size to test the ability of the algorithms to group both large and small 385 sets of data. The following subsection explains briefly these sets of data.
Datasets
We validate the proposed algorithms by clustering available large datasets.
The data set used have been downloaded from the Stanford Network Analysis Project (SNAP) [32] . To assess the quality of clustering both small and large 390 data sets. We employed two sets of data Friendster and DBLP as shown in table 2. Friendster is a gaming website, which was a social networking website that enabled users to connect with their friends. The data was released at the end of DBLP is a computer science bibliography that provides a comprehensive list of research papers in computer science field. Two authors are connected if they publish at least one paper together. We followed the same preprocessing to 
Evaluating each swarm intelligence algorithm individually
To evaluate the convergence of the proposed MRC-ABC, MRC-ACO, MRC-GIM, we recorded the cohesion by tweaking the number of iterations from 100 to 1000 at each time (we stooped at 1000 iterations following a limitation of the 420 platform used). A bar chart of the cohesion against the number of iterations is shown in figure 5(a) .
Regarding Friendster data, MRC-GIM returned the higher clustering quality.
As the number of iterations increases the gap between MRC-GIM and the rest of algorithms increases as well ( figure 5(a) ). Increasing the number of iterations 425 involves enhancing the chance of solution migration thus exploring the search space more efficiently using three different swarm strategies at the same time.
Moreover, the cooperative scheme of MRC-GIM improves its quick convergence while avoiding local minima, e.g., the results reached by MRC-GIM in 200 iterations, can be achieved by MR-CPSO after around 800 iterations. In the rest of this section, we evaluate, the speed up, scaleup and sizeup. The 455 speedup is defined as the ratio of time recorded to solve a parallel task to the time required to solve the same problem on a double set of processing elements with the same capacity of processing nodes [33] , following the expression 6.
Where T N is the running time using N nodes and T 2N is the running time using 2-fold of N . The speedup measures the acceleration of the parallel algo-460 rithms from small computational power to a larger one while maintaining the same size of the dataset. We performed the speed up by doubling the number of nodes used at each step, starting from 24 nodes for Friendster and four nodes in DBLP as the minimum required configurations.
While clustering DBLP data sets, all algorithms achieved a speedup larger 465 than one ( figure 6 ). Therefore, they are all scalable. In Friendster data, MRC-GIM reached the best speedup imitating the diagonal ( figure 6 ). The MapReduce implementation has helped the algorithms to achieve a good speedup as
MapReduce paradigm is proved to be auto-scalable. creasing the size of datasets by 2-folds at each step [33] .
Where T S is the parallel runtime for the dataset with size S using N nodes and T 2S is the parallel runtime using 2-fold of S and N nodes. MRC-GIM deals well with the increase of data, whereas the rest of algorithms recorded very close result compared to each other. Finally, We compute the scaleup which
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evaluates the ability of a parallel algorithm to solve a significant problem using larger datasets and more processing elements at once [33] .
Where T SN is the parallel runtime for the dataset with the size S using N nodes and T 2SN is the parallel runtime using 2-fold of S and 2-folds of N nodes. To carry out the experiment, we decreased the size of Friendster data.
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We first cluster the data using kmeans. Afterward, we balance between the number of elements present in each group until reaching 0.94 GB of data (1/32 of the original size). Then adding a proportion of the deleted elements to reach 
Comparative study
We compare MRC-GIM to Lloyds algorithm with the partitioning based 490 scheme proposed in [16] , PKmeans [12] , BigKclustering [21] and Kmeans ++ with the improved version proposed in [25] . We compare the clustering quality by gathering the cohesion values and the recorded time after 50 runs for 100, 200, 400, 600, 800, and 1000 iterations. The results are shown in table 3. The number of processing elements used in this section is 124.
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MRC-GIM reveals slight changes in DNA-Methylation across age
In this section, we use MRC-GIM to cluster real epigenetics data to investigate the correlation between aging and epigenetics. Formally, aging is a 515 time-dependent degenerative process characterized by cellular senescence that leads to progressive functional decline, reduced stress response, homeostatic imbalance, and increased susceptibility to disease [35] . In the last decade, a growing body of research has revealed a tight connection between epigenetic factors, defined as the set of mitotically and meiotically heritable changes in gene expres-
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sion that do not depend on alteration in the DNA sequence [36, 37] , and agingrelated phenotypes and diseases [38, 39, 40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50] .
For example DNA methylation, the most widely studied epigenetic mark consisting in the addition of a methyl group to the fifth position of cytosine in CpG dinucleotides shows a progressive drift with age in humans, characterized by 525 global hypomethylation and site-specific hypermethylation in promoter regions associated with tumor suppressor genes [51, 52, 53, 54, 55] . Nevertheless, the causal relationship between epigenetic alterations in normal individuals and aging remains poorly understood, as changes are bidirectional, not uniform across the genome and highly dependent on individual lifestyle and environment [56] .
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In the effort to assess the dynamics of DNA methylation as a function of age and underlying pathological events, we extended our cluster analysis to the methylation profiles from CD34 primary cells assayed by bisulfite sequencing in six normal individuals ranging in age from 27 to 50 years (Table 4) . (Table 5 ). 
Conclusions
The amount of data is growing further in size and complexity. The recent advances in collecting data have triggered an extreme need for novel data analysis methods to decipher the complexity of these data. Undoubtedly, parallelization 585 frameworks and distributed computation will play a primary role in the future of interpreting big data in general and biological data in particular. For example, the cloud computing will help to scale up the analysis of epigenetics profiles to larger samples of individuals, providing a more detailed characterization of epigenetic mechanisms in fast and cost-efficient ways.
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In this paper, we deal with the issue of clustering big sets of data. Data clustering itself is an NP-hard problem, and it becomes more challenging when the clustered data is large. Moreover, we present MRC-GIM, which is a scalable, time-efficient, and robust clustering approach to group very large datasets on a different commodity of computer architectures. The proposed method ag-
595
gregates three swarm intelligence strategies, helping to avoid local convergence issues and making the algorithm reaches an optimum solution in a shorter time.
MRC-GIM is designed and implemented with Hadoop MapReduce, which makes MRC-GIM auto-scalability and fault-tolerance. The comparative study reveals that MRC-GIM outperforms novel developed big-scale clustering in a reason- should not change aberrantly with aging. Computer science department, Constantine 2 University, Constantine, Algeria.
References
2
Computer Science Department, Cambridge University, Cambridge, UK.
3
MISC laboratory.
The unprecedented wealth of nucleic data has generated an enormous demand for stand-alone tools and methods to analyze and decipher the complexity of these large data. One of these methods is data clustering. Data clustering is an NP-hard problem, and it becomes more challenging as the size of data rises.
There is a large literature on data mining in general and data clustering in particular. However, the lack of big data clustering algorithms is one of the deficiencies in the state-of-the-art nowadays. In this paper, we present a parallel, scalable methods devoted to cluster large data sets based on MapReduce paradigm. The methods combine between the swarm intelligence strategies such as Ant Colony Optimization, Artificial Bee Colony, and Particle Swarm Intelligence to explore the vast clustering research space more efficiently. The proposed methods are tested on real big data platform with up to 192 computers to cluster large data sets.
The major contributions of the submitted paper are:
1-We present and discuss a review of big data clustering algorithms based upon MapReduce. 2-A highly scalable clustering algorithms designed for large-scale data. The methods were tested on a real big platform with big datasets. 3-An application to real epigenetics data, investigating the correlation between DNA-methylation and aging. The results reveal that epigenetics landscape in general and DNA methylation in particular change slightly with age.
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