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abstract
We study boundary states in (p, q) minimal superstring theory, combining the
explicit form of matter wave functions. Within the modular bootstrap frame-
work, Cardy states of (p, q) minimal superconformal field theory are completely
determined in both cases of the different supercharge combinations, and the re-
maining consistency checks in the super-Liouville case are also performed. Using
these boundary states, we determine the explicit form of FZZT- and ZZ-brane
boundary states both in type 0A and 0B GSO projections. Annulus amplitudes
of FZZT branes are evaluated and principal FZZT branes are identified. In
particular, we found that these principal FZZT branes do not satisfy Cardy’s
consistency conditions for each other and play a role of order/disorder parame-
ters of the Kramers-Wannier duality in spacetime of this superstring theory.
∗E-mail: irie@gauge.scphys.kyoto-u.ac.jp
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1 Introduction and summary
Noncritical (super)string theories have been investigated as a useful laboratory of critical
string theory and have been discussed in various contexts: the worldsheet description [1, 2,
3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19], matrix models [20, 21, 22, 23, 24, 25, 26,
27, 28, 29, 30, 31, 32] and the string field theoretical descriptions [33, 34, 35, 36, 37, 38, 39].
They have fewer degrees of freedom and we can make a detail study of many important
properties shared with their critical counterparts. Moreover, since these string theories are
described with many different formulations, we can investigate various aspects of stringy
phenomena.
Here we further study (p, q) minimal superstring theory from the conformal field theory
(or Liouville theory) approach. Minimal superstring theory is one of the most tractable
superstring theories among these noncritical superstring theories. Its worldsheet description
is defined with N = 1 super Liouville field theory [1, 2, 3] coupled to N = 1 (p, q) minimal
superconformal field theory [40, 41, 42, 43] with type 0 GSO projection (see [29, 15] for its
basic properties). From the recent developments in Liouville field theory without boundaries
[5, 6, 7, 8] and with boundaries [9, 10, 11], the boundary states of super Liouville field theory
were obtained in [12, 13], and in the framework of minimal superstring theory they have
been extensively studied in [15, 32, 17], where the disk amplitudes of corresponding D-branes
were explicitly evaluated [15] and the pure-supergravity case, (p, q) = (2, 4), was studied
including annulus amplitudes [32, 17]. For further investigation of these D-branes, however,
we need to know all the Cardy states of (p, q) minimal superconformal field theory with
different supercharge combinations of left and right:(
Gr − iη G¯−r
)∣∣B; η〉 = 0 (η = ±1), (1.1)
and we need to combine Cardy states of each SCFT in practice.
As is known from the original works on the conformally invariant boundary states [44, 45,
46], Cardy states have a one-to-one correspondence with the highest weight representations
of the open-channel Virasoro algebra. As is briefly reviewed in section 2.1, Cardy states
have the following form in this superconformal case:1∣∣hNS±〉 = ∑
i∈NS
BhNS
iNS
∣∣iNSNS; η = −1〉〉±∑
i∈R
BhgNS
iR
∣∣iRR; η = −1〉〉,
1 Since open strings between opposite η boundaries are in Ramond sector, we make use of the convention
that Cardy states of η = −1 (+1) are labeled with the highest weight in the NS (R) sector of the open-string
super-Virasoro algebra.
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∣∣hR±〉 = ∑
i∈NS
BhR
igNS
∣∣iNSNS; η = +1〉〉±∑
i∈ eR
Bh eR
i eR
∣∣iRR; η = +1〉〉. (1.2)
We often use a notation like jRR in this paper to indicate the sector to which an index
j belongs, and
∣∣j; η〉〉 is a corresponding Ishibashi state [45]. Three kinds of these wave
functions Bh
i (h and i are among NS, N˜S and R sectors) are known from the work of [47],2
and they are written with the modular matrices Sh
i of this theory [48] as
BhNS
iNS =
1√
2
ShNS
iNS√
S0NS
iNS
, BhgNS
iR =
1
23/4
ShgNS
iR√
S0gNS
iR
, BiR
hgNS =
SiR
hgNS√
S0NS
iNS
. (1.3)
On the other hand, the form of the remaining wave functions Bh eR
i eR is still not known. One
of the reasons why these wave functions Bh eR
i eR have not been obtained is that they do not
satisfy such a simple relation with modular matrices Sh
i like (1.3). Since any corresponding
characters (those in R˜ sector) always vanish due to the fermion zero-modes in the cylindrical
geometry (except for the Ramond ground states), there is not such a modular matrix Sh
i
among these R˜ characters.
If one considers (p, q) minimal superconformal field theory as only a single SCFT, this
does not cause any problems in studying the boundary states as in the literature [49]. It
is because we impose the spin-model GSO projection [41] (Γ = −1 on RR states) and
the above remaining states are always projected out. On the other hand, the case of the
superstring theory is not so. Since superstring theory is a combined superconformal field
theory (Liouville, matters and ghosts), the type 0 GSO projection cannot eliminate these
contributions [29, 15]. So this is the first task of this paper: We will completely determine
all the wave functions of Cardy states, including the remaining wave functions, in the case
of (p, q) minimal superconformal field theory (section 2.2).
Actually, the way to obtain these remaining wave functions is very simple. All we have
to do is to consider the OPE algebra with the simplest degenerate primaries (1, 2)+ [40]
in the sense of open (or chiral) superconformal field theory and to consider the Cardy
equations obtained from the inner products with the Ramond Cardy state
∣∣(1, 2)R+〉. The
plus symbol in the subscript of (1, 2)+ means that this is a primary operator of positive
chirality. Essentially we use the following fusion rule that could be read off from the super
Coulomb gas formalism in Ramond sector [43]:
N(1,2)+,(k,l)+(r,s) = δ(k,l+1)+ (r,s) + δ(k,l−1)−(r,s), (1.4)
2 The Cardy states of Ramond ground states (denoted as
∣∣θR±〉 in this paper) are not considered in [47].
This means that only odd models are considered. In this paper, we also derive the formula of this case.
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where operators of both positive and negative chiralities come into the relations. This kind
of fusion rule is also found in the super-Liouville cases [12] and we actually show that all of
the results obtained within the conformal bootstrap methods [12] are consistent with our
procedure. This means that all the information about boundary states can be extracted
from the modular bootstrap methods also in the case of N = 1 superconformal field theory.3
In section 2.3, we present the complete form of the boundary states in both cases of 0B
and 0A theory, and investigate their basic properties. As in the case of super Liouville field
theory [12], the wave functions of η = −1/+1 Cardy states in (p, q) minimal superconformal
field theory are not symmetric under the transformation of (−1)fR (fR is the worldsheet
fermion number), even though the superconformally invariant boundary conditions (1.1) of
η = ±1 are exchanged for each other. The superstring Cardy state is also not an exception
but we show that one of the branes obtained from the transformation of (−1)fR comes to
play a role of fundamental degrees of freedom, principal FZZT branes [15]. The principal
η = −1/ + 1 FZZT branes of this theory are simply related under the transformation
of (−1)fR, and actually we show that they do not satisfy the Cardy equations among each
other. This is reminiscent of order/disorder parameters of the Kramers-Wannier duality. We
actually argue that they are not mutually local in the superstring spacetime, by evaluating
annulus amplitudes (section 3).
The organization of this paper is as follows: In section 2, we summarize the Cardy states
of this theory. After we briefly review the definition of Cardy states in section 2.1, we show
the way to derive the remaining wave functions in section 2.2 and the boundary states of
our superstring theory are discussed in section 2.3. In section 3, we evaluate various annulus
amplitudes of FZZT branes. Section 4 is devoted to conclusion and discussion.
2 Boundary states of (p, q) minimal superstring theory
2.1 Cardy states in superconformal field theory
We now recall the definition of Cardy states [44] in the SCFT case to fix our notation.
This case (but only odd models) was studied under the spin-model GSO projection [47].
The following discussion does not require any restrictions, and any GSO projections are not
3Of cause, we need to perform the conformal bootstrap method to know some relations with variables
in the boundary action (e.g., boundary cosmological constants ζ in Liouville theory).
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imposed form the beginning.
Superconformally invariant boundary states
∣∣B; η〉 are defined as
(Ln − L¯−n)
∣∣B; η〉 = (Gr − iη G¯−r)∣∣B; η〉 = 0, (η = ±1; n ∈ Z, r ∈ Z+ ν). (2.1)
Here Ln (L¯n) and Gr (G¯r) are the left (right) handed super-Virasoro generators that satisfy
[Ln, Lm] = (n−m)Ln+m + cˆ
8
(n3 − n)δn+m,0
[Ln, Gr] = (n− r)Gn+r
{Gr, Gs} = 2Lr+s + cˆ
2
(r2 − 1
4
)δr+s,0, (2.2)
and ν = 1/2 (or ν = 0) when
∣∣B; η〉 is in NSNS (or RR) sector. The closed string Hilbert
space can be expanded into irreducible Verma modules of super-Virasoro algebra or super-
conformal families
H(c) =
⊕
i∈NSNS,RR
Vi ⊗ V¯i ≡
⊕
i∈NSNS,RR
[
φi(z, z¯)
]
. (2.3)
When the left and right Verma modules are isomorphic, Vi ∼= V¯i, one can find the Ishibashi
state [45] in these irreducible Verma modules,∣∣i; η〉〉=∑
N
∣∣i;N〉⊗ UηA∣∣i;N∗〉, (2.4)
which satisfies (2.1). Here A is an anti-unitary operator that commutes with the above
super-Virasoro generators, Uη is an automorphism of irreducible Verma module V¯i,
UηL¯nU
−1
η = L¯n, UηG¯rU
−1
η = iη G¯r(−1)fR, U †η = U−1η , (2.5)
and
∣∣i;N∗〉 is a hermitian conjugation (defined by G¯†r = G¯−r, L¯†n = L¯−n ) of a dual base〈
i;N∗
∣∣,4
〈i;N∗| j;M〉 = 〈i| j〉 δN,M . (2.6)
Note that the chirality Γ on each states is given as5
Γ
∣∣iNSNS; η〉〉 = +∣∣iNSNS; η〉〉, Γ ∣∣iRR; η〉〉 = η ∣∣iRR; η〉〉, Γ ∣∣θRR; η〉〉 = +∣∣iRR; η〉〉,
(2.7)
4In the case of unitary CFTs, we can take orthonormal bases; Since we have to treat nonunitary CFTs
in general, we use dual bases. Our construction of these Ishibashi states is based on Watt’s technique noted
in [50].
5We can also define the chirality of the Ramond-Ramond ground state as Γ
∣∣θRR; η〉〉 = −∣∣iRR; η〉〉.
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and states of different η are related as
∣∣i;−η〉〉 = (−1)fR∣∣i; η〉〉. Also note that RR zero-mode
representations in these Ishibashi states are given as∣∣jRR; η〉〉 = ∣∣j+〉⊗ ∣∣j+〉+ iη ∣∣j−〉⊗ ∣∣j−〉+ · · · , (2.8)
and 〈j+| j+〉 = 〈j−| j−〉 = 1.
Annulus amplitudes between these Ishibashi states are then given with the moduli pa-
rameter q = q¯ = e−2pit as〈〈
i; η
∣∣q 12 (L0− cˆ16 )q¯ 12 (L¯0− cˆ16 )∣∣j; η′〉〉 = Gij tri(ηη′)fqL0− cˆ16 . (2.9)
Here we denote Gij ≡ 〈φi|φj〉 as the Zamolodchikov metric of superconformal primary fields
φi(z, z¯). It is convenient to introduce dual superconformal primary fields φi∗ ≡ Gijφj, then
we can write the formal completeness relation as
1η =
∑
i,j
∣∣i, η〉〉Gij〈〈j, η∣∣ =∑
i
∣∣i, η〉〉〈〈i∗, η∣∣. (2.10)
Considering this relation, closed-channel amplitudes between general boundary states
∣∣α; η〉 ≡∑
i
∣∣i; η〉〉 〈〈i∗; η|α〉 are expressed as〈
α; η
∣∣q 12 (L0− cˆ16 )q¯ 12 (L¯0− cˆ16 )∣∣β; η′〉 =∑
i
〈α| i; η〉〉〈〈i∗; η′| β〉 tri(ηη′)fqL0− cˆ16 . (2.11)
On the other hand, open channel amplitudes are given as a sum over the open channel
Hilbert space H(o)αβ with the boundaries. Therefore they must be expanded into a sum of
Virasoro characters with non-negative integer nαβ
h [44]:
tr
H
(o)
αβ
q˜L0−
cˆ
16 =
∑
h
nαβ
h trh q˜
L0−
cˆ
16 , (2.12)
with q˜ = e−2pi/t. Note that the label h runs among irreducible Virasoro primary states
belonging to NS± or R± sector in open channel [47]. Comparing both expressions (2.11)
and (2.12), we obtain
0 =
∑
i∈NSNS,RR
(
〈α| i; η〉〉〈〈i∗; η|β〉 −
∑
h∈NS±
nαβ
hSh
i
)
tri q
L0−
cˆ
16 ,
0 =
∑
i∈NSNS,RR
(
〈α| i; η〉〉〈〈i∗;−η| γ〉 −
∑
h∈R±
nαγ
hSh
i
)
tri(−1)fqL0− cˆ16 , (2.13)
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where {Sli} are modular matrices of the characters under S transformation, τ → −1/τ ,
which we define as,
χhNS±(−1/τ) ≡
∑
i
ShNS±
iχi(τ) =
1
2
∑
iNS
ShNS
iNS χiNS(τ)±
1
2
√
2
∑
iR
ShgNS
iR χiR(τ),
χhR±(−1/τ) ≡
∑
i
ShR±
iχi(τ) =
√
2
2
∑
igNS
ShR
igNS χigNS (τ),
χθR±(−1/τ) ≡
∑
i
SθR±
iχi(τ) =
1
2
√
2
∑
igNS
ShR
igNS χigNS (τ)±
1
2
δhR,θR. (2.14)
Noting that the characters in R˜ sector must vanish due to fermion zero modes, except for
the Ramond ground states (here we define χ
eR
θR
(τ) = 1), we obtain the following Cardy
equations:
0 = 〈α| i; η〉〉〈〈i∗; η|β〉 −
∑
h∈NS±
nαβ
hSh
i, (i ∈ NSNS,RR),
0 = 〈α| i; η〉〉〈〈i∗;−η| γ〉 −
∑
h∈R±
nαγ
hSh
i, (i ∈ NSNS),
0 = 〈α| θRR; η〉〉〈〈θ∗RR;−η| γ〉 −
∑
h=θR±
nαγ
θR. (2.15)
Then, following the usual procedure (identifying nαβ
h with the fusion number Nαβh [44]
under the Verlinde formula [51] as a non-negative integer valued matrix representation of
fusion algebra [50] and considering the trivial relation N0NS+βh = δβh), we can define the
Cardy states
∣∣hNS±〉 and ∣∣hR±〉 for each Virasoro highest weight hNS± and hR± in open
channel:∣∣hNS±〉 = 1√
2
∑
i∈NS
ShNS
iNS√
S0NS
iNS
∣∣iNSNS; η = −1〉〉± 1
23/4
∑
i∈R
ShgNS
iR√
S0gNS
iR
∣∣iRR; η = −1〉〉,
∣∣hR±〉 = ∑
i∈NS
ShR
igNS√
S0NS
iNS
∣∣iNSNS; η = +1〉〉± √2
23/4
∑
i∈R
ψh eR
i eR√
S0gNS
iR
∣∣iRR; η = +1〉〉,
∣∣θR±〉 = 1
2
∑
i∈NS
SθR
igNS√
S0NS
iNS
∣∣iNSNS; η = +1〉〉± 1
21/4
∑
i∈R
ψh eR
i eR√
S0gNS
iR
∣∣iRR; η = +1〉〉, (2.16)
with ψθ eR
θ eR = 1 (= Sθ eR
θ eR) for the Cardy state of the Ramond ground state,
∣∣θR±〉. Here we
denote the identity operator as “0”, and
√
S0NS
iNS is formally defined as it satisfies√
S0NS
iNS ·
√
S0NS
i∗NS ≡ S0NS iNS ,
√
S0gNS
iR ·
√
S0gNS
i∗R ≡ S0gNS iR . (2.17)
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The normalization of ψ is chosen as above for later convenience.
Here we consider the spin-model GSO projection (Γ = −1 on RR sector) [41] for odd
models. In this case, the last wave functions ψh
i of
∣∣h±〉 can be consistently dropped since
all the characters in R˜ sector vanish (see also the Verlinde formula of this case [52]). This
gives the previous result [47]:6
∣∣hNS±〉 = 1√
2
∑
i∈NS
ShNS
iNS√
S0NS
iNS
∣∣iNSNS; η = −1〉〉± 1
23/4
∑
i∈R
ShgNS
iR√
S0gNS
iR
∣∣iRR; η = −1〉〉
∣∣hR+〉 = ∑
i∈NS
ShR
igNS√
S0NS
iNS
∣∣iNSNS; η = +1〉〉. (2.18)
For even models, since we should be careful about the Ramond ground state
∣∣θR±〉 and need
to know the remaining wave functions ψh
i, we will discuss this case in next subsection.
2.2 The wave functions ψ in each SCFT
In this subsection, we determine the remaining wave functions ψ in each superconformal
field theories. As we noted in section 1, we consider the following fusion rule:
n(1,2)+,(k,l)+
(r,s) = 2N(1,2)+,(k,l)+(r,s) = 2 δ(k,l+1)+(r,s) + 2 δ(k,l−1)−(r,s). (2.19)
of the simplest degenerate primary (1, 2)+ of Virasoro algebra [40]. The factor 2 in front of
Ni,jk comes from the degeneracy of Ramond zero-mode representations.7 We first reconsider
the case of super Liouville field theory and see that this procedure actually reproduces the
results of [12]. We then discuss the case of (p, q) minimal superconformal field theory. We
also summarize the corresponding modular matrices in each SCFT.
2.2.1 the super-Liouville case
The corresponding Cardy states were found in [12, 13] and further discussed in [28, 29, 15,
32].8 They are expanded in the off-shell Hilbert space [4],
H(c) =
⊗
νNSNS,RR>0
Vν ⊗ V˜ν =
⊗
νNSNS,RR>0
[e(Q/2+iν)φ(z,z¯)], (2.20)
6Note that our normalization of RR Ishibashi states is differed by
√
2 from [47], that is
∣∣iRR; η =
±1〉〉
here
=
√
2
∣∣iRR; η = ±1〉〉there
7See e.g., [52]. This naturally comes from the Verlinde formula of super-Virasoro algebra.
8Note that the case of N = 2 super-Liouville theory was investigated in [53]
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and the Cardy states for non-degenerate representations, ∆σ = Q
2/8 + σ2/2, are
∣∣σNS±〉 = ∫ ∞
0
dν
(
1√
2
(
2 cosh(2πiσν)
)
A
(L)
NS(ν)
∣∣νNSNS; η = −1〉〉±
± 1
23/4
(
2 cosh(2πiσν)
)
A
(L)
R (ν)
∣∣νRR; η = −1〉〉),∣∣σR±〉 = ∫ ∞
0
dν
((
2 cosh(2πiσν)
)
A
(L)
NS(ν)
∣∣νNSNS; η = +1〉〉±
±
√
2
23/4
(
2i sinh(2πiσν)
)
A
(L)
R (ν)
∣∣νRR; η = +1〉〉), (2.21)
and those for degenerate representations σ = i(nb+m/b) are
∣∣(n,m)NS±〉 = ∫ ∞
0
dν
(
1√
2
(
4 sinh
(
πnbν
)
sinh
(πmν
b
))
A
(L)
NS(ν)
∣∣νNSNS; η = −1〉〉±
± 1
23/4
(
4 sinh
(
πnbν +
iπn
2
)
sinh
(πmν
b
− iπn
2
))
A
(L)
R (ν)
∣∣νRR; η = −1〉〉),∣∣(n,m)R±〉 = ∫ ∞
0
dν
((
4 sinh
(
πnbν
)
sinh
(πmν
b
))
A
(L)
NS(ν)
∣∣νNSNS; η = +1〉〉±
±
√
2
23/4
(
4i sinh
(
πnbν +
iπn
2
)
cosh
(πmν
b
− iπn
2
))
A
(L)
R (ν)
∣∣νRR; η = +1〉〉),
(2.22)
where A
(L)
NS(ν) and A
(L)
R (ν) are defined as
A
(L)
NS(ν) ≡
Γ(1− iνb)Γ(1 − iν/b)
2πν
µ−iν/b = 1/
√
S0NS
νNS ,
A
(L)
R (ν) ≡
Γ(1/2− iνb)Γ(1/2 − iν/b)
2π
µ−iν/b = 1/
√
S0gNS
νR. (2.23)
The modular bootstrap method, except for the R˜ wave function ψ, was studied in [12, 13].
The corresponding modular matrices are actually obtained as
S(L)σNS
νNS = S(L)σgNS
νR = S(L)σR
νgNS = 2 cosh
(
2πiσν
)
S
(L)
(n,m)NS
νNS = S
(L)
(n,m)R
νgNS = 4 sinh
(
πnbν
)
sinh
(πmν
b
)
S
(L)
(n,m)gNS
νR = 4 sinh
(
πnbν +
iπn
2
)
sinh
(πmν
b
− iπn
2
)
. (2.24)
form the characters:
χ(NS)σ (τ) = q
σ2
2 χ
(NS)
0 (τ), χ
(gNS)
σ (τ) = q
σ2
2 χ
(gNS)
0 (τ), χ
(R)
σ (τ) = q
σ2
2 χ
(R)
0 (τ) (2.25)
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for non-degenerate representations, and
χ
(NS)
(n,m)(τ) ≡ χ(NS)i
2
(nb+m/b)
(τ)− χ(NS)i
2
(nb−m/b)
(τ),
χ
(gNS)
(n,m)(τ) ≡ χ(
gNS)
i
2
(nb+m/b)
(τ)− (−1)mnχ(gNS)i
2
(nb−m/b)
(τ),
χ
(R)
(n,m)(τ) ≡ χ(R)i
2
(nb+m/b)
(τ)− χ(R)i
2
(nb−m/b)
(τ) (2.26)
for degenerate representations. See appendix A for our definition of basic modular functions
(like χ
(NS)
0 (τ)) and its modular transformation.
The remaining wave functions ψ were then obtained from the conformal bootstrap
method [12]. Here we show that they can also be obtained from the modular bootstrap
method by considering the simplest degenerate primary operator (1, 2)+ and its fusion
rule Ni,jk with operators in R+ sector. Actually, the fusion rule between (1, 2)+ and non-
degenerate primary σR+ is controllable [6, 7] and leads to
n(1,2)+,(n,m)+
h = 2N(1,2)+,(n,m)+h = 2δ(n,m+1)+h + 2δ(n,m−1)−h,
n(1,2)+,σR+
h = 2N(1,2)+,σR+h = 2δ(σ+ib/2)R+h + 2δ(σ−ib/2)R−h. (2.27)
Note that the chirality of the second terms is flipped due to the boundary Liouville action
(see e.g., [12, 13]) whose fermion number is odd, and that the factor “2” follows from the
wave functions of NSNS sector. The corresponding Cardy equations are
〈(1, 2)+| νRR; η = +1〉〉〈〈−νRR; η = +1| (1, 2)+〉
=
1√
2
(
+S(1,3)fNS
νeR − S(1,1)fNSνeR
)
=
1√
2
(
4i cosh(πbν) sinh(2πν/b)
) · (4i cosh(−πbν) sinh(−2πν/b))
4 cosh(πbν) cosh(πν/b)
〈(n,m)+| νRR; η = +1〉〉〈〈−νRR; η = +1| (1, 2)+〉
=
1√
2
(
+S(n,m+1)fNS
νeR − S(n,m−1)fNSνeR
)
=
1√
2
(
4i sinh(nπbν + pini
2
) sinh(mπν/b− pini
2
)
) · (4i cosh(−πbν) sinh(−2πν/b))
4 cosh(πbν) cosh(πν/b)
〈σR+| νRR; η = +1〉〉〈〈−νRR; η = +1| (1, 2)+〉
=
1√
2
(
+S(σ+ib/2)fNS
νeR − S(σ−ib/2)fNSνeR
)
=
1√
2
(
2i sinh(2πiσν)
) · (4i cosh(−πbν) sinh(−2πν/b))
4 cosh(πbν) cosh(πν/b)
, (2.28)
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and solving these equation we can obtain
ψσ eR
ν eR = 2i sinh
(
2πiσν
)
,
ψ(n,m) eR
ν eR = 4i sinh
(
πnbν +
iπn
2
)
cosh
(πmν
b
− iπn
2
)
, (2.29)
and this correctly reproduces the results of [12].
2.2.2 the (p, q) minimal superconformal field theory case
Next we apply the above argument to the case of (p, q) minimal superconformal field theory.
This theory can be classified into two categories: even and odd models [54]. The modular
matrices among NS, N˜S and R sector were derived in [48] from the character formula [55],
χ
(NS)
(r,s) (τ) = χ
(NS)
0 (τ)
∑
n∈Z
[
q
(2npq+qr−ps)2
8pq − q (2npq+qr+ps)
2
8pq
]
,
χ
(gNS)
(r,s) (τ) = χ
(gNS)
0 (τ)
∑
n∈Z
(−1)2pq
[
q
(2npq+qr−ps)2
8pq − (−1)rsq (2npq+qr+ps)
2
8pq
]
,
χ
(R)
(r,s)(τ) = χ
(R)
0 (τ)
∑
n∈Z
[
q
(2npq+qr−ps)2
8pq − q (2npq+qr+ps)
2
8pq
]
,
χ
(R)
(p
2
, q
2
)(τ) =
1
2
χ
(R)
0 (τ)
∑
n∈Z
[
q
(2npq)2
8pq − q (2npq+pq)
2
8pq
]
(only even model), (2.30)
as
S(r,s)
(r¯,s¯) =
4√
pq
(−1) (r−s)(r¯−s¯)2 sin(rr¯
2p
(q − p)π) sin(ss¯
2q
(q − p)π). (2.31)
For the R˜ wave function ψ(r,s)
(r¯,s¯), we should know the fusion rule of open strings. One
way to know is the super Coulomb gas formalism in Ramond sector [43]. Since the chirality
of the screening charges is odd, The fusion rule is also given in the following form:
n(1,2)+,(k,l)+
(r,s) = 2N(1,2)+,(k,l)+(r,s) = 2 δ(k,l+1)+(r,s) + 2 δ(k,l−1)−(r,s). (2.32)
This leads to the Cardy equations,
〈(1, 2)+| (r, s)RR; η = +1〉〉〈〈(−r,−s)RR; η = +1| (1, 2)+〉
=
1√
2
(
+S(1,3)fNS
(r,s)R − S(1,1)fNS (r,s)R
)
=
−1√
2
( 4√
pq
sin
( r
2p
(q − p)π) sin(2s
2q
(q − p)π))2
4√
pq
sin
( r
2p
(q − p)π) sin( s
2q
(q − p)π) ,
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〈(k, l)+| (r, s)RR; η = +1〉〉〈〈(−r,−s)RR; η = +1| (1, 2)+〉
=
1√
2
(
+S(k,l+1)fNS
(r,s)R − S(k,l−1)fNS (r,s)R
)
=
1√
2
(−1) (k−l−1)(r−s)2 ×
×
( 4√
pq
sin
(kr
2p
(q − p)π) sin( ls
2q
(q − p)π)) · ( 4√
pq
sin
( r
2p
(q − p)π) sin(2s
2q
(q − p)π))
4√
pq
sin
( r
2p
(q − p)π) sin( s
2q
(q − p)π) .
(2.33)
Solving these equations, we obtain
ψ(k,l)
(r,s) =
4√
pq
(−1) (k−l)(r−s)+12 sin(kr
2p
(q − p)π) sin( ls
2q
(q − p)π). (2.34)
From this formula, we can see that any (k, l) 6= (p/2, q/2) Cardy states have no contribution
from the closed string (r, s) = (p/2, q/2) state. From this consideration, we also conclude
ψθR
iR = δθR
iR = Sθ eR
i eR. (2.35)
For an exercise of the later discussion, we also consider the spin-model GSO projections
[41] for even models. Here we first assume Γ
∣∣θRR; η〉〉 = −∣∣θRR; η〉〉. We then do not have
to reconsider the NS Cardy states
∣∣hNS±〉 and we obtain∣∣hNS±〉 = 1√
2
∑
i∈NS
ShNS
iNS√
S0NS
iNS
∣∣iNSNS; η = −1〉〉± 1
23/4
∑
i∈R
ShgNS
iR√
S0gNS
iR
∣∣iRR; η = −1〉〉,
∣∣hR+〉 = ∑
i∈NS
ShR
igNS√
S0NS
iNS
∣∣iNSNS; η = +1〉〉,
∣∣θR±〉 = 1
2
∑
i∈NS
SθR
igNS√
S0NS
iNS
∣∣iNSNS; η = +1〉〉± 1
21/4
1√
S0gNS
iR
∣∣θRR; η = +1〉〉. (2.36)
For the case of Γ
∣∣θRR; η〉〉 = +∣∣θRR; η〉〉, the NS Cardy states ∣∣hNS±〉 and ∣∣θR±〉 are no
longer Cardy states under the GSO projection. We should instead consider the following
Cardy states:∣∣hNS〉 ≡ 1√
2
(∣∣hNS+〉 + ∣∣hNS−〉) = ∑
i∈NS
ShNS
iNS√
S0NS
iNS
∣∣iNSNS; η = −1〉〉,
∣∣hR〉 ≡ 1√
2
∣∣hR±〉 = 1√
2
∑
i∈NS
ShR
igNS√
S0NS
iNS
∣∣iNSNS; η = +1〉〉,
∣∣θR〉 ≡ 1√
2
(∣∣θR+〉+ ∣∣θR−〉) = 1√
2
∑
i∈NS
SθR
igNS√
S0NS
iNS
∣∣iNSNS; η = +1〉〉. (2.37)
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Note that the corresponding fusion rule in this case is that of generalized Verlinde formula
[52] (the fusion rule of super-Virasoro algebra) and the states propageting in the open
channel are among super-Virasoro Verma module (not only among the Virasoro sub-Verma
module). From this point of view, the factor 1/
√
2 in the definition of the boundary states
is necessary. It will be seen that the former case is like the type 0B GSO projection and
the later case is like the type 0A GSO projection in minimal superstring theory. Although
we can also consider other possibility (e.g., boundary states with η → −η), we will not
investigate this direction here.
2.3 Boundary states in (p, q) minimal superstring theory
We now combine the above Cardy states. Since the boundary states in (p, q) minimal
superstring theory have been discussed in [29, 15, 32], we first of all summarize the important
things given in the previous discussions.
1. Since the ghost Ishibashi states in RR sector are in (−1/2,−3/2) picture9 and (−1)f =
(−1)fL+fR = (−1)fL+fM+1, we use the following type 0 GSO projection: (−1)fL+fM =
+1 (−1) for type 0B (type 0A) [29, 15].
2. Since (−1)fM ∣∣θRR; η〉〉 = +∣∣θRR; η〉〉, the closed-string contributions of Ramond ground
states are denied in the boundary states of η = +1 (η = −1) branes in the type 0B
(type 0A) cases [29, 15].
3. When we consider the case of negative µ < 0, we should use the transformation
µ → −µ and η(L) → −η(L) [15, 32]. That is, the boundary states of µ < 0 are
obtained with the following replacement in the wave functions of RR emissions:
S(L)σfNS
νR =
(
2 cosh(2πiνσ)
) → (2 cosh(2πiνσ + ǫπi
2
)
)
,
ψ(L)σeR
νeR =
(
2i sinh(2πiνσ)
) → (2i sinh(2πiνσ + ǫπi
2
)
)
, (2.38)
where ǫ = (1 − sgn(µ))/2. The corresponding boundary cosmological constants are
chosen as follows:
ζ =
{ √|µ| cosh(πbσ) (ηˆ = −1)√|µ| sinh(πbσ) (ηˆ = +1) (2.39)
with the parameter ηˆ = η sgn(µ) [15].
9For a summary of ghost Ishibashi/Cardy states, see appendix B.
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Considering this, the boundary states for type 0B theory are given as:10
Type 0B∣∣σ, (k, l)NS±; η = −1〉 =
=
1√
2
∫ ∞
0
dν
∑
(r,s)∈NSNS
(
2 cosh(2πiνσ)
)
S
(M)
(k,l)
(r,s)ANS(ν, (r, s))
∣∣ν, (r, s)NSNS; η = −1〉〉±
± 1
2
∫ ∞
0
dν
∑
(r,s)∈RR
(
2 cosh(2πiνσ +
ǫπi
2
)
)
S
(M)
(k,l)
(r,s)AR(ν, (r, s))
∣∣ν, (r, s)RR; η = −1〉〉,
(k + l ∈ 2Z), (2.40)∣∣σ, (k, l)R±; η = +1〉 =
=
1√
2
∫ ∞
0
dν
∑
(r,s)∈NSNS
(
2 cosh(2πiνσ)
)
S
(M)
(k,l)
(r,s)ANS(ν, (r, s))
∣∣ν, (r, s)NSNS; η = +1〉〉±
± 1
2
∫ ∞
0
dν
∑
(r,s)∈RR
(
2i sinh(2πiνσ +
ǫπi
2
)
)
ψ
(M)
(k,l)
(r,s)AR(ν, (r, s))
∣∣ν, (r, s)RR; η = +1〉〉,
(k + l ∈ 2Z+ 1), (2.41)
Here (r, s) ∈ NSNS, RR means that (r, s) runs among
NSNS : 1 ≤ r ≤ p− 1, 1 ≤ s ≤ q − 1, qr − ps > 0, r + s ∈ 2Z,
RR : 1 ≤ r ≤ p− 1, 1 ≤ s ≤ q − 1, qr − ps ≥ 0, r + s ∈ 2Z+ 1. (2.42)
We define AX(ν, (r, s)) ≡ A(L)X (ν) · A(M)(r, s) (X = NS or R) and
A(M)(r, s) ≡ 1/
√
S
(M)
(1,1)
(r,s), A(M)(r, s) · A(M)(−r,−s) = 1/S(M)(1,1)(r,s). (2.43)
The Ishibashi states are∣∣ν, (r, s)XX; η〉〉 = ∣∣νXX; η〉〉⊗ ∣∣(r, s)XX; η〉〉⊗ ∣∣GhXX; η〉〉. (2.44)
The normalization of βγ ghost Ishibashi/Cardy states is summarized in appendix B. The
boundary states of ZZ branes are obtained by replacing the Liouville wave functions, for
example,
S(L)σNS
νNS =
(
2 cosh(2πiνσ)
) → S(L)(n,m)NSνNS = (4 sinh(πnbν) sinh(πmν/b)). (2.45)
The normalization of η = +1 boundary states is the same as that of η = −1 boundary
states.11 It is due to the fact that open-channel spin fields Θ
(L+M)
± (z) form a doublet under
10Note that the Ramond Cardy state is given as
∣∣σ, (p/2, q/2)R〉 = ∣∣σ, (p/2, q/2)R±〉.
11 This should be compared with (2.16), where the normalization of η = +1 branes is
√
2 times bigger
than that of η = −1 branes.
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the combination of each Liouville and matter spin-field doublet, Θ
(L)
± (z) and Θ
(M)
± (z).
12 The
case of matter Ramond ground states is also the same (the doublet is supplied from Liouville
spin fields).
From this expression, we can identify the corresponding principal FZZT branes [15]. For
η = −1 FZZT branes, we can show the relations modulo BRST,∣∣σ; (k, l)NS±; η = −1〉 =∑
m,n
∣∣σ + i
2
(mb− nb−1); η = −1,±(−1) (k−l)−(m−n)2 〉, (2.46)
with
∣∣σ; η = −1,±〉 ≡ ∣∣σ; (1, 1)NS±; η = −1〉 following the arguments given in [15, 16]. For
η = +1 FZZT branes, on the other hand, there is not such a principal brane among the
above η = +1 FZZT branes. Instead, we actually show that the following η = +1 FZZT
brane, ∣∣σ; η = +1,±〉 ≡ (−1)fR∣∣σ; η = −1,±〉, (2.47)
plays a role of a principal η = +1 FZZT brane:13∣∣σ; (k, l)R±; η = +1〉 =∑
m,n
∣∣σ + i
2
(mb− nb−1); η = +1,±(−1) (k−l)−(m−n)2 〉. (2.48)
Because this principal η = +1 FZZT brane is not a Cardy state for the principal η = −1
FZZT branes, these principal branes cannot exist at the same time. Even though there
is no open string spectrum that propagates among these two branes, they are necessary
for the construction of all the spectrum of D-branes. Since these are simply related under
the simple transformation (−1)fR , it is reminiscent of order/disorder parameters in the
Kramers-Wanniers duality [56].14 Actually we argue in section 3 that the corresponding
annulus amplitudes are not mutually local in spacetime.
The boundary states for type 0A theory are
Type 0A∣∣σ, (k, l)NS; η = −1〉 =
=
∫ ∞
0
dν
∑
(r,s)∈NSNS
(
2 cosh(2πiνσ)
)
S
(M)
(k,l)
(r,s)ANS(ν, (r, s))
∣∣ν, (r, s); NSNS; η = −1〉〉,
(k + l ∈ 2Z), (2.49)
12From this fact, the relation nij
k = Nijk holds in the superstring case.
13Note that, in the Liouville wave functions of R-R sector, “sinh” turns to be “cosh” (“cosh” turns to be
“sinh” if one considers µ < 0) in this principal η = +1 FZZT branes.
14Note that this transformation is not the same as that of µ→ −µ (or η(L) → −η(L)).
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∣∣σ, (k, l)R; η = +1〉 =
=
∫ ∞
0
dν
∑
(r,s)∈NSNS
(
2 cosh(2πiνσ)
)
S
(M)
(k,l)
(r,s)ANS(ν, (r, s))
∣∣ν, (r, s); NSNS; η = +1〉〉,
(k + l ∈ 2Z+ 1), (2.50)∣∣σ; (pˆ, qˆ)R± ; η = +1〉 =
=
1
2
∫ ∞
0
dν
∑
(r,s)∈NSNS
(
2 cosh(2πiνσ)
)
S
(M)
(k,l)
(r,s)ANS(ν, (r, s))
∣∣ν, (r, s); NSNS; η = +1〉〉±
± 1√
2
∫ ∞
0
dν
(
2i sinh(2πiνσ +
ǫπi
2
)
)
AR(ν, (pˆ, qˆ))
∣∣ν, (pˆ, qˆ); RR; η = +1〉〉. (2.51)
The first two kinds of boundary states are given as15∣∣σ, (k, l)X〉(0A)µ>0 = 1√2
(∣∣σ, (k, l)X+〉(0B)µ>0 + ∣∣σ, (k, l)X−〉(0B)µ>0). (2.52)
The last boundary state of the Ramond ground state is defined by the following fusion rule:
n(p
2
, q
2
)+,(
p
2
, q
2
)±
(r,s) =
1
2
N(p
2
, q
2
)+,(
p
2
, q
2
)±
(r,s) =
1
2
∑
n=1,2,··· ,p−1; m=1,3,··· ,q−1
δ(n,m)±
(r,s), (2.53)
with the identification (r, s) ∼ (p− r, q − s). Under this normalization, we actually obtain
the following nontrivial identification in the pure-supergravity case, (p, q) = (2, 4):∣∣σ, (1, 1)NS±; η = −1〉(0B)µ>0 ≃ ∣∣σ, (1, 2)R±; η = +1〉(0A)µ<0 ,∣∣σ, (1, 2)Rη = +1〉(0B)µ>0 ≃ ∣∣σ, (1, 1)NS; η = −1〉(0A)µ<0 , (2.54)
argued in [29, 15, 32].
Although the following branes are the principal FZZT branes of type 0A theory:∣∣σ; η = −1〉 ≡ ∣∣σ, (1, 1)NS; η = −1〉, ∣∣σ; η = +1〉 ≡ (−1)fR∣∣σ; η = −1〉, (2.55)
the Cardy state of the Ramond ground state,
∣∣σ; (pˆ, qˆ); η = +1〉, cannot be written with the
above principal FZZT branes. So we must treat these things separately.
3 Annulus amplitudes of the principal FZZT branes
In this section, we evaluate the annulus amplitudes of FZZT branes. Annulus amplitudes
of ZZ branes are not considered here, since this kind of amplitude is obtained from those
15This normalization gives the natural oscillator algebra, [α
[0]
n , α
[0]
m ] = nδn+m, in the corresponding string
field formulation [38].
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of the principal FZZT branes (with the relation between ZZ and FZZT branes [14] in this
case [15]).
Annulus amplitudes from the CFT approach has been studied in [14, 16] (bosonic cases)
and [32, 17] (fermionic case). Our technical procedure follows them, and we will not repeat-
edly write such a thing. For the later convenience, we denote our amplitudes as
Zη,η
′
ξξ′ (σ, (k, l); σ
′, (k′, l′)) ≡
≡
∫ ∞
0
dt
〈
σ, (k, l); η = −1, ξ∣∣q 12 (L0− c24 )q˜ 12 (L¯0− c24 )∣∣σ′, (k′, l′); η = −1, ξ′〉
≡ Zη,η′NSNS(σ, (k, l); σ′, (k′, l′)) + ξξ′Zη,η
′
RR (σ, (k, l); σ
′, (k′, l′)), (3.1)
with q = e−2pit. Throughout this analysis, we use the following relations that can be shown
with the technique of [57]:
2√
pq
∑
m∈Z
q
m2
2pq sin(
km
p
π) sin(
lm
q
π)
=

∑
(r,s)∈NSNS
∑
n∈Z
S
(M)
(k,l)
(r,s)
(
q
(2npq+qr−ps)2
8pq − q (2npq+qr+ps)
2
8pq
)
, (k − l ∈ 2Z)
∑
(r,s)∈NSNS
∑
n∈Z
S
(M)
(k,l)
(r,s)(−1)npq(q (2npq+qr−ps)28pq − (−1)rsq (2npq+qr+ps)28pq ), (k − l ∈ 2Z+ 1),
2√
pq
∑
m∈Z+pq/2
q
m2
2pq sin(
km
p
π +
k
2
π) sin(
lm
q
π +
k
2
π)
=
∑
(r,s)∈RR
∑
n∈Z
S
(M)
(k,l)
(r,s)
(
q
(2npq+qr−ps)2
8pq − q (2npq+qr+ps)
2
8pq
)
, (k − l ∈ 2Z) (3.2)
and the following useful formula that was used in [14]:
∑
m∈Z
cos(Amπ)
m2 + ν2
=
π
ν
cosh
(
(1−A)νπ)
sinh(πν)
(3.3)
∑
m∈Z+1/2
cos(Amπ)
m2 + ν2
=
π
ν
sinh
(
(1−A)νπ)
cosh(πν)
. (3.4)
3.1 NSNS exchange amplitudes between FZZT branes
We now consider the general amplitudes of Zη,η
′
NSNS(σ, (k, l); σ
′, (k′, l′)), so NSNS exchanges.
This kind of amplitudes does not essentially depend on η and sgn(µ). The relation between
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0A and 0B is the following:
Z
(0A) η,η′
NSNS (σ, (k, l); σ
′, (k′, l′)) = 2Z
(0B) η,η′
NSNS (σ, (k, l); σ
′, (k′, l′)), ((k, l), (r, s) 6= (p/2, q/2))
Z
(0A) η,+1
NSNS (σ, (k, l); σ
′, (p/2, q/2)) = Z
(0B) η,+1
NSNS (σ, (k, l); σ
′, (p/2, q/2)), ((k, l) 6= (p/2, q/2))
Z
(0A) +1,+1
NSNS (σ, (p/2, q/2); σ
′, (p/2, q/2)) =
1
2
Z
(0B) +1,+1
NSNS (σ, (p/2, q/2); σ
′, (p/2, q/2)). (3.5)
So we only consider 0B theory, Z
(0B) η,η′
NSNS (σ, (k, l); σ
′, (k′, l′)). Then 0B amplitudes we consider
here are (i) NSNS amplitudes of ηη′ = +1 and (ii) NSNS amplitudes of ηη′ = −1. They
can be expressed as follows:
(i) Z
(0B) η,η
NSNS (σ, (k, l); σ
′, (k′, l′))
=
1
2
∫ ∞
0
dν
cosh(2πiνσ) cosh(2πiνσ′)
sinh(πνb) sinh(πν/b)
∑
(r,s)∈NSNS
S
(M)
(k,l)
(r,s)S
(M)
(k′,l′)
(r,s)
S
(M)
(1,1)
(r,s)
×
×
∫ ∞
0
dt
∑
n∈Z
q
σ2
2 (q
(2npq+qr−ps)2
8pq − q (2npq+qr+ps)
2
8pq ) (3.6)
(ii) Z
(0B) η,−η
NSNS (σ, (k, l); σ
′, (k′, l′))
= −1
2
∫ ∞
0
dν
cosh(2πiνσ) cosh(2πiνσ′)
sinh(πνb) sinh(πν/b)
∑
(r,s)∈NSNS
S
(M)
(k,l)
(r,s)S
(M)
(k′,l′)
(r,s)
S
(M)
(1,1)
(r,s)
×
×
∫ ∞
0
dt
∑
n∈Z
(−1)npqqσ
2
2 (q
(2npq+qr−ps)2
8pq − (−1)rsq (2npq+qr+ps)
2
8pq ) (3.7)
Although they seem to be different forms, they come to be a unified form. We can actually
reexpress the basic amplitudes Zη,ηNSNS(σ, (k, l); σ
′, (1, 1)) by using (3.2) and (3.3) as follows:
Zη,−1NSNS(σ, (k, l); σ
′, (1, 1))
= −η
∫ ∞
0
dν
cosh(2πiνσ) cosh(2πiνσ′)
sinh(πνb) sinh(πν/b)
×
√
pq
π
×
∑
m∈Z
sin(
km
p
π) sin(
lm
q
π)
pq ν2 +m2
=
−η
2
∫ ∞
−∞
dν
ν
cosh
(
2πi
νσ√
pq
)
cosh
(
2πi
νσ′√
pq
)
sinh(πν/p) sinh(πν/q)
sinh
(
(
p− k
p
)πν
)
sinh
( l
q
πν
)
sinh(πν)
. (3.8)
By using the fusion relations for r − s ∈ 2Z:
S
(M)
(k,l)
(r,s) · S(M)(k′,l′)(r,s)
S
(M)
(1,1)
(r,s)
=
∑
m=k+k′−1,k+k′−3,···k−k′+1;
n=l+l′−1,l+l′−3,···l−l′+1
S
(M)
(n,m)
(r,s), (3.9)
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we obtain the following general formula
Zη,η
′
NSNS(σ, (k, l); σ
′, (k′, l′))
=
ηη′
2
∫ ∞
−∞
dν
ν
cosh
(
2πi
νσ√
pq
)
cosh
(
2πi
νσ′√
pq
)
(
sinh(πν/p) sinh(πν/q)
)2 sinh
(
(
p− k
p
)πν
)
sinh
( l
q
πν
)
sinh
(k′
p
πν
)
sinh
( l′
q
πν
)
sinh(πν)
.
(3.10)
Following the arguments of [16], we rewrite this amplitude as
= −ηη
′
2
∫ ∞
−∞
dν
ν
cosh
(
2πi
νσ√
pq
)
cosh
(
2πi
νσ′√
pq
)sinh(kpπν) sinh( lq πν) sinh(k′p πν) sinh( l′q πν)(
sinh(πν/p) sinh(πν/q)
)2 ×
×
{
cosh(πν)
sinh(πν)
− cosh(kπν/p)
sinh(kπν/p)
}
(3.11)
The first term in the parenthesis is the main part of this amplitude, since the second term is
actually a contribution from the unphysical poles of NSNS sector, ν = inp (n ∈ Z),16 as is
in the bosonic case [16]. The main part can be written with the amplitudes of the principal
η = ±1 FZZT branes following the rule of (2.46) and (2.48):
Zη,η
′
NSNS,main(σ, (k, l); σ
′, (k′, l′)) =
=
∑
m,n;m′,n′
Zη,η
′
NSNS,main(σ +
i
2
(mb− n/b); σ′ + i
2
(m′b− n′/b)), (3.12)
where the above basic amplitudes satisfy
Zη,ηNSNS,main(σ; σ
′) = Z−η,−ηNSNS,main(σ; σ
′) = −Zη,−ηNSNS,main(σ; σ′). (3.13)
The amplitudes of ηη′ = +1 principal FZZT branes can be evaluated with the procedure
of [16] as
Zη,ηNSNS(σ; σ
′) =
1
2
ln
( sinh(πσ + σ′√
pq
) sinh(π
σ − σ′√
pq
)
sinh(pπ
σ + σ′√
pq
) sinh(pπ
σ − σ′√
pq
)
)
=
1
2
ln
(cosh(2π σ√
pq
)− cosh(2π σ
′
√
pq
)
cosh(2π
pσ√
pq
)− cosh(2π pσ
′
√
pq
)
)
. (3.14)
16It can be easily seen by recalling the correspondence with differential operator P 2n = (σLpˆ)2n of
2-component KP hierarchy [38]. From the viewpoints of string field formulation [33, 34, 35, 38], this
contribution comes from the normal ordering with respect to SL(2,C) invariant vacuum of ζ [33].
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At that time, we should be careful to treat the boundary cosmological constants ζ [12] and
the uniformization parameter z [15]. We now define these parameters as
τ ≡ π σ√
pˆqˆ
, z = cosh τ, ζ =
{ √|µ| cosh(pˆτ) (ηˆ = −1)√|µ| sinh(pˆτ) (ηˆ = +1) , (3.15)
where we use the label (pˆ, qˆ) that is more suitable from the point of view of two-matrix
models (or 2-component KP hierarchy) [38]:
(pˆ, qˆ) = (p/2, q/2) (even model),
= (p, q) (odd model). (3.16)
Therefore we obtain the following form:
Zη,ηNSNS(σ; σ
′) =

1
2
ln
(
z − z′
ζ2 − ζ ′2
)
(even model)
1
2
ln
(
z2 − z′2
ζ2 − ζ ′2
)
(odd model).
(3.17)
Note that the dependence of ζ is changed as
z =

1
2
(
(ζ +
√
ζ2 − µ)1/pˆ + (ζ −
√
ζ2 − µ)1/pˆ
)
≡ z(ζ) (ηˆ = −1),
1
2
(
(
√
ζ2 + µ+ ζ)1/pˆ + (
√
ζ2 + µ− ζ)1/pˆ
)
≡ z˜(ζ) (ηˆ = +1).
(3.18)
That is, ζ of η = ±1 FZZT branes are simply related as ζ2η=−1 − ζ2η=+1 = µ.
The principal FZZT brane amplitudes of ηη′ = −1 are somewhat more complicated but
we can say that the main parts are given as
Zη,−ηNSNS,main(σ; σ
′) =

−1
2
ln
(
z − z′) (even model)
−1
2
ln
(
z2 − z′2) (odd model). , (3.19)
from the modulo-BRST equations (2.48). This means that if we have both brane operators
ψη(z) of η = ±1 principal branes, they should have the following behavior:17
ψη=+1(z
′)ψη=−1(z) ∼ (z′ − z)−1/2, (3.20)
since there are no RR exchange between these branes. In this sense, the principal η = −1/+1
branes are not mutually local in z (or ζ) spacetime coordinate.18 That is, their square-root
17Although we do not know the form of unphysical parts, these contributions are expected to be nothing
but the normal ordering with respect to SL(2,C) invariant vacuum of ζ [33].
18For the relations between a complex coordinate ζ and the 2-dimensional spacetime coordinate (φL, XFF)
of minimal string theory, see [35] and [30].
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cut cannot dissolve in the asymptotic weak coupling region, z →∞ (or ζ →∞). Note that
this is due to the breaking of the Cardy consistency conditions. Actually the Cardy states
of η = +1 FZZT branes do not have such a behavior, because they are linear combinations
of the principal η = +1 FZZT branes, the number of which is even, and then the square root
dissolves in the weak coupling region, z →∞ (or ζ →∞). So we conclude that the principal
η = ±1 FZZT branes in minimal superstring theory can be interpreted as order/disorder
parameters in superstring spacetime.
3.2 RR exchange amplitudes between FZZT branes
Next we consider RR exchange amplitudes. Note that annulus amplitudes between η = −1
and η = +1 branes must vanish, Zη,−ηRR = 0. It is because the superconformal residual
symmetry is remained in cylinder and we need to insert a vertex operator to obtain non-
zero results. Thus we now neglect this contribution. The amplitudes we consider are (iii)
RR-ground state exchange amplitudes in 0A theory, (iv) RR amplitudes of η = ∓1. First
the case of (iii) is written as
(iii) Z+1,+1RR (σ, (
p
2
,
q
2
); σ′, (
p
2
,
q
2
))
= −1
2
∫ ∞
0
dν
sinh(2πiνσ +
ǫ
2
πi) sinh(2πiνσ′ +
ǫ
2
πi)
cosh(πνb) cosh(πν/b)
×
×
√
pq
4
∫ ∞
0
dt
∑
n∈Z
q
ν2
2 (q
(2npq)2
8pq − q (2npq+pq)
2
8pq )
= −1
2
∫ ∞
−∞
dν
ν
sinh(2πi
νσ√
pq
+
ǫ
2
πi) sinh(2πi
νσ′√
pq
+
ǫ
2
πi)
4 cosh(πν/p) cosh(πν/q)
1
sinh(2πν/pq)
, (3.21)
and the remaining case of (iv) is
Z−1,−1RR (σ, (k, l); σ
′, (k′, l′))
= −1
2
∫ ∞
0
dν
cosh(2πiνσ +
ǫ
2
πi) cosh(2πiνσ′ +
ǫ
2
πi)
cosh(πνb) cosh(πν/b)
∑
(r,s)∈RR
S
(M)
(k,l)
(−r,−s)S
(M)
(k′,l′)
(r,s)
S
(M)
(1,1)
(r,s)
×
×
∫ ∞
0
dt
∑
n∈Z
q
ν2
2 (q
(2npq+qr−ps)2
8pq − q (2npq+qr+ps)
2
8pq ), (3.22)
Z+1,+1RR (σ, (k, l); σ
′, (k′, l′))
= −1
2
∫ ∞
0
dν
(
i sinh(2πiνσ +
ǫ
2
πi)
)(
i sinh(2πiνσ′ +
ǫ
2
πi)
)
cosh(πνb) cosh(πν/b)
∑
(r,s)∈RR
ψ
(M)
(k,l)
(−r,−s)ψ
(M)
(k′,l′)
(r,s)
S
(M)
(1,1)
(r,s)
×
21
×
∫ ∞
0
dt
∑
n∈Z
q
ν2
2 (q
(2npq+qr−ps)2
8pq − q (2npq+qr+ps)
2
8pq ), (3.23)
The basic amplitudes Z−1,−1RR (σ, (k, l); σ
′, (1, 1)) (k + l ∈ 2Z) are
Z−1,−1RR (σ, (k, l); σ
′, (1, 1))
= −
∫ ∞
0
dν
cosh(2πiνσ +
ǫπi
2
) cosh(2πiνσ′ +
ǫπi
2
)
cosh(πνb) cosh(πν/b)
×
×
√
pq
π
∑
m∈Z+pq/2
sin(
km
p
π +
kπ
2
) sin(
lm
q
π +
kπ
2
)
pq ν2 +m2
=

−1
2
∫ ∞
−∞
dν
ν
cosh
(
2πi
νσ√
pq
+
ǫπi
2
)
cosh
(
2πi
νσ′√
pq
+
ǫπi
2
)
cosh(πν/p) cosh(πν/q)
×
×
(−1) l−k2 sinh((p− k
p
)πν +
k
2
πi
)
sinh
( l
q
πν − l
2
πi
)
sinh(πν)
(even model)
−1
2
∫ ∞
−∞
dν
ν
cosh
(
2πi
νσ√
pq
+
ǫπi
2
)
cosh
(
2πi
νσ′√
pq
+
ǫπi
2
)
cosh(πν/p) cosh(πν/q)
×
×
(−1) l−k2 cosh((p− k
p
)πν +
k
2
πi
)
sinh
( l
q
πν − l
2
πi
)
cosh(πν)
(odd model)
(3.24)
By using the fusion relations for r − s ∈ 2Z+ 1,19
S
(M)
(k,l)
(−r,−s) · S(M)(k′,l′)(r,s)
S
(M)
(1,1)
(r,s)
=
∑
m=k+k′−1,k+k′−3,···k−k′+1;
n=l+l′−1,l+l′−3,···l−l′+1
(−1)n−m2 S(M)(n,m)(r,s),
ψ
(M)
(k,l)
(−r,−s) · ψ(M)(k′,l′)(r,s)
S
(M)
(1,1)
(r,s)
=
∑
m=k+k′−1,k+k′−3,···k−k′+1;
n=l+l′−1,l+l′−3,···l−l′+1
(−1)n−m2 S(M)(n,m)(r,s), (3.25)
we obtain the formula for the η = −1 case,
Z−1,−1RR (σ, (k, l); σ
′, (k′, l′))
19Notice that (−1) [(k−l)−(k
′−l′)](r−s)
2 +1 = (−1) [(k+k
′)−(l+l′)](r−s)
2 .
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=
+
1
2
∫ ∞
−∞
dν
ν
cosh
(
2πi
νσ√
pq
+
ǫπi
2
)
cosh
(
2πi
νσ′√
pq
+
ǫπi
2
)
(
cosh(πν/p) cosh(πν/q)
)2 ×
×
sinh
(
(
p− k
p
)πν +
k
2
πi
)
sinh
( l
q
πν − l
2
πi
)
sinh
(k′
p
πν − k
′
2
πi
)
sinh
( l′
q
πν − l
′
2
πi
)
sinh(πν)
(even model)
+
1
2
∫ ∞
−∞
dν
ν
cosh
(
2πi
νσ√
pq
+
ǫπi
2
)
cosh
(
2πi
νσ′√
pq
+
ǫπi
2
)
(
cosh(πν/p) cosh(πν/q)
)2 ×
×
cosh
(
(
p− k
p
)πν +
k
2
πi
)
sinh
( l
q
πν − l
2
πi
)
sinh
(k′
p
πν − k
′
2
πi
)
sinh
( l′
q
πν − l
′
2
πi
)
cosh(πν)
(odd model)
(3.26)
for the case of η = +1,
Z+1,+1RR (σ, (k, l); σ
′, (k′, l′))
=

+
1
2
∫ ∞
−∞
dν
ν
i sinh
(
2πi
νσ√
pq
+
ǫπi
2
) · i sinh(2πi νσ′√
pq
+
ǫπi
2
)
(
cosh(πν/p) cosh(πν/q)
)2 ×
×
sinh
(
(
p− k
p
)πν +
k
2
πi
)
sinh
( l
q
πν − l
2
πi
)
sinh
(k′
p
πν − k
′
2
πi
)
sinh
( l′
q
πν − l
′
2
πi
)
sinh(πν)
(even model)
+
1
2
∫ ∞
−∞
dν
ν
i sinh
(
2πi
νσ√
pq
+
ǫπi
2
) · i sinh(2πi νσ′√
pq
+
ǫπi
2
)
(
cosh(πν/p) cosh(πν/q)
)2 ×
×
cosh
(
(
p− k
p
)πν +
k
2
πi
)
sinh
( l
q
πν − l
2
πi
)
sinh
(k′
p
πν − k
′
2
πi
)
sinh
( l′
q
πν − l
′
2
πi
)
cosh(πν)
(odd model)
(3.27)
Also in this case, we can separate the amplitudes into the sum of unphysical parts,
ν = i(2n+1)pˆ, and main parts. The main parts can be written with that of principal FZZT
branes as
Zη,ηRR,main(σ, (k, l); σ
′, (k′, l′)) =
23
=
∑
n,m;n′,m′
(−1) [(k−l)−(n−m)]2 + [(k
′
−l′)−(n′−m′)]
2 Zη,ηRR,main(σ +
i
2
(nb−m/b); σ′ + i
2
(n′b−m′/b)),
(3.28)
and as is noted in section 2.2, (2.47), one can find that
Z−1,−1RR (σ; σ
′) = Z+1,+1RR (σ; σ
′). (3.29)
The amplitudes of principal FZZT branes are
(even model)
Z−1,−1RR (σ; σ
′)µ>0
=
1
2
ln
(
cosh(τ)− cosh(τ ′))+ 1
2
ln
(
cosh(pˆτ) + cosh(pˆτ ′)
cosh(pˆτ)− cosh(pˆτ ′)
)
=
1
2
ln
(
z − z′)+ 1
2
ln
(
ζ + ζ ′
ζ − ζ ′
)
(3.30)
Z−1,−1RR (σ; σ
′)µ<0
=
1
2
ln
(
cosh(τ)− cosh(τ ′))− 1
2
ln
(
sinh(pˆτ) + sinh(pˆτ ′)
sinh(pˆτ)− sinh(pˆτ ′)
)
− ln(sinh(τ + τ ′
2
))
=
1
2
ln
(
z − z′)− 1
2
ln
(
ζ + ζ ′
ζ − ζ ′
)
− 1
2
ln
(
zz′ +
√
(z2 − 1)(z′2 − 1)− 1
)
(3.31)
(odd model)
Z−1,−1RR (σ; σ
′)µ>0
=
1
2
ln
(
cosh(τ)− cosh(τ ′)
cosh(τ) + cosh(τ ′)
)
+
1
2
ln
(
cosh(pˆτ) + cosh(pˆτ ′)
cosh(pˆτ)− cosh(pˆτ ′)
)
=
1
2
ln
(
z − z′
z + z′
)
+
1
2
ln
(
ζ + ζ ′
ζ − ζ ′
)
(3.32)
Z−1,−1RR (σ; σ
′)µ<0
=
1
2
ln
(
sinh(τ)− sinh(τ ′)
sinh(τ) + sinh(τ ′)
)
+
1
2
ln
(
sinh(pˆτ) + sinh(pˆτ ′)
sinh(pˆτ)− sinh(pˆτ ′)
)
=
1
2
ln
(√
z2 − 1−√z′2 − 1√
z2 − 1 +√z′2 − 1
)
+
1
2
ln
(
ζ + ζ ′
ζ − ζ ′
)
(3.33)
We then summarize the full amplitudes (NSNS + RR) of the principal η = −1 FZZT
branes. For 0B theory,
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(even model)
Z−1,−1ξ1,ξ2 (ζ1; ζ2)µ>0 =
1 + ξ1ξ2
2
ln
(
z1 − z2
ζ1 − ζ2
)
− 1− ξ1ξ2
2
ln(ζ1 + ζ2) (3.34)
Z−1,−1ξ1,ξ2 (ζ1; ζ2)µ<0 =
1 + ξ1ξ2
2
ln
(
z1 − z2
ζ1 − ζ2
)
− 1− ξ1ξ2
2
ln(ζ1 + ζ2)−
− ξ1ξ2
2
ln
(
z1z2 −
√
(z21 − 1)(z22 − 1)− 1
)
(3.35)
(odd model)
Z−1,−1ξ1,ξ2 (ζ1; ζ2)µ>0 =
1 + ξ1ξ2
2
ln
(
z1 − z2
ζ1 − ζ2
)
+
1− ξ1ξ2
2
ln
(
z1 + z2
ζ1 + ζ2
)
(3.36)
Z−1,−1ξ1,ξ2 (ζ1; ζ2)µ<0 =
=
1 + ξ1ξ2
2
ln
(√
z21 − 1−
√
z22 − 1
ζ1 − ζ2
)
+
1− ξ1ξ2
2
ln
(√
z21 − 1 +
√
z22 − 1
ζ1 + ζ2
)
, (3.37)
and for 0A theory,
Z−1,−1ξ1,ξ2 (ζ1; ζ2) =

ln
(
z − z′
ζ2 − ζ ′2
)
(even model)
ln
(
z2 − z′2
ζ2 − ζ ′2
)
(odd model),
are obtained.
Also for the pure-supergravity case of (p, q) = (2, 4), (note that z and ζ accidentally
coincide, z = ζ = cosh τ), we can actually show that
Z−1,−1NSNS (σ1, (1, 1); σ2, (1, 1))µ>0 = −
1− ξ1ξ2
2
ln(ζ1 + ζ2),
Z−1,−1NSNS (σ1, (1, 1); σ2, (1, 1))µ<0 = − ln
(
cosh(
τ1 + ξ1ξ2τ2
2
)
)
= −1
2
ln
(√
(ζ21 − |µ|)(ζ22 − |µ|) + ξ1ξ2 ζ1ζ2 − |µ|
)
. (3.38)
Of course, this is the previous results of this case [17].
4 Conclusion and discussion
In this paper, we investigate the explicit form of boundary states in (p, q) minimal super-
string theory. For this purpose, we actually show the way to obtain all the wave functions
of η = ± Cardy states within the modular bootstrap methods in N = 1 superconformal
field theory. We then identify the corresponding principal η = ±1 FZZT branes following
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the arguments given in [15] and explicitly evaluate these annulus amplitudes. The principal
η = −1/+1 FZZT branes of 0B theory are interpreted as order/disorder parameters which
causes the Kramers-Wannier duality in the spacetime sense of this superstring theory.
From the analysis of [15], it was realized that among many different FZZT branes only
a few numbers of principal FZZT branes are important and they correspond to the funda-
mental degrees of freedom of the theory. Since we can extract all the closed-string degrees
of freedom from the principal η = −1 FZZT and its anti-FZZT branes [38], it is natural to
think of the principal η = −1 FZZT brane as independent degrees of freedom.
In the case of Ising model, however, we can clearly see the relation with the fermion
system by introducing the disorder parameter. In this sense, it is interesting if we could find
some more general structures of minimal superstring theory, by considering how to describe
the principal η = +1 FZZT branes in the exact nonperturbative formulations.
Of course this kind of duality is very familiar in conformal field theory, as the T-duality
of worldsheet descriptions.20 A new feature of our Kramers-Wannier like duality is that
order/disorder parameters in minimal superstring theory correspond to D-branes in space-
time (not worldsheet observables). Since this structure is originated from the basic nature
of the NSR formalism, it is interesting to investigate what is the spacetime properties of
NSR superstring theory.
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A Summary of the basic modular functions
Here we summarize our convention of the basic characters:
χ
(NS)
0 (τ) ≡
q−1/48
η(τ)
∞∏
n=1
(1 + qn−1/2) =
1
η(τ)
√
θ3(τ)
η(τ)
,
χ
(gNS)
0 (τ) ≡
q−1/48
η(τ)
∞∏
n=1
(1− qn−1/2) = 1
η(τ)
√
θ4(τ)
η(τ)
,
χ
(R)
0 (τ) ≡
q1/24
η(τ)
∞∏
n=0
(1 + qn) =
√
2
η(τ)
√
θ2(τ)
η(τ)
. (A.1)
with Dedekind η-function η(τ) ≡ q1/24∏∞n=1(1−qn) and q = e2piiτ . θa(τ) is the corresponding
theta function. The modular transformations are
η(−1/τ) =
√
τ
i
η(τ), θ3(−1/τ) =
√
τ
i
θ3(τ),
θ4(−1/τ) =
√
τ
i
θ2(τ), θ2(−1/τ) =
√
τ
i
θ4(τ). (A.2)
B The Ishibashi/Cardy states of superconformal ghost
It is useful to note about our convention and notation of the Ishibashi/Cardy states of
superconformal ghost [59]. Here we especially consider the normalization of βγ Cardy
states. It is convenient for βγ ghost to be written in the form of [45]. We construct them
with Watt’s technique denoted in [50] as∣∣βγq; η〉〉 =∑
N
∣∣q;N〉⊗ UηA∣∣−2− q;N∗〉 = Uη e−Pr<0(γr β˜r+γ˜rβr)∣∣q〉⊗ ∣∣−2− q〉 (B.1)
where q is a corresponding picture and
∣∣Ghq; η〉〉 is defined with the proper Ishibashi state of
bc ghost,
∣∣bc〉〉, as ∣∣Ghq; η〉〉 ≡ ∣∣βγq; η〉〉∣∣bc〉〉. We use the following hermitian conjugation,
γ†r = −γ−r, β†r = β−r, (B.2)
and we define the automorphism Uη to satisfy
Uηγ˜rU
−1
η = −iηγ˜r, Uηβ˜rU−1η = iηβ˜r, U †η = −(−1)fR · U−1η , U−η = Uη(−1)fR . (B.3)
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The normalization of states is defined from the open string character summed over the
picture q Hilbert space H(q) as follows:
〈〈
βγ−1; η
∣∣T (q)∣∣βγ−1; η〉〉 = + q1/24∏
n≥1(1 + q
n−1/2)2
= +
q˜1/24∏
n≥1(1 + q˜
n−1/2)2
= − tr
H
(−1)
βγ
[
(−1)fR q˜L0−c/24]
〈〈
βγ−3/2; η
∣∣T (q)∣∣βγ−1/2; η〉〉 = − q−1/12
2
∏
n≥1(1 + q
n)2
= − q˜
1/24∏
n≥1(1− q˜n−1/2)2
= − tr
H
(−1)
βγ
[
q˜L0−c/24
]
〈〈
βγ−1; η
∣∣T (q)(−1)fR∣∣βγ−1; η〉〉 = − q1/24∏
n≥1(1− qn−1/2)2
= − q˜
−1/12
2
∏
n≥1(1 + q˜
n)2
= −i tr
H
(−1/2)
βγ
[
(−1)fR q˜L0−c/24],
(B.4)
where T (q) = q
1
2
(L0−c/24)q¯
1
2
(L¯0−c/24) The normalization of the second equation follows that
of the first equation.21 Note that the normalization (or the sign) of the third equation is
required from the spacetime statistics in superstring theory (open strings in R sector are
fermions) and that this negative sign of the character can be consistently obtained from the
definition
∣∣Ghq;−η〉〉 = (−1)fR∣∣Ghq; η〉〉 of the closed-channel Ishibashi states.
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