In models of visual word identification that incorporate inhibitory competition among activated lexical units, a word's higher frequency neighbors will be the word's strongest competitors. Preactivation of these neighbors by a prime is predicted to delay the word's identification. Using the masked priming paradigm (K. I. Forster & C. Davis, 1984, J. Segui and J. Grainger (1990) reported that, consistent with this prediction, a higher frequency neighbor prime delayed the responses to a lower frequency target, whereas a lower frequency neighbor prime did not delay the responses to a higher frequency target. In the present experiments, using English stimuli, it was found that this pattern held only when the primes and targets had few neighbors; when the primes and targets had many neighbors, lower frequency primes delayed responses to higher frequency targets essentially as much as higher frequency primes delayed responses to lower frequency targets. Several possible explanations for these findings are discussed along with their theoretical implications. Considered together, the results are most consistent with activationbased accounts of the masked priming effect.
Language researchers have long been interested in understanding how people read, with the processes involved in the visual identification of words being the focus of many of their investigations. As a result of these investigations, a number of models of visual word identification have been developed, each embodying certain assumptions about the nature of lexical processing. The major models are the serial-search models (e.g., Forster, 1989) , the parallel distributed processing models (e.g., Seidenberg & McClelland, 1989; Plaut, McClelland, Seidenberg, & Patterson, 1996) , and the activation-based models (e.g., Davis, 2003; Grainger & Jacobs, 1996; McClelland & Rumelhart, 1981) .
In all of these models, the speed with which a word is identified is influenced by the reader's knowledge of other, orthographically similar words (i.e., the word's orthographic neighbors). Consider, for example, activation-based models in which the role of orthographic neighbors is especially important. According to activation-based models, when a word is presented, the lexical representation of the word and the lexical representations of its neighbors are activated. Selection of the target word then occurs through a process of competitive inhibition, with the lexical units of the word and those of its neighbors competing against one another by means of mutually inhibitory connections until the target's lexical unit exceeds a threshold level of activation. That is, these models assume not only that there is competition among activated lexical units but also that the nature of the competition between a presented word and its orthographic neighbors plays a major role in the word identification process.
A word's orthographic neighbors are traditionally defined as those words that can be created by changing any one letter of the word while maintaining letter positions (Coltheart, Davelaar, Jonasson, & Besner, 1977) ; for example, base, case, east, easy, else, and vase are all orthographic neighbors of ease. The frequency relationship between a word and its orthographic neighbors is especially important in activation-based models, because it strongly affects how quickly the lexical competition can be resolved, which in turn determines how quickly the word can be identified. According to the models, higher frequency neighbors, due to their higher resting activation levels, can exert more inhibition on the lexical unit of a word than can lower frequency neighbors. As a result, the lexical unit of a word with higher frequency neighbors will accumulate activation more slowly than the lexical unit of a word without higher frequency neighbors due to the greater degree of interlexical inhibition. Words with higher frequency neighbors are thus predicted to be responded to more slowly and less accurately than words with-out higher frequency neighbors (an inhibitory neighborhood frequency effect). 1 Grainger, O'Regan, Jacobs, and Segui (1989) were the first to test this prediction. They manipulated neighborhood frequency by using words with no neighbors, words with some neighbors but none of higher frequency, words with exactly one higher frequency neighbor, and words with many higher frequency neighbors, with target word frequency equated across these four conditions. Using the lexical decision task, they found that responses to words with higher frequency neighbors were slower than responses to words without higher frequency neighbors, although there was no cumulative neighborhood frequency effect (responses to words with many higher frequency neighbors were no slower than responses to words with a single higher frequency neighbor). Grainger et al.'s (1989) report spawned a great deal of empirical attention, as the neighborhood frequency effect appeared to provide the necessary evidence for the lexical competition mechanism embodied in activation-based models. Most of the subsequent research on this topic has also involved the lexical decision task (e.g., Carreiras, Perea, & Grainger, 1997; Forster & Shen, 1996; Grainger, 1990; Grainger & Jacobs, 1996; Huntsman & Lima, 1996 Perea & Pollatsek, 1998; Sears, Campbell, & Lupker, 2006; Sears, Hino, & Lupker, 1995; Siakaluk, Sears, & Lupker, 2002) , although there have also been a number of studies using perceptual identification tasks (e.g., Carreiras et al., 1997; Grainger & Jacobs, 1996; Sears, Lupker, & Hino, 1999) , the semantic categorization task (Carreiras et al., 1997; Forster & Shen, 1996; Sears et al., 1999) , the naming task (Carreiras et al., 1997; Sears et al., 1995) , and tasks in which eye movements are monitored (Perea & Pollatsek, 1998; Sears et al., 2006) . Many of the results reported in these studies have supported Grainger et al.'s initial result-words with higher frequency neighbors were processed more slowly (and less accurately) than words without higher frequency neighbors.
An important point to note, however, is that most of the research showing an inhibitory neighborhood frequency effect has been done in languages other than English (namely, French, Spanish, and Dutch; see Mathey & Zagar, 2000 , for different results using French stimuli). In contrast, the studies that have used English stimuli have typically reported null or facilitory neighborhood frequency effects (e.g., Forster & Shen, 1996; Huntsman & Lima, 2002; Sears et al., 1995; Sears et al. 1999; Sears et al., 2006; Siakaluk et al., 2002; see Perea & Pollatsek, 1998 , for an exception). This pattern has led some investigators (Andrews, 1997; Sears et al., 2006) to argue that there are important language differences concerning the role that inhibition plays in orthographic processing, in particular, an obvious possibility would be that the inhibitory process is simply less powerful in English than in other languages. Alternatively, the English orthographic lexicon may be structured differently, such that a different definition of what constitutes an orthographic neighbor may be required. In the present research, we explored the possibility that inhibitory processing in English may be more readily detectable in another experimental paradigm: masked priming using word neighbor primes.
Neighbor Inhibition Effects in the Masked Priming Paradigm
In the masked priming paradigm (Forster & Davis, 1984 ; for a review, see Kinoshita & Lupker, 2003) , a trial consists of the presentation of a forward mask ("XXXX"), a prime word (typically presented for less than 60 ms), and a target word. Because the prime word is presented so briefly and then replaced, few participants are aware of its existence, much less its identity. Thus, the assumption is that its impact on target processing can be assessed in the absence of any conscious prime influence. Another major advantage of the masked-priming paradigm is that the same stimuli are responded to in different experimental conditions; for example, responses to the target (e.g., side) are measured after having been primed by an orthographic neighbor (e.g., tide) and by an orthographically unrelated word (e.g., doll). Because differences in the response latencies to the same target are the basis of the effect, there are no concerns about uncontrolled stimulus differences among the experimental conditions that can affect results in paradigms where responses to single words are collected (for a discussion of this issue, see Forster, 2000) .
Using the masked priming paradigm, Segui and Grainger (1990) observed that lexical decision latencies were significantly slower when a word target was primed by a higher frequency neighbor (e.g., avec-AVEU) than when it was primed by an unrelated word of equivalent frequency (e.g., puis-AVEU). Segui and Grainger argued that this result is consistent with the lexical competition assumption inherent in models like the interactive activation (IA) model (McClelland & Rumelhart, 1981; McClelland, 1987) . Because a word's higher frequency neighbors will be the word's strongest competitors, their preactivation by the prime makes them even stronger competitors, hence, delaying the word's identification. Thus, when the prime is a higher frequency neighbor of the target word, inhibitory priming is expected. On the other hand, the model also predicts that, when the prime is a lower frequency neighbor of the target, there should be little or no inhibitory priming, because preactivation of a word's lower frequency neighbors will not significantly increase their ability to compete with the target word. Consistent with this prediction, Segui and Grainger also reported that lexical decision latencies to a word target primed by a lower frequency neighbor (e.g., aveu-AVEC) were no different than the latencies to the same word primed by an unrelated word (e.g., fond-AVEC). (In fact, in contrast to the 48-ms inhibitory effect from higher frequency neighbor primes, there was a 10-ms facilitation effect from lower frequency neighbor primes, although it was not statistically significant). This pattern of results was obtained when using French stimuli (Experiment 2) and Dutch stimuli (Experiment 3). Two other studies, one in French (BijeljacBabic, Biardeau, & and the other in Dutch (De Moor & Brysbaert, 2000) , reported the same inhibitory effect from higher frequency neighbor primes. Segui and Grainger (1990; Experiment 3) also demonstrated that it is the relative prime-target frequency and not the absolute frequency of the primes and targets that is critical for producing an inhibition effect. When medium frequency words (with a mean normative frequency of 192 occurrences per million) were primed by higher frequency neighbors (with a mean normative frequency of 874 occurrences per million), lexical decision latencies were 1 For an examination and discussion of orthographic neighborhood effects in parallel distributed processing models (Seidenberg & McClelland, 1989; Plaut, McClelland, Seidenberg, & Patterson, 1996) , see Sears et al. (1999) . delayed relative to when the same words were primed by unrelated primes. When the medium-frequency targets were primed by lower frequency neighbors (with a mean normative frequency of 9 occurrences per million) on the other hand, lexical decision latencies were not delayed relative to when they were primed by unrelated primes.
In light of its theoretical significance, there have been surprisingly few attempts to replicate Segui and Grainger's (1990) results using English words. In one, Bijeljac-Babic et al. (1997) reported that their participants responded to targets significantly more slowly when they were primed by higher frequency neighbor primes relative to when they were primed by unrelated primes. This result must be interpreted with some caution, however, as the participants in the study were native French speakers (i.e., FrenchEnglish bilinguals). Hence, their English lexicons may have evolved to reflect more the nature of French than the nature of English. In addition, their experiment was limited to examining the effect of higher frequency neighbor primes on lower frequency targets (i.e., all of the neighbor primes were higher in frequency than the targets). Such was also the case in an earlier study by Grainger and Ferrand (1994) , who also reported that higher frequency neighbor primes delayed responding to lower frequency English targets. That is, neither set of investigators tested the effect of lower frequency neighbor primes on the processing of higher frequency targets. Inhibitory priming from higher frequency neighbor primes is only one of the two key predictions of the activationbased models; equally important is the essential absence of inhibitory priming from lower frequency neighbor primes.
The most thorough examination of these issues using the masked-priming task with English stimuli was conducted by Davis and Lupker (2006) . Across three experiments, these authors consistently found significant inhibition effects using higher frequency neighbor primes and lower frequency targets, replicating that aspect of Segui and Grainger's (1990) results. In their Experiment 1, however, Davis and Lupker also used lower frequency neighbor primes and higher frequency targets and these stimuli also produced a small inhibition effect. That is, unlike Segui and Grainger (1990) , Davis and Lupker found neither a significant interaction between prime type (neighbor prime vs. unrelated prime) and target frequency (low-frequency target vs. highfrequency target primed by an opposite frequency prime) nor evidence that low-frequency primes fail to inhibit high-frequency targets. Interestingly, in their simulations using a version of the IA model (Davis, 2003) , Davis and Lupker showed that, depending on how the parameters are selected, the model could be made to predict a nonzero (e.g., 9 ms) inhibition effect for lower frequency primes and higher frequency targets. What was also true, however, was that simulations showed the inhibition effect from higher frequency neighbor primes is always predicted to be much larger than the inhibition effect from lower frequency neighbor primes, because the higher frequency neighbors of a word are more effective competitors.
The Present Research
Inhibitory priming from higher frequency neighbor primes is a key prediction of the activation-based models, but it has received surprisingly little attention in studies that have used English stimuli. Apart from Davis and Lupker's (2006) Experiment 1, even less attention has been paid to the other, equally important prediction of the models, the prediction that lower frequency neighbor primes will produce little, if any, inhibitory priming. The present research was designed to test both of these predictions and to expand on the work of both Segui and Grainger (1990) and Davis and Lupker. The purpose of Experiment 1 was to determine whether we would replicate the interaction between prime type and target frequency reported by Segui and Grainger and, like Segui and Grainger, whether we would also find no evidence of inhibition when lower frequency neighbors primed higher frequency targets. Apart from the different language used (i.e., English, rather than French), Experiment 1 was a direct replication of Segui and Grainger's experiment.
Experiment 1

Method
Participants. Sixty undergraduate students from the University of Calgary volunteered to participate in the experiment for bonus course credit. All participants were native speakers of English and reported having normal or corrected-to-normal vision.
Stimuli. When selecting the prime words, care was taken to ensure that the words were well known to participants, because it is known that the lexicality of the prime changes the nature of the priming effect (i.e., unlike word primes, nonword primes inevitably produce either facilitation or a null effect; e.g., Davis & Lupker, 2006; Forster, 1987; Forster, Davis, Schoknecht, & Carter, 1987; Forster & Davis, 1991; Forster & Taft, 1994; Forster & Veres, 1998) . One potential problem with using low-frequency words as primes is that some of these words could be unknown to some participants, effectively making them nonword primes. As a consequence, any inhibitory neighbor priming produced by lowfrequency word primes would be underestimated. To avoid this problem, we consulted the lexical decision data from the English Lexicon Project database (Balota et al., 2002) and only selected words with high lexical decision accuracy rates (thereby reducing the likelihood that these words would be unknown to participants). For the high-frequency words used in the experiment, the mean lexical decision accuracy was 96.9%, and for the low-frequency words it was 95.6%.
Like Segui and Grainger's (1990) stimuli, all of our stimuli were four letters in length. Forty pairs of four-letter orthographic neighbors were selected as the critical stimuli (the descriptive statistics for these stimuli are shown in Table 1 ; the stimuli are listed in the Appendix). Most of these words had large neighborhoods (M ϭ 9.8 neighbors). For each pair, each neighbor served as either a prime or a target depending on the condition the pair was assigned to. One member of the neighbor pair was much higher in normative frequency (Kucera & Francis, 1967) than the other (see Table  1 ). Of the 40 pairs of neighbors, the two neighbors differed from one another at the first letter position (e.g., side-TIDE) in 16 of the pairs, the neighbors differed from one another at one of the middle letter positions (e.g., lift-LEFT, and wife-WIPE) in 19 of the pairs, and the neighbors differed at the last letter position (e.g., half-HALT) in 5 of the pairs. For each neighbor pair, two four-letter unrelated primes with similar normative frequencies and neighborhood sizes were selected. These quartets of words (the neighbor pair and the two unrelated primes) were used to create the four prime-target conditions: (a) higher frequency neighbor primelower frequency neighbor target (e.g., help-HEAP), (b) higher frequency unrelated prime-lower frequency target (e.g., area-HEAP), (c) lower frequency neighbor prime-higher frequency neighbor target (e.g., heap-HELP), and (d) lower frequency unrelated prime-higher neighbor target (e.g., grin-HELP). Four counterbalanced lists were created such that half of the participants saw each member of the pair presented as a target (i.e., a participant saw either HEAP or HELP, not both words) and each target was presented to a participant only once (in either the related or the unrelated condition). The related and unrelated primes were matched on word length, normative word frequency, neighborhood size, and lexical decision accuracy (Balota et al., 2002) .
Forty nonword targets four letters in length and with many neighbors (M ϭ 9.8) were also selected. For these nonwords, 40 pairs of words with similar neighborhood sizes were chosen to serve as primes. One member of the prime word pair was an orthographic neighbor of the target and the other member of the pair was orthographically unrelated to the target. During the experiment, half of the nonword targets were preceded by neighbor primes (e.g., fake-VAKE), and half were preceded by unrelated primes (e.g., bolt-VAKE). There were two counterbalancing lists for nonword targets.
Apparatus and procedure. Each participant was tested individually in a dimly lit room. The experiment was programmed using the DMDX software package . Stimuli were presented on a 17-in. video display driven by a Pentium-class microcomputer.
The sequence and timing of events during each trial were identical to those in Segui and Grainger's (1990) experiment. Primes were presented in lower case and targets in uppercase. Each trial began with the presentation of a fixation marker ("ϩ") in the center of display, which was presented for 500 ms. A visual mask ("####") then appeared in the center of the display for 500 ms, followed by the prime. The prime was presented for 60 ms and was immediately replaced by the target. Participants were instructed to quickly and accurately indicate whether the target was a word or not by pressing one of two buttons (labeled yes and no) on a response box placed in front of them. The existence of the prime word was not mentioned. The target remained on the screen until a response was made. Each participant completed 36 practice trials prior to the experimental trials (these practice stimuli were not used in the experimental trials). The order in which the experimental trials were presented was randomized separately for each participant.
Simulation procedure and simulation data. Simulations with the IA model (McClelland & Rumelhart, 1981) were conducted using the procedures outlined in Davis (2003) . 2 The parameters used in the simulations were identical to those used in the original IA simulations reported by McClelland and Rumelhart in all but two ways. First, the integration rate of the model was ten times smaller than in McClelland and Rumelhart's simulations (e.g., a prime duration of 60 cycles in our simulations is equivalent to 6 cycles in the original model). Second, the assumption was made that the onset of the target has the effect of resetting letter-level activities (as in the Davis & Lupker, 2006, simulations) . The mean number of simulation cycles to criterion for the words used in Experiment 1 are presented in Table 2 . As can be seen in Table 2 , the simulations reveal that the model predicts a substantially larger inhibitory neighbor priming effect from higher frequency primes (a difference of 50 cycles for neighbor vs. unrelated primes) than from lower frequency primes (a difference of 12 cycles).
Results
Data from participants with overall error rates greater than 20% were excluded from all analyses (n ϭ 5). We treated response latencies less than 300 ms or greater than 1,200 ms as outliers, and these were removed from all analyses (1.0% of the word trials and 2.1% of the nonword trials). For the word data, response latencies of correct responses and error rates were submitted to a 2 (prime type: neighbor prime, unrelated prime) ϫ 2 (target frequency: high, low) factorial analysis of variance (ANOVA). Both subject (F s ) and item (F i ) analyses were carried out. In the subject analysis, both factors were within-subject factors; in the item analysis, prime type was a within-item factor and target frequency was a between-item factor. For the nonword data, prime type (neighbor prime, unrelated prime) was the single factor and was a withinsubject factor in the subject analysis and a within-item factor in the item analysis. The mean response latencies of correct responses and the mean error rates are listed in Table 2 . Responses to high-frequency targets were faster than responses to low-frequency targets (527 ms vs. 606 ms), and fewer errors were made to high-frequency targets (1.8% vs. 10.3%). The most important result was the absence of an interaction between prime type and target frequency, for either response latencies (both Fs Ͻ 1) or for error rates, F s Ͻ 1, F i (1, 78) ϭ 1.20, p Ͼ .25, MSE ϭ 37.42. As can been seen in Table 2 , there were virtually identical priming effects from high-and low-frequency neighbor primes (24 ms and 21 ms, respectively). Power analyses of the test of the interaction indicated that power was 96% in the subject analysis of response latencies and 92% in the item analysis of response latencies (using the effect sizes from the Prime Type ϫ Target Frequency interactions in Experiment 3; power was calculated using the G*Power 3.0 software package, Faul, Erdfelder, Lang, & Buchner, 2007.) Nonword targets. There was an effect of prime type in the error analysis, F s (1, 54) ϭ 6.90, p Ͻ .05, MSE ϭ 25.9; F i (1, 39) ϭ 3.55, p ϭ .07, MSE ϭ 35.5, but not in the response latency analysis (both Fs Ͻ1). Nonwords were responded to more accurately when primed by neighbor primes (7.0% errors) than when primed by unrelated primes (9.5% errors).
Discussion
Using French and Dutch stimuli, Segui and Grainger (1990) found that a higher frequency neighbor prime slowed lexical decision latencies to a lower frequency target in comparison to an unrelated prime. This was not the case when the prime was a lower frequency neighbor of the target, consistent with the lexical competition assumptions embodied in activation-based models of visual word identification (McClelland & Rumelhart, 1981; Davis, 2003) , as well as simulations reported by Grainger (1992) using Segui and Grainger's stimuli. Our simulations with the stimuli used in Experiment 1 demonstrated that the version of the model we used made similar predictions (i.e., a strong inhibition effect for the higher frequency prime-lower frequency target pairs and a much weaker effect for the lower frequency prime-higher frequency target pairs). Experiment 1 was therefore a straightforward test of these predictions.
Like Segui and Grainger (1990) , we found that higher frequency neighbor primes significantly slowed target identification relative to higher frequency unrelated primes. Unlike Segui and Grainger, however, we found no hint of an interaction between prime type (neighbor vs. unrelated) and target frequency. Our 21 ms inhibition effect for higher frequency neighbor targets was essentially equivalent to the 24 ms inhibition effect for lower frequency neighbor targets. Recall that Davis and Lupker (2006) also failed to find a significant interaction, although they did report a somewhat larger difference between these two conditions (13 ms for higher frequency neighbor targets vs. 34 ms for lower frequency neighbor targets). In any case, our results do help establish the fact that the inhibitory priming effect from neighbor primes reported in other languages also exists for English word targets. Thus, our test of the predictions of the IA model yielded at least a partial success. Before drawing any theoretical inferences from these results, however, we felt it would be useful to conduct a new experiment with a different set of stimuli and additional stimulus controls, the details of which are described below.
Before turning to Experiment 2 we should address what may be an obvious question: Could the lack of an interaction between prime type and target frequency be related to the fact that our stimuli, particularly our low-frequency stimuli, were selected so as to be quite familiar to participants? That is, although our lowfrequency words were selected to have normative frequencies similar to Segui and Grainger's (1990) low-frequency words, our low-frequency words were also selected to have high levels of accuracy based on the lexical decision data from the English Lexicon Project database (so as to reduce the likelihood that they would be unknown to participants). The question one might then ask is whether the normative frequencies of these low-frequency primes were greatly underestimated and, if so, whether this could have been responsible for the inhibition effect when these words primed high-frequency targets (i.e., had the words been truly low in frequency there would have been no inhibition effect). Two observations are relevant to this question. First, as can be seen in Table 1 , when these low-frequency primes were targets, responses to these words were much slower and less accurate than the responses to the high-frequency words, which indicates that, subjectively, they were not high-frequency words. That is, even if their normative frequencies were underestimated, that underestimation was not so great that they were equivalent in normative frequency to the high-frequency words.
Second, and more important, even if these low-frequency primes were substantially higher in frequency than their normative frequencies would suggest, one would not expect that to have had much of an effect on their ability to inhibit high-frequency words. As Segui and Grainger (1990) showed in their experiments, it was the relative prime-target frequency and not the absolute frequency of the primes and targets that was critical for producing an inhibition effect: When low-frequency neighbors primed highfrequency targets, there was no inhibition effect, nor was there an effect when low-frequency neighbors primed medium-frequency targets where the absolute frequency difference of the two was much smaller. Thus, there is no reason to believe that had our low-frequency words been lower in frequency there would not have been an inhibition effect.
The caveat, of course, is that if our low-frequency words had been substantially lower in frequency, some of them may have effectively been nonwords to many of our participants. As noted, nonword primes typically facilitate responses to word targets. Thus, the priming effect in the low-frequency prime condition would have been a mixture of inhibition and facilitation, potentially leading to a null effect. It is possible that something of this sort may have occurred in other studies that have used lowfrequency primes and high-frequency targets, including Davis and Lupker (2006) and Segui and Grainger (1990) . However, it will not be an issue in any of our experiments because all of our low-frequency stimuli were selected to be familiar to participants.
Experiment 2
The purpose of Experiment 2 was to determine if we could replicate Segui and Grainger's (1990) results by using an alternative set of stimuli. In particular, there were two stimulus selection issues we chose to focus on: the normative frequency of the primes preceding nonword targets and the neighborhood size of the primes (and the targets). Neither of these variables was explicitly controlled in Segui and Grainger's study and, hence, neither was explicitly controlled in our Experiment 1. One could, however, argue that each could have had some impact on the size of the priming effects.
First, with respect to the issue of the normative frequency of the primes preceding nonword targets, recent masked priming studies have shown that, under some conditions, the nature of the primetarget relationship can affect the magnitude of the priming effect observed (Bodner & Masson, 2001; 2003) . In Experiment 1, nonword targets were almost always primed by low-frequency words. Thus, whenever the prime was a high-frequency word, the target was inevitably a word. In contrast, following low-frequency primes, the target was a word only 33% of the time. If participants were somehow sensitive to this relationship (presumably, at a subconscious level), there could have been an impact on the observed priming effects.
3 Specifically, the participants could have been biased toward responding "yes" on high-frequency prime trials. If so, the overall inhibition effect from higher frequency neighbor primes may have been diminished (i.e., the inhibition effect for high-frequency primes and low-frequency targets should have been even larger than observed). Although to our knowledge there have been no reports of this type of effect in the literature, we decided to safeguard against this possibility by changing the nature of the primes for the nonword targets. In Experiment 2, half of the primes for nonword targets were high-frequency words and half were low-frequency words (which remained true for the word targets). Thus, the prime's frequency was not predictive of the target's lexicality.
Second, with regard to the neighborhood-size issue, previous research has shown that facilitation effects for nonword neighbor primes and word targets are affected by the number of neighbors the stimuli possess (i.e., the density-constraint; Forster, 1987; Forster & Davis, 1991; Forster et al., 1987; Forster & Taft, 1994) . In particular, small-neighborhood targets seem to be more prone to show facilitation. Therefore, one could argue that smallneighborhood targets would potentially be less likely to show inhibition. In Experiment 1, although the average neighborhood sizes were reasonably large, not all of the words had large neighborhoods, and about 15% of the critical stimuli had few neighbors (i.e., fewer than four neighbors), which means that the sizes of the inhibition effects we observed might have been artificially constrained. To control for neighborhood size in Experiment 2, only words and nonwords with many neighbors (at least five) were used.
Method
Participants. Fifty-eight undergraduate students from the University of Calgary volunteered to participate in this experiment for bonus course credit. All participants were native speakers of English and reported normal or corrected-to-normal vision. None of these students participated in Experiment 1.
Stimuli. As in Experiment 1, we consulted the English Lexicon Project database (Balota et al., 2002) to select words with high lexical decision accuracy rates in order to reduce the likelihood that a word would be unknown to participants. For the highfrequency words selected, the mean accuracy rate was 97.4%; and, for the low-frequency words, it was 96.4%. The critical stimuli consisted of 40 pairs of four-and five-letter orthographic neighbors (30 pairs of four-letters in length and 10 pairs of five-letters in length). Twenty-five of the 40 pairs were used in Experiment 1 (all the stimuli are listed in the Appendix). All of the words had at least 5 neighbors, with an average of 10.2 neighbors. Of the 40 pairs of neighbors, the two neighbors differed from one another at the first letter position in 14 of the pairs, the neighbors differed at one of the middle letter positions in 15 of the pairs, and the neighbors differed at the last letter position in 11 pairs. For each neighbor pair, two unrelated primes of the same length and with similar normative frequencies and neighborhood sizes were selected. The descriptive statistics for the stimuli are listed in Table 3 .
Forty nonwords of four or five letters in length, all with large neighborhoods, were also selected. For these nonwords, 40 wordpairs of matching length and neighborhood size were selected to serve as primes. Half of these pairs involved high-frequency words, half involved low-frequency words. One word in each pair was an orthographic neighbor of the nonword and the other was orthographically unrelated to the target. There were four counterbalancing lists for word trials and two counterbalancing lists for nonword trials. The pairing of the stimuli and the creation of the counterbalancing lists was the same as described in Experiment 1.
Apparatus and procedure. The apparatus and procedure were identical to those in Experiment 1.
Simulations. The simulations were conducted in the same manner as described in Experiment 1. The predictions of the IA model (Davis, 2003) for the stimuli used in this experiment are shown in Table 4 . As was the case for the stimuli used in Experiment 1, the model predicts a much larger inhibitory priming effect from higher frequency neighbor primes (58 cycles) than from lower frequency neighbor primes (14 cycles).
Results
To be consistent with Experiment 1, data from participants with overall error rates greater than 20% were excluded from all analyses (n ϭ 2), and response latencies less than 300 ms or greater than 1,200 ms were treated as outliers and removed from all analyses (0.3% of the word trials, 1.0% of the nonword trials). For the word data, the subject and item analyses of response latencies and error rates were carried out in the same manner as described in Experiment 1. For the nonword data, response latencies and error rates were analyzed with a 2 (prime type: neighbor prime, unrelated prime) ϫ 2 (prime frequency: low, high) factorial ANOVA. Prime type and prime frequency were within-subject factors in the subject analyses; and, in the item analyses, prime type was a within-item factor and prime frequency was a between-item factor. Table 4 lists the mean response latencies and the mean error rates to word targets; the data for the nonword targets is listed in Table 5 .
Word targets. There was a significant effect of prime type on response latencies, F s (1, 55) ϭ 57.38, p Ͻ .001, MSE ϭ1,027.7; F i (1, 78) ϭ 28.17, p Ͻ .001, MSE ϭ 1,554.1, and on errors, F s (1, 55) ϭ 9.71, p Ͻ .01, MSE ϭ 69.9; F i (1, 78) ϭ 5.38, p Ͻ .05, MSE ϭ 90.3. Responses to targets were slower (581 ms) and less accurate (8.7% errors) when the targets were primed by neighbor primes than when they were primed by unrelated primes (548 ms and 5.2% errors). As expected, there was a main effect of target frequency for both response latencies, F s (1, 55) ϭ 125.72, p Ͻ .001, MSE ϭ1,460.3; F i (1, 78) ϭ 64.98, p Ͻ .001, MSE ϭ 2,366.1, and for errors, F s (1, 55) ϭ 17.07, p Ͻ .001, MSE ϭ 85.0; F i (1, 78) ϭ 10.49, p Ͻ .01, MSE ϭ 98.8. Responses to high-frequency targets were faster (536 ms) and more accurate (4.4% errors) than responses to low-frequency targets (593 ms and 9.5% errors). Most important was the absence of an interaction between prime type and target frequency in the response latency analysis, F s (1, 55) ϭ 3.01, p ϭ .09, MSE ϭ 1,040.8; F i (1, 78) ϭ 1.39, p Ͼ .20, MSE ϭ 1,554.1, and in the error analysis (both Fs Ͻ 1). (Power analyses of the test of the interaction, conducted in the same manner as in Experiment 1, indicated that power was 97% in the subject analysis of response latencies and 92% in the item analysis of response latencies.) Thus, like the situation in Experiment 1, there was virtually no evidence that inhibition from a neighbor prime was affected by the relative frequency of the prime and target, as higher frequency primes and lower frequency primes produced reasonably good-sized and statistically equivalent inhibitory priming effects.
Nonword targets. For response latencies, there was no effect of prime type (both Fs Ͻ 1), no effect of prime frequency, F s (1, 55) ϭ 1.59, p Ͼ .20, MSE ϭ1,624.6; F i Ͻ 1, and no interaction, F s (1, 55) ϭ 1.08, p Ͼ .20, MSE ϭ 983.2; F i Ͻ 1. In the error analysis, there was no effect of prime type (both Fs Ͻ 1), but there Table 3 Mean Kucera & Francis (1967) 
Discussion
The purpose of Experiment 2 was to determine if we could replicate Segui and Grainger's (1990) results with a different set of stimuli, all of which had large neighborhoods, and in a situation in which the prime's frequency was not predictive of the target's lexicality. As in Experiment 1, the key results were: (a) a significant inhibitory priming effect, and (b) the size of the inhibition effect did not differ as a function of relative prime and target frequency. The former result is a direct replication of Segui and Grainger (1990) in French and, more recently, Davis and Lupker (2006) in English. The latter result replicated our Experiment 1 and was not consistent with Segui and Grainger's results. In Segui and Grainger's original study, there was no inhibition when a highfrequency target was primed by a lower frequency neighbor (in fact, there was a small facilitation effect). These results, like the results of Experiment 1, also conflict with the IA model's prediction of a much larger inhibitory priming effect from higher frequency neighbor primes than from lower frequency neighbor primes (Table 4) .
Experiment 3
The results from the first two experiments indicate that higher frequency and lower frequency neighbor primes delay responding to targets to essentially the same degree, results that conflict with the lexical competition assumptions that are currently implemented in the IA model. As noted, these results differed from those of Segui and Grainger (1990) , who did not find inhibitory priming from lower frequency neighbors. An obvious question, therefore, is what could explain the discrepancy between the two sets of results.
One possibility is that Segui and Grainger's (1990) stimuli may have differed from our stimuli with respect to neighborhood size. Although Segui and Grainger did not control for, or report, the neighborhood size of their stimuli, it is possible that the words they used mostly had small neighborhoods, whereas, for reasons noted earlier, the words used in both Experiments 1 and 2 had large neighborhoods. In order to optimize the contrast between a higher frequency neighbor prime and a lower frequency target, it is possible that Segui and Grainger selected stimuli from neighborhoods consisting of a single very high frequency neighbor and a small number of lower frequency neighbors. It is also worth noting that French words tend to have fewer neighbors than English words of the same length; for example, according to a French word database (New, Pallier, Brysbaert, & Ferrand, 2004) , four-letter French words (which Segui & Grainger used) have an average of 6.4 neighbors, whereas four-letter English words have an average of 9.2 neighbors (according to the complete lexicon created by Balota et al., 2002) . If, as hypothesized earlier, smallneighborhood words are easier to facilitate (using nonword primes) and more difficult to inhibit, it is possible that a difference in neighborhood size could go some distance toward explaining why Segui and Grainger did not find any inhibition when higher frequency targets were primed by lower frequency neighbors.
The suggestion that inhibition effects tend to be smaller with small-neighborhood targets could also explain why the inhibition effect for low-frequency primes and high-frequency targets in Davis and Lupker (2006) was smaller than the same effect here, as Davis and Lupker's stimuli had relatively small neighborhoods (M ϭ 2.4 neighbors). Thus, the question of whether inhibitory priming effects do vary as a function of neighborhood size seemed worthy of exploration. Accordingly, in Experiment 3, we manipulated the neighborhood size of our stimuli (many neighbors vs. few neighbors). An additional advantage of this design was that, for the stimuli with many neighbors, we had yet another opportunity to replicate the inhibitory neighbor priming effect with lowfrequency primes and high-frequency targets (and, indeed, the absence of a Prime Type ϫ Target Frequency interaction), with a different set of stimuli and a different group of participants.
Method
Participants. Fifty-seven undergraduate students from the University of Calgary volunteered to participate in the experiment for bonus course credit. All participants were native speakers of English and reported normal or corrected-to-normal vision. None of these students participated in the previous experiments. Stimuli. As in the previous experiments, only words with high lexical decision accuracy rates in the English Lexicon Database (Balota et al., 2002) were selected for use as stimuli (for the high-frequency words the mean accuracy rate was 97.6%; and, for the low-frequency words, it was 96.6%). Eighty pairs of four-and five-letter orthographic neighbors were selected, 40 pairs with many neighbors (Ն5, M ϭ 9.4) and 40 pairs with few neighbors (Յ4, M ϭ 2.7). The descriptive statistics for these stimuli are shown in Table 6 (the stimuli are listed in the Appendix ).
For the 40 neighbor pairs with many neighbors, the two neighbors differed at the first letter position in 17 of the pairs, the neighbors differed at one of the middle letter positions in 16 of the pairs, and the neighbors differed at the last position in 7 pairs. For the 40 neighbor pairs with few neighbors, the two neighbors differed from one another at the first letter position in 14 of the pairs, the neighbors differed at one of the middle letter positions in 17 of the pairs, and the neighbors differed at the last letter position in 9 of the pairs. Unrelated primes of similar normative frequency and neighborhood size were selected for all of the neighbor pairs.
Eighty nonwords of four or five letters in length were selected, 40 with many neighbors and 40 with few neighbors. Eighty word pairs of matching length and neighborhood size were selected to serve as primes. The primes were either orthographic neighbors of the nonword or orthographically unrelated to the targets. Within each neighborhood-size condition (few neighbors or many neighbors), half of the primes were high-frequency words and the other half were low-frequency words. There were eight counterbalancing lists for word targets and two counterbalancing lists for nonwords. As in the other experiments, all items were presented across participants, but the same item was presented only once to each participant.
Simulations. The simulations were carried out in the same manner as described in Experiment 1. The mean number of cycles (Davis, 2003) and priming effect sizes for the stimuli used in Experiment 3 are listed in Table 7 . As can be seen in Table 7 , for the words with both large and small neighborhoods, the model again predicts a much larger inhibitory priming effect from higher frequency neighbor primes than from lower frequency neighbor primes. In fact, note that at least for the words with small neighborhoods, the model predicts that there will be no priming effect at all from lower frequency neighbor primes.
Results
To be consistent with the previous experiments, data from participants with overall error rates greater than 20% were excluded from all analyses (n ϭ 1), and response latencies less than 300 ms or greater than 1,200 ms were treated as outliers and were removed from all analyses (0.5% of the word trials, 0.9% of the nonword trials). For the word data, response latencies of correct responses and error rates were submitted to a 2 (prime type: neighbor prime, unrelated prime) ϫ 2 (target frequency: low, high) ϫ 2 (neighborhood size: large, small) factorial ANOVA. In Table 6 Mean Kucera & Francis (1967) the subject analysis, all factors were within-subject factors; and, in the item analysis, target frequency and neighborhood size were between-item factors and prime type was a within-item factor. For the nonword data, response latencies and error rates were analyzed with a 2 (prime type: neighbor prime, unrelated prime) ϫ 2 (prime frequency: low, high) ϫ 2 (neighborhood size: large, small) factorial ANOVA. In the subject analysis, all factors were withinsubject factors; and, in the item analyses, prime type was a withinitem factor and prime frequency and neighborhood size were between-item factors. The mean response latencies of correct responses and the mean error rates for the word targets are listed in Table 7 ; the data for the nonword targets are listed in Andrews, 1997) , there was a neighborhood-size effect: Target words with many neighbors were responded to more quickly (552 ms) and more accurately (6.9% errors) than target words with few neighbors (559 ms and 8.8% errors).
Also consistent with previous research was the interaction between target frequency and neighborhood size in the subject analysis of response latencies, F s (1, 55) ϭ 7.91, p Ͻ .01, MSE ϭ 1,651.3; F i (1, 156) ϭ 1.70, p Ͼ .10, MSE ϭ 5,186.6, with a neighborhood-size effect for the low-frequency target words only. The three-way interactions were followed up by analyzing the data for the words with many neighbors and the words with few neighbors separately (Prime Type ϫ Target Frequency interaction contrasts). For the words with many neighbors, there was no interaction between prime type and target frequency for response latencies or for errors (all Fs Ͻ 1). There was a 27-ms inhibition effect for low-frequency neighbor targets and a 32-ms inhibition effect for high-frequency neighbor targets, both of which were statistically significant, t s (55) ϭ 3.76, p Ͻ .001, SEM ϭ 7.2, t i (39) ϭ 4.11, p Ͻ .001, SEM ϭ 7.4 and t s (55) ϭ 4.54, p Ͻ .001, SEM ϭ 6.9, t i (39) ϭ 4.67, p Ͻ .001, SEM ϭ 7.5, respectively. The differences in error rates were consistent with the response latencies and were also statistically significant (all ps Ͻ .01). These results mirror those of Experiments 1 and 2, where the words also had many neighbors, in that there was no hint of an interaction between prime type and target frequency (i.e., there were virtually identical priming effects from high-and low-frequency neighbor primes).
For the words with few neighbors, on the other hand, a different pattern emerged. There was evidence of a Prime Type ϫ Target Frequency interaction, both for response latencies, F s (1, 55) ϭ 3.70, p ϭ .06, MSE ϭ 1,224.7; F i (1, 78) ϭ 2.85, p ϭ .10, MSE ϭ 1,835.5, and for errors, F s (1, 55) ϭ 9.62, p Ͻ .01, MSE ϭ 94.0; F i (1, 78) ϭ 7.80, p Ͻ .01, MSE ϭ 82.8. As can be seen in Table 7 , only the higher frequency neighbor primes produced inhibition (598 ms vs. 580 ms), the response latencies to targets primed by lower frequency neighbor primes and by unrelated primes being identical (529 ms). The 18-ms inhibition effect produced by a higher frequency neighbor prime was significant t s (55) ϭ 2.13, Thus, the three-way interaction between prime type, target frequency, and neighborhood size in the overall analysis was because both lower frequency and higher frequency neighbor primes produced inhibition when the target words had many neighbors (as was the case in Experiments 1 and 2), whereas only higher frequency neighbor primes produced inhibition when the target words had few neighbors. This latter result is consistent with Grainger and Segui's (1990) results (as well as the simulations reported in Table 7 ), and supports our conjecture that the neighborhood size of the stimuli may be an important determinant of the inhibitory neighbor-priming effect. Nonword targets. In the analysis of response latencies, there was a main effect of prime frequency in the subject analysis, F s (1, 55) ϭ 9.62, p Ͻ .01, MSE ϭ 1,790.3; F i (1, 76) ϭ 2.40, p Ͼ .10, MSE ϭ 2,266.4. Responses to the nonword targets were slightly faster when they were primed by high-frequency words than when they were primed by low-frequency words (626 ms vs. 639 ms). There was also an effect of neighborhood size, both for response latencies, (Andrews, 1997) , responses to nonwords with many neighbors were slower (645 ms) and more error prone (13.3% errors) than responses to nonwords with few neighbors (620 ms and 5.3% errors). The only interaction was in the analysis of errors rates, where the Prime Frequency ϫ Neighborhood Size interaction was significant in the subject analysis, F s (1, 55) ϭ 12.78, p Ͻ .01, MSE ϭ 80.8; F i (1, 76) ϭ 2.37, p ϭ .13, MSE ϭ 155.3. For the nonwords with few neighbors (but not for the nonwords with many neighbors) there was an effect of prime frequency, F s (1, 55) ϭ 14.61, p Ͻ .001, MSE ϭ 51.4; F i (1, 76) ϭ 9.57, p Ͻ .01, MSE ϭ 28.0, with nonword targets responded to more accurately when primed by high-frequency words (3.4% errors) than when primed by low-frequency words (7.1% errors).
Discussion
In Experiment 3, we manipulated the neighborhood size of the stimuli to test the hypothesis that the pattern of priming effects for low-frequency primes and high-frequency targets depends on the neighborhood size of the primes. The results of this experiment are consistent with this possibility: When the words had many neighbors, both higher frequency and lower frequency neighbor primes produced essentially equivalent inhibition (replicating again the results of Experiments 1 and 2); but, when the words had few neighbors, only higher frequency neighbor primes produced inhibition. This outcome is not readily predicted by the IA model. As shown in Table 7 , for both large-and small-neighborhood targets, more inhibition was expected for the high-frequency-prime-lowfrequency-target pairs than for the low-frequency-prime-highfrequency-target pairs. The finding that neighborhood size matters for low-frequency-prime-high-frequency-target pairs raises the inevitable question of what component of the neighborhood is responsible for the observed difference. This is the question we consider in Experiment 4.
Experiment 4
In neighbor priming situations, one can define three types of neighbors. Considering, for example, the prime-target pair, help-HEAP; some words are neighbors only of the prime (e.g., held), others are neighbors only of the target (e.g., heal), and some are neighbors of both (e.g., hemp). This last type of neighbor is referred to as a shared neighbor (Davis, 2003; Grainger & Jacobs, 1999) . Whereas the prime-only neighbor (held) or target only neighbor (heal) are activated upon prime presentation or target presentation, respectively, a shared neighbor receives activation twice, at the time of prime presentation and at the time of target presentation. Therefore, shared neighbors may be especially competitive in the priming paradigm (see Davis, 2003 , for a detailed discussion). Because stimuli with many neighbors are also more likely to have shared neighbors than stimuli with few neighbors, the inhibition effect from lower frequency neighbor primes with many neighbors could be essentially a shared-neighbor effect. Consistent with this interpretation, an examination of the words used in Experiment 3 revealed that for the pairs with many neighbors, almost all of the neighbor pairs had at least one shared neighbor (37 out of 40 pairs had at least one shared neighbor, with a mean of 3.6 shared neighbors), whereas for the pairs with few neighbors, fewer than a third of the words had a shared neighbor (14 out of 40 pairs had at least one shared neighbor, with a mean of 1.4 shared neighbors).
A number of results in the literature are also consistent with this interpretation. For example, Davis and Lupker (2006, Experiment 2) found that higher frequency primes and lower frequency targets with no shared neighbors showed much less evidence of inhibition than higher frequency primes and lower frequency targets with one shared neighbor (although see Mathey, Robert, & Zagar, 2004 , for a different result). The argument has also been made that the reason there is no facilitation effect from nonword neighbor primes when targets have many neighbors (Davis, 2003; Forster, Mohan, & Hector, 2003) is the lexical inhibition from shared neighbors. The logic is that the lexical inhibition produced by these shared neighbors offsets whatever facilitation effect is produced by nonword neighbor primes, resulting in an overall null effect. Similarly, an experiment by van Heuven, Dijkstra, Grainger, and Schriefers (2001) lends support to the idea of a strong inhibitory role of shared neighbors. Van Heuven et al. manipulated the sharedneighbor status of nonword prime and word target pairs (the word targets had a mean of 4.1 neighbors). They found that, when a prime and target had a shared neighbor, the facilitatory effect on target identification was significantly smaller (12 ms) than when the prime and target did not have a shared neighbor (28 ms). These results all suggest that shared neighbors play a role in the lexical activation process and support the possibility that the inhibition from lower frequency neighbor primes in the present experiments was due to the existence of shared neighbors rather than neighborhood size per se.
In Experiment 4 we tested this shared-neighbor hypothesis directly. In Experiment 4, all the primes were lower in frequency than the targets. There were three basic conditions. In the sharedneighbor condition, the primes shared at least one neighbor with the higher frequency target (e.g., barn-BORN, with the highest frequency shared neighbor being burn). In the no-shared-neighbor condition the primes did not share any neighbors with the target (e.g., bore-BORN), or, in a few instances, shared a single neighbor of very low normative frequency (e.g., for the neighbor pair lend-LEAD, lewd was a shared neighbor). In the unrelated condition, the primes were not orthographically related to the targets (e.g., gang-BORN). If the shared-neighbor hypothesis is correct, then lower frequency neighbor primes should produce inhibition only when these primes share neighbors with the higher frequency targets. Because Experiment 3 demonstrated that the neighborhood size of the primes and targets is important, neighborhood size was controlled in Experiment 4: In Experiment 4A the primes and targets had many neighbors and in Experiment 4B the primes and targets had few neighbors.
Method
Participants. Eighty-five University of Calgary undergraduate students volunteered to participate in the experiment for bonus course credit. Forty-two participated in Experiment 4A and 43 participated in Experiment 4B. All participants were native speakers of English and reported having normal or corrected-to-normal vision. None participated in more than one of these experiments.
Stimuli. For Experiment 4A, the critical stimuli were 42 highfrequency words (M ϭ 413.6 occurrences per million) with many neighbors (M ϭ 11.1) that served as targets. These were selected after consulting the English Lexicon Project database (Balota et al., 2002) to be sure that the words had high lexical decision accuracy rates (the mean accuracy rate was 97.2%). For each participant, each target (e.g., MIND) was primed by one of the three prime types, (a) primes that were orthographic neighbors of the target and shared at least one neighbor with the target (e.g., mint, mine being the shared neighbor), with a mean of 3.2 shared neighbors (the mean normative frequency of the highest frequency shared neighbor was 169.3 occurrences per million; the mean lexical decision accuracy rate to the highest frequency shared neighbor was 96.9%), (b) primes that were orthographic neighbors of the target but shared no neighbors with the target (e.g., mild) or shared a single neighbor of very low normative frequency (M ϭ 2.4 occurrences per million; the mean number of shared neighbors was 0.26; the mean lexical decision accuracy rate to these shared neighbors was 49.1%), and (c) unrelated primes that were not orthographically similar to the targets (e.g., dusk). 4 The mean lexical decision accuracy rates (Balota et al., 2002) for these primes were 96.5%, 95.7%, and 96.6%, respectively. The three prime types were matched as closely as possible on normative word frequency (M ϭ 18.0 occurrences per million) and the number of neighbors (M ϭ 10.3). The descriptive statistics for these stimuli are shown in Table 8 (the stimuli are listed in the Appendix ). To make the proportion of neighbor pairs and unrelated pairs equal, an additional 14 unrelated prime-target fillers of similar lexical characteristics were also presented. Fifty-six nonwords of four and five letters in length, all with many neighbors (M ϭ 9.4) were also selected. Fifty-six word pairs of matching length and neighborhood size were selected to serve as primes for these nonwords. The primes were either an orthographic neighbor of the nonword or an orthographically unrelated word. All of the primes were low-frequency words (M ϭ 18.0 occurrences per million). Unlike the word targets, shared-neighbor status was not manipulated for the nonword targets.
As noted, all of the critical word targets were of very high normative frequency (M ϭ 413.6 occurrences per million) and would therefore be easy to distinguish from nonwords in a lexical decision task. To create a situation equivalent to the previous experiments, where both high-and low-frequency targets were shown in the lexical decision task, an additional 56 word targets with low normative frequencies (M ϭ 11.9 occurrences per million) were shown to participants. All of these filler targets had many orthographic neighbors (M ϭ 9.9) and were primed by orthographically related or orthographically unrelated words with similar normative frequencies. To maintain a 50/50 ratio of word to nonword targets, an additional 56 nonwords were also added to the stimulus set. All of the nonword fillers were primed by lowfrequency words (M ϭ 12.5 occurrences per million) with many neighbors (M ϭ 10.1), half of them primed by orthographic neighbors and the other half primed by orthographically unrelated words. There were six counterbalancing lists for word targets and two counterbalancing lists for nonwords. All items were presented across participants, but the same item was presented only once to each participant. The same filler items were presented to all participants (the filler stimuli are available from the authors). 4 It is important to note that because we wanted to maximize the relative prime-target frequency, the mean word frequency of the shared neighbors was always lower than that of targets, which was always the case in Experiment 3 as well. Therefore, whether there is an inhibitory effect of shared neighbors when one of those neighbors is higher in frequency than the target (or of equivalent frequency) was not tested. This may be an important issue for future research; however, for present purposes (i.e., providing a closer examination of the results of Experiment 3) such a manipulation was not relevant. Note. Standard deviations in parentheses. Shared-neighbor status (prime-target pairs with or without a shared neighbor) was not a factor for nonword trials.
For Experiment 4B, it was not possible to use a within-item design, because when using words with few neighbors it is very difficult to find words that have two neighbors of equivalent normative frequency, one with a shared neighbor and the other without a shared neighbor. As a result, for Experiment 4B, unlike Experiment 4A, we could not use the same targets for the sharedneighbor condition and the nonshared-neighbor condition; separate sets of prime and target pairs were created; in one set, the pairs had a shared neighbor (e.g., trail-TRAIN, trait being the shared neighbor), and, in the other set, the pairs had no shared neighbor (e.g., vague-VALUE).
For Experiment 4B, the critical stimuli were two sets of 30 orthographic neighbor pairs, one member of the pair being of high normative frequency (M ϭ 219.1 occurrences per million) and the other of low normative frequency (M ϭ 14.9 occurrences per million). All of the words had few neighbors, with a mean of 3.5 neighbors. All of the words had high lexical decision accuracy rates (97.9% for the high-frequency words and 96.6% for the low-frequency words; Balota et al., 2002) . For one set of these neighbor pairs, the primes and targets had at least one shared neighbor (M ϭ 1.4; the mean normative frequency of the highest frequency shared neighbor was 75.4 occurrences per million; the mean lexical decision accuracy rate for these words was 97.3%,); and, for the second set, the primes and targets had no shared neighbors or a single shared neighbor of very low normative frequency (M ϭ 1 occurrence per million; the mean number of shared neighbors was 0.1; the mean lexical decision accuracy rate for these shared neighbors was 42.0%). For each neighbor prime, an unrelated prime of the same length and with a similar normative frequency and neighborhood size was selected (e.g., foggy-TRAIN; charm-VALUE). The descriptive statistics for the stimuli are shown in Table 9 (the stimuli are listed in the Appendix ).
An additional 60 word targets of low normative frequencies (M ϭ 14.5 occurrences per million) were added to the stimulus set so that participants saw a mixture of high-and low-frequency words, as they did in our other experiments. Half of these lowfrequency filler words were primed by their neighbors and the other half were primed by orthographically unrelated words. Davis and Lupker (2006) reported that the inhibitory neighbor priming effect on word targets was stronger when the nonwords had many neighbors than when they had few neighbors. To capitalize on any potential effect here, we also included nonwords with many neighbors along with nonwords with few neighbors. Using nonwords with many neighbors also made the difficulty of the lexical decision more comparable to that in Experiment 4A, where all the nonwords had large neighborhoods. Two sets of 30 nonwords with similar characteristics were selected. One set of nonwords had many neighbors (M ϭ10.0) and the other set had few neighbors (M ϭ 3.1). All the nonwords were primed by words that were matched in length and neighborhood size and were either orthographic neighbors of the nonwords or unrelated words. The primes preceding nonword targets were all low in normative frequency (M ϭ 15.1 occurrences per million). To maintain an equal number of word and nonword items, an additional 60 nonwords were added to the stimulus set, half of them with many neighbors (M ϭ 9.3) and the other half with few neighbors (M ϭ 3.1). All of these filler nonwords were primed by low-frequency words (M ϭ 14.2 occurrences per million), with half primed by their orthographic neighbors and the other half primed by unrelated words. There were two counterbalancing lists for word targets and two counterbalancing lists for nonwords. All items were presented across participants, but the same item was presented only once to each participant. The same filler items were presented to all participants (the filler stimuli are available from the authors).
Apparatus and procedure. The apparatus and procedure were identical to those used in the preceding experiments.
Results
Experiment 4A: Words with Many Neighbors
To be consistent with the previous experiments, response latencies less than 300 ms or greater than 1,200 ms were treated as outliers and were removed from all analyses (0.9% of the word trials, 2.1% of the nonword trials). For the word data, prime type was the single factor and had three conditions: neighbor primes with shared neighbors, neighbor primes with no shared neighbors, and orthographically unrelated primes. Prime type was a withinsubject factor in the subject analysis and a within-item factor in the item analysis. For the nonword data, prime type (neighbor prime, unrelated prime) was the single factor and was a within-subject factor in the subject analysis and a within-item factor in the item Table 9 Mean Kucera & Francis (1967) (41) ϭ 2.48, p Ͻ .05, SEM ϭ 8.8. The same was true when the targets were primed by neighbor primes without shared neighbors-responses to these targets were 21 ms slower than responses to targets primed by unrelated primes, t s (41) ϭ 3.08, p Ͻ .05, SEM ϭ 6.6; t i (41) ϭ 2.13, p Ͻ .05, SEM ϭ 10.7. Thus, like the situation in Experiments 1, 2, and 3 (where the primes and targets also had many neighbors), lower frequency neighbor primes produced inhibitory priming effects. There was no evidence, however, that the inhibition effect from lower frequency neighbor primes was contingent upon the primes and targets sharing neighbors, as the priming effects were nearly identical when the primes and targets shared a neighbor and when they did not. Error rates were consistent with the response latencies, although there was no effect of prime type on errors (both Fs Ͻ 1). (Power was 99% in the subject analysis of response latencies and 98% in the item analysis of response latencies.)
Nonword targets. The nonword data are listed in Table 11 . There was no effect of prime type in the response latency analysis or in the error analysis (all Fs Ͻ 1).
Experiment 4B: Words with Few Neighbors
As was done in the previous experiments, the data from participants with overall error rates greater than 20% were excluded (n ϭ 3) and response latencies less than 300 ms or greater than 1,200 ms were removed from all analyses (0.9% of the word trials; 2.0% of the nonword trials). For the word data, response latencies of correct responses and error rates were analyzed by comparing responses to targets primed by neighbor primes with shared neighbors to their corresponding orthographically unrelated primes and by comparing responses to targets primed by neighbor primes without shared neighbors to their corresponding orthographically unrelated primes. The nonword data were analyzed by a 2 (prime type: neighbor prime, unrelated prime) ϫ 2 (neighborhood size: large, small) ANOVA. Both factors were within-subject factors in the subject analysis; in the item analysis, prime type was a withinitem factor and neighborhood size was a between-item factor. The mean responses latencies of correct responses and the mean error rates are listed in Table 10 .
Word targets. For the prime and target pairs with shared neighbors, there was no effect of prime type in the analysis of response latencies (both Fs Ͻ 1), but there was an effect for errors in the subject analysis, F s (1, 39) ϭ 6.33, p Ͻ .05, MSE ϭ 28.44; F i (1, 29) ϭ 3.36, p ϭ .08, MSE ϭ 40.17. Participants made more errors to targets when they were primed by neighbors (6.3%) than when they were primed by unrelated words (3.3%). Similarly, for the prime and target pairs without shared neighbors, there was no effect of prime type in the analysis of response latencies, F s (1, 39) ϭ 1.76, p Ͼ .10, MSE ϭ 506.05; F i Ͻ 1, but there was an effect in the analysis of errors, F s (1, 39) ϭ 7.05, p Ͻ .05, MSE ϭ 15.44; F i (1, 29) ϭ 5.06, p Ͻ .05, MSE ϭ 16.15. Again, error rates were slightly higher when a target was primed by a neighbor (4.0%) than when a target was primed by an orthographically unrelated word (1.7%).
In terms of response latencies, these results replicate the basic finding of Experiment 3: When the primes and targets have small neighborhoods, lower frequency primes do not produce inhibitory priming. On the other hand, unlike the situation in Experiment 3, the error data do suggest that there was some inhibitory neighbor priming, as neighbor primes led to slightly higher error rates than unrelated primes (a difference of 2.3%). Of course, because error rates were so low (averaging less than 5%), the variance estimates in the denominator of the F ratios are severely restricted due to a floor effect. Thus, one should be very cautious when interpreting this difference. The more important result was the lack of any evidence that the inhibition effect on error rates from lower frequency neighbor primes was contingent upon the primes and targets sharing neighbors. Neighbor primes led to slightly higher error rates than unrelated primes, but this was true regardless of whether the primes and target shared neighbors.
Nonword targets. The nonword data are listed in Table 11 . There was no effect of prime type in the analysis of response Note. Priming effects in Experiment 4A were calculated using the same unrelated trials as shared-neighbor status was a within-item manipulation. Priming effects in Experiment 4B were calculated using different unrelated trials as shared-neighbor status was a between-item manipulation. 
Discussion
In this experiment we tested whether the inhibition effect from lower frequency neighbor primes observed in the previous experiments is a shared-neighbor effect. In Experiments 4A and 4B the primes were always lower in frequency than the targets, with the primes and targets in Experiment 4A having many neighbors and the primes and targets in Experiment 4B having few neighbors. In both experiments, the targets were primed by orthographic neighbors that had at least one shared neighbor with the target, orthographic neighbors that did not have a shared neighbor with the target, or unrelated words. Although both experiments replicated the basic effects observed in the previous experiments-there was a significant inhibition effect from lower frequency neighbor primes for the words with many neighbors but little evidence of one for the words with few neighbors-there was no indication that this inhibition effect was modulated by shared neighbors. Our results therefore suggest that (a) having a (low-frequency) shared neighbor does not increase the competition produced by a lower frequency neighbor prime and (b) the inhibition effects from lower frequency neighbors in the preceding experiments were not due simply to the activation of shared neighbors, but rather to the impact of activating large sets of neighbors.
General Discussion
One goal of the present research was to establish whether inhibitory neighbor priming ) is reliably observed in English. Considered together, the results were quite clear-in all of our experiments, we found that orthographic neighbor primes delayed target identification. In Experiments 1 and 2, only words with many neighbors were tested; and, in Experiment 3, both words with many neighbors and words with few neighbors were tested. In Experiment 1, target identification was significantly delayed by neighbor primes, and the effect was observed irrespective of relative prime-target frequency (with a 24-ms inhibition effect from higher frequency neighbor primes and a 21-ms inhibition effect from lower frequency neighbor primes). These results suggested that, for words with many neighbors, the relative frequency of the prime and the target is not crucial in the lexical competition process. Experiment 2 replicated the main results of Experiment 1 with a different group of participants and a different set of stimuli. Although the size of the inhibition effect from higher frequency neighbor primes (40 ms) was numerically larger than the effect from lower frequency neighbor primes (25 ms), even with a relatively large number of participants (N ϭ 56) this difference never approached statistical significance. Thus, there was no reason to believe that the priming effect from higher frequency neighbor primes was meaningfully different than the priming effect from lower frequency neighbor primes. The validity of this conclusion was reinforced by the results of Experiment 3. In Experiment 3 we again replicated the pattern of inhibition observed in the first two experiments using words with many neighbors. That is, for these words, there were equivalent inhibition effects from higher frequency neighbor primes (27 ms) and from lower frequency neighbor primes (32 ms). On the other hand, for the words with few neighbors, only higher frequency neighbor primes delayed target identification (by 18 ms).
All in all, these findings provide partial support for one of the fundamental assumptions of the activation-based models that incorporate lexical competition: that orthographic neighbors compete during target processing, delaying target identification (e.g., Davis, 2003; Davis & Lupker, 2006; Grainger & Ferrand, 1994; . That is, the results of the present study indicate that, as in other alphabetical languages-such as French, German, and Dutch-lexical competition does play a role in the word identification process in English. Our results, however, do challenge one of the key assumptions of the activation-based models, namely, that how effectively and strongly a neighbor prime inhibits target identification depends on the frequency relationship between the prime and the target. According to the models, inhibition from neighbors should be much stronger when the primes are higher in frequency than the targets. In addition, as shown in Table 7 , this effect should be observed irrespective of the neighborhood sizes of the stimuli. That is, the model predicts essentially the same pattern of inhibition effects for words with many neighbors as for words with few neighbors (see also Davis, 2003) . In contrast, the data show that this pattern only emerges for small-neighborhood targets.
The interaction between prime relatedness, relative prime-target frequency, and neighborhood size that we observed in Experiment 3 clearly is inconsistent with the predictions of the IA model. The obvious question, then, is what factor or factors give rise to this interaction? One possibility that was tested in Experiment 4 was that it was due to the impact of shared neighbors. Because primes and targets with many neighbors are more likely to have shared neighbors than primes and targets with few neighbors, an inhibition effect from lower frequency neighbors for words with many neighbors may have been due to the stronger lexical competition caused by the shared neighbors.
Experiment 4 was designed to directly test this shared-neighbor hypothesis. In one condition the related prime-target pairs had at least one shared neighbor and in the other condition they had none. The test of this hypothesis produced an unequivocal result: There was no effect of shared neighbors on the size of the inhibition effect. For the words with many neighbors (Experiment 4A), there were significant and equivalent inhibition effects from lower frequency neighbors whether the prime and target had a shared neighbor or not (the basic inhibition effect replicating the results of Experiments 1 and 2). Similarly, there was no effect of shared neighbors for words with few neighbors (Experiment 4B). For the words with few neighbors, lower frequency primes did not delay response latencies to targets for either shared-neighbor or noshared-neighbor pairs (the lack of an overall inhibition effect on response latencies replicating the results of Experiment 3). There was a small inhibition effect in the error data suggesting that inhibitory processes were at work even for these pairs; however, these data also indicate there was no differential effect of shared neighbors on this inhibition effect. Based on the results of Experiment 4, we therefore ruled out the possibility that the key result of Experiment 3 was a shared-neighbor effect.
The Prime's Neighborhood Size Is the Key Factor Responsible for the Interaction Between Prime Relatedness, Relative Prime-Target Frequency, and Neighborhood Size
The results of Experiments 3 and 4 clearly point to neighborhood size, per se, as the crucial factor in determining the size of the inhibitory priming effect from low-frequency neighbor primes. To determine if we could provide additional support for this conclusion, we correlated inhibitory priming effects with the number of the prime's neighbors, using the item data from all our experiments. For the 304 cases where a lower frequency neighbor prime primed a higher frequency target, the Pearson correlation was -.19, p Ͻ .01, indicating that, as the number of prime neighbors increased, the size of the inhibition effect also increased. This relationship can be seen graphically in Figure 1 , in which the mean priming effect is plotted against the number of prime neighbors (excluding the means from the seven primes with 17 or more neighbors, as those means would be based on only two or three items each). The priming effect shows a slight trend toward facilitation when the higher frequency target is the only neighbor of the prime (i.e., when the number of neighbors ϭ 1), with the effect turning into inhibition as the number of prime neighbors increases. Figure 1 also suggests that the effect seems to level off when the number of neighbors is larger than 9, although the correlation did not become substantially stronger when we confined the analysis to the words with 1 to 9 neighbors (r ϭ -.27, p Ͻ .001, N ϭ 196) . This analysis provides further support for the conclusion that neighborhood size truly does determine the size of the inhibition effect when low-frequency neighbor primes and high-frequency targets are used.
Additional evidence supporting this conclusion comes from the patterns of inhibitory effects associated with neighborhood size in Davis and Lupker (2006) . That is, the small (13 ms) inhibition effect from low-frequency primes in their Experiment 1 could have been due to those primes having a mean neighborhood size of only 2.4. As can be seen in Figure 1 , our data indicate that, for a neighborhood size of 2.4, the priming effect would be about 5 ms. It could also explain why we did not find any inhibition effect in Experiment 3, yet a small effect in errors in Experiment 4B, as the neighborhood size of the former was smaller than that of the latter (M ϭ 2.9 and 3.9 neighbors, respectively). All of these results are consistent with the conclusion that as the prime's neighborhood size increases, there is an increasing likelihood of observing inhibitory priming. The small effect in the error rates of Experiment 4B may in fact be the beginning of an inhibition effect, one not yet strong enough to be observed in both the response latency and error data.
Although it seems clear that neighborhood size determines the size of the inhibition effect when low-frequency neighbor primes and high-frequency targets are used, there is no evidence that this same conclusion applies to high-frequency neighbor primes and low-frequency targets. Although in Experiment 3 the inhibition effect from high-frequency primes with large neighborhoods (27 ms) was slightly larger than the inhibition effect from highfrequency primes with small neighborhoods (18 ms), across all our experiments, there was no relation between the number of prime neighbors and the size of the priming effect for high-frequencyprime-low-frequency-target pairs, r ϭ .03, ns (N ϭ 160). This relationship can be seen graphically in Figure 2 , in which the mean priming effect is plotted against the number of prime neighbors (excluding the three primes with 18 or more neighbors). This result suggests that the principles may be slightly different when highfrequency versus low-frequency primes are used.
A further piece of evidence for this conclusion comes from the contrast between the present Experiment 4 and Davis and Lupker's (2006) Experiment 2. In our Experiment 4, using low-frequency primes and high-frequency targets, we did not find that shared neighbors affected the size of the inhibitory priming effect. In contrast, in Davis and Lupker's Experiment 2, using highfrequency primes and low-frequency targets, there was a strong shared-neighbor effect: Prime-target pairs without shared neighbors produced much smaller inhibition effects than prime-target pairs with shared neighbors. At this point, therefore, it appears that for primes that are higher frequency neighbors, the lexical competition is dominated by the prime's word units and any coactivated shared neighbors. The activation in other lexical units (i.e., the rest of the prime's neighborhood) does not appear to be strong enough to matter. However, for lower frequency primes, because the prime itself achieves a lower level of activation, the activation of the rest of the neighborhood can play a larger role in the inhibition process. In essence, even neighbors of the primes that are not neighbors of the target (i.e., prime-only neighbors) do inhibit target processing and, if there are enough of them, this inhibition will affect identification time.
Expanding the Neighborhood
There is a growing consensus among researchers that the common definition of neighborhoods (Coltheart et al., 1977) is very likely insufficient. For example, target identification can be slowed down by a word prime that is shorter or longer than the target (De Moor & Brysbaert, 2000; Drews & Zwitserlood, 1995) and also by a prime that shares only the first syllable with the target (Carreiras & Perea, 2002 ; see also Bowers, Davis, & Hanley, 2005) . These findings suggest that the target's word unit receives inhibitory signals from word units that are not traditionally regarded as target neighbors. Further support for this suggestion comes from Janack, Pastizzo, and Feldman (2004) . They found that a lower frequency prime that has a 50% letter overlap with the target (e.g., lash-CAST) significantly delayed target identification in a lexical decision task. Moreover, the size of inhibition from such partial primes was as large as from conventional orthographic neighbor primes where primes and targets had 75% overlap (e.g., mast-CAST or cash-CAST).
What these results suggest is that a word's effective neighborhood probably includes words that differ from it at more than one letter position. At the very least, it would include words that differ at two letter positions. Of course, if this conclusion is true, it entirely negates the qualitative distinction we have been making between prime-only, target-only, and shared neighbors. That is, in our analyses, "prime-only" neighbors are words that actually share n Ϫ 2 letter positions with the target. For example, for the fourletter neighbor pair heap-HELP, the prime-only neighbor heat shares two of four letters with the target HELP. Likewise, for the five-letter neighbor pair shirt-SHORT, the prime-only neighbor shift shares three of five letters with the target SHORT. If the definition of a neighbor is expanded in the manner suggested by the results cited above, these prime-only neighbors would become shared neighbors (as would any target-only neighbors). Ultimately, the best way of thinking about the prime-target neighborhood may be quantitatively rather than qualitatively. Two-letter different words like HELP and HEAT may be neighbors and may compete with one another; they may simply not compete to the same extent as conventional neighbors, like HEAP and HELP.
With this point in mind, an alternative possibility that should be considered is that the inhibition effect from low-frequency primes may have been caused by a single word that is an unconventional neighbor (i.e., one sharing less than n Ϫ 1 letters) that is higher in frequency than the target (e.g., for the pair tide-SIDE, time is an unconventional neighbor higher in frequency than the target). Certainly, as the prime's neighborhood size increases, the probability of the prime having a higher frequency neighbor of this sort would increase. Because such a neighbor could be a strong inhibitor in the competition process, it is important to investigate whether the inhibition effects from low-frequency primes might have been due to a single unconventional neighbor higher in frequency than the target. To test this possibility, we conducted a correlational analysis (based on 215 cases) with only the primetarget pairs where the target was the highest frequency neighbor of the prime, even if this unconventional definition of a neighbor were used. The results were consistent with our first correlational analysis: The size of the inhibition effect increased as the number of prime neighbors increased, r ϭ -.23, p Ͻ .001. This analysis provides further evidence that the finding that lower frequency neighbors inhibited higher frequency targets for words with many neighbors is due to the prime's neighbors collectively competing with the target representation and, hence, slowing target identification, rather than the activation of an unconventional highfrequency neighbor.
It is important to note that although all of our post hoc analyses were conducted based on the number of prime neighbors, our results do not rule out the possibility that what is important is actually the number of target neighbors (as the density-constraint effect suggests for nonword neighbor primes; Forster, 1987; Forster & Davis, 1991; Forster et al., 1987; Forster & Taft, 1994) or another variable that is highly correlated with neighborhood size. With respect to the issue of target neighborhood size, we conducted a correlational analysis based on the number of target neighbors and found that the relation between target neighborhood size and the size of the inhibition effect was smaller but still statistically significant, r ϭ -.12, p Ͻ .05, N ϭ 304. Because the neighborhood size of the primes and targets was highly correlated (r ϭ .83), there would be no way at present to determine unequivocally which neighborhood really mattered (assuming only one did). Nor would it really seem useful to try until the optimal way to define a word's neighborhood has been fully established. The critical point to make here is that in order for lower frequency neighbor primes to inhibit higher frequency targets, the primes need some help from their coactivated neighbors, whether they are, according to the conventional definition, prime neighbors or target neighbors (or both).
The strong inhibition effects for words with many neighbors found in the present experiments nicely parallels the density constraint found when using nonword neighbor primes (Forster, 1987; Forster & Davis, 1991; Forster et al., 1987) . Thus, the two effects could have similar bases. That is, the absence of a facilitation effect for words with large neighborhoods could be caused by coactivated neighbors collectively producing enough inhibition to cancel out whatever facilitation effect comes from nonword neighbor primes (van Heuven et al., 2001) .
Implications for Alternative Accounts of the Masked Priming Effect
The inhibitory neighbor priming effect observed in the present experiments is consistent with activation-based accounts of the masked priming effect, which assume that the priming is caused by a prime preactivating the lexical representation of the target and the lexical representations of orthographically similar words (e.g., Grainger & Jacobs, 1996; McClelland & Rumelhart, 1981) . On the other hand, inhibitory priming effects are quite problematic for one of the alternative accounts of masked priming, Bodner and Masson's (1997; retrospective (episodic) account. According to this view, masked priming effects are explained in terms of the prime presentation creating a new processing resource in memory, which is subsequently recruited to facilitate target identification. The similarity of the processing of the prime event and target event is the key for efficient processing; the more similar the two events, the faster the target should be identified. This account inevitably predicts that neighbor primes will facilitate target identification relative to unrelated primes, because the processing resources created for the prime will be more similar to those for the target on neighbor-prime trials than on unrelatedprime trials. Thus, the fact that our effects are inhibition effects would seem to rule out any interpretation of these results based on a retrospective account of masked priming effects.
Our results also have implications for models of lexical selection that do not incorporate discrete lexical representations, such as the parallel distributed processing models (e.g., Seidenberg & McClelland, 1989; Plaut et al., 1996) . Unlike the activation-based models, in these models there are no abstract units corresponding to words; instead, the representation of a word is encoded across an interconnected network of units. Because there are no lexical representations for a prime to preactivate and no competition among activated lexical representations, it is not at all clear how these models could account for an inhibitory effect of neighbor primes on target identification. The presentation of a neighbor prime could activate a set of units corresponding to the prime, and some of those units could be shared with the target (due to their similar orthography), but any resulting priming effect would be expected to be facilitatory, not inhibitory. Inhibitory neighbor priming effects, whether from higher frequency or lower frequency neighbor primes, will therefore be a challenge for parallel distributed processing models to accommodate.
Conclusions
The present research, showing an inhibitory effect of neighbor primes on target identification in English, supports the basic assumption of lexical competition models of visual word identification. Further, our systematic manipulation of neighborhood size revealed that the inhibition effect interacts with neighborhood size and the prime-target frequency relationship. When words have few neighbors, the pattern of inhibition was accurately predicted by the simulations (inhibition from high-frequency neighbor primes but not from low-frequency neighbor primes). On the other hand, when words have many neighbors, the model underestimates the strength of inhibition from lower frequency neighbors. Our post hoc analyses support the idea that this inhibition is strongly related to the number of neighbors of the lower frequency primes (and their targets). Presumably, the prime's neighbors collectively compete with the target representation, thereby slowing target identification. Additional research will be necessary to determine how and if the principles embodied in these models can be altered to explain how these inhibition effects from groups of lowfrequency neighbors can arise.
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