Let Mg be the course moduli space of complex projective nonsingular curves of genus g. We prove that when the Brill-Noether number ρ(g, 1, n) is non-negative the Petri locus P 1 g,n ⊂ Mg has a divisorial component whose closure has a non-empty intersection with ∆0. In order to prove the result we show that the scheme G 1 n (Γ) that parametrizes degree n pencils on a curve Γ is isomorphic to a component of the Hilbert scheme parametrizing certain curves on the symmetric square Γ2 of Γ and we study the properties of such a family of curves.
Introduction
This paper is devoted to some aspects of the Petri condition for linear pencils on a complex algebraic curve. Let C be a nonsingular irreducible projective curve of genus g ≥ 2 defined over C, and let (L, V ) be a pair consisting of an invertible sheaf L on C and of an (r + 
The Petri map for L is
Recall that C is called a Petri curve if the Petri map µ0(L) is injective for every invertible sheaf L on C. We will say that C is Petri with respect to g r n 's if the Petri map µ0(L, V ) is injective for every g r n (L, V ) on C. We say that C is Petri with respect to pencils if it is Petri w.r. to g 1 n 's for every n.
By the Gieseker-Petri theorem [13] we know that in Mg, the course moduli space of nonsingular projective curves of genus g, the locus of * Both authors are members of GNSAGA-INDAM curves which are not Petri is a proper closed subset Pg, called the Petri locus. This locus decomposes as Pg = r,n P r g,n where we denote by P r g,n ⊂ Mg the locus of curves which are not Petri w.r. to g r n 's. The structure of Pg and of P r g,n is not known in general: they might a priori have several components and not be equidimensional. If the Brill-Noether number ρ(g, r, n) := g − (r + 1)(g − n + r) is nonnegative then it is conjectured that P r g,n has pure codimension one if it is non-empty. This is known to be true in some special cases, namely when ρ(g, r, n) = 0, and for r = 1 and n = g − 1 [20] . In [3] we proved that if ρ(g, r +1, n) < 0 then P r g,n has pure codimension one outside P r+1 g,n . When g ≤ 13 then Pg has pure codimension one [4, 5, 15] .
Denote by Mg the moduli space of stable curves, and let
be its boundary, in standard notation. In [8] G. Farkas has proved the existence of at least one divisorial component of P 1 g,n in case ρ(g, 1, n) ≥ 0 and n ≤ g − 1, using the theory of limit linear series. He found a divisorial component which has a nonempty intersection with ∆1. Another proof has been given in [6] , by degeneration to a stable curve with g elliptic tails. The method of [8] has been extended in [9] to arbitrary r.
Our main result is: Theorem 1.1 Assume that g, n ≥ 3 are such that ρ(g, 1, n) ≥ 0. Then P 1 g,n has a divisorial component whose closure has a non-empty intersection with ∆0.
We obtain this result by induction on g, via a preliminary study of independent interest of certain pencils on curves of genus g − 1. Namely, we consider a nonsingular curve Γ of genus γ = g − 1 which is Petri w.r. to pencils, and, for a given x + y ∈ Γ2, the second symmetric power of Γ, we consider those g 1 n 's (L, V ) such that x + y is contained in one of their divisors: we call them neutral linear pencils w.r. to x + y. They form a divisor N 1 n (x+y) of G 1 n (Γ) which is closely related to the set of generalized pencils on the nodal curve X of arithmetic genus g obtained from Γ after identifying x = y (see Definition 7.3). We undertake a detailed study of the divisors N 1 n (x + y), of their singular locus, and of their relation with generalized pencils on X. We prove that the only generalized g 1 n 's on X which are non-Petri are those corresponding to singular elements of N 1 n (x + y) for which neither x nor y are base points. Then we show that those x + y ∈ Γ2 for which N 1 n (x + y) contains such singularities are contained in a curve Rn ⊂ Γ2, and that in such a case the singularities of that sort are finitely many (Proposition 6.2). In particular, by choosing x + y outside all such curves for the possible (finite) set of values of n, the curve X will be Petri w.r. to generalized pencils. From this result we obtain an inductive proof of the Gieseker-Petri theorem for pencils. The proof of Proposition 6.2 uses Proposition 2.1 asserting that in Γ every invertible sheaf with h 0 (L) ≥ 2 satisfies H 1 (L 2 (−x)) = 0 for all x ∈ Γ. This statement has far-reaching consequences and has been the starting point of this work.
A key role here is played by the curves sL,V ⊂ Γ2 associated to g 1 n 's (L, V ), consisting of all x + y ∈ Γ2 which are contained in some divisor of (L, V ). The family of all such curves is studied in detail: in particular we show that the scheme G 1 n (Γ) of g 1 n 's, which parametrizes the curves sL,V , is isomorphic to a component of the Hilbert scheme of Γ2 (Theorem 5.6). A closer look at the above mentioned curve Rn ⊂ Γ2 shows that it does not contain the diagonal. For this part we use the main result of [7] , which implies that ∆1 ⊂ Mg is not contained in the closure of Pg. We also need to prove that Rn is non-empty. Here we apply a theorem of Steffen [19] to the characteristic map of the the family of sL,V 's (Proposition 6.1).
With the aid of all the previous results we prove Theorem 1.1 as follows. We fix a non-Petri nodal curve X as above and we consider a modular family of stable genus g curves f : X −→ B containing X among its fibres. A straightforward construction produces an irreducible variety
is non-Petri and a morphism P −→ B. Since this map is finite above X it follows that its image is a divisorial component P of P 1 g,n . This component contains X and therefore it intersects ∆0.
The structure of the paper is as follows. In §2 we discuss the properties of the Petri map for pencils. In §3 we recall some cohomological properties of line bundles on Γ2 and we introduce and study the curves sL,V . The schemes of neutral linear series are introduced in general in §4 and they are studied in detail in §5 in the special case of pencils. In §6 we introduce and study the curves Rn. Then in §7 we interpret in terms of nodal curves what has been proved before. The final §8 is devoted to the proof of Theorem 1.1.
The Petri map for pencils
Let Γ be a projective nonsingular irreducible curve of genus γ ≥ 3, L a line bundle on Γ and
is a base-point free pencil on Γ, i.e. a linear pencil such that V generates L. The Koszul complex of V gives the exact sequence:
If we now tensor by 2 V and recall that V = 2 V ⊗ V ∨ we obtain the sequence (4) again. This implies that µ0(L, V ) and ρ are the same map. Therefore we have an isomorphism
Suppose now that (L, V ) is any linear pencil on Γ and let B be its fixed divisor. Then, applying the above analysis to the fixed point free linear pencil (L(−B), V (−B)) we obtain that, for any line bundle M ,
In particular we obtain:
We have the following proposition:
Proposition 2.1 If Γ is Petri with respect to pencils then:
Proof. We only need to prove (ii). Let L ∈ Pic(Γ) be such that h 0 (L) ≥ 2 and assume that H 1 (L 2 (−x)) = 0 for some x ∈ Γ. Consider the exact sequence:
again contradicting (i). ✷ A special case of part (ii) of the proposition is in [18] , Lemma 4.2. Some of these remarks can be extended to linear series of higher dimension, as follows. If dim(V ) = r + 1 ≥ 3 and V generates L, from the Koszul complex we obtain the exact sequence:
where ϕV : Γ → P(V ∨ ) = P is the morphism defined by V . After tensoring by L r+1 and taking cohomology we obtain the exact sequence:
Again, the map ρ ∨ can be identified with µ0(L, V ) ∨ , after having identified
and we find the well-known isomorphism:
The second symmetric power Let Γ2 be the second symmetric power of Γ. Denote by
the natural degree two quotient morphism and by
the projections. Given L, M invertible sheaves on Γ we will let
We have σ * (δ) = 2D
Moreover, the invertible sheaf ØΓ 2 (δ), which we will shortly denote by δ, is divisible by two. Precisely, by general properties of double covers, there is an invertible sheaf δ/2 on Γ2 satisfying:
and σ * (δ/2) = D (9) In particular we have:
The numerical class of the irreducible curve in Γ2:
is independent of x ∈ Γ and will be denoted by
is an invertible sheaf on Γ we will denote by LX the invertible sheaf
It is immediate to check that
and
Proof. It is a special case of a well-known formula of Mattuck [16] . Let's give a direct proof. Since we have ωΓ×Γ = ωΓ ⊠ ωΓ by the Hurwitz formula for the double cover σ ( [2] , (19) p. 41) we obtain:
On the other hand, by (9) and (11) we have:
In other words:
is injective it follows that:
Comparing (10) with the adjunction formula we obtain:
and therefore Ø δ (ωΓX + δ) = Ø δ . This implies that the effective divisor ωΓX + δ on Γ2 is not ample.
by interchanging the factors in the tensor product. On the other hand, by the projection formula we have
and the two summands are respectively the ι-invariant and ι-antinvariant part. This proves the equalities for H 0 's. The equalities for H 2 's are proved similarly using Serre duality and the expression of ωΓ 2 . The isomorphisms for H 1 's follow from the Kunneth formula and direct computation. ✷ Lemma 3.4 There are natural identifications:
Proof. It is a special case of Lemma 3.3. ✷ Remark 3.5 After making the natural identification δ = Γ, from Lemma 3.3 and from (10) and (12) it follows that the restriction map:
is identified with the natural restriction:
and therefore
Similarly the map:
is identified with the Wahl map:
and H 0 (Γ2, LX − 3δ/2) = ker(wL).
Consider the universal divisor
We have an isomorphism:
and we can identify the map σ with the composition
Given a line bundle L on Γ we can consider the locally free sheaf of rank two on Γ2:
which is called the secant bundle of L. Since
we may as well write:
where the second homomorphism is obtained by pushing down the restriction homomorphism on Γ × Γ2:
φ is a homomorphism of locally free sheaves of rank two. We define an effective divisor sL,V on Γ2 by:
where
Set-theoretically we have:
The arithmetic genus g(sL,V ) of sL,V satisfies: 
Consider the morphisms:
where π1 is induced by the first projection. Assume that (L, V ) is basepoint free. Then the above diagram can be completed as:
| | y y y y y y y y y
where f is the obvious morphism. The degrees of the morphisms are:
Then: (i) tL,V and sL,V are both connected.
(ii) If (L, V ) is base-point free and with simple ramification then tL,V and sL,V are both irreducible and nonsingular.
(iii) Assume that Γ is very general and that
Proof. (i) Let's prove that sL,V is connected. We may assume that n ≥ 2. Since sL,V is effective we have H 0 (ØΓ 2 (−sL,V )) = 0. Therefore from the exact sequence on Γ2:
we see that it suffices to prove that H 1 (ØΓ 2 (−sL,V )) = 0. Consider the exact sequence:
3). Thus it
suffices to prove that ∂ :
This map is the natural multiplication, and it is surjective because deg(ωΓ+ L) ≥ 2g + 1 ( [17] ). This concludes the proof of the connectedness of sL,V . Since σ is ramified over the points 2x ∈ sL,V , where x ∈ Γ is a ramification point of ϕL,V , we deduce that tL,V is connected as well.
(ii) Assume that (L, V ) is base-point free. Let Sing(tL,V ) ⊂ tL,V and Sing(sL,V ) ⊂ sL,V be the singular loci. Since Γ and P(V ∨ ) are nonsingular we have:
Assume now that (L, V ) has only simple ramification and that (x, y) ∈ Ram(π1). Then x = y because otherwise V (−3x) = 0. Moreover (y, x) / ∈ Ram(π1) because otherwise V (−2x−2y) = 0. Therefore (y, x) / ∈ Sing(tL,V ). It follows that σ(x, y) = σ(y, x) / ∈ Sing(sL,V ) because σ is etale over x + y. But then also (x, y) / ∈ Sing(tL,V ). The conclusion is that tL,V and sL,V are both nonsingular. Since they are connected they are irreducible as well.
(iii) If Γ is very general, from [ACGH] Lemma p. 359, it follows that NS(Γ2) =< x, δ/2 >, so that in particular the numerical class of every effective curve is a combination of x and δ/2 with integer coefficients. Let us assume that s (L,V ) = A ∪ B, where A and B are effective curves on Γ2.
We write A = a1x +a2δ/2, B = b1x +b2δ/2 for their numerical classes. We have a2 + b2 = −1 and we will assume that a2 ≥ b2. Suppose that a2 ≥ 1, so that b2 ≤ −2. Since δ is irreducible and is not contained in any component of s (L,V ) we have
It then follows that b1 = n − a1 ≤ 0. But then x · B = b1 + b2 ≤ −2, and x is the class of an ample divisor. It then follows that a2 ≤ 0, so that in fact a2 = 0 because a2 + b2 = −1 and a2 ≥ b2. Then A = a1x numerically and in particular (L, V ) has a base locus of degree a1. If B is reducible we repeat the argument until we get down to a base point free pencil. ✷ Remarks 3.8
(a) If (L, V ) does not have simple ramification then tL,V and sL,V can be singular. Assume for example that the pencil contains a divisor of the form 2x+2y+z1+· · ·+zn−4, with x = y. Then V (−x−2y) = 0 = V (−2x− y). This implies that (x, y) ∈ tL,V is in Ram(π1) ∩ Ram(π2), where π1, π2 : Γ × Γ −→ Γ are the projections. Therefore (x, y) ∈ Sing(tL,V ), and σ(x, y) ∈ Sing(sL,V ).
(b) Part (iii) of Lemma 3.7 will not be needed in the rest of the paper. (c) The curves tL,V are also considered in the recent preprint [12] , where they are called trace curves.
The schemes of neutral linear series
We shall adopt the standard notation G r n (Γ) to denote the scheme of g r n 's on the curve Γ. For its definition and main properties we refer to [1] .
Consider the following diagram where all the arrows are projections:
and where G r n = G r n (Γ). Let P be the pullback on Γ × G r n of a Poincaré line bundle on Γ × Pic n (Γ) and let E r n ⊂ u * P be the tautological locally free subsheaf of rank r + 1 on G r n . We consider on Γ × Γ2 × G r n the natural restriction homomorphism:
Then we push it down to Γ2 × G r n and we compose with the inclusion π * 2 E r n ⊂ π * 2 u * P = π23 * π *
P
We obtain a homomorphism of locally free sheaves on Γ2 × G 
For each x + y ∈ Γ2 we have 
The case of pencils
In this section we assume that Γ is Petri w.r. to pencils and that
Lemma 5.1 Under the assumptions above G We have a natural inclusion:
such that x + y is contained in the fixed divisor of (L, V ), and these are exactly the points where Φ vanishes. The inclusion is obvious. ✷ Note that Γ2 × G 1 n−2 = ∅ if ρ(γ, 1, n) ≤ 3, and it is nonsingular of pure dimension
n (x + y) for some x + y ∈ Γ2, and consider the multiplication map:
Proof. (a) is a direct consequence of (8) and (b) is left to the reader. (c) From Proposition 2.1(i) it follows that H 1 (L 2 (−2B)) = 0, and then also H 1 (L 2 (−2B − y)) = 0, by Prop. 2.1(ii). But, since x < B, we have a surjection 
where ρ := ρ(γ, 1, n) and the first equality holds if and only if N 
On the other hand we have H 0 (ωΓL −1 (x + y)) ∼ = H 0 (ωΓL −1 ) and from the commutative diagram:
we see that M is injective. Therefore the Proposition is true in this case. Assume now that the complete series (L, H 0 (L)) is neutral w.r. to x + y. In this case
and therefore (L, V ) is a nonsingular point of N 1 n (x + y) if and only if
and ker(µ ∨ ) consists of the tangent directions along which L(−x − y) deforms carrying along the section of
Consider the following commutative diagram:
and where ν is the map induced by the universal property of P . By construction ker(ν) = ker(µ
1 (L) + 1. Therefore, recalling (20) and 21), we see that (L, V ) is a nonsingular point of N 1 n (x + y) if and only if ν is surjective. We have another commutative diagram:
where n is induced by the two surjective maps e :
It follows from linear algebra that n is surjective and that ker(n) = ker(e) ⊗ ker(p) is one-dimensional. Therefore there is induced the following commutative and exact diagram: 
. Let B be the fixed divisor of (L, V ) and b := deg(B). The following conditions are equivalent:
(ii) There exists a unique effective divisor z1+· · ·+z 2γ−2n+b ∈ |ωΓL
Proof. The equivalence of (i) and (ii) 
where the left vertical arrow is the differential at
The singularities of p 1
We keep the same assumptions as in §5, namely that Γ is Petri w.r. to pencils and that (17) holds. Let
Consider the natural homomorphism of locally free sheaves on N 1 n (Γ):
We will denote by D0(∂) the vanishing scheme of ∂.
Proposition 6.1 Assume that Γ is Petri w.r. to pencils. Then (i) Supp(D0(∂)) coincides with the relative singular locus of p1 : 
(ii) Note that U is dense in G 1 n (Lemma 5.1). Since domain and codomain of ∂ have ranks 1 and ρ respectively, it follows that every irreducible component of F has codimension ≤ ρ in N 1 n (Γ), i.e. it has dimension ≥ 1. Assume that Γ is a general curve of genus g. then a general (L, V ) ∈ U has simple ramification (by a straightforward count of parameters), and therefore sL,V is nonsingular and irreducible, by Lemma 3.7)(ii). If we restrict ∂ ∨ to sL,
, we obtain:
Since N s L,V /Γ 2 has positive degree (n − 1) 2 − γ it follows that the vector bundle p *
is p2-relatively ample. We now apply Theorem 0.3 of [19] to deduce that F = ∅. This proves the non-emptiness statement in case Γ is general. But the same property is preserved under specialization, and therefore it is also true only assuming that Γ is Petri w.r. to pencils. ✷ Proposition 6.2 In the same hypothesis as before let Rn = p1(F ) ⊂ Γ2. Then:
(i) F is purely one-dimensional, Rn ⊂ Γ2 is a curve and the projection F −→ Rn is finite.
(ii) For all (x + y, (L, V )) ∈ F , x is not a base point of the pencil (L, V ). Let's prove (A). Assume that for some x+y ∈ Γ2 there is an irreducible curve T ⊂ p
n (x + y) ∩ F . Then, for each t ∈ T the corresponding (Lt, Vt) is base-point free and complete and, by Proposition 6.1, is a singular point of N 1 n (x + y). By the criterion (ii) of Corollary 5.5, there is a unique effective divisor Dt = z1(t)+· · ·+z2γ−2n(t) in |ωΓL −2 t (x+y)|. Since the divisors Dt are not constant w.r. to t ∈ T , for some t0 ∈ T we have x ∈ Supp(Dt 0 ). This implies that h 1 (L 2 t 0 (−y)) > 0, contradicting Proposition 2.1(ii). This concludes the proof of (A).
Let's prove (B). Assume that, given x, for a general y ∈ Γ there is (Ly, Vy) ∈ p
Then, by the criterion (ii) of Corollary 5.5, for each such y there is a unique effective divisor Dy ∈ |ωΓL −2 y (x + y)|. Arguing as before we deduce that x ∈ Supp(Dy) for some y and we contradict Proposition 2.1(ii) again.
there is nothing to prove; moreover h 1 (L 2 (−x − y)) = 1, by Corollary 5.5. Consider now (x + y, (L, V )) ∈ F arbitrary, and let B be the fixed divisor of (L, V ). By upper-semicontinuity we have h 1 (L 2 (−x − y)) > 0, and therefore Lemma 5.3(c) , and this is a contradiction.
(iii) For a general x ∈ Γ the curve X = Γ ∪ E, where E is a general elliptic curve and Γ ∩ E = {x}, is a general element of ∆1 ⊂ Mg, where
1 (2x) descends to a pencil on X whose Petri map is not injective. But from [7] we know that the general curve in ∆1 is Petri, and we get a contradiction. ✷
Nodal curves
Let X be an integral projective curve of arithmetic genus g ≥ 4 whose only singularity is an ordinary nodez. Let
be the normalization, and let γ := g − 1 be its genus. Denote by x + y = ν −1 (z). We have ν * ωX = ωΓ(x + y). A torsion free rank 1 sheaf L on X is either invertible or it is not invertible precisely at the pointz. In this case L = ν * L where L is an invertible sheaf on Γ. In particular the ideal sheaf Iz ofz, which is torsion free but not locally free, is
The last equality is obtained by associating to
In particular deg(Iz) = −1 and deg(ν * ØΓ) = 1
because ν is finite, and
We need the following two definitions.
, where L is a torsion free rank 1 sheaf of degree n and V ⊂ H 0 (L) is a vector subspace of dimension r + 1. Obviously, every g r n is also a generalized g r n . Definition 7.4 Let (L, V ) be a generalized g r n on X. The natural map
is called the Petri map of (L, V ). If L is invertible then µ0(V ) is just the ordinary Petri map of (L, V ):
Given r, n the curve X is called a Petri curve w.r. to generalized g r n 's if every generalized g r n on X is Petri. Similarly, given r ≥ 0, we call X a Petri curve w.r. to generalized g r 's if for each n every limit g r n on X is Petri. We call X a Petri curve if it is Petri w.r. to generalized g r n 's for all r, n. If L is a torsion free rank 1 sheaf of degree n on X which is not locally free, then L = ν * L where L is a line bundle of degree n − 1 on Γ; we have
If L is invertible on X then we have an inclusion:
After these preliminaries we can now prove a proposition which relates the Petri maps on X with certain maps on Γ.
If L is invertible we have the commutative diagram:
where M is the natural multiplication map. If moreoverz is a base point of (L, V ) then we have a commutative diagram: (ii) The left vertical equality is a consequence of (26) and the commutativity is clear in this case too. ✷ Corollary 7.6 If Γ is Petri w.r. to pencils and the map
is injective for all g 1 n 's on Γ of the form (ν * L, ν * V ) for which x is not a base point then X is Petri w.r. to generalized g 1 n 's.
is an isomorphism for all b ∈ B. We will further assume that all fibres of f are in Mg ∪ ∆0 and that f has a section σ : B −→ X . We have a commutative diagram:
Jn(X /B) ×B X where Jn(X /B) is the relative Picard variety parametrizing invertible sheaves of degree n on the fibres of f . We now consider the relative scheme G 1 n (X /B) of g 1 n 's on the fibres of f . It can be defined as in the (absolute) case of a single curve, using the existence of a relative Poincaré sheaf P on Jn(X /B) ×B X . We need to recall its construction. One fixes an integer m ≥ 2g − 1 − n and considers the relative grassmannian 
Consider in particular a component P such that q1( P ) contains an (L, V ) on X with µ0(L, V ) not injective. Let P := (qπq1)( P ) ⊂ B Then b0 ∈ P and the induced morphism P −→ P is finite above b0, since q1 is birational above (L, V ) (because (L, V ) is complete) and q1( P ) ∩ G 1 n (X /B)(b0) is finite. Therefore dim(P ) = dim( P ) ≥ 3g − 4. But dim(P ) ≤ 3g − 4 as well because P is a closed locus parametrizing curves that are non-Petri w.r. to pencils, and therefore it does not contain all the points of B parametrizing curves in ∆0, by Theorem 7.7(iii). Let β : B −→ Mg ∪ ∆0 be the functorial morphism, which is finite by construction. Then β(P ) is an irreducible divisor containing [X], but not entirely contained in ∆0 (Theorem 7.7) and β(P ) ∩ Mg is a divisorial component of P 1 g,n having the required properties. This concludes the proof of Theorem 1.1.
