In this paper, we use a database consisting of daily stock-market returns for 20 countries to test for similarities between the left and right tails of returns, as well as across countries. We estimate and test using the distribution of extreme returns over subsamples approach. Via Monte-Carlo simulations, we show that maximum-likelihood estimators are essentially unbiased, provided the size of subsamples is correctly chosen, and that the likelihood-ratio tests on parameters characterizing the behavior of extremes are correctly sized. For actual returns, we find that left and right tails behave very similarly. Across countries, we find that extremes are located at different levels and that their dispersion varies. The tail index, characterizing large extreme realizations, is found to be constant within each geographical group. We verify that the perception that left tails are heavier than right ones is not due to clustering of extremes. The failure to detect statistical significant differences is likely to be due to the relative infrequency of large extremes. D
Introduction
The study of extreme returns has attracted a strong academic interest since, in particular, extreme drops of stock markets may have important consequences for the portfolios of institutional investors. Several academic contributions either focus on the left tail of the distribution of returns, with the purpose of gaining a better understanding for value-at-risk applications, or present estimates of the left and right tails separately, without formally testing whether the extreme realizations in either tail are similar.
Most investors, when asked whether the left tail of returns is heavier than the right one, would spontaneously answer with an affirmative. A first explanation why the left tail could be heavier than the right tail is that stock markets may be subject to bubbles. As bubbles burst, a strong negative return would lead to a market correction. A second explanation could be obtained by reinterpreting the arguments of Campbell and Hentschel (1992) . They argue that returns are moved by news. News generate volatility and cluster, in that news are often followed by additional news. They state that a piece of good news increases stock prices, yet some of this increase gets dampened by the increase in risk premium requested for the higher volatility. On the other hand, a piece of bad news lowers stock prices. This drop gets further amplified by the increase in the risk premium. Because of clustering of news, the left tail of returns could therefore be thicker than the right tail.
In this paper, we use elements drawn from extreme value theory (evt) to formally show, for a large set of mature and emerging stock markets, that the left tail of returns is similar to the right tail. We will also show that volatility clustering cannot be hold responsible for this subjective impression that the left tail is heavier than the right tail.
The behavior of extremes is often summarized by the so-called tail index. This index measures the fat-tailedness of the distribution of a return series. Non-parametric techniques, such as the estimators proposed by Pickands (1975) , or Hill (1975) , are widely used for computing the tail index. Based on high-order statistics, these estimators are very easy to implement. They have been used in a number of empirical studies, such as Koedijk et al. (1990) , Jansen and de Vries (1991) , Hols and de Vries (1991) , and Koedijk and Kool (1992) . These techniques belong to the more general tail approach, which considers the exceedances over a high threshold. In this context, some parametric techniques allow to fit the distribution of the tails using a generalized Pareto distribution (gpd). Applications in finance are by McNeil (1996) , and McNeil and Saladin (1997) . The tail approach, however, has two important drawbacks. First, the small-sample properties of the estimators are likely to be affected by the choice of the threshold. Several papers have proposed methods to select, in an optimal manner, the high threshold (Danielsson and de Vries, 1997; Huisman et al., 2001 ). Second, tail-index estimators are likely to be severely biased when the series is not iid. When the return series is a dependent process (for instance, a GARCH process), the asymptotic properties of the non-parametric estimators are not clearly established. In the context of the estimation of a gpd for the distribution of tails, McNeil and Frey (2000) have proposed to focus on the conditional behavior of the tails, once the series has been filtered by a GARCH process.
There exists an alternative approach to the tail index that partially avoids these two drawbacks. This approach does not consider the distribution of the tails but, rather, the distribution of the maximum or minimum returns over given subsamples. This technique has been applied to financial data by Longin (1996) and McNeil (1998) . The main advantage of this approach is that it does not assume that returns are independent. In the case of dependent, but strictly stationary, processes, the limit distribution of extremes is still a generalized extreme value (gev) distribution, but an additional parameter, namely the extremal index, has to be included in the model. This parameter measures the extent to which dependency of returns affects the extremal behavior of the process. Parameters of the gev may be easily estimated with ML. Therefore, estimates of the tail index are likely to be unbiased and the standard likelihood-ratio test (LRT) applies. In a Monte-Carlo simulation, we will verify that the estimates of the tail index are unbiased and that, for well chosen subsample size, also the rejection frequency of the LRT is correct.
Applications of the evt to stock-market returns are abundant. While a few papers focused on low-frequency data (Longin and Solnik, 2001; Hartmann et al., 2001) , most studies considered daily data (e.g. Jansen and de Vries, 1991; Loretan and Phillips, 1994; Longin, 1996) . Lux (1998) investigated tick-by-tick data of the German DAX stock index. Very few papers, however, focus on the tail behavior of returns in emerging markets. In that field, Claessens et al. (1995) considered the existence of return anomalies and predictability for a set of 20 emerging markets, while Bekaert and Harvey (1997) , using the same data, studied the determinants of volatility in emerging markets.
2 The only paper, to our knowledge, which explicitly investigated the behavior of extreme returns in emerging markets is the paper by Quintos et al. (2001) . These authors considered tests of structural change in the behavior of extreme returns on three Asian stock markets.
From an empirical viewpoint, a first goal of this paper is to extend the investigation of the behavior of extreme returns to a large set of stock markets sampled at daily frequency. We apply evt techniques to a set of 20 stock-market indices covering mature markets, Asian markets, Eastern European markets, as well as Latin American ones. Second, we address specific issues concerning the behavior of extreme returns. On one hand, we test whether the left and the right tails have similar characteristic parameters. In particular, in emerging equity markets, it is not clear whether crashes are more likely to occur than booms. On the other hand, we test whether characteristic parameters of tails are identical across markets. More specifically, we address the issue whether extreme returns behave similarly in a same geographical group. Finally, we question whether clustering of extremes explains the impression that left tails are heavier than right ones. This leads us to test whether the extremal index is similar on both sides of the distribution.
The structure of the paper is as follows. In Section 2, we briefly recall elements of extreme value theory. We introduce notations and tools used in the paper, and we focus on the case of dependent series. In Section 3, we describe the data, and provide descriptive statistics on the pattern of the distribution of market returns. Section 4 is devoted to the empirical results. We first present simulation evidence on the small-sample properties of the ML estimates of the gev parameters and on the LRT statistics. Then, we report estimation of the gev distribution, and we present the results of the tests of the aforementioned hypotheses. In Section 5, we discuss our empirical evidence and conclude.
2 See also Rockinger and Urga (2001) , who focused on Eastern European markets.
Elements of theory for extremes
Several textbooks deal with evt, as those by Leadbetter et al. (1983) , Embrechts et al. (1997) , or Reiss and Thomas (1997) . Therefore, we focus in this section only on features useful for our study.
The case of independent and identically distributed series
Let {X 1 , : : : ,X N } be a sequence of N iid random variables representing daily observations of the return on a stock-market index, with cumulative distribution function F X . We let M N = max(X 1 , : : : ,X N ) denote the maximum over the sample period.
3 The FisherTippett theorem, formally proved by Gnedenko (1943) , gives the limit distribution of standardized extremes. Suppose that there exist a location parameter, l N , and a scale parameter, w N >0, such that the limit distribution of standardized extremes, (M N À l N )/w N , is non-degenerate, with:
Then, the limit distribution, denoted H, can be of three types whose general expression is given by the gev distribution, defined as
where the parameter n is the tail index. Among the three limit distributions, the one obtained for n>0, called the Fréchet distribution, corresponds to fat-tailed processes, such as Cauchy, Stable, or Student t random variables, as well as GARCH processes. A large body of the empirical finance literature documents that asset returns are fat-tailed, suggesting that the most relevant distribution for extreme returns is the Fréchet distribution (e.g. Longin, 1996, as well as Loretan and Phillips, 1994) . Had the data been generated by a Gaussian distribution, then the value of the tail index would have been zero. The location parameter, l N , indicates where extremes are located on average. The scale parameter, w N , indicates the extent to which extreme realizations are dispersed. The tail index, n, focuses on large extreme returns. Fig. 1 displays the Fréchet distribution for different values of the tail index. We notice that, as the tail index increases, the probability mass in the right tail increases.
To obtain ML estimates of the parameter vector (n,l N ,w N )V of the gev distribution, we notice that the gev distribution of a general non-centered, non-reduced, random variable is defined by H n,l N ,w N (m) = H n ((m À l N )/w N ). Assume now that we observe a time series of the random variable X t , forming a sample {x 1 , : : : ,x T }. We consider N-histories, i.e. non-overlapping subsamples of length N. Picking the maximum over each N-history gives a sample of maxima, denoted {m 1 , : : : , m s }, with s being the largest integer smaller or equal to T/N. Parameters can then be easily estimated by applying a maximization routine to the sample likelihood defined as
where h n,l N ,w N (m i ) denotes the density of the gev distribution and I denotes an indicator function. As shown by Smith (1985) , ML estimators are distributed asymptotically normal provided n> À 1/2.
The case of strictly stationary series
The case of strictly stationary, non-iid, series has been studied by Leadbetter et al. (1983) . Embrechts et al. (1997) and McNeil (1998) also provide details and references in the context of the extreme approach applied to financial data.
Assume that X t is now a strictly stationary, but non-iid, time series, and that X t is an associated iid series with the same marginal distribution F X . We also define M N = max(X 1 , : : : , X N ) and M N = max(X 1 , : : : , X N ). Then, as shown by Leadbetter et al. (1983) , the standardized extremes of the two series have the same limit distribution H (.) given in Eq. (2) under the two following conditions: (1) the series X has only weak longrange dependence, and (2) there is no tendency for extremes to cluster. For financial series, the former condition is rather mild, but the latter is not likely to apply. For instance, GARCH processes are weakly dependent, but have clustering of extremes. This is a reason why Kearns and Pagan (1997) obtained that, when returns are distributed as a GARCH process, the tail-index standard error is likely to be severely under-estimated.
When one of the two conditions is not satisfied, the limit distribution of the standardized extremes of X t is shown to be equal to
The parameter h, called the extremal index, measures the relationship between the dependence structure and the extremal behavior of the process (see Hsing et al., 1988; Embrechts et al., 1997, chap. 8) . The extremal index verifies 0 V h V 1. The case h = 1 corresponds to weak dependence and independence. Intuitively, the extremes over subsamples of length N from a strictly stationary series with extremal index h < 1 have the same behavior as the extremes over subsamples of length Nh from the corresponding iid series. Hsing et al. (1988) and Hsing (1991) indicate how to obtain estimates of the extremal index. Basically, for a given high threshold (say u), the extremal index h can be estimated by dividing the number of subsamples of size n in which the maximum exceeds the threshold u (K u ) by the total number of exceedances in those subsamples (N u ). This definition suggests that h can be interpreted as the reciprocal of the mean cluster size. An asymptotically equivalent estimator is given bỹ
The asymptotic variance is provided by Hsing (1991) . In the empirical section, we will report the estimator h only, because it appears to be less sensible to the size of the sample (see the simulations reported in Embrechts et al., 1997) . An important issue is that, when returns are not iid, the behavior of extremes is driven by two components, the behavior of extreme innovations and the dependence structure. To make this statement clearer, assume that returns are indeed drawn from the GARCH model: X t = r t e t , where e t is the innovation, and r t the conditional volatility. When e t is drawn from a distribution which allows fat tails (say, a Student t distribution), the fattailedness of returns comes from the fat-tailedness of innovations, but also from volatility clustering. 4 Since we are interested in measuring the unconditional behavior of extremes, we do not try, in a first step, to disentangle the two components of this behavior. Yet, in Section 4.3.3, we will measure the extent to which the dependence structure is likely to affect the behavior of extremes. More specifically, we will use the extremal index to compare whether extreme realizations cluster more frequently in the left rather than in the right tail.
Preliminary analysis

The data
Since the aim of this study is to provide cross-country evidence for extreme returns, we consider a large database of global market indices. We consider five indices for mature financial markets (the US, Japan, Germany, France, and the UK). For emerging markets, we consider five Asian indices (Hong Kong, Singapore, South Korea, Taiwan, and Thailand), five Eastern European indices (Hungary, Poland, Russia, the Slovak Republic, and Slovenia), as well as five Latin American indices (Brazil, Chile, Colombia, Mexico, and Peru). This database has been extracted out of Datastream. For some of the series, care had to be taken for the earlier part of the sample, since the reported frequency was not daily. 5 We started our sample when the frequency became daily. For some countries, we had to append two indices.
6 All series end on June 28, 2002. Table 1 reports several descriptive statistics on the daily returns of stock-market indices. 7 We display for each index its label, the starting date, as well as the number of observations. The sample size (Nobs) ranges between 2094 for Russia up to 9780 for the US and German markets. The average daily return is positive for all countries.
Descriptive statistics
Skewness (Sk) is a signed measure of the behavior of extreme returns. For mature markets, this statistic is generally found to be negative, suggesting that crashes cause an asymmetric return distribution. For emerging markets, the picture is less clear-cut, since many markets are characterized by a positive skewness. Excess kurtosis (XKu) measures the heaviness of tails relative to the normal one. We uniformly notice that this statistics is too large to be reconciled with a normal distribution. When finite-sample standard deviations are computed with the GMM procedure, we obtain that skewness and kurtosis are often estimated with a very low accuracy (see, for instance, the US market). The Wald statistic for normality tests the null hypothesis that skewness and excess kurtosis are jointly equal to zero. For all stock markets but the US, the hypothesis of normality is rejected at the 5% significance level. The rejection is more clear-cut in Eastern European and Latin American markets. The first row indicates the name of the index used in the study, while the second row reports the date when a series start. Nobs, Mean, Std, Sk, and XKu denote the number of observations, the mean, the standard deviation, the skewness, and the excess kurtosis of returns, respectively. Standard errors are computed with GMM. Min and Max represent the minimum and maximum of standardized returns, while q1, q5, q95, and q99 represent the 1, 5, 95, and 99 percentiles. The 1%, 5%, 95%, and 99% percentiles for a normal distribution are À2.3263, À1.6449, 1.6449, and 2.3263. The LM(1) statistic for heteroskedasticity is obtained by regressing squared returns on one lag. QW(10) is the Box -Ljung statistic for serial correlation, corrected for heteroskedasticity, computed with 10 lags. Significance is denoted by superscripts at the 1% (**) and 5% (*) levels. To glean further insight in the behavior of extreme returns, we center (by subtracting the mean) and reduce (by dividing by the standard deviation) all return series and consider the standardized minima and maxima as well as various percentiles. We define qx as the xth percentile. Comparison of the absolute value of q1 and q99, for standardized returns, with the value that should hold, under normality, 2.326, reveals for all markets, that the extreme 1 percentiles are too large to be compatible with a normal distribution. When comparing q5 and q95 with the associated normal critical values, 1.654, we find that there are not enough realizations compatible with a normal distribution. This confirms that distributions of returns are fat-tailed. When we compare the absolute values of q1 with q99, we notice very similar coefficients. This is not the case for the most extreme realizations where large differences may be observed. It is this type of observation that motivates our investigation. The size of the extreme return realizations shows that the study of the distribution followed by extreme returns is important.
Next, we test for heteroskedasticity by regressing squared centered returns on one lag. The T R 2 statistic (LM (1)), where R 2 is the coefficient of determination for a sample of size T, is distributed as a v 1 2 under the null hypothesis of homoskedasticity. This statistic takes very large values, confirming that there is a fair amount of heteroskedasticity in the data.
Last, we investigate whether returns are serially correlated, using a version of the BoxLjung test which corrects for heteroskedasticity. The test statistic, QW(10), is distributed as a v 10 2 under the null hypothesis of no serial correlation. If we consider the statistic for 10 lags, we find that the statistic is significant for most indices investigated. At the 10% level, we do not reject the null hypothesis of serial dependency for Japan, South Korea, and the Slovak Republic only. Particularly high rejection values are found for Chile and Peru. These results suggest that great care should be taken when using evt techniques that rely on the assumption of independence.
Empirical results
Monte-Carlo simulations
An abundant literature discusses the small-sample properties of alternative tail-index estimators: Dekkers and de Haan (1989) , Koedijk and Kool (1992) , Dacorogna et al. (1995) , Pictet et al. (1998) , Danielsson et al. (1998), and Huisman et al. (2001) . Most of these papers focus on the Hill estimator and some of its extensions. In this section, we perform a Monte-Carlo simulation to explore the small-sample properties of the tail-index ML estimator. 8 Since we consider several tests concerning characteristic parameters of the extreme distribution, we also investigate the small-sample properties of the LRT statistic, which will be extensively used in the following section. More specifically, we focus on the properties of the LRT statistics for the null hypothesis that (n
We explore the behavior of the gev when the data is either iid and generated by a number of heavy-tailed distributions, or by a dependent stochastic process. As in most papers cited above, we simulate series from the Cauchy, Stable, and Student t distributions, for which the theoretical tail index is well known. We also perform a similar exercise for two ARCH processes. As already discussed, ARCH processes generate fat-tailedness under Gaussianity and a fortiori if the innovations are fat-tailed. Table 2 reports results for simulations based on 1000 samples with sample sizes T = 10,000 (the upper bound for the sample size of mature markets) and T = 2000 (the lower bound for the sample size of Eastern European markets). We control for the size of subsamples, reporting results for monthly, N = 20, quarterly, N = 60, and semi-annual, N = 120, subsamples. For each sample and subsample size, we estimate the gev parameters by ML and we compute standard errors based on the standard deviation of the parameter distribution.
9 The table presents the average parameter estimate, the standard error, as well as the empirical p-value associated with the 90, 95, and 99 percentiles of the distribution of the LRT statistics for the null hypothesis (n
. This corresponds to the frequency, out of the 1000 simulated samples, for which we would have rejected the null hypothesis at the 10%, 5%, and 1% levels, respectively. Under the null, the LRT statistic is distributed as a v 3 2 . Thus, a correctly sized test statistic would yield empirical p-values equal to 10%, 5%, and 1%.
We are now going to discuss the results of our simulation focusing on samples of size T = 10,000 corresponding to the left part of Table 2 . Later on, we will emphasize the differences when the sample size shrinks down to T = 2000. We start with discussing the quality of our tail index estimations.
In our first experiment, we generate iid data from a Cauchy distribution with theoretical tail index equal to n = 1. The gev estimator performs very well, since the average estimator lies between 0.977 and 1.019, depending on the size of subsamples. The standard error of parameter estimates increases with the horizon, from 0.060 to 0.152. Therefore, on average, the true tail index is clearly within one standard error of the empirical index.
For the Stable distribution, we consider the characteristic exponent a = 1.5, which corresponds to a theoretical tail index of 0.667. There is no bias for quarterly and semiannual subsamples with an average estimate of 0.675 and 0.688. However, for monthly subsamples, the average estimate is only 0.554.
For the Student t distribution, we simulate time series with degree of freedom equal to m = 2, 3, and 6.
10 The theoretical tail index is then equal to 1/m, i.e. 0.5, 0.33, and 0.167, respectively. For a low degree-of-freedom parameter (m = 2), the small-sample bias is insignificant for large subsamples (quarterly and semi-annually). When v increases, 9 We also computed, for each sample, the standard error of the ML parameter estimates. The average of these standard errors over all simulated samples can be compared with the standard deviation of the parameter distribution, to check whether problems may occur in the computation of the Hessian matrix. Results (not reported to save space, but available upon request from the authors) indicate that virtually no discrepancy appears between the two definitions of the standard error of parameter estimator. 10 We also simulated samples with degree of freedom equal to 4 and 5. The choice of 2 and 6 is dictated by extreme cases that occur in actual applications. The choice of m = 3 is dictated by the average value of estimates that will be reported later.
however, we obtain a negative bias for all subsample sizes. Yet, for quarterly and semiannual subsamples, we find that the bias is non-significant.
These simulations show that the thicker the tail, the better the ML estimation performs. Such a result has already been put forward by Danielsson and de Vries (1997) or Pictet et al. (1998) . This reflects the fact that, when the tails become thinner, the frequency of truly extreme returns is insufficient to allow the distribution of extremes to be estimated consistently. For each sample size, we generate 1000 samples and compute the average and standard deviation of parameter estimates of n. The empirical p-values correspond to 10%, 5%, and 1% percent of the distribution of the LRT statistics for the null hypothesis (n We now turn to the ARCH process: x t = r t e t , with r t 2 = x + ax t À 1 2 , where e t is an iid Gaussian innovation. For this exercise, we use as parameter set (x,a)=(0.05,0.90) and (0.05,0.70). These parameters correspond to n = 0.315 and n = 0.434, as shown by . We observe that dependence is responsible for a relatively small, and nonsignificant, bias that vanishes as subsamples become larger. For instance, for the case where n = 0.434, for monthly subsamples, we obtain an estimation of 0.372 that increases up to 0.429 for semi-annual subsamples.
We presently wish to discuss the size of our LR test. We focus on the null hypothesis that the three characteristic parameters of the left tail are equal to the ones of the right tail. The top row of the table indicates the theoretical rejection frequency of our LRT. The chosen levels are 10%, 5%, and 1%. Inspection of the rejection rates obtained for independent data shows that, in general, the LRT rejects slightly too often the null hypothesis of equality of the tails. For instance, for the Student t distribution with two degrees of freedom, we obtain, for quarterly subsamples, a rejection rate of 11.6%, and 6.8%, rather than 10%, and 5%. The size of the 1% test is correct.
This picture is somewhat modified when we turn to dependent data, simulated in the ARCH. We find that the LRT does not reject often enough, whatever the rejection level, and whatever the tail index of the ARCH. The bias is smallest, however, for small subsamples. For instance, for the ARCH obtained for (x,a)=(0.05,0.9), we obtain a rejection frequency of 8.0%, 4.2%, and 1.7% rather than the theoretical values of 10%, 5%, and 1%, a rather small bias though. As we will see in the later part of this study, the tail index of our data tends to be around 0.3. This implies that, if our data is generated by some ARCH process, then, for small subsamples, our LRT will be correctly sized.
Presently, we consider the results of the simulation associated with the samples of size T = 2000 presented in Panel B, in the right part of Table 2 . Our first observation is that the standard error of the tail index increases. In most cases, the standard error doubles. Once this increase of standard errors is accounted for, we notice for all tail-index estimates, obtained for iid fat-tailed distributions, that the 95% confidence intervals always contain the true tail index. For the case of ARCH-dependent data, we notice that, for the quarterly and semiannual subsamples, the confidence interval of the tail index contains the true parameter, especially for the case n = 0.315. This tail index is close to the values we find for actual data.
When we turn to the size of the LRT for independent data, we find that, as for the large sample size, the equality of the tails tends to be rejected too easily. When we turn to dependent data and the situation where n = 0.315, we find also that our test rejects with approximately the correct size for data sampled at a monthly frequency. For instance, for monthly subsamples, we obtain rejection rates of 8.1%, 4.8%, and 1.1%, rather than 10%, 5%, and 1%. On the other hand, we recognize that the bias of the rejection frequency can be quite substantial as the tail index is large, i.e. n = 0.434. These results tend to suggest that dependency may affect the LRT. However, for actual tail-index values, the bias is rather small, especially for large samples and for small subsamples.
Estimation of the generalized extreme value distribution
We now consider the distribution of extreme returns, obtained over N-histories for the stock markets under study. For the first two groups of markets (mature and Asian markets), we select quarterly subsamples, while for the last two groups (Eastern European and Latin American markets), we select monthly subsamples. In both cases, this corresponds to an average of 140 extreme observations. We start our discussion with the parameter estimates obtained for the gev distribution fitted to subsample minima and maxima, separately. Results of this estimation are presented in Table 3 . The left part of the table is devoted to shortfalls, whereas the right part is devoted to windfalls.
Presently, we wish to discuss whether there are obvious similarities between the left and right parameter estimates. Later on, we will show that the adequacy of our estimations is good. Inspection of the estimates of n À , n + , and associated standard errors reveals that the value of 0 is excluded for all markets. This implies that, for neither market, the tails behave in a way compatible with the normal distribution, corroborating our earlier finding reported in Table 1 , concerning excess kurtosis. This result also indicates that models such as finite mixtures of normals, known to generate tail indices of n = 0, do not Table 3 Maximum-likelihood parameter estimates of the gev distribution The first column G1,. . ., G4 indicates to which group a given country belongs. Superscripts À and + correspond to the left and right tails. The label S.E. represents the robust standard errors.
adequately capture the tails of market returns. 11 Only models where it is known that the tails belong to the domain of attraction of the Fréchet distribution are potentially successful.
Estimates of the tail index allow to address the issue of the existence of moments of the distribution. Indeed, one has the property that, for all integers r such that r < 1/n, the rth moment exists. We, thus, obtain that, for most markets, the behavior of negative extreme returns is not compatible with the existence of kurtosis. Furthermore, for three markets in Asia and Eastern Europe, even the skewness does not appear to exist. The behavior of positive extreme returns is more in agreement with the existence of high moments. For the US, our findings are consistent with the empirical evidence reported by Longin (1996) .
For the countries located in the first group (G1), we notice that the location and scale parameters appear to be similar from country to country. Similarly, the parameters are close in group 2 (G2), but at a higher level. This may be explained by the fact that G2 countries have a higher level of volatility than G1 countries (see also Table 1 ). When we turn to countries in groups 3 and 4 (G3, G4), we find lots of heterogeneity among the estimates. A simple inspection of the estimates does not lead to any obvious finding. To establish results concerning similarity or disparity in the behavior of extreme returns, we need to perform formal tests.
To assess the accuracy of the estimation of the extreme value distribution, we perform a test of goodness of fit of the gev distribution. We follow Longin (1996) and perform a Sherman (1957) test of goodness of fit. This test, presented in Table 4 and described in the caption thereof, compares the probability given by the estimated gev distribution and the observed frequency, used as a proxy of the true probability. The null hypothesis that the gev distribution is a good approximation of the true probability is rejected, at the 5% (1%) level, in 7 (respectively 1) out of the 40 cases only. Only in the case of Russia, the goodness of fit is rejected, for both tails, at the 5% significance level. This is also the only country where the adequacy of a tail estimation is rejected at the 1% level. The generally good fit corroborates, however, that our model is satisfactory.
Tests on the behavior of extremes
The empirical literature on the evt has essentially focused on the estimation of the tail index. One reason is that many authors are mainly interested in computing VaR and/or very high quantiles. From this viewpoint, only the tail index is needed and more demanding estimation methods (such as ML estimation of the gev or the gpd) can be seen as too expensive.
Do extreme negative returns behave like extreme positive returns?
We have seen in Table 3 , in a comparison between the left and right tail indices, that for most countries the left tail index takes larger values than the right one. However, the standard errors of parameter estimates are rather large. As already mentioned, a formal test is therefore necessary to investigate whether negative extreme returns behave as positive extreme returns.
In Table 5 , we present various LR tests of equality of l, w, and n for the left and right tails. In the first pair of columns, we present the LRT statistic that tests whether the left and right tails have a same location parameter, i.e. l À = l + . We reject the null at the 5% level for most Latin American markets. At this level of significance, in other geographical areas, we are not able to reject the null. Since l indicates where extreme realizations are anchored, these results suggest that most negative extremes have an absolute value similar to the positive extremes.
When we turn to columns 3 and 4, corresponding to a test of the null hypothesis that w À = w + , we find no rejection, except for Colombia. This finding indicates that minima and maxima display the same dispersion. Sherman (1957) for further details. Significance is denoted by superscripts at the 1% (**) and 5% (*) levels.
Finally, we never reject the null hypothesis that the left tail index is equal to the right tail index, i.e. n À = n + . A Wald test of equality of the two tail indices confirms this result. This result is, to some extent, surprising, because in many cases the left tail index is estimated to be much larger than the right tail index. This is the case, for instance, for the US, Hong Kong, and Singapore. However, since standard errors are large, we do not reject the null. This contrasts, to some extent, with results obtained by Hartmann et al. (2001) , who found that, in the French and US stock markets, the left tail index is significantly larger than the right tail index. However, since they use the Hill estimator on weekly data over a rather short period of time (1987 -1999) , our results are not directly comparable.
Considered together, our results extend the one by Longin (1996) who showed, for a long series of daily realizations of the S&P, that the gev parameters of the left tail tend to be equal to the ones of the right tail. We find that the exception to this general rule is the set of Latin American markets. Even though the equality of the left and right tail indices and scale parameters cannot be rejected, we find, at the 1% significance level, that for LRT is the test statistics for the null hypotheses that l À = l + , w À = w + , and n À = n + , respectively. Significance is denoted by superscripts at the 1% (**) and 5% (*) levels.
Chile and Mexico extremes are located further out in the right tail rather than in the left tail.
Similarity between the left and right tails of returns has also been reported for other datasets. For instance, Koedijk and Kool (1992) cannot reject the equality between the left and right tails of Eastern European exchange rates. Danielsson and de Vries (1997, p. 253) , using high frequency exchange-rate data, also conclude that the tail shapes appear to be very similar, suggesting tail symmetry. The observation that the behavior of the left tail is similar to the right one appears to be of rather general nature.
Is the behavior of extreme returns similar across markets?
Now, we test whether the behavior of extremes differs between the various markets in a geographical group. In Table 6 , we present the LRT statistic which tests, for each tail separately, the null hypothesis that the parameters are constant within each country group. Results for the left tail of the distribution are found in Panel A, whereas results for the right tail are found in Panel B. Considering the left tail of group G1, we obtain a total loglikelihood of À 1123.04. When we estimate the model with w and n free, yet l set constant for all countries, we obtain l = 1.828 and a log-likelihood of À 1129.49. This yields a LRT statistic, also reported in Table 6 , of 12.902. Since the statistic is distributed as a v 4 2 , under the null hypothesis that l 1 = . . . = l 5 = l, the p-value is 1.2%, so that the null is strongly rejected. Inspection of the p-values of Table 6 shows that the constancy of l across countries can be rejected in all geographical groups.
We proceed similarly for the scale parameter, w. We also obtain that constancy of w is rejected within all groups, but the Asian one. For the Asian markets, we cannot reject that the dispersion of extremes is similar.
Turning to n, finally, shows that equality of the tail index cannot be rejected in either group. We therefore report in the table the estimates of n À and n + for each group. As far as the left tail is concerned, tail indices are very close, ranging from 0.16 up to 0.30, and in all cases the fourth moment does not appear to exist. In contrast, right tail indices are twice as dispersed, ranging from 0.21 to 0.28, and the fourth moment is found to be infinite in the case of Eastern European markets only.
When we compare the left and right tail indices, we notice again that the point estimates associated with the left tail tend to be larger. When we turn to the confidence intervals, we notice that the right tail is always included in the 95% confidence interval. It should be noticed that presently, the parameters are estimated with much larger samples leading to smaller standard errors. Yet, we still cannot reject, from a statistical point of view, that the left and right tail indices are equal.
To sum up, these findings suggest that, across countries, the area where extreme returns are located differs. For instance, a À 10% crash may seem natural for an emerging market, whereas it would be a large extreme in some more mature market. Moreover, the dispersion of extremes differs across markets. Indices, belonging to mature markets, have in general little variability across extremes, whereas there is more variability in Eastern European ones. Yet, the behavior of returns is found to be rather similar far out in the tails. One possibility for this finding is that the number of extreme events is just not large enough as to allow the statistical detection of asymmetries in extreme tail events.
How dependent are the extremes?
Finally, we address the issue of how dependent the extreme returns are. This is an important issue, since dependency of extremes directly contributes to the fat-tailedness of returns. As mentioned in the Introduction, the perception that left tails are heavier than the right tails could be due to a clustering of events in the left tail. Table 7 reports, for each market, the estimate of the extremal index h, computed using Eq. (4), and the associated standard error. For the first two groups of markets, i.e. mature and Asian markets, we consider a threshold u such that 200 observations are above u. For the last two groups, the threshold is such that 50 observations are above u. Since we are interested in clustering of news, we focus on blocks of weekly length (n = 5).
We recall that a value of h = 1 corresponds to no clustering. From a statistical point of view, we find that some clustering occurs for all series. Given that our estimation method is independent of the fact that data clusters, our interest is, therefore, on the relative magnitude of the measure of clustering. This leads us to consider the difference between the cluster intensity of the left and right tails. 12 We find that, for all countries in groups 1 and 2, the left tail clusters more than the right tail. One exception to this rule is Thailand. On the other hand, countries located in Eastern Europe or Latin America tend to have 12 We used a Wald statistic for testing the null hypothesis that h À = h + , assuming that the covariance between both parameter estimators is zero. We verified, using Monte-Carlo simulations of an ARCH process, that this assumption is costless for such processes. positive clusters. The t-statistics of a bi-lateral test is, however, significant in only three out of the 20 estimations.
These results show that, when we consider the point estimates, events in the left tail cluster more than those in the right tail. However, this finding is not statistically significant. As a consequence, clustering of news cannot be the reason why investors consider the left tail to be heavier than the right tail.
Discussion
Most investors would affirm that the left tail of the return distribution of stocks is heavier than the right one, according to the idea that crashes are more likely to occur than booms, and based on the observation that there have been drops in the stock index of a magnitude never exceeded by increases, in absolute value. For instance, the S&P dropped on a single day in October 1987 by À 24.03%, whereas the largest increase was 9.234%. Similarly, the French CAC index had as worse return, a drop of À 12.48%, whereas its best performance since 1969 was 7.54%. In this study, we formally investigate whether there is a statistically significant difference between the left and right tails of returns. To lead this investigation, we consider tests based on the gev distribution. The gev has three parameters allowing us to measure the location, the dispersion, and the asymptotic behavior of extremes. To assess the quality of the estimates obtained for the gev, and to validate the rejection rate of the likelihood ratio test, we perform a simulation exercise. We find that the tail-index estimations are better, the thicker the tail index. In general, the true tail index is located within the confidence interval of our estimated index, and the simulation indicates the size of subsamples to choose, so that the LRT has the right rejection rate. When data is dependent, simulated according to an ARCH process, with a tail index similar to the one of actual data, we find that rather small subsamples should be chosen.
Having confirmed the quality of our estimation method, we cannot reject, for actual data, the hypothesis that the characteristic parameters of the left and right tails are equal. An exception to this rule is Latin America, where we find that extreme values are located further out in the right tail than in the left tail. In all cases, the left tail index is not significantly different from the right one. As such, we are able to extend the study of Longin (1996) who finds equality of the tails for the US market.
In a subsequent test, we explore whether the tail parameters are identical within geographic areas. For none of the geographic areas can we reject the hypothesis that the tail index is the same for all countries. We find, however, differences in the location and the dispersion of extremes within the various areas. This finding suggests that data should not be pooled to yield larger samples.
This leaves us with the question why do investors have the perception that the left tail is heavier than the right tail? Can it be because extremes cluster more in the left tail rather than in the right tail? To investigate this issue, we consider the extremal index, a natural measure of clustering. In a formal test, we cannot reject the assumption that extremes cluster equally in both tails even though point estimates are slightly higher for the left tail. As a consequence, clustering does not seem to be the reason why left tails are deemed heavier than right tails. We are, therefore, left with the possibility that the samples that we are using, even though they may consist of up to 10,000 observations, are still too small to yield statistically significant tests. The perception of investors concerning the tail thickness could be due to the size of the very few left outliers.
