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9 Existence for stochastic 2D Euler equations
with positive H−1 vorticity
Zdzisław Brzeźniak∗, Mario Maurelli†
Abstract
We prove the existence of non-negative measure- and H−1-valued
vorticity solutions to the stochastic 2D Euler equations with trans-
port vorticity noise, starting from any non-negative vortex sheet. This
extends the result by Delort [Del91] to the stochastic case.
1 Introduction
In this paper we consider the two-dimensional (2D) stochastic Euler equa-
tions, in vorticity form, with transport noise, namely, on [0, T ]× T2,
∂tξ + u · ∇ξ +
∑
k
σk · ∇ξ ◦ W˙
k = 0,
u = K ∗ ξ.
(1.1)
This equation represents the motion of an incompressible fluid in a periodic
domain, perturbed by a noise of transport-type. We show in our main result,
Theorem 3.1, the weak existence (weak in both the probabilistic and the
analytic sense) of certain measure-valued solutions for this equation: more
precisely, for any initial datum ξ0 which is a non-negative measure and in
H−1, there exists a weak, measure- and H−1-valued solution to (1.1). This
result extends the existence result by Delort [Del91] to the stochastic case.
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The deterministic (incompressible, d-dimensional) Euler equations
∂tu+ (u · ∇)u+∇p = 0,
divu = 0,
describe the evolution of the velocity v(t, x) ∈ Rd and the pressure p(t, x) ∈ R
of an incompressible fluid; for this discussion, for simplicity, we assume x in
Td, the d-dimensional torus. The local (in time) well-posedness for smooth
solutions has been established since [EM70], a general description of Euler
equations can be found for example in [MP94], [Lio96], [MB02]. In the two-
dimensional case, the Euler equations are formally equivalent to a non-linear
transport equation, namely the vorticity equation
∂tξ + u · ∇ξ = 0,
u = K ∗ ξ.
(1.2)
Here ξ(t, x) := curlu(t, x) = ∂x1u
2(t, x) − ∂x2u
1(t, x) is the scalar vorticity,
which expresses how fast the fluid rotates around a point x, and the kernel
K : T2 → R2 is given by K = ∇⊥G, where G : T2 → R is the Green func-
tion of the Laplacian on T2, restricted on the L2 functions with zero mean.
Global well-posedness among essentially bounded solution has been proved
in [Wol33] and [Jud63], see also [Yud95] for an extension to almost bounded
functions and [MP94, Section 2.3] for a different proof using flows. Beyond
bounded solutions, a global existence result has been given in [DM87] for
vorticity in Lp(T2), with 1 < p < ∞. The case that we are interested in
here is when the vorticity is measure-valued. One of the main results in this
context is a global existence result by Delort [Del91], where the vorticity
has a distinguished sign and is in H−1(T2): precisely for any non-negative
measure H−1(T2) initial datum ξ0, there exists a non-negative measure- and
H−1(T2)-valued solution. This includes the case of an initial vortex sheet,
that is when ξ0 is concentrated on a line. Later papers by Schochet [Sch95]
and Poupaud [Pou02] gave a somehow clearer argument which we will use
mostly here. A more general existence result, where the vorticity is the sum of
a non-negative measure H−1(T2) and an Lp(T2) function, for p ≥ 1, has been
given in [VW93]. The study of such irregular vorticity solutions has several
motivations; it represents physically relevant situations, where the vorticity
is concentrated on sets with zero Lebesgue measure (see e.g. [MP94, Chap-
ter 6]); it is also related to possible anomalous energy dissipation (to our
knowledge, energy conservation or dissipation remains an open problem for
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Delort solutions, see [CFLS16] for energy conservation for unbounded vor-
ticity) and to boundary layers (see e.g. [Cho78]), though we will not explore
these aspects here.
Before passing to the stochastic case, we give a short idea of the proof of
Delort’s result. The strategy passes through an usual compactness and con-
vergence argument: take a sequence of approximants, show a priori uniform
bounds, derive the compactness, show the stability of the equation in the
limit. The main problem comes from the stability, in particular from the
stability of the non-linear term. The main point by Delort (and later Scho-
chet) is that the non-linear term is continuous among non-negative, or more-
generally bounded from below, H−1(T2) measures, with respect to the weak
topologies (the precise topologies will be given later). Hence it suffices to
show preservation of the non-negativity, or at least a bound from below, and
uniform a priori bounds on the total variation norm and the H−1(T2) norm
of a solution ξ. The transport and divergence-free nature of the vorticity
equation (1.2) implies easily the non-negativity and the a priori bound on
the total variation norm. The H−1(T2) norm of ξ is equivalent to the L2(T2)
norm of u = K ∗ ξ, that is the energy, so the a priori H−1(T2) bound is
equivalent to an a priori bound on the energy of u, which is also classical and
available. This allows to have compactness and stability as required.
Concerning the stochastic case, Euler equations with noise have been inves-
tigated in a large amount of papers, here we only give a review of a small
selection of them. Many works take additive or multiplicative noise, but
dependent on u and not on its gradient. The first works are [BF99], which
shows the global well-posedness of strong solutions, with additive noise, for
bounded vorticity in a 2D domain (though adaptedness is not proven there),
[Bes99] and [BP01], which show the global existence of martingale solutions,
with multiplicative noise, for L2(T2) vorticity in 2D. We also mention [MV00]
for a geometric approach in the case of finite-dimensional additive noise
and [CC99] for an approach via nonstandard analysis. The works [Kim09],
[GHV14] prove local strong well-posedness, with additive and, for the sec-
ond work, multiplicative noise, in general dimension for smooth solutions.
The second paper [GHV14] shows also global well-posedness among smooth
solutions in 2D for additive and linear multiplicative noise.
The transport noise is considered first in [Yok14], [SY14], [CT15], where
the transport term is put on the velocity and not on the vorticity; these
works show the global existence of martingale solutions for L2(T2) vorticity
in 2D. The model (1.1) is considered in [BFM16], which proves global strong
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well-posedness for bounded vorticity on the two-dimensional torus. In the
papers [FL19b] and [FL19a], the authors consider also the same model, with
very irregular vorticity (not in H−1(T2)), and they show an existence result
putting a measure on initial conditions which is invariant for the dynamics
or almost invariant (that is, it is absolutely continuous with respect to the
invariant measure). The analogue of this model in 3D, where a stochastic
advection term also appears, is considered in [CFH19], which shows the local
strong well-posedness and a Beale-Kato-Majda criterion for non-explosion.
We also point out the work [FGP11], which considers (1.1) with initial mass
concentrated in a finite number of point vortices and shows a regularization
by noise phenomenon, precisely that, with full probability, no collapse of
vortices happens with a certain noise, while it does happen without noise.
There are several reasons why to use transport noise. The addition of a
transport noise preserves the transport structure of the vorticity equation: at
a formal level, a solution ξ(t, x, ω) follows the characteristics of the associated
SDE, that is ξ(t, X(t, x, ω), ω) = ξ(0, x), where X(t, x, ω) is the stochastic
flow solution to
dX(t) = u(t, X(t))dt+
∑
k
σk(X(t)) ◦ dW
k(t).
This fact follows from the Itô formula and here the Stratonovich noise is
essential, because the Itô formula for this noise works as the chain rule, with-
out second-order corrections. Furthermore, there is a derivation of models
with stochastic transport term in [Hol15], [DH18], there are applications us-
ing the transport noise to model uncertainties, e.g. [CCH+18], also the linear
stochastic transport equation has been used as a toy model for turbulence,
see e.g. [Gaw08], though we will not go into these directions here. The main
feature of interest here is the fact that the transport noise preserves at least
formally the L∞(T2) norm of the solution and also, when the coefficients σk
are divergence-free as here, the Lp(T2) norm for any 1 ≤ p ≤ ∞ (this can
be seen for example via a priori bounds for the Lp norm). As a consequence,
the transport noise preserves the total mass of the vorticity and its positivity
(if ξ0 ≥ 0, then also ξt ≥ 0), two properties that are crucial to apply the
argument by Schochet. This is not the case for a generic additive or mul-
tiplicative noise as considered in the above mentioned papers. Indeed the
additive noise would not guarantee positivity of the solution. We should say
though that some multiplicative noises may still be used for our purposes:
for example one can take a linear multiplicative noise in ξ, +σkξ ◦ W˙ k this
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gives preservation of the positivity and may also give some uniform bound
on the mass (for this example, the Itô noise may work as well). Moreover,
what we really need to have Delort’s result is some uniform M(T2) bound
of the vorticity and some uniform L∞ bound, or even Lp bound in the line
of the more general result in [VW93], on the negative part of the vorticity;
such uniform bounds may hold also for an additive noise, though anyway the
arguments for the proof would be more complicated.
We remark here that the stochastic vorticity equation (1.1) preserves in par-
ticular the enstrophy, that is the L2(T2) norm of the solution ξ, but not
the energy, that is the L2(T2) norm of the velocity u = K ∗ ξ. Indeed, the
equation for the velocity is formally
∂tu+ (u · ∇)u+
∑
k
(σk · ∇+Dσk)u ◦ W˙
k = −∇p− γ,
divu = 0,
(1.3)
with the velocity u(t, x, ω), the pressure p(t, x, ω) and also the constant (in
space) γ(t, ω) are unknown, γ here is needed to keep u with zero mean. In
this equation for u, the zero order term (Dσk)u ◦ W˙ k appears and causes the
velocity not to be preserved anymore.
Let us also mention that the transport noise has been used to show regular-
ization by noise phenomena for the transport equations, though this is mostly
limited to the linear case (see [FGP10], [FF13], [BFGM14], [FMN14] as ex-
amples among many others), while the extension of [FGP11] to the case of
a more general, measure-valued vorticity meets relevant difficulties; in other
nonlinear hyperbolic cases, only a few results are available (e.g. [GM18],
[DFV14]).
Before passing to our case, we point out two peculiarities of the stochastic
case in the strategy that one uses to get martingale solutions, see for example
[BP01]. Analogously to the deterministic case, the strategy passes through an
usual tightness and convergence argument: take a sequence of approximants,
show a priori uniform bounds for suitable moments, derive the tightness, show
the stability of the equation in the limit. We point out two facts, which we will
use in our proof as well. Firstly, to derive tightness, say, in C([0, T ];X), where
X is a functional space on T2, one needs a uniform bound on the marginals
and also a uniform bound in Cα([0, T ]; Y ), where Y is another functional
space, typically a negative-order Sobolev space, containing X. The latter
is the stochastic counterpart of the Aubin-Lions lemma, introduced since at
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least [FG95]. Secondly, for the stability, one option is to exploit Skorokhod
representation theorem to pass from convergence in law to a.s. convergence.
Now we come back to our contribution. Our main result Theorem 3.1 ex-
tends the result by Delort [Del91] in the stochastic setting with transport
noise. To our knowledge, no such extension has been studied before in the
stochastic setting. Our proof combines the argument by Schochet [Sch95] to
deal with the nonlinear term and the arguments by e.g. [BP01] to deal with
the stochasticity, as explained before; more details are given in Seciton 3.
Two comments are in place. Firstly, as mentioned, the transport noise gives
preservation of mass and of positivity and thus allows to extend easily the
Schochet argument concerning these aspects. On the contrary, the additive
noise would fail at this point, while some multiplicative noise may still work
and the additive noise may work with a more complicated argument.
Secondly, the Schochet argument does not immediatly goes through for the
uniform L2(T2) bound on the velocity u: as we have seen, the equation for
the velocity (1.3) does not preserve the energy. To handle this problem, we
assume a certain structure of the σk so that a uniform L2(T2) bound on u can
be still obtained. These assumptions allow still to deal with relevant cases,
as for example “locally isotropic” convariance matrices, see the discussion in
Section 2.2.
We make one last comment on an alternative possible strategy. In [BFM16,
Section 7], we give an alternative proof of well-posedness among bounded
solutions, which is based on the Doss-Sussmann transformation: if ψ is the
stochastic flow solutions to
dψt =
∑
k
σk(ψt) ◦ dW
k
t ,
then ξ˜(t, x, ω) := ξ(t, ψ(t, x, ω), ω) satisfies a random Euler-type PDE, pre-
cisely
∂tξ˜ + u˜ · ∇ξ˜ = 0,
u˜(t, x, ω) = Dψ−1(t, x, ω)
∫
T2
K(ψ(t, x, ω)− ψ(t, y, ω))ξ˜(t, y, ω)dy,
(1.4)
where ψ−1 is the inverse flow. This is a nonlinear tranport equation, where
the kernel K has been replaced by the above random kernel. In the case
that σk = ek1k∈{1,2}, where ek is the canonical basis on R2, the PDE (1.4) is
exactly the Euler vorticity equation: indeed in this case the stochastic Euler
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equations correspond simply to a random shift in Lagrangian coordinates. In
the general case however, this is not the Euler vorticity equation, but it enjoys
similar properties since the random kernel has similar regularity properties,
hence the well-posedness among bounded solutions can be derived applying
the deterministic arguments to the random PDE (1.4). One may then wonder
if a similar argument is possible here, namely using Schochet’s arguments for
the random PDE (1.4). In this context however, there are two problems at
least. Firstly, even if we could just apply Delort’s or Schochet’s result to
(1.4), at ω fixed, this would only give the existence of a measure-valued and
H−1-valued solution to (1.4) at ω fixed, with no adaptedness property; so a
compactness argument would probably be needed anyway. Secondly, from
(1.4) it is not immediately clear how to get a uniform H−1(T2) bound on ξ˜.
Moreover this type of arguments à la Doss-Sussmann do not work intrinsically
on the stochastic PDE. Let us remark anyway that the argument may still
give some hints: for example, it would be interesting to see if, using the
equation for u˜ instead of the equation for u, one can get a uniform H−1(T2)
bound without the additional assumptions on σ that are needed here. We
leave this point for future research.
2 The setting
2.1 Notation
We recall some notation frequently used in the paper. We use the letters t, x,
ω for a generic element in [0, T ], T2, Ω resp.; the coordinates of x are indicated
with (x1, x2), while the partial derivatives are denoted by ∂x1 , ∂x2 . Unless
differently specified, the derivatives ∇, D, ∆ are indended with respect to the
space x. The Sobolev spaces are denoted withW s,p or, for p = 2, Hs =W s,2.
For a map f : T2 → R2, recall that Df = (∂xjf
i) and ∇f = (Df)T .
For functional spaces, we often put the input variables (t, x, ω) as subscripts:
for example, the spaces L2(T2), C([0, T ]), is denoted in short as L2x, Ct resp.;
as another example, the space C([0, T ]; (H−4(T2), w)) of continuous functions
on [0, T ], which take values in H−4(T2) with the weak topology, is denoted
in short as Ct(H−4x , w). The symbol f ∗ g stands for the convolution in the
space variable (that is on T2) between two functions or distributions f and
g on T2.
The space Mx =M(T2) is the space of finite signed Radon measures on T2;
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it is a Banach space, endowed with the total variation norm ‖·‖Mx and is the
dual of the space Cx = C(T2) of the space of continuous functions on T2; the
notation 〈µ, ϕ〉 will be used to denote the duality product between a measure
µ inMx and a function ϕ in Cx. The closed ball of center 0 and radiusM on
Mx is denoted by Mx,M (the radius here refers to the strong norm ‖ · ‖Mx).
Following the notation above, the space C([0, T ]; (Mx,M , w∗)) of continuous
functions on [0, T ], which take values in the closed ball of radius M of Mx
with the weak-* topology, is denoted in short as Ct(Mx,M , w∗). We will
also use Mx,+ for the set of non-negative finite Radon measures on T2 and
Mx,M,+,no−atom for the set of non-negative non-atomic Radon measures with
total mass ≤M , Mx,y for the space of finite Radon measures on T 2×2.
For x = (x1, x2) in R2, we call x⊥ := (−x2, x1). Similarly, for a function
f : T2 → R, we call ∇⊥f := (∇f)⊥ = (−∂x2f, ∂x1f).
Given a probability space (Ω,A, P ) with a filtration (Ft)t, te symbol P will
be used for the progressively measurable σ-algebra associated with (Ft)t (not
the predictable σ-algebra).
The letter C will be used for constants which may change from one line to
another.
2.2 Assumptions on the noise
Here we give the assumptions on the noise coefficients σk:
Condition 2.1. We assume that:
• The vector fields σk : T
2 → R2, k ∈ N, are of class C1x, divergence-free
and satisfy ∑
k
‖σk‖
2
C1x
<∞.
In particular, there exists a continuous function a : T2 × T2 → R2×2,
called infinitesimal covariance matrix, such that∑
k
σk(x)σk(y)
T = a(x, y),
with convergence in Cx,y (that is uniformly in (x, y)). Moreover a is
differentiable in x and in y and∑
k
∂xiσk(x)σk(y)
T = ∂xia(x, y), i = 1, 2,
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with convergence in Cx,y, and analogously for the derivative in y.
• The function a defined above safisfies, for some c ≥ 0,
a(x, x) = cI2,
where I2 is the 2× 2 identity matrix.
• The function a defined above satisfies
∂yia(x, y) |y=x= 0, i = 1, 2, ∀x ∈ T
2.
The second assumption reads∑
k
σik(x)σ
j
k(x) = cδij , ∀x, ∀i, j = 1, 2.
The third assumption reads∑
k
σik(x)∂xjσ
h
k (x) = ∂yia(x, y) |y=x= 0, ∀x, ∀i, j, h = 1, 2.
The second assumption allows to simplifies the Itô-Stratonovich correction,
because it cancels the first order term 1
2
∑
k(σk · ∇)σk · ∇ξ in the correction
and it makes the second order term
∑
k Tr[σkσ
T
kD
2ξ] a constant coefficient
operator: indeed we have, for every j = 1, 2,∑
k
(σk(x) · ∇)σ
j
k(x) =
∑
k
∑
i
∂xi[σ
i
kσ
j
k](x) =
∑
i
∂xia
ij(·, ·)(x) = 0,
∑
k
tr[σk(x)σk(x)
TD2ξ(x)] = c∆ξ(x).
Hence the Itô-Stratonovich correction reads formally
∑
k
[σk · ∇ξ(x),W
k]t = −
∫ t
0
c∆ξ(x)dr
and the vorticity equation (1.1) reads formally in Itô form
∂tξ + u · ∇ξ +
∑
k
σk · ∇ξW˙
k =
1
2
c∆ξ,
u = K ∗ ξ.
(2.1)
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These assumptions 2.1 here are stronger than the ones in [BFM16] for well-
posedness of bounded vorticity solutions. Precisely, in [BFM16] only the
first two assumptions are made (the second in a slightly weaker form) and
the second assumption is not essential (a first-order Itô correction can be
treated via lengthly computations). Here on the contrary, it seems unclear
from the proof whether the second and third assumptions can be removed.
Indeed these two assumptions guarantee that the equation for the velocity u
has no first order term other than the transport one, which in turn implies a
key energy bound of solution (that is the L2x norm of u).
There is a relevant class of example of non trivial (that is, non constant) σk
satisfying Condition 2.1:
Example 2.2. Let β > 3 and define
σk(x) = (cos(k · x) + sin(k · x))
k⊥
|k|β
, k ∈ Z2 \ {0}.
Since β > 0, we infer that
∑
k ‖σk‖
2
C1x
<∞ and we can calculate that
a(x, y) =
∑
k∈Z2,k 6=0
cos(k · (x− y))
k⊥(k⊥)T
|k|2β
=: a(x− y),
a(x, x) = 2
∑
k∈Z2,k1≥0,k2>0
1
|k|2β−2
I2.
Note that, in this example, the infinitesimal covariance matrix a is translation-
invariant (that is a(x, y) = a(x− y)) and even (that is a(x) = a(−x)). More
in general, if a is translation-invariant and even, then it satisfies the third
assumption in Condition 2.1: indeed
∂yia(x, y) |y=x= −∂zia(z) |z=0= 0.
We could morally include the class of isotropic infinitesimal covariance ma-
trices in our setting. On R2, an infinitesimal covariance matrix a is called
isotropic if it is translation- and rotation-invariant, that is a(x, y) = a(x− y)
for all (x, y) and RTa(Rx)R = a(x) for every rotation matrix R, and a(0) =
cI for some c > 0; rotation invariance implies that a is even (take Rx = −x),
hence a sufficiently regular isotropic matrix a satisfies the Condition 2.1 (pre-
cisely, for a regular one can find σk regular safisfying Condition 2.1).
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The isotropic condition on a means morally that the noise
∑
k σk(x) ◦ W˙t is
Gaussian, white in time, coloured and isotropic in space. Such a class has
been considered in the mathematical and physical literature, see e.g. [BH86],
[Gaw08], even without the nonlinear term: for example, the same type of
noise, but irregular in space, provides a simplified model for the study of pas-
sive scalars in a turbulent motion (see [Gaw08], [FGV01], [LJR02]). Strictly
speaking we are not allowed here to take an isotropic matrix as infinitesimal
covariance matrix a here, for the simple reason that the torus itself (consid-
ered as [−1, 1]2 with periodic boundary conditions) is not rotation-invariant.
However, one may still take a translation-invariant and rotation-invariant on
a neighborhood of the diagonal {x = y}. Moreover the torus setting here is
taken to avoid technicalities at infinity, but we believe a similar construction,
including isotropic vector fields, would go through also in the full space case.
2.3 The nonlinear term
We focus now on the definition and properties of the nonlinear term 〈ξ, uξ ·
∇ϕ〉. For this, we introduce some notation. The space Mx = M(T2) is the
space of finite signed Radon measures on T2; it is a Banach space, endowed
with the total variation norm ‖·‖Mx , and is the dual of the space Cx = C(T2)
of the space of continuous functions on T2. We endow Mx with the Borel σ-
algebra generated by the weak-* topology. The notation 〈f, g〉 denotes the L2
duality product between two functions or distributions on T2; in particular,
〈µ, ϕ〉 will be used to denote the duality product between a measure µ inMx
and a function ϕ in Cx
For ξ in L4/3x , uξ is in W
1,4/3
x by Lemma C.1 and so in L4x by Sobolev em-
bedding; hence the product ξuξ is in L1x and the nonlinear term makes sense
for regular ϕ. However, if ξ is not in L4/3x , the product ξuξ is not defined
in general. To overcome this difficulty, we use the following Lemma, due
to Schochet [Sch95, Lemma 3.2 and discussion thereafter]. For ϕ in C2x, we
define the function Fϕ : T2 × T2 → R2×2 by
Fϕ(x, y) :=
1
2
K(x− y) · (∇ϕ(x)−∇ϕ(y))1x 6=y.
Lemma 2.3. The following hold:
• For every ϕ in C2x, Fϕ is bounded everywhere by C‖ϕ‖C2x and continuous
outside the diagonal {(x, y) | x = y}.
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• For any measure ξ in Mx, the formula
〈N(ξ), ϕ〉 :=
∫
T2
∫
T2
Fϕ(x, y)ξ(dx)ξ(dy), ϕ ∈ C
∞
x ,
defines a distribution in H−4x and we have
‖N(ξ)‖H−4x ≤ C‖ξ‖
2
Mx.
• The map N : Mx → H
−4
x is Borel, where Mx is endowed with the
Borel σ-algebra generated by the weak-* topology.
• The map N coincides with the nonlinear term in equation (1.1) for ξ
in L
4/3
x : precisely, for ξ in L
4/3
x ,
〈ξ, uξ · ∇ϕ〉 =
∫
T2
∫
T2
Fϕ(x, y)ξ(dx)ξ(dy). (2.2)
• For every M > 0, the map N , restricted on the set Mx,M,+,no−atom
of non-negative non-atomic measures on T2 with total mass ≤ M , is
continuous (that is ξ 7→ 〈N(ξ), ϕ〉 is continuous for every ϕ in H4);
hence N is the only continuous extension of the nonlinear term within
Mx,M,+,no−atom.
Thanks to this Lemma, we use the right-hand side of (2.2) as the definition
for the nonlinear term in (1.1). Note that, by Lemma 4.18 stated later, the
set Mx,M,+,no−atom includes the case of ξ in Mx,+ ∩ H−1x we are interested
in here. The last assertion of Lemma 2.3 is a consequence of Lemma 4.16,
while the other assertions are proved in the Appendix.
2.4 Definition of measure-valued solutions
Now we can give the definition of a measure-valued solution to the stochastic
vorticity equation. Again we give some notation. For any fixedM > 0,Mx,M
is the set of all finite signed Radon measures µ on T2 with total variation
‖µ‖Mx ≤M . We consider Mx,M endowed with the weak-* topology induced
byMx, which makes it a compact Polish space (by Banach-Alaoglu theorem
and by e.g. [Bre11, Theorem 3.28]), and with the Borel σ-algebra generated
by this topology. Given a filtration (Ft)t, we call P the associated progressive
σ-algebra (not the predictable σ-algebra). A cylindrical Brownian motion on
(Ft)t is a sequence W = (W k)k of independent (Ft)t-Brownian motions.
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Definition 2.4. FixM > 0. Assume that the vector fields σk satisfy the Con-
dition 2.1. A weak distributional Mx,M-valued solution to the vorticity equa-
tion (1.1) is an object (Ω,A, (Ft)t, P, (W k)k, ξ), where (Ω,A, (Ft)t, P, (W k)k)
is a cylindrical Brownian motion with the usual assumptions, ξ : [0, T ]×Ω→
Mx,M is P Borel measurable (with P the progressive σ-algebra associated with
(Ft)t) and it holds
ξt = ξ0 −
∫ t
0
N(ξr)dr −
∑
k
∫ t
0
σk · ∇ξrdW
k
r +
1
2
∫ t
0
c∆ξrdr, ∀t, P − a.s.
(2.3)
(the P -exceptional set being independent of t), as equality in H−4x .
This definition is the rigorous formulation of (1.1) in the Itô form (2.1), under
the Condition 2.1 on σk.
Lemmas 2.3 and B.1 imply that ξ and the integrands in (2.3) are P Borel
measurable as H−4x -valued maps, moreover
E
∑
k
∫ T
0
‖σk · ∇ξr‖
2
H−4x
dr ≤M2
∑
k
‖σk‖
2
Cx . (2.4)
Hhence the deterministic integrals and the stochastic Itô integral make sense
resp. as Bochner and stochastic integrals in H−4x .
Moreover, Lemma B.2 shows that (2.3) is equivalent to the formulation with
test functions, namely, for every ϕ in C∞x ,
〈ξt, ϕ〉 = 〈ξ0, ϕ〉+
∫ t
0
〈N(ξr), ϕ〉dr
+
∑
k
∫ t
0
〈ξr, σk · ∇ϕ〉dW
k
r
+
1
2
∫ t
0
〈ξr, c∆ϕ〉dr, for every t, P − a.s.,
(2.5)
(the P -exceptional set being independent of t).
We sometimes say that ξ is an Lpx-valued solution if has finite L
m
t,ω(L
p
x) norm
for some 1 ≤ m ≤ ∞, where we identify a measure with its density if the
density exists. Similarly for H−1x -valued solutions.
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3 Global existence for vorticity in Mx,+ ∩H
−1
x
We give the main result of this paper. HereMx,+,Mx,M,+ are the subsets of
Mx resp. of non-negative measures and of non-negative measures with total
variation ≤M .
Theorem 3.1. Assume the Condition 2.1 on σk, fix M > 0. For ev-
ery ξ0 in Mx,M,+ ∩ H
−1
x , there exists a weak distributional Mx,M-valued
solution (Ω,A, (Ft)t, P, (W
k)k, ξ) to the vorticity equation (1.1), with ξ in
Ct(Mx,M,+, w∗) ∩ L
2
t,ω(H
−1
x ).
Remark 3.2. Note that, if ξ is a solution and α is a real constant (in
space, time and Ω), then ξ + α is also a solution (this follows from K ∗
α = 0). Hence the result can be generalized as follows: for every ξ0 in
Mx,M ∩ H
−1
x with negative part bounded by a constant α, then there exists
a weak distributional Mx,M-valued solution ξ to (1.1), in Ct(Mx,M,+, w∗) ∩
L2t,ω(H
−1
x ), with negative part bounded by α for all t, P -a.s..
This is relevant in particular because, if we start from a velocity u, then
curl[u] cannot be non-negative (unless curl[u] = 0), but it can be bounded
from below.
The strategy of the proof goes as follows:
Compactness argument: We take ξǫ solutions with regular bounded initial
datum ξǫ0 and we show that ξ
ǫ are tight via suitable a priori bounds. The
steps are:
1. Prove the non-negativity and a uniform L∞t,ω(Mx,+) bound on ξ
ε: This
follows from the conservation of non-negativity and from the conserva-
tion of mass for the vorticity equation (1.1).
2. Prove a uniform L2t,ω(H
−1
x ) bound on ξ
ε: Since the L2t,ω(H
−1
x ) norm
of ξ is equivalent to the L2t,ω(L
2
x) norm of the velocity u
ε := uξ
ε, we
write the equation (4.2) for uε and prove a uniform energy bound on
uε. Note that, oppositely to the deterministic case, the energy (the L2
norm of uε) is not preserved, due to the additional term (∇σk) ·u ◦ W˙ k
in the equation for the velocity uε. To prove the energy bound, the
assumptions on σk play a crucial role.
3. Prove a uniform L2ω(C
α
t (H
−4
x )) bound on ξ
ε, for α < 1/2: This follows
from the Lipschitz bounds in time on the deterministic integrals in the
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vorticity equation (1.1) and the Hölder bound in time on the stochastic
integral as H−4-valued object.
4. Show tightness in Ct(Mx,M , w∗) ∩ (L2t (H
−1
x ), w) (where w
∗ refers to
the weak-* topology on Mx,M and w refers to the weak topology on
L2t (H
−1
x )): This follows from the previous uniform bounds. Actually,
one could have tightness simply in Ct(Mx,M , w∗), without using the
L2t (H
−1
x ) bound, but this will be useful in the convergence part.
Convergence argument: We show that any limit point ξ of ξǫ solves the
vorticity equation (1.1). The steps are:
1. Pass to an a.s. convergence: By Skorokhod-Jacubowski theorem we
have, up to subsequences, an a.s. convergence on a larger probability
space of ξε to some ξ in Ct(Mx,M , w∗) ∩ (L2t (H
−1
x ), w).
2. Show that the a.s. limit ξ of any subsequence satisfies (2.3): For the
nonlinear term, we use the Schochet approach and in particular: the
continuity of the nonlinear term among non-negative non-atomic mea-
sures as in Lemma 4.16 and the fact thatH−1x measures are non-atomic.
For the stochastic term, we use the approximation of the stochastic in-
tegral via Riemann sums as in [BGJ13].
The main result will follow from Lemma 4.14, which will show that the limit
ξ of any subsequence satisfies (2.3).
4 Proof of the main result
4.1 A priori bounds
We fix M > 0 and the initial condition ξ0 in Mx,M,+ ∩H−1x .
We take ξε to be the L∞t,x,ω solution to the stochastic vorticity equation
(2.3), with initial condition ξε0 = ξ0 ∗ ρε, where ρε are standard mollifiers
on T2 (precisely, we take a C∞c non-negative even function on R
2, we define
ρε = ε
−2ρ(ε−1·) and make it periodic). The existence (and the uniqueness) of
such L∞t,x,ω solution is proved in [BFM16]. Precisely, for any ε > 0, [BFM16,
Theorem 2.14] implies the existence and the strong uniqueness of the stochas-
tic flow Φε = Φε(t, x, ω), Lebesgue-measure-preserving and continuous with
15
respect to (t, x), solution to the SDE
dΦε(t, x) =
∫
T2
K(Φε(t, x)− Φε(t, y))ξ
ε
0(y)dydt+
∑
k
σk(Φ
ε(t, x))dW kt .
As a consequence of [BFM16, Proposition 5.1], if we define, for every t,
ξεt (ω) = (Φ(t, ·, ω))#ξ
ε
0 (4.1)
(the image measure of ξε0 under Φ(t, ·, ω)), then, for a.e. ω, for every t ξ
ε
t (ω)
admits a density with respect to the Lebesgue measure, this density is in
L∞t,x,ω and, for every ϕ in C
∞
x , 〈ξt, ϕ〉 is progressively measurable and satisfies
(2.5). It follows, see Remark B.3, that, up to taking an indistinguishable
version, such ξε is a weak distributional Mx,Mε-valued solution in the sense
of Definition 2.4, for some Mε ≥ ‖ξε0‖Mx.
4.1.1 Bound in L∞t,ω(Mx)
We start with a uniform L∞t,ω(Mx) bound:
Lemma 4.1. For every ε > 0 fixed, for a.e. ω, we have
sup
t∈[0,T ]
‖ξεt ‖Mx ≤ ‖ξ0‖Mx ≤M.
In particular, up to taking an indistinguishable version, ξε is a Mx,M-valued
solution (in the sense of Definition 2.4). Moreover, for a.e. ω, we have: for
every t, ξεt ≥ 0 (that is, it is a non-negative measure).
Proof. The non-negativity follows directly from the fact that ξε0 and so ξ
ε
0
are non-negative and from the representation formula (4.1). Concerning the
bound, this also follows from the representation formula (4.1), but we prefer
giving a PDE (short) proof. Using ϕ ≡ 1 as test function in (2.5), we get,
for a.e. ω: for every t, ∫
T2
ξεtdx =
∫
T2
ξε0dx.
Since ξεt ≥ 0, we get that ‖ξ
ε
t ‖L∞t,ω(Mx) ≤ ‖ξ0‖Mx for every t, for a.e. ω.
Defining ξε = 0 outside the exceptional set where the bound is not satisfied,
we get that ξε is in Ct(Mx,M) and so is a Mx,M -valued solution.
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Remark 4.2. In the proof of the previous Lemma, we used the fact that ξε
is positive (and so
∫ 2
T
ξε is the Mx norm of ξ
ε), but this is not essential.
Indeed, the vorticity equation is a transport equation with divergence-free ve-
locity field, therefore the mass is conserved at least under suitable regularity
assumption on the velocity, which are satisfied here.
4.1.2 Equation for the velocity and for its energy
In view of a uniform H−1x bound on ξ
ε, we will: 1) get an equation for the
velocity uε = uξε = K ∗ ξε, then 2) get an equation for the energy of uε, that
is the L2x norm of u
ε, then 3) conclude a uniform L2x bound on u
ε; by Lemma
C.1, this bound is equivalent to a uniform H−1x bound on ξ
ε, up to the space
average to ξε.
Here we consider a solution ξ to the vorticity equation (2.3), with sufficiently
integrability to include the (bounded) approximants ξǫ.
As we have seen in the introduction (formula (1.3))
∂tu+ (u · ∇)u+
∑
k
(σk · ∇ + (Dσk)
T )u ◦ W˙ k = −∇p− γ,
divu = 0,
(4.2)
where p : [0, T ] × T2 × Ω → R and γ : [0, T ] × Ω → R2 are unknown (and
random). The rigorous result is as follows.
Lemma 4.3. Assume Condition 2.1 on σk. Let ξ be a Mx,M-valued distri-
butional solution to the stochastic vorticity equation, assume that ξ is also in
Lpt,ω(L
p
x) for some 2 < p <∞ and define u = K ∗ ξ. Then u is in L
p
t,ω(W
1,p
x )
and is a distributional solution to the stochastic Euler equation, that is it
holds
ut = u0 −
∫ t
0
Π[(ur · ∇)ur]dr
−
∑
k
∫ t
0
Π[σk · ∇ur + (Dσk)
Tur]dW
k
+
1
2
∫ t
0
c∆urdr, for every t, P − a.s.,
(4.3)
as equality among H−1x -valued processes, where Π is the Leray projector on
the divergence-free zero-mean H−1x distributions.
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The proof is essentially based on the following formal equality, for v : T2 →
R2 divergence-free and w : T2 → R2:
curl[v · ∇w + (Dv)Tw] = v · ∇curl[w].
Using this equality, one can formally pass from the velocity equation (4.2) to
the vorticity equation (1.1). The rigorous proof is given in the Appendix.
From the equation of the velocity we get the equation for the expected valued
of the energy:
Lemma 4.4. Under the assumptions of Lemma 4.3, we have
E‖ut‖
2
L2x
= E‖u0‖
2
L2x
− 2E
∫ t
0
∫
T2
u · Π[(u · ∇)u]dxdr
− E
∫ t
0
∫
T2
c|∇u|2dxdr
+ E
∫ t
0
∑
k
∫
T2
|Π[(σk · ∇+ (Dσk)
T )u]|2dxdr, for every t.
(4.4)
One can get this equation formally from (4.2) by applying the Itô formula to
‖u‖2L2x. However this is not possible rigorously, because the rigorous equation
(4.3) holds in H−1x and the square of the L
2
x norm is not continuous on H
−1
x .
The rigorous proof of (4.4) is based on a regularization argument and is
postponed to the appendix.
4.1.3 Bound in L2t,ω(H
−1
x )
Now we give a uniform L2t,ω(H
−1
x ) bound on the approximants ξ
ε. This bound
is not essential for the compactness argument, but it is essential for the
convergence argument, as we will see.
Lemma 4.5. It holds
E‖ξεt ‖
2
H−1x
≤ C(‖ξ0‖
2
H−1x
+ ‖ξ0‖
2
Mx), for every t.
In the proof of this lemma, we use crucially the assumptions 2.1 on σk. We
recall that uε = uξ
ε
= K ∗ ξε.
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Proof. By Remark D.6, the H−1x norm is a Borel function on (M, w∗), there-
fore ‖ξε‖H−1x and ‖u
ε‖L2x are progressively measurable and the expectations
of their moments make sense. By Lemma C.1, applied to ξεt −
∫
ξεt (y)dy, we
have, for every t,
‖ξεt ‖H−1x ≤ C‖u
ε
t‖L2x +
∣∣∣∣
∫
T2
ξεt dx
∣∣∣∣ ,
‖uεt‖L2x ≤ C‖ξ
ε
t‖H−1x .
By Lemma 4.1, the L1 norm of ξε is uniformly bounded by ‖ξ0‖Mx . Hence
it is enough to show, for every t,
E‖uεt‖
2
L2x
≤ C‖u0‖
2
L2x
.
We will show the above bound using the velocity equation (4.3).
We start with (4.4) applied to uε. Since uε is divergence-free, the nonlinear
term in (4.4) vanishes: indeed∫
T2
uε · Π[(uε · ∇)uε]dx =
∫
T2
Π[uε] · (uε · ∇)uεdx
=
∫
T2
uε · (uε · ∇)uεdx = 0.
For the term with σk, since Π is a projector in L2x, we have∑
k
∫
T2
|Π[(σk · ∇+ (Dσk)
T )uε]|2dx ≤
∑
k
∫
T2
|(σk · ∇+ (Dσk)
T )uε|2dx
=
∫
T2
[
∑
k
|σk · ∇u
ε|2 +
∑
k
|(Dσk)
Tuε|2 + 2
∑
i,j,h
∑
k
σik∂xjσ
h
k (u
ε)h∂xi(u
ε)j ]dx.
Now we use the assumptions 2.1, precisely that
∑
k σ
i
kσ
j
k = cδij and that∑
k σ
i
k∂xjσ
h
k = 0 for all i, j, h, with uniform (with respect to x) convergence
in the series over k: we get∑
k
∫
T2
|Π[(σk · ∇+ (Dσk)
T )uε]|2dx ≤
∫
T2
c|∇uε|2dx+
∑
k
‖σk‖C1x
∫
T2
|uε|2dx.
Putting all together, we obtain for every t
E‖uεt‖
2
L2x
≤ E‖uε0‖
2
L2x
+
∑
k
‖σk‖C1x
∫ t
0
E‖uεr‖
2
L2x
dr.
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We apply Gronwall lemma to E‖uεt‖
2
L2x
: we conclude, for every t,
E‖uεt‖
2
L2x
≤ E‖uε0‖
2
L2x
exp[t
∑
k
‖σk‖C1x ],
which implies the desired bound since uε0 is deterministic and ‖u
ε
0‖L2x ≤
C‖u0‖L2x. The proof is complete.
4.1.4 Bound in Lmω (C
α
t (H
−4
x ))
Now we prove a uniform Lmω (C
α
t (H
−4
x )) bound, for m ≥ 2:
Lemma 4.6. Fix 2 ≤ m <∞. For every 0 < α < 1/2, we have
E‖ξε‖m
Cαt (H
−4
x )
≤ C(‖ξ0‖
2m
Mx + ‖ξ0‖
m
Mx), for every t.
Proof. Note that, by Remark D.6, ω 7→ ‖ξ‖Cαt (H−4x ) is measurable. Using the
equation (2.3), we get, for every t,
E‖ξεt − ξ
ε
s‖
m
H−4x
≤ CE
∥∥∥∥
∫ t
s
N(ξεr)dr
∥∥∥∥
m
H−4x
+ CE
∥∥∥∥∥
∑
k
∫ t
s
σk · ∇ξ
ε
rdW
k
∥∥∥∥∥
m
H−4x
+ CcmE
∥∥∥∥
∫ t
s
∆ξεrdr
∥∥∥∥
m
H−4x
.
By Lemma 2.3, we have for the nonlinear term
E
∥∥∥∥
∫ t
s
N(ξεr)dr
∥∥∥∥
m
H−4x
≤ C(t− s)m‖ξε‖2mL∞t,ω(Mx).
For the stochastic integral, the Burkholder-Davis-Gundy inequality and Lemma
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B.1 give
E
∥∥∥∥∥
∑
k
∫ t
s
σk · ∇ξ
ε
r ◦ dW
k
∥∥∥∥∥
m
H−4x
≤ CE
(∑
k
∫ t
s
‖σk · ∇ξ
ε
r‖
m
H−4x
dr
)m/2
≤ C(t− s)m/2
(∑
k
‖σk‖
2
Cx
)m/2
‖ξε‖mL∞t,ω(Mx)
Finally for the second order term, again Lemma B.1 gives
E
∥∥∥∥
∫ t
s
∆ξεrdr
∥∥∥∥
m
H−4x
≤ C‖ξε‖mL∞t,ω(Mx)
We put all together and we recall the a priori bound on ‖ξε‖L∞t,ω(Mx) in Lemma
4.1: we obtain
E‖ξεt − ξ
ε
s‖
m
H−4x
≤ C(t− s)m/2(‖ξ0‖
m
Mx + ‖ξ0‖
2m
Mx),
where the constant C depends on
∑
k ‖σk‖
2
Bx and on c. By the Kolmogorov
criterion (or the Sobolev embedding in t), recalling that ξε is already contin-
uous as H−4x -valued process, we get, for every 0 < α < 1/2,
E‖ξε‖m
Cαt (H
−4
x )
≤ C(‖ξ0‖
m
Mx + ‖ξ0‖
2m
Mx).
The proof is complete.
4.2 Tightness
In this section we prove the tightness of ξε on Ct(Mx,M , w∗)∩ (L2t (H
−1
x ), w)
(recall that M > 0 is fixed such that ‖ξ0‖Mx ≤M).
We recall that (Mx,M , w∗) is metrizable with the distance dMx,M (µ, ν) =∑
j 2
−j|〈µ−ν, ϕj〉|, therefore Ct(Mx,M , w∗) is metrizable as well: see Remark
4.9 with X = Cx. Here the space Ct(Mx, w∗) ∩ (L2t (H
−1
x ), w) is defined as
the subspace of Ct(Mx, w∗) whose paths have finite L2t (H
−1
x ) norm. On
this subspace, the topology is induced by the Ct(Mx, w∗) topology and the
(L2t (H
−1
x ), w) norm, that is, any open set in Ct(Mx, w∗) ∩ (L
2
t (H
−1
x ), w) is
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the union of a Ct(Mx, w∗)-open set and a (L2t (H
−1
x ), w)-open set. The Borel
σ-algebra on Ct(Mx, w∗) ∩ (L2t (H
−1
x ), w) is then generated by the Borel σ
algebras related to the Ct(Mx, w∗) topology and the (L2t (H
−1
x ), w) topology.
Actually, the Borel σ-algebra generated by (L2t (H
−1
x ), w) coincides with the
Borel σ-algebra generated by the strong topology on L2t (H
−1
x ), by Lemma
D.1.
Note that, by Lemmas 4.1 and 4.5, for any ε > 0, ξεt takes values in Mx,M ∩
H−1x for every t, P -a.s. and so for every ω up to taking an indistinguishable
version. Hence, by Lemma B.4, ξ is measurable as Ct(Mx,M , w∗)-map and
as (L2t (H
−1
x ), w)-valued map (both spaces being endowed with their Borel
σ-algebras), that is ξε is a random variable with values in Ct(Mx,M , w∗) ∩
(L2t (H
−1
x ), w).
Lemma 4.7. Fix M > 0 such that ‖ξ0‖Mx ≤ M . The family (ξ
ε)ε is tight
on Ct(Mx,M , w∗) ∩ (L
2
t (H
−1
x ), w).
We start with a generalization of [BM13, Lemma 3.1]. The latter is a refined
version of the compactness argument in [FG95], which can be seen as a
stochastic version of the Aubin-Lions lemma. Given a Banach space X, we
call BXM the closed ball in X of radius M .
Lemma 4.8. Let X, Y be separable Banach spaces with Y densely embedded
in X. Then, for every M ≥ 0, α > 0, a ≥ 0, the set
Aa = {z ∈ Ct(B
X∗
M , w∗) | ‖z‖Cαt (Y ∗) ≤ a}
is compact in Ct(B
X∗
M , w∗).
Remark 4.9. For the proof, we recall the following facts. First, the ball BX
∗
M
endowed with the weak-* topology is metrizable with the distance dBX∗M (w,w
′) =∑
j 2
−j|〈w−w′, ϕj〉|, where (ϕj)j is a dense sequence in B
X
1 , see [Bre11, The-
orem 3.28]. Hence the set Ct(B
X∗
M , w∗) is metrizable with the distance
d(z, z′) = sup
t∈[0,T ]
∑
j
2−j|〈z − z′, ϕj〉|, z, z
′ ∈ Ct(B
X∗
M , w∗). (4.5)
Moreover, given a sequence (zn)n and z in Ct(B
X∗
M , w∗) and a set D, dense
in X, the following three conditions are equivalent:
• (zn)n converges to z in Ct(B
X∗
M , w∗);
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• for every ϕ in X, 〈zn, ϕ〉 converges uniformly (that is, in Ct) to 〈z, ϕ〉;
• for every ϕ in D, 〈zn, ϕ〉 converges uniformly (that is, in Ct) to 〈z, ϕ〉.
The equivalence between the first two conditions can be seen using the distance
(4.5). The equivalente between the last two points can be seen approximating a
generic ϕ in X with elements in D and using the uniform bound ‖zn‖X∗ ≤M .
Proof. Since Ct(BX
∗
M , w∗) is metrizable, compactness is equivalent to sequen-
tial compactness. Let (zn)n be a sequence in Aa, we have to find a subse-
quence (znk)k which converges in Ct(BX
∗
M , w∗) to an element of Aa.
For fixed t in Q ∩ [0, T ], (znt )n is a sequence in B
X∗
M , hence, by Banach-
Alaoglu theorem, there exists a subsequence (znkt )k converging weakly-* to
an element z˜t in BX
∗
M . By a diagonal procedure, we can make the sequence
(nk)k independent of t in Q ∩ [0, T ].
On the other side, let D be a countable dense set in Y , and so in X. The fact
that zn are equicontinuous and equibounded in Y ∗ implies that, for every ϕ
in D, the functions t 7→ 〈znkt , ϕ〉 are equicontinuous and equibounded, their
Cα norm being bounded by a‖ϕ‖Y . Hence, by Ascoli-Arzelà theorem, there
exists a subsequence converging in Ct to some element t 7→ f
ϕ
t , which also
satisfies ‖fϕ‖Cαt ≤ a‖ϕ‖Y . By a diagonal procedure, we can choose the
subsequence independent of ϕ in D. With a small abuse of notation, we
continue using nk for this subsequence. Then, for all t in Q∩ [0, T ], for all ϕ
in D, 〈z˜t, ϕ〉 = f
ϕ
t .
Fix t in [0, T ] and let (tj)j be a sequence in Q ∩ [0, T ] converging to t. The
sequence (z˜tj )j is in B
X∗
M , so, up to subsequences, it converges weakly-* to
an element zt in BX
∗
M . On the other hand, for all ϕ in D, by continuity of
t 7→ fϕt , we must have 〈zt, ϕ〉 = f
ϕ
t .
The map t 7→ 〈zt, ϕ〉 = f
ϕ
t is continuous for every ϕ in D, and actually for
every ϕ in X, by an approximation argument. Hence z is in Ct(BX∗M , w∗).
Moreover
‖zt − zs‖ = sup
ϕ∈D,‖ϕ‖Y ≤1
|〈zt − zs, ϕ〉|
= sup
ϕ∈D,‖ϕ‖Y ≤1
|fϕt − f
ϕ
s | ≤ a|t− s|
α,
and similarly for ‖zt‖Y alone. Hence ‖z‖Cαt (Y ∗) ≤ a and so z is in Aa.
Finally, for every ϕ in D, 〈znk , ϕ〉 converges uniformly to fϕ = 〈z, ϕ〉, there-
fore, by Remark 4.9, znk converges to z in Ct((BX
∗
M , w∗). The proof is com-
plete.
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As a consequence of the previous Lemma and the Banach-Alaoglu theorem,
we get the following:
Lemma 4.10. For every M ≥ 0, α > 0, for every a, b ≥ 0, the set
Aa,b = {µ ∈ Ct(Mx,M , w∗) ∩ L
m
t (H
−1
x ) | ‖µ‖Cαt (H−4x ) ≤ a, ‖µ‖Lmt (H−1x ) ≤ b}
is metrizable and compact in Ct(Mx,M , w∗) ∩ (L
m
t (H
−1
x ), w).
Proof. Since the topologies on Ct(Mx,M , w∗) and on the closed ball of ra-
dius b in (Lmt (H
−1
x ), w∗) are metrizable, Aa,b is metrizable as well and the
compactness is equivalent to the sequential compactness.
Let (µn)n be a sequence in Aa,b. By the previous Lemma, applied to X = Cx
and Y = H4x, there exists a sub-subsequence (µ
nk)k converging to some µ
in Ct(Mx,M , w∗) with ‖µ‖Cαt (H−4x ) ≤ a. On the other hand, by the Banach-
Alaoglu theorem, there exists a subsequence, which we can assume (µnk)k up
to relabelling, converging to some ν in (Lmt (H
−1
x ), w) with ‖ν‖Lmt (H−1x ) ≤ b.
Using these two limits, for every g in Ct and every ϕ in C1x, we have∫ T
0
g(t)〈µt, ϕ〉dt =
∫ T
0
g(t)〈νt, ϕ〉dt.
Hence µ = ν and so µ is the limit in Aa,b of the subsequence (µnk)k. The
proof is complete.
We are ready to prove tightness of ξε.
Proof of Lemma 4.7. As we have seen at the beginning of this section, by
Lemmas 4.1 and 4.5, for any ε > 0, ξε is, up to an indistinguishable ver-
sion, a Ct(Mx, w∗) ∩ (L2t (H
−1
x ), w)-valued random variable. Lemma 4.10
ensures that the set Aa,b defined in that Lemma is metrizable and compact
in Ct(Mx, w∗) ∩ (L2t (H
−1
x ), w). The Markov inequality gives
P{ξε /∈ Aa,b} ≤ P{‖ξ
ε‖Cαt (H
−4
x )
> a} + P{‖ξε‖Lmt (H
−1
x )
> b}
≤ a−mE‖ξε‖m
Cαt (H
−4
x )
+ b−mE‖ξε‖m
Lmt (H
−1
x )
.
By Lemmas 4.5 and 4.6, the right-hand side above can be made arbitrarily
small, uniformly in ε, taking a and b large enough. The tightness is proved.
As a consequence, we have actually:
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Corollary 4.11. The family (ξε,W )ε (where W = (W
k)k) is tight on the
space χ := [Ct(Mx,M , w∗) ∩ (L
m
t (H
−1
x ), w)]× C
N
t .
Proof. The tightness of (ξε,W ) follows easily from the tightness of the marginals.
4.3 Convergence
We can apply the Skorohod-Jakubowski representation theorem, see [Jak97],
to the family (ξε,W )ε and the space χ = [Ct(Mx,M , w∗)∩(Lmt (H
−1
x ), w)]×C
N
t .
Indeed the family (ξε,W )ε is tight by Corollary 4.11 and the space χ satisfies
the assumption (10) in [Jak97]: for given sequences (ti)i dense in [0, T ], (ϕj)j
dense in Cx, the maps fi,j and gi,k, defined on χ by fi,j(µ, γ) = 〈µti, ϕj〉 and
gi,k(µ, γ) = arctan(γ
k
ti
), form a sequence of continuous, uniformly bounded
maps separating points in χ.
Hence, by the Skorohod-Jakubowski representation theorem, there exist an
infinitesimal sequence (εj)j, a probability space (Ω˜, A˜, P˜ ), a χ-valued se-
quence (ξ˜j, W˜ (j))j and a χ-valued random variable (ξ˜, W˜ ) such that (ξ˜j, W˜ (j))
has the same law of (ξεj ,W ) and (ξ˜j, W˜ (j)) converges to (ξ˜, W˜ ) a.s. in
Ct(Mx,M , w∗) ∩ (L
m
t (H
−1
x ), w). For notation, we use W˜
(j),k and W˜ k for the
k-th component of the CNt -valued random variables W˜
(j) and W˜ .
Call F˜0t the filtration generated by ξ˜, W˜ and the P˜ -null sets on (Ω˜, A˜, P˜ )
and call F˜t = ∩s>tF˜0s . Similarly, call F˜
0,j
t the filtration generated by ξ˜j, W˜ (j)
and the P˜ -null sets on (Ω˜, A˜, P˜ ) and call F˜ jt = ∩s>tF˜0,js .
Lemma 4.12. The filtration (F˜t)t is complete and right-continuous and
W˜ is a cylindrical Brownian motion with respect to it. Moreover ξ˜ is an
(Mx,M , w∗)-valued (F˜t)t-progressively measurable process. Similarly for (F˜
j
t )t,
W˜ (j) and ξ˜j, for each j.
The proof of this Lemma is simple but technical and postponed to the ap-
pendix.
Each copy ξ˜j of the approximant ξεj is a solution to the stochastic vorticity
equation:
Lemma 4.13. For each fixed j, the object (Ω˜, A˜, (F˜ jt )t, P˜ , W˜
(j), ξ˜j) is a
Mx,M-valued solution to the vorticity equation (1.1) with the initial condition
ξ˜j0 = ξ
εj
0 P -a.s.. Moreover Lemmas 4.5 and 4.6 hold for ξ˜
j in place of ξε and,
P -a.s., ξ˜t is non-negative for every t.
Also the proof of this Lemma is technical and postponed to the appendix.
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4.4 Limiting equation
Now we show that ξ˜ satisfies the vorticity equation with W˜ as Brownian
motion. With this Lemma, Theorem 3.1 is proved.
Lemma 4.14. The object (Ω˜, A˜, (F˜t)t, P˜ , W˜ , ξ˜) is a Mx,M-valued solution to
the vorticity equation (1.1), which is also in Ct(Mx,M , w∗) ∩ (L2t (H
−1
x ), w).
To prove Lemma 4.14 we will show (2.5) for (ξ˜, W˜ ) for every test function ϕ
in C∞x . By Lemma 4.13, for each j, (ξ˜
j, W˜ (j)) satisfies (2.5) for every ϕ in
C∞x . Hence it is enough to pass to the P˜ -a.s. limit, as j →∞, in each term
of (2.5) for (ξ˜j, W˜ (j)), possibly choosing a subsequence, for every t and every
ϕ in C∞x . We fix t in [0, T ] and ϕ in C
∞
x .
We start with the deterministic linear terms: 〈ξ˜jt , ϕ〉, 〈ξ˜
j
0, ϕ〉 and∫ t
0
〈ξ˜jr , c∆ϕ〉dr
converge P -a.s. to the corresponding terms without the superscript j, thanks
to the convergence of ξ˜j to ξ˜ in Ct(Mx,M , w∗).
4.4.1 The nonlinear term
Concerning the nonlinear term, we recall Lemma 2.3) and we follow the
Schochet argument, see Schochet [Sch95] and Poupaud [Pou02, Section 2].
The first main ingredient for the convergence is the following:
Lemma 4.15. Fix M > 0. For every ϕ in C2x, the map µ 7→ 〈N(µ), ϕ〉 is
continuous on the subsetMx,M,+,no-atom ofMx,M of non-negative non-atomic
measures with total mass bounded by M , endowed with the weak-* topology.
We use the following result, a version of the classical Portmanteau theorem
(which deals with probability measures rather than non-negative measures):
Lemma 4.16. Let X be a compact metric space. Assume that (νk)k is a se-
quence of non-negative bounded measures and converges to ν in (M(X), w∗).
Let F be a closed set in X with ν(F ) = 0 and let ψ : X → R be a bounded
Borel function, continuous on X \F . Then the sequence (〈νk, ψ〉)k converges
to 〈ν, ψ〉.
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Proof. Let ε > 0, we have to prove that |〈νk−ν, ψ〉| < Cε for k large enough,
for some constant C. The fact that ν(F ) = 0 implies the existence of δ > 0
such that ν(B¯(F, δ)) < ε, where B¯(F, δ) := {x ∈ X | d(x, F ) ≤ δ}. As the
function 1B¯(F,δ) is upper semi-continuous and (νk)k converges weakly-* to ν,
there exists k¯ such that νk(B¯(F, δ)) < ε for all k ≥ k¯. By Urysohn lemma,
there exists a continuous function ρ with 0 ≤ ρ ≤ 1, ρ = 1 on F and ρ = 0
on B¯(F, δ)c; it is easy to see that ψ(1− ρ) is then continuous on all X. Now
we split
|〈νk − ν, ψ〉| ≤ |〈νk, ψρ〉|+ |〈νk − ν, ψ(1− ρ)〉|+ |〈ν, ψρ〉|. (4.6)
For the first term in the right-hand side, we have
|〈νk, ψρ〉|
≤ sup
k
|νk(B¯(F, δ))| sup
X
|ψ| = sup
k
νk(B¯(F, δ)) sup
X
|ψ| ≤ ε sup
X
|ψ|. (4.7)
The same inequality holds for the third term in the right-hand side of (4.6).
Finally, the second term in (4.6) is bounded by ε provided k is large enough,
by weak-* convergence of (νk)k. The proof is complete.
Remark 4.17. It is only in (4.7) in the proof of Lemma 4.16 that we need
to use that the process ξ takes values in non-negative measures.
Proof of Lemma 4.15. We have to show that, for every sequence (µn)n con-
verging to ξ inMx,M,+,no-atom, 〈N(µn), ϕ〉 converges to 〈N(µ), ϕ〉. By Lemma
D.5 in the Appendix, (µn⊗µn)n converges weakly-* to ξ⊗ξ. Moreover, since
µ has no atoms, then µ⊗µ gives no mass to the diagonalD = {(x, y) | x = y}:
indeed, by the Fubini theorem,
(µ⊗ µ)(D) =
∫
T2
µ(dx)
∫
{x}
µ(dy) = 0.
We are now in a position to apply Lemma 4.16 to the sequence (µn ⊗ µn)n,
with the state space X = (T2)2, with F = D and with ψ = Fϕ, which is
continuous outside the diagonal D: we get that
〈µn ⊗ µn, Fϕ〉 → 〈µ⊗ µ, Fϕ〉,
which is exactly the desired convergence. The proof is complete.
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The second ingredient for the convergence of the nonlinear term is the fol-
lowing:
Lemma 4.18. Let µ be in Mx ∩H
−1
x . Then µ has no atoms.
Proof. Fix x0 in T2, we have to prove that µ({x0}) = 0. Let ρ : R2 →
R be a smooth function with 0 ≤ ρ ≤ 1, supported on B1(0) (the ball
centered at 0 with radius 1) and with ρ(x) = 1 if and only if x = 0. For n
positive integer, call ρn(x) = ρ(n(x − x0)) and take its periodic version on
T2, which, with small abuse of notation, we continue calling ρn. Now (ρn)n
is a nonincreasing sequence which converges pointwise to 1{x0}, so (〈µ, ρn〉)n
converges to µ({x0}).
On the other hand |〈µ, ρn〉| ≤ ‖µ‖H−1x ‖ρn‖H1x . For the H
1
x norm of ρn, we
have
‖∇ρn‖
2
L2x
=
∫
R2
n2|∇ρ(nx)|2dx =
∫
B1/n(0)
|∇ρ(y)|2dy
and so ‖∇ρn‖L2 converges to 0 as n → ∞. In a similar and easier way one
sees that ‖ρn‖L2 converges to 0. So ‖ρn‖H1 tends to 0. Hence (〈µ, ρn〉)n tends
also to 0 and therefore µ({x0}) = 0.
Remark 4.19. It is only for the previous Lemma that we need to use that
the process ξ is H−1x -valued.
We are now able to conclude the convergence of the nonlinear term in (2.3).
Fix ω in a full measure set such that (ξ˜j)j converges to ξ˜ in Ct(Mx,M , w∗).
Since ξ˜ belongs to L2t (H
−1
x ), ξ˜r belongs to H
−1
x for all r in a full measure set
S of [0, T ]. In particular, by Lemma 4.18, ξ˜r has no atoms. Hence, for all r
in S, Lemma 4.15 implies the convergence of
〈N(ξj), ϕ〉 = 〈ξj ⊗ ξj, Fϕ〉
towards the same term without j. By the dominated convergence theorem
(in r), its time integral converges as well. This proves convergence for the
nonlinear term.
28
4.4.2 The stochastic integral
It remains to prove convergence of the stochastic term. We follow the strategy
in Brzezniak-Goldys-Jegaraj. We use the notation tli = 2
−li,
Yj,k(t) = 〈ξ˜
j
t , σk · ∇ϕt〉,
Y K,lj,k (t) = 1k≤K
∑
i
Yj,k(t
l
i)1[tli,tli+1[(t)
and similarly without j. Finally we call ρj,k the modulus of continuity of Yj,k,
namely
ρj,k(a) = sup
|t−s|≤a
|Yj,k(t)− Yj,k(s)|
and similarly without j. Note that ρj,k and ρk are F˜T -measurable on Ω˜, since
the above supremum can be restricted to rational times t, s. We split∣∣∣∣∣
∑
k
∫ t
0
〈ξ˜j, σk · ∇ϕ〉dW˜
(j),k −
∫ t
0
〈ξ˜, σk · ∇ϕ〉dW˜
k
∣∣∣∣∣
≤
∣∣∣∣∣
∑
k
∫ t
0
(Yj,k − Y
K,l
j,k )dW˜
(j),k
∣∣∣∣∣
+
∣∣∣∣∣
∑
k
∫ t
0
Y K,lj,k dW˜
(j),k −
∫ t
0
Y K,lk dW˜
k
∣∣∣∣∣
+
∣∣∣∣∣
∑
k
∫ t
0
(Yk − Y
K,l
k )dW˜
k
∣∣∣∣∣
=: T1 + T2 + T3.
Concerning the first addend T1, we have
ET12 =
∑
k
E
∫ t
0
|Yj,k − Y
K,l
j,k |
2dr.
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In order to have uniform estimates with respect to j, we want to use the
convergence in Ct of Y j,k to Y k. For this, we split again the right-hand side:
∑
k
E
∫ t
0
|Yj,k − Y
K,l
j,k |
2dr
≤ C
∑
k
E
∫ t
0
|Y K,lj,k − Y
K,l
k |
2dr + C
∑
k
E
∫ t
0
|Yk − Y
K,l
k |
2dr + C
∑
k
E
∫ t
0
|Yj,k − Yk|
2dr
=: T11 + T12 + T13.
For T11, we have
T11 = C
∑
k≤K
E
∫ t
0
|Y K,lj,k − Y
K,l
k |
2dr
≤ C
∑
k≤K
E sup
r
|Yj,k(r)− Yk(r)|
2
For T13, we have similarly
T13 = C
∑
k≤K
E
∫ t
0
|Yj,k − Yk|
2dr + C
∑
k>K
E
∫ t
0
|Yj,k − Yk|
2dr
≤ C
∑
k≤K
E sup
r
|Yj,k(r)− Yk(r)|
2 + C
∑
k>K
‖σk‖
2
Cx
where we have used that supr |Yj,k(r)| ≤ C‖σk‖
2
Cx
(the constant C here being
dependent on M , the upper bound of ‖ξj‖Mx and ϕ). For T12, we have
T12 = C
∑
k≤K
E
∫ t
0
|Yk − Y
K,l
k |
2dr + C
∑
k>K
E
∫ t
0
|Yk|
2dr
≤ C
∑
k≤K
Eρk(2
−l)2 + C
∑
k>K
‖σk‖
2
Cx .
This complete the bound for T1. Concerning the term T3, we have
ET32 =
∑
k
E
∫ t
0
|Yk − Y
K,l
k |
2dr,
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which is the term T12 up to a multiplicative constant and can therefore
bounded as T12. Finally, we note that the term T2 can be written as
T2 =
∣∣∣∣∣
∑
k≤K
∑
i
[Yj,k(t
l
i)(W
(j),k
tli+1
−W
(j),k
tli
)− Yk(t
l
i)(W
k
tli+1
−W ktli
)]
∣∣∣∣∣
Putting all together, we find
E
∣∣∣∣∣
∑
k
∫ t
0
〈ξ˜j, σk · ∇ϕ〉dW˜
(j),k −
∫ t
0
〈ξ˜, σk · ∇ϕ〉dW˜
k
∣∣∣∣∣
2
≤ C
∑
k≤K
Eρk(2
−l)2 + C
∑
k>K
‖σk‖
2
Cx
+ C
∑
k≤K
E sup
r
|Yj,k(r)− Yk(r)|
2
+ CE
∣∣∣∣∣
∑
k≤K
∑
i
[Yj,k(t
l
i)(W
(j),k
tli+1
−W
(j),k
tli
)− Yk(t
l
i)(W
k
tli+1
−W ktli
)]
∣∣∣∣∣
2
.
We first choose K such that
∑
k>K ‖σk‖
2
Cx < ε. For each k, since Yk is a
continuous function, ρk(2−l) converges to 0 as l → ∞ P˜ -a.s.. Moreover Yk
is also essentially bounded, therefore, by dominated convergence theorem,
Eρk(2
−l)2 also converges to 0. Hence, for K fixed as before, we can choose l
such that ∑
k≤K
Eρk(2
−l)2 < ε.
Again for each k, due to the convergence of ξ˜j in Ct(Mx,M , w∗), supr |Yj,k(r)−
Yk(r)|
2 converges to 0 as j →∞ P˜ -a.s.. Moreover Yj,k are bounded uniformly
in j, therefore, by dominated convergence theorem, E supr |Yj,k(r) − Yk(r)|2
also converges to 0. Hence, for K fixed as before, we can choose j¯ such that,
for every j ≥ j¯, ∑
k≤K
E sup
r
|Yj,k(r)− Yk(r)|
2 < ε.
Finally, for K, l fixed as before, the term∑
k≤K
∑
i
[Yj,k(t
l
i)(W
(j),k
tli+1
−W
(j),k
tli
)− Yk(t
l
i)(W
k
tli+1
−W ktli
)]
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converges to 0 as j → ∞ P˜ -a.s.; therefore, by dominated convergence theo-
rem, also its second moment converges to 0. Hence, for K, l fixed as before,
we can choose a new j¯ such that, for every j ≥ j¯,
E
∣∣∣∣∣
∑
k≤K
∑
i
[Yj,k(t
l
i)(W
(j),k
tli+1
−W
(j),k
tli
)− Yk(t
l
i)(W
k
tli+1
−W ktli
)]
∣∣∣∣∣
2
< ε.
This proves that the stochastic term in (2.3) converges in L2ω norm, and so
P˜ -a.s. up to subsequences.
We have proved that all the terms in (2.5) passes to the P˜ -a.s. limit, up to
subsequences, and therefore ξ˜ is a solution to (2.5), so to (1.1) with W˜ as
Brownian motion. The proof of Lemma 4.14 is complete.
Appendices
A On the nonlinear term in Euler equations
Proof of Lemma 2.3. This Lemma is essentially due to Schochet [Sch95, Lemma
3.2 and discussion thereafter], we use here the interpretation of Poupaud
[Pou02, Section 2].
• Since K is smooth outside the diagonal {x = y}, Fϕ is smooth outside
the diagonal. Recall by Lemma C.1 we have |K(x− y)| ≤ C|x− y|−1.
Therefore, using that ∇ϕ is Lipschitz, we get
|Fϕ(x, y)| ≤
1
2
|K(x− y)|‖D2ϕ‖Cx |x− y| ≤ C‖ϕ‖C2x ,
which gives the bound on Fϕ.
• For every ξ in Mx, for every ϕ in C2x, Fϕ is bounded and so 〈N(ξ), ϕ〉
is well-defined and
|〈N(ξ), ϕ〉| =
∣∣∣∣
∫ ∫
Fϕ(x, y)ξ(dx)ξ(dy)
∣∣∣∣
≤ C‖ϕ‖C2x‖ξ
⊗2‖Mx,y ≤ C‖ϕ‖H4x‖ξ‖
2
Mx,
where we used the Sobolev embedding in the last inequality. In partic-
ular N(ξ) is a well-defined linear bounded functional on H4.
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• The map Mx ∋ ξ 7→ ξ ⊗ ξ ∈ Mx,y is Borel (with respect to the Borel
σ-algebras generated by the weak-* topologies on Mx and Mx,y), by
Lemma D.5. Also, for every ϕ in C2x, the map
Mx,y ∋ µ 7→ 〈µ, Fϕ〉 ∈ R
is Borel by Lemma D.4. Therefore, for every ϕ in C2x,
Mx ∋ ξ 7→ 〈N(ξ), ϕ〉 ∈ R
is Borel, that is N is weakly-* Borel as an H−4x -valued map. Since H
−4
x
is a separable reflexive space, N is Borel by Lemma D.1.
• Recall that K is odd by Lemma C.1, therefore∫
ξ(x)u(x) · ∇ϕ(x)dx =
∫ ∫
ξ(x)ξ(y)K(x− y) · ∇ϕ(x)dxdy
= −
∫ ∫
ξ(x)ξ(y)K(y − x) · ∇ϕ(x)dxdy
= −
∫ ∫
ξ(x)ξ(y)K(x− y) · ∇ϕ(y)dxdy,
where in the last equality we swapped x and y. Hence∫
ξ(x)u(x) · ∇ϕ(x)dx
=
1
2
∫ ∫
ξ(x)ξ(y)K(x− y) · (∇ϕ(x)−∇ϕ(y))dxdy.
• Continuity of N on Mx,M,+,no−atom follows from Lemma 4.16.
B Technical lemmas
Lemma B.1. Assume Condition 2.1 on σk. Then the maps
Mx ∋ µ 7→ µ ∈ H
−4
x ,
Mx ∋ µ 7→ σk · ∇µ ∈ H
−4
x , k ∈ N,
Mx ∋ µ 7→ ∆µ ∈ H
−4
x
(B.1)
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are linear norm-to-norm and weak-*-to-weak continuous, in particular Borel
(where Mx is endowed with the weak-* topology). Moreover we have the
bounds
‖µ‖H−4x + ‖∆µ‖H−4x ≤ C‖µ‖Mx,
‖σk · ∇µ‖H−4x ≤ C‖σk‖Cx‖µ‖Mx
Proof. The maps in (B.1), tested against a test function ϕ, read formally
µ 7→ 〈µ, ϕ〉,
µ 7→ −〈µ, σk · ∇ϕ〉,
µ 7→ 〈µ,∆ϕ〉.
Now, by Sobolev embedding, for any ϕ in H4x, the functions ϕ, σk · ∇ϕ, ∆ϕ
are continuous with
‖ϕ‖Cx ≤ C‖ϕ‖H4x ,
‖σk · ∇ϕ‖Cx ≤ ‖σk‖Cx‖∇ϕ‖Cx ≤ C‖σk‖Cx‖∇ϕ‖H4x ,
‖∆ϕ‖Cx ≤ C‖ϕ‖H4x .
Hence the maps in (B.1) are weak-*-to-weak continuous. Taking the supre-
mum over ϕ in the unit ball of H4x, we get also the norm-to-norm continuity
and the desired bounds.
Lemma B.2. Assume Condition 2.1 on σk, fix M > 0. For any object
(Ω,A, (Ft)t, P, (W
k)k, ξ), where (Ω,A, (Ft)t, P, (W
k)k) is a cylindrical Brow-
nian motion with the usual assumptions and ξ : [0, T ] × Ω → Mx,M is P
Borel measurable, then (2.3) holds if and only if (2.5) holds for every ϕ in
C∞x .
Proof. Assume that (2.3) holds, fix ϕ in C∞x . Then (2.5) follows by applying
the linear continuous functional 〈·, ϕ〉 to (2.3) and exchanging the functional
with the integrals.
Conversely, assume that (2.5) holds for every ϕ in C∞x . Lemma B.1 implies
that ξ and all the integrands in (2.3) are progressively measurable as H−4x
processes and that the deterministic and stochastic integrals are well-defined
(see (2.4)). Now we have for every test function ϕ in C∞x , by (2.5) exchanging
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〈·, ϕ〉 and the integrals,
〈ξt, ϕ〉 = 〈ξ0, ϕ〉+ 〈
∫ t
0
N(ξr)dr, ϕ〉
− 〈
∑
k
∫ t
0
σk · ∇ξr〉dW
k
r , ϕ〉
+
1
2
〈
∫ t
0
c∆ξrdr, ϕ〉, for every t, P − a.s.,
that is (2.3) tested against ϕ, where the P -exceptional set can depend on ϕ.
Taking ϕ in a countable set of C∞x , dense in H
4
x, we deduce (2.3) in H
−4
x .
The proof is complete.
Remark B.3. Let ξεt (ω) = (Φ(t, ·, ω))#ξ
ε
0 be defined as at the beginning of
Section 4.1. For a.e. ω, for every t, ξεt lies in Mx,Mε, where M
ε ≥ ‖ξε0‖Mx.
Moreover, 〈ξt, ϕ〉 is progressively measurable and continuous (because it sat-
isfies (2.5)) for every ϕ in C∞x , hence, by density of C
∞
x in Cx, for every ϕ
in Cx. Hence, by Lemma D.2 and Remark D.3, up to redefining ξ
ε = 0 on
the P -exceptional set where ξεt is not in Mx,Mε for some t, ξ
ε is P Borel as
Mx-valued map and satisfies (2.5) for every ϕ in C∞x . By Lemma B.2, ξ
ε is
a Mx,Mε-valued solution in the sense of Definition 2.4.
Proof of Lemma 4.3. First part: identities with curl. We start proving
that, for v : T2 → R2 regular and divergence-free and w : T2 → R2 regular,
curl[v · ∇w + (Dv)Tw] = v · ∇curl[w]. (B.2)
Indeed, we have (in the following, we omit the sum symbols over i and j)
curl[v · ∇w + (∇v)T · w]− v · ∇curl[w].
= ∂x1v
i∂xiw
2 − ∂x2v
i∂xiw
1 + ∂x2v
j∂x1wj − ∂x1v
j∂x2wj
= ∂x1v
1∂x1w
2 − ∂x2v
2∂x2w
1 + ∂x2v
2∂x1w2 − ∂x1v
1∂x2w1
= div[v]curl[w] = 0.
By Lemma C.1, (B.2) implies that
Π[v · ∇w + (Dv)Tw] = K ∗ [v · ∇curl[w]],
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where Π is the Leray projector in L2x on the divergence-free zero-mean func-
tions. For v : T2 → R2 regular and divergence-free and ξ : T2 → R regular,
we can apply the above formula to w = K ∗ ξ: we get
Π[v · ∇K ∗ ξ + (Dv)TK ∗ ξ] = K ∗ [v · ∇ξ]; (B.3)
we used that, by Lemma C.1, curl[w] = ξ−γ, where γ is a real number (pre-
cisely, the space average of ξ), and the contribution of γ in the right-hand
side is zero. The equality (B.3), intended as equality in H−1x holds also for
general ξ in Lpx with 2 < p < ∞ and v divergence-free and in W
1,p
x (in par-
ticular continuous by the Sobolev embedding): indeed, we can approximate
ξ and v in Lpx and W
1,p
x resp. with regular ξ
n and regular divergence-free vn
and we use that, by Lemma C.1, K ∗ ξn converge to K ∗ ξ in W 1,px and so
in L∞x by Sobolev embedding, so we can get (B.3) tested againgst any test
function in C∞x .
Second part: conclusion. Since ξ is in Lpt,ω(Lpx), u is in L
p
t,ω(W
1,p
x ) by Lemma
C.1. We note also that, for ξ in Lpt,ω(Lpx), the nonlinear term can be written as
u · ∇ξ, by Lemma 2.3, and the equation (2.3) holds actually in H−2x : indeed,
as one can prove testing against H3x functions and using the density of H
3 in
H2, ξ and all the integrands of (2.3) takes values in H−2x and are progressively
measurable as H−2x -valued processes (and their deterministic and stochastic
H−2x -valued integrals coincide with the H
−3
x -valued integrals). Now we apply
to (2.3) the operator
K ∗ · : H−2x → H
−1
x ,
which is linear and bounded by Lemma C.1. By the first part of this proof,
we get, for a.e. ω, as equality in H−1x : for every t,
ut = u0 −
∫ t
0
Π[ur · ∇ur + (Dur)
Tur]dr
−
∑
k
∫ t
0
Π[σk · ∇ur + (Dσk)
Tur]dW
k
r
+
1
2
∫ t
0
c∆urdr
Now we note that (Dur)Tur = ∇[|ur|2]/2 and so its Leray projection is zero.
Hence we get (4.3).
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Proof of 4.4. For any δ > 0, we call
Rδ = ρδ ∗ · : H
−1
x → L
2
x
the linear bounded operator given by the convolution with ρδ, where (ρδ)δ is
a standard family of mollifiers on T2 (precisely, ρ1 is a non-negative, even C∞c
function on R2, ρδ = δ−2ρ1(δ−1·) and is defined on the torus by periodicity);
Rδ is extended componentwise to vector fields. Note that Rδf → f in L2x,
resp. H−1x for every f in L
2
x, resp. H
−1
x . We apply R
δ to (4.3): we get
Rδut = R
δu0 −
∫ t
0
RδΠ[ur · ∇ur]dr
−
∫ t
0
RδΠ[σk · ∇ur + (Dσk)
Tur]dW
k
r
+
1
2
∫ t
0
cRδ∆urdr,
as equality for every t among L2x-valued processes. Now we can apply the Itô
formula (from [DPZ14, Theorem 4.32]) to the square of the L2x norm, which
is C2 on L2x with uniformly continuous derivatives on bounded subsets of L
2
x.
We get, for every t,
‖Rδut‖
2
L2x
= ‖Rδu0‖
2
L2x
− 2
∫ t
0
〈Rδur, R
δΠ[ur · ∇ur]〉dr
− 2
∫ t
0
〈Rδur, R
δΠ[σk · ∇ur + (Dσk)
Tur]〉dW
k
r
+
∫ t
0
〈Rδ, cRδ∆ur〉dr +
∫ t
0
∑
k
‖RδΠ[σk · ∇ur + (Dσk)
Tur‖
2
L2x
dr.
Since Rδ is linear bounded also on Lpx and W
1,p
x , R
δu is in ‘W 1,px and so it
has finite Lpt,ω(L∞x ) norm, therefore
∑
k
E
∫ T
0
|〈Rδur, R
δΠ[σk · ∇ur + (Dσk)
Tur]〉|
2dr
≤ C‖u‖2L2t,ω(L∞x )
(∑
k
‖σk‖C1x
)
‖u‖2
L2t,ω(W
1,2
x )
.
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Hence the stochastic integral is a martingale with zero mean. Similarly the
integrands in the deterministic integrals have finite L1t,ω norm and we can
take expectation: we get
E‖Rδut‖
2
L2x
= E‖Rδu0‖
2
L2x
− 2E
∫ t
0
〈Rδur, R
δΠ[ur · ∇ur]〉dr
− E
∫ t
0
cE‖Rδ∇ur‖
2
L2x
dr + E
∫ t
0
∑
k
‖RδΠ[σk · ∇ur + (Dσk)
Tur‖
2
L2x
dr,
where we have used integration by parts and that Rδ commutes with ∆ and
∇. Finally, we note that Rδf → f in L2x for every f in L
2
x. We exploit this
fact for f = ur, f = Π[ur · ∇ur], f = σk · ∇ur + (Dσk)Tur and f = ∇ur, and
use the dominated convergence theorem in r and ω and k, to pass δ → 0 and
obtain (4.4). The proof is complete.
Lemma B.4. Let X be a closed convex subset of a topological vector space,
endowed with its Borel σ-algebra, assume that X is also a Polish space. Let
ζ : [0, T ]× Ω→ X be a B([0, T ])×A Borel measurable map.
• The set Ct(X) is a Polish space and, if, for every ω, t 7→ ζt is in Ct(X),
then ω 7→ ζ(·, ω) is A Borel measurable as Ct(X)-valued map.
• If X is a separable reflexive Banach space and, for every ω, t 7→ ζt is in
L2t (X) (more precisely, has finite L
2
t (X) norm), then ω 7→ ζ(·, ω) (more
precisely, its equivalence class) is A Borel measurable as L2t (X)-valued
map.
Proof. For the first point, the fact that Ct(X) is a Polish space is well known.
Moreover the Borel σ-algebra B(Ct(X)) on Ct(X) is generated by the evalu-
ation maps pit(γ) = γt: indeed, B(Ct(X)) is generated by the maps
γ 7→ d(γ(t), g(t)), t ∈ [0, T ] ∩Q, g ∈ Ct(X),
with d distance on X, and these maps are measurable in the σ-algebra gener-
ated by the evaluation maps (because they are composition of the evaluation
maps and a Borel function on X). Now, for every t, the map pit(ζ) = ζt is A
Borel, by the Fubini theorem, hence, if ζ is Ct(X)-valued, then it is A Borel
measurable as Ct(X)-valued map.
For the second point, we note that, by Lemma D.1, it is enough to show that
ζ is weakly progressively measurable. Since the dual of L2t (X) is L
2
t (X
∗) (see
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[DU77, Chapter IV Section 1]), it is enough to show that, for every ϕ in
L2t (X
∗),
ω 7→
∫ T
0
〈ζ(t, ω), ϕ(t)〉X,X∗dt
is measurable. But this follows from Fubini theorem. The proof is complete.
Proof of Lemma 4.12. Call F˜00t = σ{ξ˜s, W˜s | 0 ≤ s ≤ t} the filtration gener-
ated by ξ˜ and W˜ . Clearly W˜ and ξ˜ are adapted to F˜00. We claim that W˜ is a
cylindrical Brownian motion with respect to F˜00. Indeed, W˜ is a cylindrical
Brownian motion with respect to its natural filtration, as a.s. limit of cylin-
drical Brownian motions. Moreover, for every 0 ≤ s1 ≤ . . . ≤ sh ≤ s < t,
W˜
(j)
t − W˜
(j)
s is independent of (ξ˜js1, W˜
(j)
s1 , . . . ξ˜
j
sh
, W˜
(j)
sh ), therefore W˜t − W˜s is
independent of (ξ˜s1, W˜s1 , . . . ξ˜sh, W˜sh). This proves our claim.
Recall that F˜0t is the filtration generated by F˜
00
t and the P˜ -null sets on
(Ω˜, A˜, P˜ ) and that F˜t = ∩s>tF˜0s . We argue as in the proof of [Bas11, Propo-
sition 2.5, Point 1] (note that the proof is valid for any filtration making
W k Brownian motions) and we get that the filtration (F˜t)t is complete and
right-continuous and W˜ is still a cylindrical Brownian motion with respect to
it. Finally ξ˜ is an (Mx,M , w∗)-valued (F˜t)t-adapted and continuous process,
hence also progressively measurable.
In a similar (and easier) way, one gets the result for (F˜ jt )t, W˜ (j) and ξ˜j, for
each j.
Proof of Lemma 4.13. Let us fix j. We have to verify equation (2.3) for
(ξj,W (j)) for every ϕ in C∞t,x. The idea is taken by [BGJ13, Section 5]: it is
enough to verify that, for every ϕ in C∞x , for every t, the random variables
Zt := 〈ξ
εj
t , ϕt〉 − 〈ξ
εj
0 , ϕ〉 −
∫ t
0
〈N(ξεjr ), ϕ〉dr
−
∑
k
∫ t
0
〈ξεjr , σk · ∇ϕ〉dW
k
r −
1
2
∫ t
0
〈ξεjr , c∆ϕ〉dr (B.4)
and Z˜t, obtained as in (B.4) replacing (ξεj ,W ) with (ξ˜j, W˜ (j)), have the same
law. We fix t and ϕ in C∞x . By Lemma 2.3 and Lemma B.1, all the terms in
(B.4) but the nonlinear term and the stochastic integral are Borel functions
of ξεj with respect to the Ct(Mx,M , w∗) topology. Concerning the stochastic
39
integral we use an approximation argument. For every positive integers K
and N , calling tNi = 2
−N i for i integer, the map
Ct(Mx,M , w∗)× C
N
t ∋ (ξ,W ) 7→
K∑
k=1
∑
i,tNi+1≤t
〈ξtNi , σk · ∇ϕt
N
i 〉(WtNi+1 −WtNi )
is a continuous, in particular Borel function. By the continuity of t 7→ 〈ξt, σk ·
∇ϕt〉 for every k, for a.e. ω, and by the square-summability of ‖σk‖Cx , we
get via the dominated convergence theorem that, as (N,K) tends to ∞,∑
k
E
∫ T
0
|〈ξt, σk · ∇ϕt〉 − 1k≤K
∑
i
〈ξ
εj
tNi
, σk · ∇ϕt
N
i 〉1[tNi+1,tNi )(t)|
2dr → 0,
so by the Itô isometry we obtain that, as (N,K)→∞,
K∑
k=1
∑
i,tNi+1≤t
〈ξ
εj
tNi
, σk · ∇ϕt
N
i 〉(WtNi+1 −WtNi )→
∑
k
∫ t
0
〈ξεjr , σk · ∇ϕr〉dW
k
r in L
2
ω.
Similarly for (ξ˜j, W˜ (j)) (with convergence in L2ω˜). We conclude that
Zt = Ft(ξ
εj) + L2ω − lim
N,K
GN,K,t(ξ
εj ,W ),
Z˜t = Ft(ξ˜
j) + L2ω˜ − lim
N,K
GN,K,t(ξ˜
j, W˜ (j))
for some Borel maps Ft and GN,K,t. Since (ξεj ,W ) and (ξ˜j, W˜ (j)) have
the same law, also Zt and Z˜t have the same law. Since, P -a.s., Zt =
0 for every t, also, P -a.s., Z˜t = 0 for every t, and so, by Lemma B.2,
(Ω˜, A˜, (F˜ jt )t, P˜ , W˜
(j), ξ˜j) solves (1.1).
Concerning Lemmas 4.5 and 4.6, for any integer h, as a consequence of Re-
mark D.6, the maps
Ct(Mx,M , w∗) ∋ ξ 7→ (‖ξt‖Hhx )t ∈ Ct,
Ct(Mx,M , w∗) ∋ ξ 7→ ‖ξ‖Cαt (Hhx ) ∈ R
are Borel. Hence ‖ξεjt ‖Hhx and ‖ξ˜
j
t ‖Hhx have the same laws (as Ct-valued
random variables) and so Lemma 4.5 holds for ξ˜j. Similarly ‖ξεjt ‖Hhx and
‖ξ˜jt ‖Hhx have the same laws and so Lemma 4.6 holds for ξ˜
j.
Finally, concerning non-negativity, we note that the set {ξt ≥ 0, ∀t} is Borel
in Ct(Mx, w∗), because it can be written as 〈ξt, ϕ〉 ≥ 0 for all rational t and
all ϕ in a countable dense set in Cx. Since ξεj is concentrated on {ξt ≥ 0, ∀t},
also ξ˜j is concentrated on this set. The proof is complete.
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C The torus and the Green function
We consider the torus T2 as the two-dimensional manifold obtained from
[−1, 1]2 identifying the opposite sides; we call pi : R2 → T2 the quotient
map. A continuous (Cx) function is understood here as a continuous peri-
odic function on R2, with period 2 on both x1 and x2 directions, and can
be identified with a continuous function on the torus T2. For s positive in-
teger, a Csx function on T
2 is a Cs periodic function on R2 (with period 2).
Similarly, for s positive integer and 1 ≤ p ≤ ∞, a W s,px function on T
2 is
a W s,ploc periodic function on R
2 (with period 2). One can also define a Rie-
mannian structure on the torus via the quotient map pi so that pi is a local
isometry; the local isometry implies that the gradient, the covariant deriva-
tives etc transform naturally, moreover the Cs and W s,p spaces defined via
the Riemannian structure coincide with the corresponding spaces of periodic
functions as defined above.
The space of distribution D′x on T
2 is understood as the dual space of C∞
periodic functions on R2; the spaces of functions can be identified with sub-
spaces of distribution via the L2 scalar product 〈f, g〉 =
∫
[−1,1[2
f(x)g(x)dx.
The space of measures Mx is the space of distributions on T2 which are con-
tinuous (precisely, can be extended continuously) on Cx; the space Mx can
be identified with the space of finite signed Radon measures on T2 and with
the quotient space of finite signed Radon measures on [−1, 1]2 under the map
pi, via the L2x scalar product:
〈f, µ〉 =
∫
[−1,1[2
f(x)µ(dx), ∀f ∈ Cx.
For s positive integer and 1 < p <∞, calling p′ the conjugate exponent of p,
the spaceW−s,p
′
is the space of distributions on T2 which can be continuously
extended to W s,p.
The convolution on the torus is understood as
f ∗ g(x) =
∫
[−1,1[2
f(y)g(x− y)dy
for f , g periodic functions on R2.
We recall here some standard facts on the Green function G of the Laplacian
on the zero-mean functions, that is
∆G(·, y) = δy, ∀y ∈ T
2.
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Lemma C.1. The following facts hold:
1. The Green function G is translation invariant (that is G(x, y) = G(x−
y)), even, regular outside 0, with −C−1 log |x| ≤ G(x) ≤ −C log |x| in
a neighborhood of 0.
2. The kernel K is divergence-free (in the distributional sense), odd, reg-
ular outside 0, with C−1|x|−1 ≤ |K(x)| ≤ C|x|−1 in a neighborhood of
0.
3. Let ξ be a distribution on T2 with zero mean, define u = K ∗ ξ. Then
divu = 0 and ξ = curlu.
4. Let u be a vector-valued distribution on T2 with zero mean and with
divu = 0, define ξ = curlu. Then u = K ∗ ξ.
5. Let u be a vector-valued distribution on T2, define ξ = curlu. Then
Πu = K ∗ ξ, where Π is the Leray projector on zero-mean divergence-
free distributions.
6. Let ξ be a distribution on T2 with zero mean, define u = K ∗ ξ. For
any 1 < p < ∞, for any integer s, ξ is in W s,px if and only if u is in
W s+1,px and it holds
C−1‖ξ‖W s.px ≤ ‖u‖W s+1,px ≤ C‖ξ‖W
s.p
x
.
For the proof, we recall the following facts:
• Any distribution f on T2 can be written in Fourier series as f =∑
k ake
ik·x (the convergence being when tested against a smooth pe-
riodic function), see [Tri83, Section 9] and [Tri78, Section 4.11.1].
• For any integer s and any 1 < p <∞, the Sobolev space W s,p can also
be written in terms of Fourier series, that is
W s,px = {f ∈ D
′
x | f˜
s :=
∑
k
ak(1 + |k|
2)s/2eik·x ∈ Lpx}, (C.1)
with ‖f˜ s‖Lpx as equivalent norm, see [Tri78, Section 4.11.1]. This fact
is well-known for s ≥ 0. We give a sketch of the proof for s < 0 for
completeness. We have to show that the above right-hand side is the
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dual space of W−s,px : indeed, for every distributions f continuous on
W−s,p
′
x , it holds
|〈ϕ˜−s, f˜ s〉| = |〈ϕ, f〉| ≤ C‖ϕ‖
W−s,p
′
x
≤ C ′‖ϕ˜−s‖
Lp
′
x
, ∀ϕ ∈ W−s,p
′
x ,
hence f˜ s belongs to Lpx, so f belongs to the right-hand side of (C.1).
• Regularity theory: The Laplacian operator ∆, indended in the sense
of distribution, acts multiplying each Fourier coefficient ak by |k|2. In
particular, it is invertible on the subspace of zero-mean distributions
and its inverse acts multiplying each Fourier coefficient ak by |k|−21k 6=0.
It follows that the inverse ∆−1 of the Laplacian (on zero-mean distri-
butions) maps W s,p into W s+2,p, for any integer s and any 1 < p <∞.
• Hodge decomposition: if f is a R2-valued distributions with divf = 0
and curlf = 0, then f is a constant: indeed, if ak are the Fourier
coefficients of f , we have ak · k = 0 and ak · k⊥ = 0 for every k,
therefore ak = 0 for every k 6= 0.
Proof of Lemma C.1. 1. The fact that G is translation-invariant is due
to the translation invariant property of the torus: if ϕ is periodic and
zero-mean and solves∆ϕ = δ0 in the distributional sense, then ϕy(x) :=
ϕ(x−y) is still periodic and zero-mean and solves∆ϕ = δy. For the even
and regularity property and the bounds, see e.g. [BFM16, Proposition
B.1] and references therein.
2. The fact that K is divergence-free, odd and regular outside 0 is a conse-
quence of the definition of K and the properties of G. For the bounds,
see again [BFM16, Proposition B.1].
3. The fact that u is divergence-free follows from the same property of K.
Call ψ = (−∆)−1ξ = −G ∗ ξ. Then u = −∇⊥ψ and so
curlu = ∂x1u
2 − ∂x2u
1 = −∆ψ = ξ,
where all the computations are intended using test functions.
4. Call u˜ = K∗ξ. We deduce from the previous points that curl(u−u˜) = 0
and that div(u−u˜) = 0. From this we conclude that u−u˜ is a constant,
therefore is = 0 as both functions have zero mean.
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5. This follows from the previous point, applied to Πu in place of u.
6. If u is in W s+1,p then ξ = curlu is in W s,p. Conversely, if ξ is in W s,p,
then ψ = (−∆)−1ξ is in W s+2,p and so u = −∇−1ψ is in W s+1,p.
D Measurability
We include here various standard concepts and results about measurability.
We recall the definition of strong, weak, weak-* and Borel measurability for
a Banach-space valued map. We are given a σ-finite measure space (E, E , µ),
a Banach space V and a function f : E → V :
• we say that f is strongly measurable if it is the pointwise (everywhere)
limit of a sequence of V -valued simple measurable functions (i.e. of the
form
∑N
i=1 vi1Ai for Ai in E and vi in V );
• we say that f is weakly measurable if, for every ϕ in V ∗, x 7→ 〈f(x), ϕ〉V,V ∗
is measurable;
• if V = U∗ is the dual space of a Banach space U , we say that f is weakly-
* measurable if, for every ϕ in U , x 7→ 〈f(x), ϕ〉V,U is measurable;
• we say that f is resp. strongly Borel, weakly Borel, weakly-* Borel
measurable if, for every open set A in V resp. in the strong, weak,
weak-* topology, f−1(A) is in E . We omit strongly/weakly/weakly-*
when clear.
The following result is morally Pettis measurability theorem. The present
version is a consequence of cite[Chapter I Propositions 1.9 and 1.10]VTC87.
Lemma D.1. Assume that V is a separable Banach space. Then the notions
of strong measurability, weak measurability, strongly Borel measurability and
weakly Borel measurability coincide. They also coincide with weak-* measur-
ability and weakly-* Borel measurability if in addition V is reflexive.
We prove here a statement concerning weak-* and weakly-* Borel measur-
ability, which applies in particular to Mx = (Cx)∗. We call B¯R the closed
centered ball in V of radius R (in the strong topology).
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Lemma D.2. Assume that V = U∗ is the dual space of a separable Banach
space U . Then the notions of weak-* measurability and of weakly-* Borel
measurability coincide. Moreover, for any sequence (ϕk)k dense in the unit
centered ball of U , the Borel σ-algebra associated to the weak-* topology is
generated by
〈·, ϕk〉.
Remark D.3. We recall that, if (E, E) is a measurable space, I generates the
σ-algebra E and F is a subset of E, then the σ-algebra E |F= {A∩F | A ∈ E}
on F is the σ-algebra generated on F by I |F= {I∩F | I ∈ I}. In particular,
the Borel σ-algebra restricted to a subset F is the Borel σ-algebra on F (with
the topology restricted on F ) and the previous statement can be extended to
subsets of U .
Proof. We fix the sequence (ϕk)k. We call B the Borel σ-algebra associated
to the weak-* topology and C the σ-algebra generated by the maps 〈·, ϕ〉 for
ϕ in U . Since ϕk are dense in the unit centered ball of U , C is generated by
the maps 〈·, ϕk〉. We will show that B = C, this implies both statements in
the lemma. Since the maps 〈·, ϕ〉, for ϕ in U , are continuous in the weak-*
topology, C ⊆ B. For the converse inclusion, it is enough to show that, for
any R > 0, for any open set A in the weak-* topology, the sets B¯R and A∩B¯R
are in C, where B¯R is the closed centered ball in V of radius R (in the strong
topology). By separability of U , we can fix a sequence (ϕk)k which is dense
in the unit centered ball of U . For any R > 0, the ball B¯R is in C because
the strong norm on V is C-measurable: indeed it can be written as
‖v‖ = sup
k
|〈v, ϕk〉|.
We recall that the weak-* topology, restricted on B¯R is separable and metriz-
able (see [Bre11, Theorem 3.28] for metrizability, separability follows by com-
pactness), with the distance
d(v, v′) =
∑
k
2−k|〈v − v′, ϕk〉|.
Now, for every v in B¯R, d(v, ·) is C-measurable, hence any open ball with
respect to d is in C. Moreover, for any open set A in the weak-* topology,
A ∩ B¯R can be written as countable union of open balls with respect to d,
hence A ∩ B¯R is in C. The proof is complete.
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Now we give a measurability property of the testing against bounded, but
not necessarily continuous maps. Here, given a Polish space X,M(X) is the
set of finite Radon measures on X.
Lemma D.4. Let F : X → R be a bounded Borel function on a compact
metric space X (in particular X = T2). Then the map
ΨF :M(X) ∋ µ 7→
∫
X
F (x)µ(dx) ∈ R
is Borel with respect to the weak-* topology on M(X).
Proof. If F is continuous, then also ΨF is continuous in the weak-* topology,
in particular weakly-* Borel. If F = 1A is the indicator of an open set A
in T2, then 1A is the pointwise (everywhere) non-decreasing limit on T2 of
continuous functions Fn; so, by the dominated convergence theorem, Ψ1A is
the pointwise limit of ΨFn and so it is also weakly-* Borel. For the case of
general F , we use the monotone class theorem. We consider the set W of
Borel functions F on X such that ΨF is weakly-* Borel. Then W contains
the indicators of all the open sets, it is a vector space and it is stable under
monotone non-decreasing convergence: indeed, if (Fn)n is a non-decreasing
sequence inW converging pointwise to F , then, by the dominated convergece
theorem, ΨF is the pointwise limit of ΨFn , in particular weakly-* Borel, and
so F belongs also to W. Then, by the monotone class theorem, W contains
all bounded Borel functions F on T2, which gives the result.
We recall a classical fact for the product of measures. For a compact metric
space X, we call M(X) the set of finite Radon measures on X, dual to the
space C(X) of continuous function onX, and, forM > 0,MM(X) the closed
centered ball on M(X) of radius M .
Lemma D.5. For any compact metric space X, the map G : M(X) ∋
µ 7→ µ ⊗ µ ∈ M(X × X) is Borel with respect to the weak-* topologies.
Moreover, for any M > 0, the map G, restricted on MM(X) with values in
MM2(X ×X), is continuous with respect to the weak-* topologies.
Proof. For M > 0, we call GM : MM(X) → MM2(X × X) the map G
restricted on MM(X) with values in MM2(X × X). We start showing the
continuity of GM . By metrizability of MM(X) and MM2(X × X), it is
enough to show that, if (µn)n is a sequence in MM(X) converging weakly-*
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to µ, then (µn⊗µn)n converges weakly-* to µ⊗µ. For every two continuous
functions ϕ, ψ on X, we have
〈ϕ⊗ ψ, µn ⊗ µn〉 = 〈ϕ, µn〉〈ψ, µn〉 → 〈ϕ⊗ ψ, µ⊗ µ〉.
Now the set of all linear combinations of ϕ⊗ψ for all continuous functions ϕ,
ψ is a subalgebra of C(X ×X) which separates point, hence, by the Stone-
Weierstrass theorem, it is dense in C(X × X). Then, for any φ continuous
function on X×X, by a standard approximation argument on φ we get that
(〈φ, µn ⊗ µn〉)n converges to 〈φ, µ⊗ µ〉. This shows continuity of the map G
restricted to MM(X).
For Borel measurability on the full space, take any open set A inM(X×X),
then G−1(A) is the non-decreasing union of G−1M (A ∩MM2(X ×X)) for M
in N. By continuity of GM , G−1M (A∩MM2(X ×X)) is open, hence Borel, in
MM(X). Moreover MM(X) is itself a Borel set inM(X): indeed the closed
centered ball B¯R in a dual space V = U∗ is Borel, as shown in the proof of
Lemma D.2. So G−1M (A ∩MM2(X ×X)) is Borel in M(X). Therefore A is
Borel in M(X). The proof is complete.
We conclude on measurability of the Hh norms:
Remark D.6. For any fixed integer h, the Hhx norm can be written as supre-
mum of |〈·, ϕ〉| over a set D of ϕ in Cx, with D countable and dense in H
h
x .
Therefore the Hhx norm is a lower semi-continuous function and Borel func-
tion on (Mx, w∗).
The Cαt (H
h
x ) norm can be written as
‖f‖Cαt (Hhx ) = sup
t∈Q∩[0,T ]
‖ft‖Hhx + sup
s,t∈Q∩[0,T ],s<t
‖ft − fs‖Hhx
|t− s|α
(note the supremum over a countable set of times). Therefore, for any fixed
M > 0, the Ct(H
h
x ) norm is a lower semi-continuous function, in particular
a Borel function, on Ct(Mx,M , w∗).
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