Shallow water models are often adopted as an intermediate step in the development of atmosphere and ocean models, though they are usually tested only with fluid depths relevant to barotropic fluids. Here we investigate numerical instabilities emerging in shallow water models considering small fluid depths, which are relevant for baroclinic fluids. Different numerical instabilities of similar nature are investigated. The first one is due to the adoption of the vector invariant form of the momentum equations, related to what is known as the Hollingsworth instability. We provide examples of this instability with finite volume and finite element schemes used in modern quasi-uniform spherical grid based models. The second is related to an energy conserving form of discretization of the Coriolis term in finite difference schemes on latitude-longitude global models. Simple test cases with shallow fluid depths are proposed as a means of capturing and predicting stability issues that can appear in three-dimensional models using only twodimensional shallow-water codes. 
Shallow water models are often adopted as an intermediate step in the development of atmosphere and ocean models, though they are usually tested only with fluid depths relevant to barotropic fluids. Here we investigate numerical instabilities emerging in shallow water models considering small fluid depths, which are relevant for baroclinic fluids. Different numerical instabilities of similar nature are investigated. The first one is due to the adoption of the vector invariant form of the momentum equations, related to what is known as the Hollingsworth instability. We provide examples of this instability with finite volume and finite element schemes used in modern quasi-uniform spherical grid based models. The second is related to an energy conserving form of discretization of the Coriolis term in finite difference schemes on latitude-longitude global models. Simple test cases with shallow fluid depths are proposed as a means of capturing and predicting stability issues that can appear in three-dimensional models using only twodimensional shallow-water codes.
case too.
108
To summarise, in realistic atmosphere and ocean models the equivalent depth of higher internal modes is expected to be small, only 109 a few metres or smaller, and can be much smaller depending on the vertical coordinate and grid adopted. 
where f is the Coriolis parameter, η is the fluid depth, and q = (f + ζ)/η is the potential vorticity. We will refer to these as the non- the presence or absence of depth weighting can affect the stability of the scheme (BPT, also see below).
117
A similar distinction arises when the advective form of the momentum equation is used, except that now only the Coriolis term is 
respectively.
120
When analysing the stability of a three-dimensional numerical method by separation into a vertical structure problem and a shallow 121 water problem, it is important to determine which form of the vorticity term is appropriate. The form of the vorticity term in a three 122 dimensional model is closely related to the type of vertical coordinate it uses.
123
Layer-based vertical coordinates offer the flexibility to choose either a depth-weighted or a non-depth-weighted discretization of the 124 vorticity term, and the depth-weighted option is a common choice. By 'layer-based vertical coordinate' we mean one that carries some through the lack of a certain discrete cancellation. The term responsible for the lack of cancellation solely involves momentum 151 advection, so it might be expected that the Coriolis term should play no role in the existence of such instability. results from Hollingsworth et al. (1983) , the shallow water model was shown to be linearly unstable. Interestingly though, the system 157 was shown to be stable if the Coriolis parameter was set to zero.
158
Following the analysis of BPT it is possible to show analytically that indeed for a constant basic background velocity and null Coriolis normalize the growth rate using the Coriolis parameter, so that the dimensional growth rate is actually f 0 ω i . An increase in the grid
163
Rossby number, considering a fixed grid and fixed velocity, is related to the decrease of the Coriolis parameter (f 0 ). BPT shows that 164 with increasing grid Rossby number the non-dimensional growth rate (ω i ) also increases, but this increase in ω i is small compared 165 to the decrease in f 0 . So, in fact, the dimensional growth rate ω i f 0 reduces with a reduction of f 0 , even with an increase of the grid 166 Rossby number. In the limit, the dimensional growth rate is zero once f 0 is also zero, in agreement with the analysis of Appendix A.
167
This all goes against our intuition about the known source of the instability, which is the lack of discrete cancellation of terms related 168 to momentum advection solely. This is elucidated in what follows.
169
The momentum advection plus Coriolis term may be written in vector invariant form as
where we see that the Coriolis term is added to the vorticity term. The basic velocity states used in both analysis, BPT and Lazić (f 0 = 0) system, but add a background basic flow with vorticity as
where u 1 , v 1 are constant velocities and 2ζ 0 will be the basic flow vorticity. Assume a constant basic depth, η 0 , and let the bottom 174 topography (b) be used to ensure steady state as
where g is the gravity constant and b 0 is a constant.
one could interpret the relationships between the Rossby numbers and the instability growth rates simply as Rossby numbers relative 183 to the background vorticity of the flow, not necessarily related to the Earth rotation.
184
Summarizing, although the Coriolis term plays no role in the lack of cancellation that leads to the existence of the instability, it can 185 influence the instability as a source of vorticity in the vector invariant momentum equations. Also, in the absence of rotation (f 0 = 0) 186 the 'een' scheme is still linearly unstable when the background state has non-zero vorticity and varies slowly between grid points.
187
In spherical geometry one cannot define a continuous constant vector field over the whole surface. spherical shallow water tests (Williamson et al. 1992) and is intended to be very simple to implement in existing codes.
195
Consider as basic state a constant fluid depth η 0 , which is used to mimic small equivalent depths and may vary from millimetres to 196 a few metres, and a zonal flow (u = u 0 cos(φ), v = 0), with maximum velocity given by u 0 = 2πa/12days ≈ 38.6 ms −1 , where φ is 197 the latitude and a = 6.371 km is the Earth radius.
198
The bottom topography is then used to ensure a steady state,
where g = 9.80616 ms −2 is the gravity constant and Ω = 7.292 × 10 
206
For the analysis of the Hollingsworth instability, this test may be ran without the Coriolis term (Ω = 0), since the instability happens 207 due to the lack of a discrete cancellation of advection terms solely.
208
The theoretical linear analysis for spherical models can be rather complicated, particularly on unstructured spherical grids. Also,
209
numerical implementations of schemes for spherical shallow water models rarely allow the possibility of running linear shallow water 210 only. Nevertheless, it is not difficult to numerically investigate the eigen-structure of the most unstable modes with slight modifications 211 of a nonlinear shallow water code. In this work, we use a variation of the power method for small perturbations, which is fully described 212 in Appendix B.
213
The output of the method is the value of the largest growth rate of a possibly existing unstable mode, which can be used to infer 214 the e-folding time (time for the numerical solution to grow by a factor of e), and its associated eigenvector, which describes the spatial and Gassmann (2013) show that the instability indeed appears in 3D models. We will show here that the main point for the instability 227 not to appear in the shallow water models was that the growth rates of the instability were too small because of the large fluid depths 228 adopted and runtime scales tested.
229
TRSK is well suited for icosahedral grid-based models. Coriolis force included.
255
Zonal balanced flow with Coriolis force for depth-weighted versions of TRSK
256
We will now consider the test of balanced zonal flow with rotation, as described in section 4. Adopting a constant fluid depth of 1 m, we 257 show in Figure 2 (a) the error in the depth field for the TRSK scheme after 14.5 days, which is a few time steps before the model blows equivalent depths, we are very likely to be in the region where the e-folding time is near to 1 day. This can have significant impact in 269 medium-and long-range weather forecasts, and also in long climate simulations for either the ocean or the atmosphere. Gassmann (2013) analysed the instability problem on planar regular hexagons and did not find a way to modify the kinetic 271 energy discretization to ensure exact discrete cancellation. Nevertheless, a discretization that minimizes the non-cancellation effect 272 is suggested. In 3D models this scheme was shown to reduce the effects of the instability in standard baroclinic wave test cases (e.g. We examined the scheme proposed by Gassmann (2013) (hereafter denoted as GASS scheme) using the the zonal flow test case with to the grid structure. The linear analysis of this scheme, confirms the lack of stability, and the pattern of the dominant eigenvector is given in Figure 4 (b) and also shows larger values near the center of the original pentagons. We notice that the blow-up time in this case 281 was sooner than that of the original TRSK scheme. This is confirmed by the calculation of the e-folding time, which is smaller for the 282 GASS scheme (see Figure 3 for 1 m depth).
283
The above result is somewhat counter-intuitive compared with the previous results discussed by and 284 Gassmann (2013) for 3D models, since in this scenario the modification seems to have worsened the stability of the scheme. There are 285 two main points here. First, these 3D models can be more naturally classified as having non-depth-weighted vorticity terms, since the 286 vorticity is weighted by density, not the layer depth. A non-depth-weighted version of the TRSK scheme will be investigated later in 287 this paper. Also, both models use a Lorenz vertical grid, which, as discussed in section 2, is related to very small equivalent depths 288 (much smaller than the 1 m tested here). For smaller equivalent depths, the GASS scheme has e-folding time larger than the original 289 TRSK scheme, as one can see in Figure 3 , noting that the two lines cross at about half metre. For example, for a depth of 0.1 m, TRSK 290 has e-folding of 1.56 days and GASS has 1.8 (the growth rate is approximately 15% slower with GASS scheme).
291
The modified kinetic energy proposed by Gassmann (2013) is based on a linear combination of the original kinetic energy used 292 in TRSK, defined at cell centers and which we will denote as Kc, and a kinetic energy Kv, calculated based on the kinetic energies Peixoto (2016) noticed that the gradient of the kinetic energy discretization used in the TRSK scheme was very inaccurate on 304 unstructured spherical grids, in fact, it was proven to be inconsistent (0th order accurate), a problem also shared with the discretization 305 of other terms of the TRSK scheme. Peixoto (2016) suggests modifications of the TRSK scheme to ensure at least overall first order 306 accuracy, at the cost of losing some mimetic properties. More accurate kinetic energy and vorticity discretizations could, in theory,
307
reduce the mis-cancellation gap that occurs in the advective term. The cancellation in this case would be ensured asymptotically for 308 sufficiently smooth fields. Nevertheless, stability issues are usually related to near-grid-scale features, so asymptotic cancellation might 309 not be enough to avoid the instability. We investigated the stability of the consistent scheme proposed in Peixoto (2016), which we 310 hereafter refer to as PXT. The test case using 1 m depth shows that the scheme blows up shortly before 3 days (see Figure 6 (a) for the 311 pattern of the error in the depth field at 2.8 days). The growth rate is in fact somewhat larger than that of the original TRSK scheme, as 312 illustrated by the smaller e-folding times in Figure 3 with label PXT.
313
Analysis of non-depth-weighted versions of TRSK
314
So far, all analysis done for the TRSK-based schemes has considered the depth-weighted form of the vorticity term, as in the original 315 shallow water formulation, and appropriate for a three-dimensional layer-based coordinate model. It is possible to remove the depth 316 weighting of the vorticity, corresponding to a three-dimensional level-based coordinate, although some mimetic properties will be lost.
317
We analysed the non-depth-weighted version of TRSK and found it to be unstable. The error pattern of the depth field observed a 318 few steps before blow-up assuming a mean depth of 1 m is shown in Figure 7 . The calculated growth rate indicates an e-folding time 319 of 1.85 days, which is smaller than the e-folding time of the layer version of TRSK (which has an e-folding time of approximately 6.5 320 days), so the instability grows faster in the non-depth-weighted version for this mean depth.
321
The GASS scheme can also be used without depth weighting of the vorticity term. In fact, the method as derived in Gassmann 1.6 days for TRSK and 3.2 days for GASS. Therefore the GASS scheme seems to be slowing down the growth speed of the instability 328 with respect to TRSK.
329
We show in Figure 5 (b) how the parameter choice of the GASS scheme affects the e-folding time of the most unstable mode. In all
330
our tests with the non-depth-weighted scheme, using the GASS scheme with the original parameter choice of 0.75 was always beneficial 331 to reduce the growth speed of the instability. We also note that the modification of the GASS scheme seems to be more effective (larger 332 e-folding times) for the non-depth-weighted scheme than for the depth-weighted scheme when compared to the original TRSK scheme
333
(the TRSK scheme e-folding times can be observed in the same figure looking at the parameter choice of 1).
334
As a result from the shallow water equation analysis for both depth-weighted and non-depth-weighted models, we conclude that wave test case would be required to confirm the extension of these results for 3D models, but this is beyond the scope of this paper. TRSK, which comes at the price of inverting certain mass matrices and related operators at each time step.
351
The discretizations are built starting from the vector invariant form of the equations, and so are susceptible to non-cancellation Prepared using qjrms4.cls up for runs of over one year, which shows that it is potentially less susceptible to the instability. Nevertheless, for a mean depth of 364 0.10 m, it blows up shortly after 5.95 days (see Figure 9(a) 
Equivalent depths and the Rossby radius of deformation

370
In the experiments discussed above, reducing the mean depth has the effect of reducing the Rossby radius of deformation λ = √ gη 0 /f .
371
It is well-known that C-grid schemes can behave poorly when the Rossby radius is not well resolved. For example, taking η 0 = 1 m,
372
the Rossby radius at mid-latitudes is approximately λ = √ gη 0 /f ≈ 30 km, which is far from being resolved on the grids used above 373 with horizontal resolution of approximately 240 km. It is therefore legitimate to ask whether the poor resolution of the Rossby radius 374 might be contributing to the observed instability, and whether the instability might be ameliorated by using much higher horizontal 375 resolution typical of that in modern weather and climate models.
376
For the non-depth-weighted 'een' and 'AL' schemes on a plane, the analysis of BPT (their figures 6 and 7) shows that the growth 377 rate (non-dimensionalized using f ) in fact increases as resolution is refined, that is, for increasing grid Rossby number Ru keeping
378
Froude number Fu fixed. Consistent with this, Ducousso et al. (2017) found that, in a version of the NEMO ocean model using the
379
'een' scheme, the instability became significantly worse at finer horizontal resolution.
380
To examine this issue in our experiments the test cases for depth-weighted TRSK without and with Coriolis force at η 0 = 1 m may 381 be compared. In the case without Coriolis force, the Rossby radius, based on the the mid-latitude absolute vorticity rather than f , is 382 λ ≈ 360 km and so is marginally resolved. In the case with Coriolis force, on the other hand, the Rossby radius λ ≈ 30 km is badly 383 underresolved. The respective e-folding times are 25.7 days and 6.5 days. Thus, the absolute growth rate of the instability is greater 384 for the case of baldy underresolved Rossby radius. However, the background absolute vorticity is 13 times as strong in the case with
385
Coriolis force. Therefore, the growth rate non-dimensionalized by the background absolute vorticity is in fact greater for the case of 386 marginally resolved Rossby radius.
387
We also repeated the test for depth-weighted TRSK, with η 0 = 1 m and including Coriolis force, on grids with 120 km, 60 km, indicates that the e-folding time at 240 km resolution is about 6.5 days. Increasing the grid resolution to 120 km and 60 km results
390
in e-folding times respectively of 7.4 and 9.5 days. In this set of experiments the growth rate of the instability (both absolute and 391 non-dimensionalized) shows a modest decrease as the resolution of the Rossby radius improves.
392
From this limited set of results it appears that the dependence of the instability on resolution of the Rossby radius may be quite 393 complicated, and might be affected by the specific scheme used, depth-weighting, spherical geometry, and whether the background in general, suppress the instability, and may make it worse. The results also imply that a relatively coarse and computationally cheap 396 horizontal resolution, as used in most of our tests, is adequate for diagnosing the presence of an instability. 
Analysis of instabilities in ENDGame
398
The discretization of the atmosphere dynamical core of the Unified Model of the UK MetOffice, also known as ENDGame (Wood how it is applied. Then, we will show numerical results for the spherical shallow water model. Implications for the stability of the 403 three-dimensional ENDGame will be discussed at the end. Following the notation of BPT, consider the shallow water equations written in advective form for a planar domain with velocity components (u, v), water height η and bottom topography (bathymetry) b,
where the subscripts refer to partial derivatives, g is the gravity constant, f 0 is the Coriolis parameter (constant) and the free surface 407 height is given by η + b.
408
The scheme proposed in Zerroukat et al. (2009) adopts a semi-implicit semi-Lagrangian approach, but we are interested in the instabilities that arise due to spatial discretizations related to geostrophic and inertia-gravity linear modes, so we will adopt a simplified advection scheme. The scheme is constructed on a usual horizontal C-staggered grid. The semi-discrete version of these equations for a planar domain of constant Coriolis parameter can then be written as
where the over-lines indicate a centred averaging in the direction of the super-script and the δs indicate a centred differencing in the 409 direction of the sub-script (see BPT for details on the notation). The key point of this discretization is that it uses depth-weighted
410
Coriolis terms so that the Coriolis terms do not contribute to the energy budget and have good Rossby mode dispersion properties
411
(Thuburn and Staniforth 2004).
412
The linearization will be taken with respect to a geostrophically balanced non-resting steady state. To ensure the flow is balanced,
413
one could either think of adding a forcing to the equations, or else, and as we will adopt, use the bottom topography b to enforce the 414 steady state. To do so, consider the constant basic velocity and mean water depth, (u 1 , v 1 , η 0 ), and bottom topography defined as
with b 0 constant. Clearly the bottom topography terms in the right-hand-side of the discrete equations reduce to f 0 v 1 and −f 0 u 1 for 416 the u and v equations, respectively.
417
The linearized version of these equations may then be written for the perturbations variables
where the over-lines with double superscript indicates averaging in both directions indicated.
418
Assume that the perturbations are of a wave-like form,
where ω is a non-dimensional frequency normalised using f 0 , and κ and λ are non-dimensional horizontal wavenumbers for the x-and 420 y-directions normalised using the grid spacings ∆x and ∆y respectively. Define the following convenient non-dimensional quantities 
The grid-scale Rossby numbers Ru and Rv for the flows u 1 and v 1 can be constructed using the above parameters Substituting the wave-like form into the discrete linearized equations (11), and using the above relations together with the definitions,
one obtains a matrix form of the stability problem,
Although it is possible to derive analytical solutions for special cases, such as those aligned with the grid (κ = 0), these do not 427 capture the most unstable modes, so direct numerical evaluations of the eigenvalues (ω) of the stability matrices were performed. We 428 considered only the imaginary part of the eigenvalues, ω i , which is the part that leads to the instability, and present their maximum The instability detected in the previous section is directly related to the form of discretization of the Coriolis term. This can be seen by 438 noting that if the terms Eu and Ev in (17) were set to zero then the matrix of the system could be written as ( I + H), where H is 439 Hermitian; would then be real-valued and the problem is neutrally stable. The terms Eu and Ev arise from the the last terms on the 440 left hand sides of the u and v equations in (11), which in turn arise from the depth weighting of the Coriolis term.
441
With this insight, it is simple to derive a stable discretization for this problem. For example, using simple uniform averaging 
This is identical to the energy conserving scheme of Sadourny (1975) , with the exception that here only the planetary vorticity (Coriolis 452 parameter) is used instead of the absolute or relative fluid vorticity, since the momentum equations are not in vector invariant form.
453
With this discretization, again it is possible to show that Eu = 0 and Ev = 0, so the scheme is neutrally stable.
454
One intellectually satisfying aspect of this discretization is that f is evaluated at vorticity points, which feels more natural and is
455
closer to the approach of Arakawa and Lamb (1981) than the original scheme, which evaluates f at mass/pressure points. We have described 3 numerical schemes so far. First the original ENDGame scheme, described in Eq. (9), which we will denote as 459 "ORIG". Second, the simplified scheme, described in Eq. (19), which we will denote as "SIMP". And third, an alternative energy 460 conserving scheme, analogous to Sadourny's energy conserving scheme, described in Eq. (20), which will be denoted as "ALTEC" 461 scheme.
462
On the sphere, considering variable Coriolis parameter (f = 2Ω sin φ) and the spherical metric terms, the original scheme (ORIG) is written as
where φ refers to latitude and λ to longitude coordinates on the sphere.
463
This scheme ensures that the Coriolis term does not contribute to the energy budget and also has steady geostrophic modes on the 464 f -sphere. Thuburn (2007) shows that it also has accurate representation of Rossby waves (β-effect), as the Coriolis parameter f is 465 calculated at mass points. Unfortunately, the previous section shows that it is numerically unstable on an f -plane.
466
The simplified scheme (SIMP) is calculated on the sphere as
On the calculation of the energy budget, it is possible to show that no exact cancellation is expected, and therefore the Coriolis term 467 might undesirably contributed to energy budget. Based on Thuburn (2007) , it is possible to show that it also has steady geostrophic 468 modes and accurate representation of Rossby waves. Also, it is numerically stable on an f -plane.
469
The alternative scheme (ALTEC) considers the Coriolis parameter calculated at vorticity points, and may be written on the sphere as
. ENDGAME-ORIG Height deviation at 14.5 days Dominant eigenvector 
480
The e-folding times of the instability for different mean fluid depths (η 0 ) are shown in Figure 14 . We have proposed the use of shallow water models with very small layer depth as a useful means of investigating certain modes of 518 instability of three-dimensional numerical models. We have suggested a shallow water test case that is simple to implement, and also 519 a straightforward variant of the power method to identify the most unstable mode. In using this approach it is important to identify 520 which shallow water scheme corresponds to a given three-dimensional model since stability can depend crucially on the details. This 521 is especially true for depth weighting of vorticity or Coriolis terms, whose effects can be either stabilizing or destabilizing.
522
The results obtained for all models investigated in this paper are summarized in Table 1 .
523
The finite difference energy-enstrophy conserving schemes (EEN and AL) were only investigated by BPT on the f -plane, and properties of the scheme.
540
The finite element scheme tested in this work shows strong instabilities, particularly on the cubed-sphere grid, with slower growth 541 rates on the hexagonal-grid. Further analysis on the stability properties of these and other finite element schemes are currently under 542 investigation and will be reported elsewhere.
543
An interesting point is how the different weighting of the vorticity term influences the stability of models based on the vector invariant 544 momentum equations. For a depth-weighted scheme, the depth field appears in the vorticity term but does not appear in the kinetic 545 energy term. This suggests that the non-cancellation would be more pronounced in this case when compared to a non-depth-weighted 546 formulation. Indeed, our results for TRSK based schemes using very small equivalent depths (< 1m) show that the e-folding times of 547 the depth-weighted formulations are smaller than the non-depth-weighted versions (see Figure 5 ), indicating that the instability grows Prepared using qjrms4.cls F of BPT). Further analytical inspection of the unstable modes on hexagons would be required to make a detailed connection between 552 the results of BTP for the een scheme and the results shown in this paper for TRSK.
553
The instability detected for the ENDGame scheme was surprising at first, since it is not in principle related to the Hollingsworth 554 instability, as it does not use the vector invariant momentum equations. However, it shows that the suggested test cases seem to be 555 applicable in a more general sense. In this case the suggested test case revealed an instability that had not been anticipated, and led us 556 subsequently to perform the analysis presented in section 6.1.
557
As a final point, we note that the investigation of numerical instabilities arising in shallow water systems considering small equivalent 558 depths seems to be not only of theoretical interest, but of practical importance. Non-idealised weather and ocean models indeed possess 559 vertical modes corresponding to very small equivalent depths and may be subject to these instabilities. The main purpose of this paper 560 was not to show solutions to stability issues, but more to enlighten the investigation path with tools and better understanding of such 561 instabilities.
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A. Linear analysis for the 'een' scheme with no Coriolis force
568
In this section we follow the analysis of BPT to show that with a constant velocity basic state and null Coriolis force (f 0 = 0) the 569 original 'een' scheme is neutrally stable on a plane.
570
Using the same notation as in BPT, one may write the linearized form of the shallow water equations for the height coordinate model, ignoring the Coriolis term, as (see equations (61-62) of BPT) 
where the basic state has constant velocities (u 1 , v 1 ) and constant depth η 0 and the system refers to the perturbed variables for velocity 571 and depth (primed variables).
572
Let us assume wave-like solutions as 
where ω is the frequency and (κ,λ) are non-dimensional horizontal wavenumbers for the x-and y-directions normalised using the grid 574 spacings ∆x and ∆y respectively. Substituting the wave-like forms in the perturbation equations, and using that, for a quantity ψ, the 575 x-and y-averaging operators and the differencing operators δx and δy give, respectively, 
c 2017 Royal Meteorological Society Prepared using qjrms4.cls
The solutions of D M = 0, = ±Q and = −P , are real valued, so the system is neutrally stable.
588
B. Linear analysis on the sphere
589
In this appendix we describe an algorithm to evaluate the eigen-structure of the most unstable modes using a nonlinear shallow water 590 code modified to apply a variation of the power method to small perturbations. 
We are interested in the evolution of perturbations to some basic statex, which should be steady. In practice, for a given numerical 594 method it may be difficult or impossible to find a state close to the desired basic state that satisfiesx = G(x). Therefore a constant 
Clearlyx is now a steady solution for the model (39). Note that F must be a constant forcing, not a relaxation back towards the basic 598 state; such a relaxation would damp perturbations and so affect the diagnosed eigenmode growth rates.
599
Now consider the evolution of a small perturbation y (k) to the basic state, so that x 
where G (x) is the Jacobian matrix of the model evolution operator evaluated for the statex, and O(2) denotes higher (second) order 601 terms in y (k) . It is the dominant eigenvalue and eigenvector of G that we wish to determine. Provided y remains small, taking repeated However, with this method, it is likely that y fails to remain small and so the linearization breaks down before the dominant 605 eigenvector emerges. Therefore, another modification is needed to the model to rescale perturbations to ensure they remain small.
606
Thus we take a preliminary step forward using the model with constant forcing 
then rescale the perturbation before computing the state at the new time level 609 x (k+1) = α k+1 r (k+1) +x.
Here α k+1 = / r (k+1) , for > 0 a small constant. Iterating (41)-(43) should then determine the same eigenvector as the power 610 method applied to G .
