Abstract. The extraction of a physical law y = yo(x) from joint experimental data about x and y is treated. The joint, the marginal and the conditional probability density functions (PDF) are expressed by given data over an estimator whose kernel is the instrument scattering function. As an optimal estimator of yo(x) the conditional average is proposed. The analysis of its properties is based upon a new definition of prediction quality. The joint experimental information and the redundancy of joint measurements are expressed by the relative entropy. With the number of experiments the redundancy on average increases, while the experimental information converges to a certain limit value. The difference between this limit value and the experimental information at a finite number of data represents the discrepancy between the experimentally determined and the true properties of the phenomenon. The sum of the discrepancy measure and the redundancy is utilized as a cost function. By its minimum a reasonable number of data for the extraction of the law yo(x) is specified. The mutual information is defined by the marginal and the conditional PDFs of the variables. The ratio between mutual information and marginal information is used to indicate which variable is the independent one. The properties of the introduced statistics are demonstrated on deterministically and randomly related variables.
Introduction
The progress of natural sciences depends on advancement in the fields of experimental techniques and modeling of relations between experimental data in terms of physical laws. [1, 2] By utilizing computers a revolution appeared in the acquisition of experimental data while modeling still awaits a corresponding progress. For this purpose the modeling process should be generally described in terms of operations that could be autonomously performed by a computer. A step in this direction was taken recently by a nonparametric statistical modeling of the probability distribution of measured data. [3] The nonparametric modeling requires no a priori assumptions about the probability density function (PDF) of measured data and therefore provides for a fairly general and autonomous experimental modeling of physical laws by a computer. [1, 4] Moreover, the inaccuracy of measurement caused by stochastic influences can be properly accounted for in the nonparametric modeling that further leads to the expression of experimental information, redundancy of repeated measurements and model cost function in terms of entropy of information. These variables have already been applied when formulating an optimal nonparametric modeling of PDF, in the most simple case of a one-dimensional variable. [3] However, more frequently than modeling of a PDF the problem is to extract a physical law from joint data about various variables and to analyze its properties. Therefore, the aim of this article is to propose a general statistical approach also to the solution of this problem.
As an optimal statistical estimator of an experimental physical law we propose the conditional average (CA) that is determined by the conditional PDF. [1] This estimator represents a nonparametric regression whose structure is case independent; hence it can be generally programmed and autonomously determined by a computer.
Due to these convenient properties, we consider CA as a basis for the autonomous extraction of experimental physical laws in data acquisition systems.
The fundamental steps of the proposed approach to extraction of experimental physical laws from given data are explained in the second section. We first define the estimators of the joint, the marginal and the conditional PDFs and derive from them the conditional average as an optimal estimator of a physical law that is hidden in joint data. In order to estimate the number of data appropriate for the extraction of a physical law, we further introduce the statistics that characterize the information provided by joint measurements. In the third section of the article the properties of the CA estimator and the other introduced statistics are demonstrated on cases of deterministically and randomly related data.
Statistics of joint measurements 2.1 Uncertainty of experimental observation
Without loss of generality we consider a phenomenon that can be quantitatively characterized by two scalar valued variables x and y comprising a vector z = (x, y). We further assume that the phenomenon can be experimentally explored by repetition of joint measurements on a twochannel instrument having equal spans S x = (−L, L), S y = (−L, L). Their Cartesian product S xy = S x ⊗ S y determines the joint span. We treat a measurement of a joint datum as a process in which the measured object generates the instrument output z = (x, y). The basic properties of the instrument and measurement procedure can be characterized by a calibration based on a set of objects {w kl = (u k , v l ); k = 1, . . . l = 1, . . .} that represent joint physical units. Using these units, a scale net can be determined in the joint span S xy of the instrument. In order to simplify the notation, we further omit the indices of units.
A common property of measurements is that the output of the instrument fluctuates even when calibration is repeated. [1, 2] We describe this property by the joint PDF ψ(z|w), which characterizes the scattering of the instrument output at a given joint unit w. For the sake of simplicity, we consider an instrument whose channels can be calibrated mutually independently. In this case the instrument scattering function is expressed by the product of scattering functions corresponding to both channels ψ(z|w) = ψ(x|u)ψ(y|v). Their mean values u, v, and standard deviations σ x , σ y represent an element of the instrument scale and the scattering of instrument output at the joint calibration. These values can be estimated statistically by the sample mean and variance of both components measured during repeated calibration by a joint unit w.
The standard deviation σ characterizes the uncertainty of the measurement procedure performed on a unit. [1, 2] We further consider the most frequent case in which the output scattering does not depend on the channel index and the position w = (u, v) on the joint scale. In this case it can be expressed as a function of the difference z − w = (x − u, y − v) and a common standard deviation σ = σ x = σ y as ψ(z|w) = ψ(z − w, σ). We consider scattering of instrument output during calibration as a consequence of random disturbances in the measurement system. When these disturbances are caused by contributions from mutually independent sources, the central limit theorem of the probability theory leads us to the Gaussian
which the scattering of a single component is determined by:
Estimation of probability density functions
Let us consider a single measurement which yields a joint datum z 1 = (x 1 , y 1 ). We assume that this joint datum appears at the outputs of instrument channels, since it is the most probable at a given state z of the observed phenomenon and the instrument during measurement. Therefore, we utilize the measured datum z 1 as the center of the probability distribution ψ(z − z 1 , σ) = ψ(x − x 1 , σ)ψ(y − y 1 , σ) that represents the corresponding state.
Consider next a series of N repeated measurements which yield the basic data set {z i ; i = 1, . . . , N }. In accordance with the above-given interpretation of measured data we adapt to them the distributions {ψ(z − z i , σ); i = 1, . . . , N }. If the data z 1 , . . . , z N are spaced more than σ apart, we assume that their scattering is caused by variation of the state z in repeated measurements and generally consider z as a random vector variable. Its joint PDF is determined by the statistical average over distributions {ψ(z − z i , σ); i = 1, . . . , N } as:
This function represents an experimental model of PDF and resembles Parzen's kernel estimator, which is often used in statistical modeling of PDFs. [5, 4] However, in Parzen's modeling the kernel width σ plays the role of a smoothing parameter whose value decreases with the number of data N , which is not consistent with the general properties of measurements. In opposition to this, we consider σ as an instrumental parameter that is determined by the inaccuracy of measurement. [3, 4] In the majority of experimental observations σ is a constant during measurements, and hence need not be further indicated in the scattering function ψ.
From the joint PDF f (z) = f (x, y) the marginal PDF f (x) of a component x is obtained by integration over the other component, for example:
The conditional PDF of the variable y at a given condition x is then defined by the ratio of the joint PDF and the marginal PDF of the condition:
Using the experimental model of joint PDF (2) we obtain for the marginal and conditional PDFs the following kernel estimators:
Estimation of a physical law
It is often observed that the joint PDF resembles a crest along some line y =ŷ(x). We considerŷ(x) as an estimator of a hidden physical law y = y o (x) that provides for a prediction of a value y from the given value x. If we repeat joint measurements, and consider only those that yield the value x, we can generally observe that corresponding values of the variable y are scattered, at least due to the stochastic character of the measurements. As an optimal predictor of the variable y at the given value x, we consider the valueŷ that yields the minimum of the mean square prediction error D at a given x:
The minimum takes place when dD/dŷ = 0. The solution of this equation yields as the optimal predictorŷ the conditional averagê
By using Eq. 6 for the conditional probability, we obtain for CA the superposition
The coefficients
represent a normalized measure of similarity between the given value x and sample values x i and satisfy the conditions:
The more similar given value x is to a datum x i , the larger It is convenient that Eq. (9) can be simply generalized to a multi-dimensional case by substituting the condition and the estimated variable by the corresponding vectors. [1] Moreover, it is convenient that the ordering into dependent and independent variables is done automatically by a specification of the condition.
Description of predictor quality
We can interpret a phenomenon which is characterized by the vector z = (x, y) as a process that maps the variable x to the variable y. When the variables x and y are stochastic, we most generally describe this mapping by the joint PDF f (x, y). Similarly, we can interpret the prediction of the variableŷ(x) from the given value x as a process that runs in parallel with the observed phenomenon.
This process is also generally characterized by the PDF f (x,ŷ), while the relation between the variables y andŷ is characterized by the PDF f (y,ŷ). The better the predictor is, the more the distribution f (y,ŷ) is concentrated along the line y =ŷ(x). For a good predictor we generally expect that the prediction error E r = y −ŷ is close to 0. Since both variables are considered as stochastic ones, we expect that the first and second moments of the pre- m y − mŷ = 0, the quality Q can also be negative.
When the predictor is determined by the conditional average (8), we obtain for its mean value
Since in this case m y − mŷ = 0, we further get
Similarly we get for the covariance
so that the expected quality of the CA predictor is
In the case when the relation between both components of the vector z is determined by some physical law y o (x), and only the measurement procedure introduces an additive 
Experimental information
In order to answer the last question, we proceed with the description of the indeterminacy of the vector variable z in terms of the entropy of information. Following the definitions given for a scalar random variable in the previous article, [3] we first describe the indeterminacy of the component x. For this purpose we introduce a uniform reference PDF ρ(x) = 1/(2L) that hypothetically corresponds to the most indeterminate noninformative observation of variable x; or to equivalently prepared initial states of the instrument before executing the experiments in a series of observations. By using this reference and the marginal PDF f (x), we first define the indeterminacy of a continuous random variable by the negative value of the relative entropy [6, 7 ]
Using the expressions for the reference, instrumental scattering function, and experimentally estimated PDF, we obtain the expressions for the uncertainty H u of calibration performed on a unit u, the uncertainty H x of the component x, experimental information I x provided by N measurements of x, and the redundancy R x of these measurements as follows [3] :
Similar equations are obtained for the component y by substituting x → y.
In order to describe the uncertainty of the random vector z, we utilize the reference PDF that is uniform inside the joint span S xy : ρ(z) = ρ(x)ρ(y) = 1/(2L) 2 , and vanishes elsewhere. By analogy with the scalar variable we define the indeterminacy of the random vector z by the negative value of the relative entropy: [6] 
In the case of a uniform reference PDF we obtain
With this formula we then express the uncertainty of the joint instrument calibration as
For σ ≪ L we obtain from the Gaussian scattering func-
The uncertainty of calibration depends on the ratio between the scattering width 2σ and the instrument span 2L
in both directions. The number 2 log(σ/L) determines the lowest possible uncertainty of measurement on the given two-channel instrument, as achieved at its joint calibration.
The indeterminacy of the random vector z, which characterizes the scattering of experimental data, is defined by the estimated joint PDF as
and is generally greater than the uncertainty of calibration described by H w . Since H w denotes the lowest possible indeterminacy of observation carried out over a given instrument, we define the joint experimental information I xy about vector z = (x, z) by the difference
Most properties of the uncertainty and information appertaining to a random vector are similar to those in the case of a scalar variable. For example, the reference density ρ(z)
can be arbitrarily selected since it is excluded from the specification of the experimental information. 
which is more convenient for application since it does not include the limit value I xy (∞). In a previous article [3] we have proposed a cost function that is comprised from the redundancy and the information measure of the discrepancy between the hypothetical and experimentally ob- 
Mutual information and determination of one variable by the other
In order to describe the information corresponding to the relation between variables x, y we introduce conditional entropy. At a given value x we express the entropy pertaining to the variable y by the conditional PDF as
If we express in Eq. (21) the joint PDF by the conditional one f (z) = f (y|x)f (x) we obtain the following equation:
in which H y|x denotes the average conditional entropy of information
When we exchange the meaning of the variables we get
Based on these equations and Eq. (26) we obtain the following relation between the joint and the conditional in-formation
where the conditional information is defined by
When the components of the vector z are statistically independent, the joint PDF is equal to the product of marginal probabilities and the joint information is given by the sum I xy = I x + I y , which represents the maximal possible information that could be provided by joint measurements. However, when x and y are not statistically independent, the joint information is less than the maximal possible one: I xy < I x + I y . The difference
can be interpreted as the experimental information that a measurement of one variable provides about another one and is consequently called the mutual information. [6, 8, 9, 10] In accordance with the previous interpretation of the redundancy, it follows from the last two terms in Eq. (38) that the mutual information also describes how redundant on average is a measurement of the variable y at a given x or vice versa. In accordance with the definition of the redundancy of a certain number N of measurements R x (N ) = log(N ) − I x , we further define also the mutual redundancy of N joint measurements
If we then take into account all the definitions of the redundancies and types of information, we obtain the formula:
It should be pointed out that redundancies R xy (N ), R x (N ), R y (N ), and R m (N ) generally increase with N , while the corresponding experimental information tends to fixed values that correspond to the amount of data needed for presenting related variables.
In order to describe quantitatively how well determined the value of the variable y by the value of x is on average, we propose a relative measure of determination by the ratio The conditional average predictor, which corresponds to the presented example, was modeled by inserting data from the basic data set into Eq. (9). To demonstrate its performance, we additionally generated a test data set by The smaller the scattering width σ is, the higher generally the limit value of the predictor quality is, but on average Q is still less than 1 if 1/σ and N are finite. This property is in tune with the well-known fact that it is impossible to determine exactly the law y = y o (x) from joint data that are measured by an instrument which is subject to output scattering due to inherent stochastic disturbances. corresponds to the ideal case with no scattering, is also presented by the curve log(N ), since it represents the basis for defining the redundancy. Similarly as in the onedimensional case [3] , the experimental information I xy in the two-dimensional case also converges with increasing N to a fixed value. In the presented case the limit value is I xy (∞) ≈ 3.2, which yields the number K ∞ ≈ 25. This number is approximately equal to the ratio of standard deviation of variable x and the scattering width σ and describes how many uniformly distributed samples are needed to represent the PDF of the data. [3] Due to the convergence of experimental information to a fixed value, the curve I xy (N ) starts to deviate from log(N ) with the increasing N . Consequently the redundancy R xy = log(N )− I xy (N ) starts to increase, which further leads to the minimum of the cost function C xy (N ) = log(N ) − 2I xy (N ). could be considered more fundamental for the description of the relation between the variables x and y.
Data without a hidden law
To support the last conclusion let us examine an example in which the sample values of the variables x and y were calculated by two statistically independent random generators. The corresponding joint PDF is shown in Fig. 8, while times larger than in the previous case. In the last case we can therefore expect the optimal number of samples in the interval around N ro ≈ 16N o = 480. Since in the last case a larger region is covered by the joint PDF, the overlapping of scattering functions is less probable than previously, and therefore, the joint experimental information I xy deviates less quickly from the line log(N ) with the increasing N . Therefore, the redundancy increases less quickly and the minimum of the cost function takes place at a much higher number of N ro = 480, which corresponds well to our estimation. Since in the last case the experimental information I xy converges less quickly to the limit value than the marginal information I x , I y , the mutual information I m first increases and later decreases to 
Conclusions
Following the procedures proposed in the previous article [3] , we have shown how the joint PDF of a vector variable z = (x, y) can be estimated nonparametrically based upon measured data. For this purpose the inaccuracy of joint measurements was considered by including the scattering function in the estimator. It is essential that the properties of the scattering function need not be a priori specified, but could be determined experimentally based upon calibration procedure. The joint PDF was then transformed into the conditional PDF that provides for an extraction of the law y o (x) that relates the measured variables x, y.
For this purpose the estimation by the conditional average y o (x) ≈ E[y|x] is proposed. The quality of the prediction by the conditional average is described in terms of the estimation error and the variance of the measured data. It is outstanding that the quality exhibits a convergence to some limit value that represents the measure of applicability of the proposed approach. Examination of the quality convergence makes it feasible to estimate an appropriate number of joint data needed for the modeling of the law.
It is important that the conditional average makes feasible a nonparametric autonomous extraction of underlying law from the measured data.
Using the joint PDF estimator we have also defined the experimental information, the redundancy of measure- 
