The distinguishing number of a graph was introduced by Albertson and Collins in [1] as a measure of the amount of symmetry contained in the graph. Tymoczko extended this definition to faithful group actions on sets in [11] ; taking the set to be the vertex set of a graph and the group to be the automorphism group of the graph allows one to recover the previous definition. Since then, several authors have studied properties of the distinguishing number as well as extensions of the notion. In this paper, we first answer a few open questions regarding the distinguishing number. Next we turn to generalizations regarding the labeling of Cartesian powers of a set and the different subgroups that can be obtained through labelings. We then introduce a new partially ordered set on partitions that follows naturally from extending the theory of distinguishing numbers to that of distinguishing partitions. Then we investigate the groups obtainable from partitioning Cartesian powers of a set in more detail and show how the original notion of the distinguishing number of a graph can be recovered in this way. Next, we introduce a polynomial and a symmetric function generalization of the distinguishing number. Finally, we present a large number of open questions and problems for further research.
Introduction
The distinguishing number of a graph is one way of measuring the amount of symmetry it possesses. Albertson and Collins defined an r-distinguishing labeling of a graph G to be a function φ : V (G) → {1, 2, . . . , r} such that the only element f ∈ Aut(G) that preserves the labels is the identity [1] . The distinguishing number is defined as the smallest r for which such a distinguishing labeling exists. For instance, if G = K n , then a different label is required for each vertex, and D(G) = n. If G has trivial automorphism group, then D(G) = 1. Furthermore, the distinguishing number of a graph is equal to that of its complement.
A classical example is that of the cycle graph on n vertices, which has automorphism group D n . Because it is easy to visualize the symmetries, one can imagine how 3 labels are necessary to remove all the symmetries for n = 3, 4, 5, but that 2 labels suffice for larger n. Tymoczko extended this definition to arbitrary faithful group actions in [11] . Taking any group G to act on a set X, a distinguishing labeling of X with respect to the action of G is defined to be one such that only the identity element in G preserves the labels of X. The action is required to be faithful, or else there will always be a non-identity element that acts trivially on the set. The case of a graph is obtained when X is taken to be the vertex set of a graph and G is taken to be its automorphism group. This more general case yields different results, as not all subgroups of S n can be realized as an automorphism group of a graph with n vertices. For instance, there is a faithful action of S 4 with distinguishing number 3, but no graph with automorphism group S 4 and distinguishing number 3 [11] .
A large body of research has been devoted to studying properties of the distinguishing number [2, 5, 6, 7, 9] . For instance, in [10] , the authors investigated the distinguishing numbers of the wreath product groups − → S n and − → A n . There are several other interesting avenues for research on this topic; for example, in [4] , the authors presented a new algorithm that generates all distinguishing labelings. In this paper, we begin by resolving a few conjectures made by previous authors on this topic. These lead into several natural generalizations of this topic which we define and provide the basic theory. These lead to many new directions that can be explored.
The organization of this paper is as follows. In Section 2, we resolve a conjecture regarding so-called distinguishing critical graphs. In Section 3, we answer a question of Tymoczko in [11] . In Section 4, we consider two generalizations of the problem at hand, namely involving multiple labelings and obtaining subgroups other than the identity after making the partitions. In Section 5, we generalize the notion of the distinguishing number to that of a distinguishing partition, and introduce a new partial ordering on the partitions of n that naturally follows from it. In Section 6, we present another generalization of all these ideas which opens the way for techniques from representation theory to study the more general problems.
Distinguishing critical graphs
In [3] , Alikhani and Soltani introduced the notion of a distinguishing critical graph. We reproduce their definition here:
Definition 2.1 (Distinguishing critical graph). A distinguishing critical graph G is one such that for every induced subgraph H of G, D(H) = D(G).
Note that an induced subgraph H of G may have a larger distinguishing number than G. For example, if H is the complete graph on 6 vertices and G consists of H and another vertex that is connected to three vertices from H, then D(H) = 6 and D(G) = 3.
Alikhani and Soltani conjectured that a distinguishing critical graph is regular and checked this for D(G) = 1, 2, 3. Here we prove the following stronger result This theorem implies the conjecture because if vertices v 1 and v 2 are in the same orbit under Aut(G), they must have the same degree. The key behind the proof comes from the idea of considering the orbits of the vertices, which was done by Tymoczko in [11] . The point is that two elements that are in different orbits can always be given the same label, since there is no element of Aut(G) that will bring one to the other. From this fact, the following lemma in [11] We will need one more easy lemma for our proof. Proof. Label H with D(H) labels and label the remaining vertex of G with D(H) + 1. Then any automorphism of G that preserves the labels will fix that last vertex because it has its own label, and will also fix the vertices of H because it must induce an automorphism of H. Thus this is a distinguishing labeling for G and thus D(G) ≤ D(H) + 1.
Proof of Theorem 2.2.
Assume that G is critical but that Aut(G) is not transitive. Then there is an orbit O 1 of the vertices that does not include all vertices of G. By Lemma 2.3, D(G) ≤ max{D(O 1 ), D(G\O 1 )}. This implies that, taking H to be either O 1 or G\O 1 (whichever has larger distinguishing number), D(G) ≤ D(H) for some induced subgraph H of G. Then by Lemma 2.4, we may remove vertices one at a time from H until the distinguishing number of the resulting graph equals that of G. Thus G can only have one orbit if it is distinguishing critical, as desired.
3 Distinguishing numbers for S n
Overview of methods
Let Γ be a finite group acting on a set X with n elements. In [11] , Tymoczko gives an algorithm to construct a distinguishing label that takes at most k labels if |Γ| ≤ k!. We reproduce the algorithm here. In this algorithm and for the remainder of the paper, Stab(X 1 ) refers to the pointwise stabilizer of a set given an implied group action.
Algorithm 3.1. [11] 1. Initialize i = 1 and set φ(x) = 1 for all x in X. Let Γ 1 = Γ and X 1 = X.
While
The key idea behind this algorithm is the fact that if Γ acts transitively on some set of size m, then by the orbit-stabilizer theorem, the size of the subgroup that fixes one of those elements is |Γ| m . Based on this principle, Tymoczko proved the following theorem.
This is proven by simply applying Algorithm 3.1 and noting how the size of the automorphism group that preserves the labels decreases.
The following lemma will prove to be useful. Proof. Note that the pointwise stabilizer of an orbit is the kernel of the homomorphism induced by the action sending the group to the automorphism group of the orbit. The result follows from the fact that the kernel of a homomorphism is always a normal subgroup.
Distinguishing number n − 1
Tymoczko asked if there exist faithful actions of S n on a set X with D Sn (X) = n − 1 for arbitrarily large n. Here we answer this question in the affirmative.
Theorem 3.4. For n ≥ 3, let |X| = n + 2 with X = {x 1 , x 2 , . . . , x n+2 }. Consider the following action of S n on X: considered as a permutation of [n] , an element of S n acts on {x 1 , x 2 , . . . , x n } in the natural way, and permutes x n+1 and x n+2 if and only if it is an odd permutation. We claim that the distinguishing number for this action is n − 1.
Proof. First we demonstrate an n−1 distinguishing labeling. Label two elements of {x 1 , x 2 , . . . , x n } with 1 and the rest with 2, 3, . . . , n − 1. Label x n+1 with 1 and x n+2 with 2. Then if a non-identity element of S n preserves the labels, it must be the permutation (12). But this is an odd permutation and thus switches x n+1 and x n+2 , which is not allowed. Now assume there is an n−2-distinguishing labeling of X. Then either 3 elements of {x 1 , x 2 , . . . , x n } are given the same label, or there are two distinct pairs which are given the same label. In either case, there is a non-identity even permutation that preserves both {x 1 , x 2 , . . . , x n } and {x n+1 , x n+2 }, which is a contradiction.
Further analysis
Here we analyze all possible faithful actions of S n with distinguishing number n − 1. We begin with a few definitions and lemmas.
Consider a slight variant of Algorithm 3.1 in the following way. Namely, we finish labeling one pass of an orbit completely before moving onto another. So in step 1, we label every element of O with 1 and in step 2 we choose one of them to label 2. Then in step 3 we only look at one of the orbits that takes n − 2 labels (including the label 1) to distinguish, label one of them with 3, and then only look at the new orbits within that previous orbit that take n − 3 labels. After we completely finish one orbit we can go back and do the rest in similar fashion. Compared to Algorithm 3.1, this is analogous to a depth-first-search rather than a breadth-first search. The reason we do it this way is so that we have better control over the factors by which the subgroup that preserves the labels decreases by at each step.
Our methods will rely on the following fact, which follows from the orbit-stabilizer theorem:
Fact 3.5. Let Γ act faithfully on a set X. Take some x ∈ X and let Γ x be the subgroup of Γ that preserves x. Then |Γ| |Γx| = | Orb Γ (x)|. Fact 3.5 tells us that if we decide to label an element of a set with a new color, the factor by which the number of group elements that preserves the labels of the set decreases is equal to the size of the orbit of that element before it was assigned a new label.
The following definition will prove to be useful. Proof. We use induction on k. The base cases are easy. Now assume it holds for some k = 1, 2, . . . , i. Then for k = i + 1, say the algorithm is applied in the order x i+1 , x i , . . . , x 1 . Then by the inductive hypothesis, x 1 , . . . , x i form a pseudoclique. Next, consider stabilizing x i first and then x i+1 rather than the other way around. Since x 1 , . . . x i−1 form a pseudoclique, if x i+1 does not form a pseudoclique with x 1 , . . .
But then looking at the factors by which the group decreases by, we see that we must have Stab(x i+1 ) = Stab(x i ), which is a contradiction. Since we can obtain any permutation of x 1 , . . . x i that leaves x i+1 constant and any permutation of x 1 , . . . , x i−1 , x i+1 that leaves x i constant, we can get any permutation of x 1 , . . . , x i+1 as desired.
Theorem 3.8. If S n acts faithfully on a set X with distinguishing number n − 1, then there must be a subset of X of size n for which S n acts via all possible permutations.
Proof. Throughout this proof, when we say S n , we will always implicitly refer to the implied action of S n on the set X. If D Sn (X) = n − 1, then that there must be an orbit O that takes at least n − 1 labels to distinguish under the action of S n / Stab(O).
We claim that all possible applications of the stated variant of Algorithm 3.1 will take precisely n − 1 labels to finish one pass. It is not possible for it to take more than n elements. Otherwise, applying the algorithm to this orbit would take more than n steps, which would imply that |S n / Stab(O)| is at least the product of n + 1 distinct positive integers, but |S n | = n!. If it takes n steps, then by Lemma 3.7 we end up with S n acting naturally on an n-element subset of X, and we have already seen a construction for this in Theorem 3.4. Thus we can assume O takes n − 1 labels to distinguish. Now look at the sequence given by the size of the orbit after each step. This is a sequence of n − 1 strictly decreasing integers a 1 , a 2 , . . . , a n−1 with a n−1 = 1 and with product dividing n!. Take the application of this algorithm that will give the largest number of consecutively increasing numbers beginning from 1.
We will now discover properties of this sequence {a i } n−1 i=1 , beginning with the following lemma. Lemma 3.9. If for some j between 1 and n − 2 exclusive, 4 < a j < √ n, then we cannot have a j − a j+1 = 2.
Proof. Assume otherwise. Call the elements of the orbit associated with the sequence (a i ) x 1 , x 2 , . . . x k before step j. Then say we stabilize some element, say x 1 on step j, taking the orbit size from a j to a j+1 = a j − 2. This means that another element, say x 2 , is also stabilized along with x 1 , and the remaining elements form an orbit. Now we claim that the stabilizer of x 1 is the same as the stabilizer of x 2 . To see this, note that stabilizing both x 1 and x 2 decreases the group size by a factor of a j . So if we stabilize x 2 first, the resulting orbit of x 1 must have size 1 in order to preserve this property. Thus Stab(x 1 ) ⊆ Stab(x 2 ) ⊆ Stab(x 1 ), form which the desired result follows.
Now if we stabilize x 3 in our next step, the size of the resulting subgroup will be 1 aj (aj −2) of the original. Note that if we stabilize x 3 and then x 1 we get the same subgroup. This implies that after stabilizing x 3 , x 1 must be in an orbit of size k − 2. That means some other element must be stabilized by x 3 ; it can't be x 2 , or else the stabilizer of x 1 would also be the same as the stabilizer of x 3 . Thus the stabilizer of x 3 is the stabilizer of a different element, say x 4 . Then in our original sequence, if we stabilize x 3 after stabilizing x 1 , the values of the (a i ) will drop by at least 2 twice in a row, as a j > 4. Since there are n − 1 elements in the sequence {a i } n−1 i=1 , the largest element will be at least n + 1. Then the product of the a i divided by n! will be at least n+1 √ n 2 > 1, which is a contradiction.
We return to the proof of Theorem 3.8 and split into cases based on the properties of {a i } n−1 i=1 , showing that none of them are possible.
Case 1: {a i } n−1 i=1 includes 2. Let's say that the sequence (a i ) includes 1, 2, . . . , k, but not k + 1. Then those k elements of x, call them x 1 , x 2 , . . . , x k , form a pseudoclique. First consider the case in which k = n − 1. Since a 1 = |O|, then |O| = n − 1 and the stabilizer of O has size |Sn| (n−1)! = n. But Stab(O) is a normal subgroup of S n by Lemma 3.3, and there are no normal subgroups of S n of size n. Thus k = n − 1, so the values of (a i ) must decrease by at least two at some point. Now suppose k < √ n − 2. Then a k+1 ≥ a k + 2, which will make the product of the (a i ) too big for the reason given in the proof of Lemma 3.9. Next suppose that k ≥ √ n. Say that we go from k + t to k by stabilizing an element x k+1 ; let these other t elements be x k+1 , . . . , x k+t . Then instead of stabilizing x k+1 and then x k , let's stabilize x k and then x k+1 . Then x k+1 has to get into an orbit of size k after x k is stabilized, or else the rest would only take at most k−1 steps. Since k ≥ t−1 and x 1 , . . . , x k−1 are still in an orbit, x k+1 must join that orbit unless t ≥ k − 2 and k ≤ n/2. In the former case, in order for the sequence to take the correct number of moves, it can only decrease by 1 at a time, meaning x k+1 forms a pseudoclique with x 1 , . . . , x k−1 , and thus with x k as well. This contradicts the maximality of k. Thus t ≥ k − 2. Then the minimal product of the a i is at least k!(2k − 2)(2k
Dividing this by (n − 1)! gives
Thus the size of Γ 1 is greater than n!, contradiction. Case 2:
does not include 2, and is not equal to the sequence {n, n − 1, . . . , 3}. We know that a n−1 = 3, or else our product will be at least 4 · 5 · · · · · n + 1 > n!. For the same reason, {a i } n−1 i=1 must contain consecutive numbers from at least a k = n/2 down through 3. Because A n is the only subgroup of S n with index 2, the group must act as A n−k on the orbit corresponding to the term a k . We know that the sequence must skip a number at some point; then simply apply the same argument as in Case 1 to show that this implies that the size of the original group is greater than n!.
Case 3:
Then there are n elements on which S n acts as A n . Then the stabilizer of these n elements is a normal subgroup of size 2 in S n , which is impossible.
Multiple labelings and obtaining subgroups
In this section we present two ways to generalize the notion of the distinguishing number. First, we consider labeling elements of X with tuples rather than single labels. We can also ask which subgroups of the original group may be obtained given only the restriction that it preserve some fixed labeling.
Multiple labelings
Going back to the construction in Theorem 3.4, it may initially seem strange that if S n acts via all permutations of an n-element subset of X, that it may still have a distinguishing number less than n. It is therefore a natural question to ask what the distinguishing numbers are for a group acting on multiple orbits is if there is some known link between how it acts on the orbits. We present one simple case here and comment on further directions of study in the last section of this paper.
Theorem 4.1. Let X be a set with nk elements partitioned into k subsets X 1 , X 2 , . . . , X k of size n. Let S n act on X by acting via every possible permutation on each subset simultaneously. Then
Proof. First we show that ⌈ k √ n⌉ labels suffice by constructing a t-distinguishing labeling for n = t k . For each subset X i , designate a given order on its elements. Then pick a different string of k integers from 1 through t: (c 1 , c 2 , . . . , c k ) for each value 1 through n and label the k elements in each position of the ordering with those labels. Then every non-identity element of S n will inevitably send some string of labelings to a different string of labelings, so only the identity can preserve all the labelings. Now assume that there is a distinguishing labeling using fewer labels. Then if there are t labels, we have n > t k and by the Pigeonhole Principle, two elements must share the same string and thus can be exchanged.
As the previous proof shows, a more natural way of looking at this question is by allowing the labels to be tuples. To this end, we have the following definition. 
Obtaining subgroups of abelian groups
Here we consider the question of which subgroups can be obtained through labelings for abelian groups.
Theorem 4.3. Let G be a finite abelian group that acts faithfully on a set X. Then for any subgroup H ≤ G, there is a labeling λ with two colors such that G ∩ P λ = H.
Proof. Pick a set {x j } of representatives of the orbits of the action of G on X as j indexes these orbits. Then label all elements of the form h(x j ) in orbit j with 1, where h ∈ H. Label all other elements with 2.
First we show that all h ∈ H preserves these labels. Indeed, if x ∈ X is in the H-orbit of some x j , then h(x) is as well, and both are labeled 1. Otherwise, x and h(x) are both labeled 2. Thus x and h(x) are always given the same label. Now assume g ∈ G preserves the labels; we must show that g ∈ H. We claim that g is identified with an element of H under the projection G/ Stab(O j ) for each orbit O j . Indeed, let h j be an element of H such that h j (x j ) = g(x j ). Then for any x
, as desired. Now consider the image of g under the projection map G → G/H. We have shown that it must be in the intersection of the projections of j Stab(O j ). But since G acts faithfully on X, j Stab(O j ) = {e}. Thus g ∈ H, as desired.
5 The consumption ordering of partitions
Introduction
Let Γ act on X. Then given any labeling φ of X, we can define the type of φ to be the partition of |X| with i th part (in decreasing order of size) the number of elements of X given the i th most common label. Then given a labeling φ of type λ, the permutations of X that preserve the labelings are given by P φ = S λ1 × S λ2 × · · · × S λ k , where S λi acts on the elements. The intersection of the image of Γ in Sym(X) and P φ is the subgroup of Γ that preserves the labelings. Henceforth for convenience, we will use Γ to also represent its image in Sym(X) if Γ acts on X.
The distinguishing number of Γ, then, is simply the shortest length of a partition λ such that there is a labeling φ of X with type λ such that Γ ∩ P φ = {e}.
While the distinguishing number gives information on the number of labels necessary to distinguish a group action, it doesn't give any more information about the partition of the labels itself. Studying these partitions themselves is a natural extension.
Definition 5.1 (distinguishing partition). Let H be a subgroup of S n . A set partition [n] = A 1 ∪ · · · ∪ A k is said to distinguish H if the only element of H that preserves each of the subsets in the set partition is the identity. The set partition itself is called a distinguishing set partition, while a distinguishing partition refers to a partition of n for which there exists a distinguishing set partition.

Definition 5.2 (consumes). A subgroup H < S n consumes a partition λ ⊢ n if there is a set partition of [n] with weight λ that distinguishes H.
Note that the previous definition simply says that if there is a distinguishing labeling corresponding to a partition λ ⊢ n with respect to the action of H on [n], then H consumes λ. This induces a poset structure on partitions of n with the following ordering relation: λ ≥ c µ if every H that consumes λ also consumes µ. We call this ordering the consumption ordering. It is not immediate that this defines a partial ordering, for it is conceivable that two different partitions are consumed by the same subgroups of S n . This would violate the condition of antisymmetry. We show that this does not happen in the next theorem.
Structure of the poset
Recall the dominance ordering on partitions: We show that the consumption ordering is indeed a partial ordering by showing it is consistent with the dominance ordering. We use ≥ c to denote the consumption ordering and ≥ to denote the dominance ordering.
Proof. Assume otherwise. Then let λ and µ be different partitions of n such that λ ≥ c µ and λ ≥ µ. Let λ ⊺ = (a 1 , a 2 , . . . , a k ) and take a labeling X of a Young diagram of λ. Then let H = S a1 × · · · × S a k where each S ai acts on the ith column of the labelled Young diagram. Then this consumes λ because the only intersection of H with the subgroup that permutes the rows is the identity element.
We claim that H does not consume µ. Take any labeling Y of µ. If H consumes µ under this labeling, then all the the elements of every column in the labeling X of λ must be in different columns of Y . Taking the transpose, this tells us that µ ⊺ ≥ λ ⊺ ⇒ λ ≥ µ, a contradiction. Thus if every subgroup that consumes λ also consumes µ, then λ ≥ µ, as desired. Proof. Consider the normal Klein four subgroup of S 4 : H = {(), (1, 2)(3, 4), (1, 3)(2, 4), (1, 4)(2, 3)}. Then H consumes the partition (3, 1), because the stabilizer of any element is the identity. However, given any labeling of the partition (2, 2), interchanging the two columns always corresponds to an element in H. Thus H does not consume (2, 2). The last example illustrates a general principle that can be used to find ordering relations within the consumption poset. Fix a labeling of Young diagrams to simply go from 1 through n from left to right, in each row in order. If the row subgroup of one partition completely contains that of another one, then the first partition must be greater than the second in the consumption ordering. However, this principle cannot be used to find all ordering relations. The following example can be checked to be true by a computer, but not by the principle described above. 6 Partitioning Cartesian powers of a set
In this section, we generalize the notion of distinguishing labelings in a different way. Let X = {x 1 , x 2 , . . . , x n } and let V be the C−vector space with X as a basis. Then by extending the action of S n linearly, S n naturally acts on V by permuting the elements of X. The guiding question we will explore is: Question 6.1. How can we go from a subgroup G of S n to a subgroup H ≤ G by restricting S n to its elements whose action preserve some partition?
For instance, let n = 5 and G = S n . If we want H to be the subgroup S 3 × S 2 , where S 3 acts on the first three elements and S 2 on the last two, then we can partition the elements of X by labeling x 1 , x 2 , x 3 with 1 and x 4 , x 5 with 2. With partitions of this form, we can clearly get all subgroups of the form
There are other ways of forming restrictions; for instance, we can add "edges" to pairs of elements of X and require that a permutation of X preserves these edges. This is, of course, the case of the automorphism group Γ of corresponding graph. Then the distinguishing number of the graph is simply the smallest length of a partition to go from G = Γ to the trivial group. Similarly, we may fix any subgroup of S n and ask the same question; this is distinguishing number with respect to arbitrary faithful group actions.
It turns out that we can in fact obtain all subgroups of S n through an appropriate partition. However, it may not be a partition of the elements themselves. For example, we can look at all pairs of elements. Then S n acts on these pairs by acting on each entry separately. If we partition these pairs and require that a permutation of the pairs preserve these partitions, we get a row subgroup which we may denote P λ . Then the corresponding subgroup of S n we obtain is S n ∩ P λ . We will show that through this method, we can in fact achieve every subgroup of S n .
Structure of automorphism groups of graphs
Consider the action of S n on S 2 V = V ⊗ V /(x i ⊗ x j − x j ⊗ x i ) where S n permutes X as usual. Proof. Every element of Aut(G) must preserve the labels on Sym 2 V in order for it to send edges to edges. Conversely, if a subgroup of S n preserves the labels, then it is a permutation of vertices that sends edges to edges, as desired. We can also consider V ⊗2 , which has basis
, and ask what subgroups labeling it can achieve. This is equivalent to labeling X 2 . We have an analogue of Proposition 6.2, which is proved similarly.
Proposition 6.4. Let G be a directed graph with vertex set
⊗2 with the number of edges between v i and v j in G. Then Aut(G) is canonically isomorphic to the subgroup of S n that preserves the labels on V ⊗2 .
Note that we can recover the automorphism groups of undirected graphs by labeling the basis elements of V ⊗2 by simply labeling (x j , x i ) with the same label as (x i , x j ).
Example 6.5. We can obtain the automorphism group of D 4 through partitioning Sym 2 V in the following way: label (1, 2), (2, 3), (3, 4), (4, 1) with the label 1 and all other basis elements with 2. We can also obtain it through partitioning X 2 in the following way: label (1, 2), (2, 1), (2, 3), (3, 2), (3, 4), (4, 3), (4, 1), (1, 4) with the label 1 and all other elements with 2.
Example 6.6. We can obtain the cyclic group generated by (1234) by partitioning X 2 in in the following way: label (1, 2)(2, 3), (3, 4), (4, 1) with the label 1 and all other elements with 2. This cannot be obtained as the automorphism group of an undirected graph. Proposition 6.7. Let G be a simple graph such that Aut(G) is 2-transitive. Then G is either K n for some n or a graph with no edges.
Proof. If G has any edge between two vertices v 1 and v 2 , then by 2-transitivity there is some element of Aut(G) that sends it to any other pair of vertices. Thus any pair of vertices must have an edge connecting them, so if G has any edges it is K n .
Automorphism groups of hypergraphs
By considering partitions of X k , we can obtain more subgroups. In particular, these subgroups can naturally be realized as automorphism groups of hypergraphs. Theorem 6.8. We can obtain any subgroup of S n through a partition of X n−1 .
Proof. Take any subgroup H < S n . Let x = (x 1 , x 2 , · · · , x n−1 ) and label every element of Hx with 1. Label every other element of X n−1 with 2. We claim that this labeling gives H. It is clear that every element of H preserves this labeling, because the elements labelled 1 form an orbit of X. Thus it suffices to show that if g preserves the labels, then g ∈ H. Note that if g(x) is labelled 1, then it must be equal to h(x) for some h ∈ H. Then g and h must agree on where they send x 1 , x 2 , · · · , x n−1 , and thus must agree on where they send x n too. But this information completely determines the element h, so g = h and thus g ∈ H, as desired. Motivated by Theorem 6.8, we give the following definition. Definition 6.10 (density). Let the density of a subgroup G ≤ S n be the least k for which it can be realized as the elements of S n that preserve some partition of X k .
By Theorem 6.8, we know that every subgroup G of S n has density at most n − 1.
Distinguishing polynomial and distinguishing symmetric function
In this section, we generalize the notion of distinguishing number to polynomials and symmetric function much like the chromatic number. This leads to interesting questions described in the following section.
Definition 7.1. Given G acting on X, let f X (n) be the number of distinguishing labelings of X from the set {1, 2, . . . , n}. Then this function actually defines a polynomial f G,X (x), which we define to be the distinguishing polynomial of the group action of G on X.
Proof. Let a i be the number of distinguishing labelings of X using precisely i colors, for 1 ≤ i ≤ n.
. As with the chromatic number, the distinguishing number is the smallest positive integer that is not a root of the distinguishing polynomial.
Definition 7.3 (DSF). Define the distinguishing symmetric function (DSF) of G acting on X as
Clearly we can recover the distinguishing polynomial from the DSF by setting appropriate variables to 0 and 1.
Further directions
The techniques introduced in this paper lead to many new directions of research. In this section we give an overview of these possibilities and state several questions and conjectures. We begin with topics contained in the various sections of this paper and then discuss a possible applications to separate research on the distinguishing number.
In Section 3, we proved that S n can act faithfully on a set X with distinguishing number n − 1 for arbitrarily large n. Our construction made use of the fact that A n is a normal subgroup of S n , so we could let A n be the stabilizer of a separate orbit alongside the n-element orbit on which S n acts naturally. Furthermore, we showed that if S n acts with distinguishing number n − 1, then it must act naturally on a set of n elements. This motivates the following problem. Furthermore, note that for n > 4 the only non-trivial normal subgroup of S n is A n , and that the bounds that we used to show the existence of a pseudoclique with n elements are not tight. This motivates the following conjecture. This can be strengthened to the following conjecture. 
Multiple labelings and obtaining subgroups
In Section 4, we considered the action of Γ on X k , given some action of Γ on X. We showed that this is equivalent to labeling each element of X with a k-tuple of labels rather than just a single label. In the case of S n acting on an n-element set via all possible permutations, we showed in Theorem 4.1 that the distinguishing number is ⌈ k √ n⌉. We posit that a similar result might hold for general actions with the following question. We also considered the question of which subgroups of group actions could be obtained from labelings as the intersection of the group action and the subgroup of the symmetric group on the elements of the set that preserves the labels. We showed in Theorem 4.3 that all subgroups of an abelian group could be obtained. We conjecture that this is in fact a necessary condition. Note for instance that if Γ is transitive on X, then any non-constant labeling will remove this property. Thus we cannot obtain proper transitive subgroups of Γ.
Recall that the Jordan-Holder theorem states that any two composition series of a group are equivalent. Furthermore, recall that in Lemma 3.3, the pointwise stabilizer of an orbit is normal. By coloring the elements of an orbit with distinct colors and everything else a constant color, we thus obtain a normal subgroup of Γ. This leads to the following problem. 
The consumption ordering of partitions
In Section 5, we studied the different distinguishing partitions of group actions. We saw that the consumption ordering is consistent with the dominance ordering in Theorem 5.4, but that the converse does not generally hold. However, it turns out that for n = 2, 3, 5, 7, the consumption ordering is equivalent to the dominance ordering. This prompts the following conjecture.
Conjecture 8.7. For all primes p, the consumption ordering on partitions of p is equivalent to the dominance ordering.
A related problem is to describe the cases in which λ ≥ µ but λ ≥ c µ. The following dual conjecture may be solvable through clever constructions: Conjecture 8.8. If n is not prime, then the consumption ordering on partitions of n is not equivalent to the dominance ordering.
We also described a simple combinatorial principle that can be used to find some ordering relations in the consumption order. It would be interesting if this could be made complete.
Question 8.9. Is there a combinatorial rule that can be applied to partitions that tells if one partition is greater than the other under the consumption ordering?
In order to specialize this to the case of automorphism groups of graphs, we need to make the corresponding adjustment to the definition of the consumption ordering. Namely, we only consider subgroups of S n realizable as automorphisms of graphs on n vertices in our definition of consumption. We would like to describe the resulting poset. For example, does the following result hold? Conjecture 8.10. Considering only subgroups of S n realizable as the automorphism group of a graph, do we have λ ≥ c µ ⇒ λ ≥ µ?
By the fact that the consumption ordering defines a poset, we know that the set of subgroups that a partition is consumed by completely determines it. The converse is certainly not true, for conjugate subgroups will consume the same partitions. However, it is not known whether this is the only way in which the converse statement fails. This leads to the following question. If the answer to the previous question is yes, then the following conjecture is equivalent to the previous conjecture; otherwise, it is a strengthening.
Conjecture 8.14. For each partition λ ⊢ n, is there a subgroup that consumes λ, all partitions less than λ in the consumption ordering, and no others?
In [6] , Chan asked for a characterization of the following set:
) is equal to the minimum length of the partitions of [n] which G consumes, we may ask the following stronger question.
Question 8.15. Characterize the set
The following question is an enumerative one which arises from considering this poset. In Proposition 6.7, we show that if Aut(G) is 2-transitive, then G is either K n or a graph with no edges. This means that if we decompose the corresponding representation into irreducible representations, we will have more than 2 irreducible factors unless Aut(G) = S n .
Question 8.20. What can we say about the decomposition of the representation of Aut(G) into irreducible representations?
In particular, we conjecture that unless G = S n , then the dimensions of the corresponding irreducible representations are generally small.
The following conjecture is motivated by the fact that only the symmetric and alternating groups are 6-transitive.
Conjecture 8.21. There exists some constant c independent of n such that the density of any subgroup G ≤ S n not equal to A n is at most c.
By the previously stated fact, if this conjecture is true, one would expect c to be not much larger than 6.
Distinguishing symmetric function
The first natural question to ask deals with how strong of an invariant the distinguishing polynomial and distinguishing symmetric function are. After computing the distinguishing symmetric function for graphs up to seven vertices, the author was surprised to find that, with four exceptions, all of which occur in graphs with six vertices, that the DSF is Schur-positive. This motivates the following question. 
Distinguishing extension numbers
In [8] , the authors define the distinguishing extension number of a group action. This is an extension of the distinguishing number in the sense that it differentiates some group actions which may have the same distinguishing number. Here we describe a way to generalize this notion in the spirit of Section 5.
Given a group Γ acting faithfully on a set X, a fixing set W is a subset of X with trivial pointwise stabilizer with respect to the given action of Γ. Then the distinguishing extension number is defined to be the minimum m such that of all fixing sets W of size at least m, any labeling φ : X\W → {1, 2, . . . , k} can be extended to a distinguishing labeling of X.
Consider extending the definition of fixing set to partitions in the following way. Take a subset W ⊆ X of size m and a partition λ ⊢ m. Then if there is a labeling φ of W with type λ such that the only element of Γ that preserves φ is the identity, then we say that W is a λ-fixing set of X.
If we restrict λ to only contain parts of size 1, then we recover the notions behind the distinguishing extension number. Thus we may use the definition of λ-fixing sets to pursue these ideas in greater generality.
