Abstract. Motivated by conjectures of Beauville and Voisin on the Chow ring of Hyperkähler varieties we will prove some basic results on the rational equivalence class of modified diagonals of projective varieties.
if n > 0, and equal to 0 if n = 0. Gross and Schoen [6] proved that if X is a (smooth projective) hyperelliptic curve and a is a fixed point of a hyperelliptic involution then Γ 3 (X; a) represents a torsion class in the Chow group of X 3 . On the other hand it is known that if X is a generic complex smooth plane curve and m is small compared to its genus then Γ m (X; a) is not algebraically equivalent to 0, whatever a is, see [11] (for the link between vanishing of Γ m (X; a) and Voisin's result on the Beauville decomposition of the Abel-Jacobi image of a curve see the proof of Prop.4.3 of [3] ). Let X be a complex projective K3 surface: Beauville and Voisin [3] have proved that there exists c ∈ X such that the rational equivalence class of Γ 3 (X; c) is torsion. A natural question arises: under which hypotheses a modified diagonal cycle on a projective variety represents a torsion class in the Chow group? We should point out that such a vanishing can entail unexpected geometric properties: if X is a smooth projective variety of dimension n and Γ n+1 (X; a) is torsion in the Chow group then the intersection of arbitrary divisor classes D 1 , . . . , D n on X is rationally equivalent to a multiple of a. A set of conjectures put forth by Beauville [2] and Voisin [10] predict exactly such a degenerate behaviour for the intersection product of divisors on hyperkähler varieties i.e. complex smooth projective varieties which are simply connected and carry a holomorphic symplectic form whose cohomology class spans H 2,0 (see [7, 9] for more results on those conjectures). Our interest in modified diagonals has been motivated by the desire to prove the conjecture on hyperkähler varieties stated below. From now on the notation A ≡ B for cycles A, B on a variety X means that for some integer d = 0 the cycle dA is rationally equivalent to dB, i.e. we will work with the rational Chow group CH(X) Q := CH(X) ⊗ Z Q.
Conjecture 0.1. Let X be a Hyperkähler variety of dimension 2n. Then there exists a ∈ X such that Γ 2n+1 (X; a) ≡ 0.
In the present paper we will not prove Conjecture 0.1, instead we will establish a few basic results on modified diagonals. Below is our first result, see Section 2.
Proposition 0.2. Let X, Y be smooth projective varieties. Suppose that there exist a ∈ X(K), b ∈ Y (K) such that Γ m (X; a) ≡ 0 and Γ n (Y ; b) ≡ 0. Then Γ m+n−1 (X × Y ; (a, b)) ≡ 0.
We will apply the above proposition in order to show that if T is a complex abelian surface and a ∈ T then Γ 5 (T ; a) ≡ 0. Notice that if E is an elliptic curve and a ∈ E then Γ 3 (E; a) ≡ 0 by Gross and Schoen [6] . These results are particular instances of a Theorem of Moonen and Yin [8] which asserts that Γ 2g+1 (A; p) ≡ 0 for A an abelian variety of dimension g and p ∈ A(K) (and more generally for an abelian scheme of relative dimension g). A word about the relation between Moonen -Yin's result and Conjecture 0.1. Beauville and Voisin proved that the relation Γ 3 (X; c) ≡ 0 for X a complex projective K3 surface (and a certain c ∈ X) follows from the existence of an elliptic surface Y dominating X and the relation Γ 3 (E t ; a) ≡ 0 for the fibers of the elliptic fibration on Y . We expect that the theorem of Moonen and Yin can be used to prove that Conjecture 0.1 holds for Hyperkähler varieties which are covered generically by abelian varieties, this is the subject of work in progress. (It is hard to believe that every Hyperkähler variety of dimension greater than 2 is covered generically by abelian varieties, but certainly there are interesting codimension-1 families which have this property, viz. lagrangian fibrations and Hilbert schemes of K3 surfaces, moreover Lang's conjectures on hyperbolicity would give that a hyperkähler variety is generically covered by varieties birational to abelian varieties.) In Section 3 we will prove that, in a certain sense, Proposition 0.2 holds also for P r fibrations over smooth projective varieties if certain hypotheses are satisfied, then we will apply the result to prove vanishing of classes of modified diagonals of symmetric products of curves of genus at most 2. In Section 4 we will prove the following result. 
We will apply Proposition 0.3 and Proposition 0.2 in order to show that Conjecture 0.1 holds for S [n] where S is a complex K3 surface and n = 2, 3, see Proposition 4.7. In Section 5 we will consider double covers f : X → Y where X is a projective variety. We will prove that if a ∈ X(K) is a ramification point and Γ m (Y ; f (a)) ≡ 0 then Γ 2m−1 (X; a) ≡ 0, provided m = 2, 3. The proof for m = 2 is the proof, given by Gross and Schoen, that if X is a hyperelliptic curve then Γ 3 (X; a) ≡ 0 for a ∈ X(K) a fixed point of a hyperelliptic involution; we expect that our extension will work for arbitrary m but we have not been able to carry out the necessary linear algebra computations. The result for m = 3 allows us to give another proof that Γ 5 (T ; a) ≡ 0 for a complex abelian surface T : the equality Γ 5 (T ; a) ≡ 0 follows from our result on double covers and the equality Γ 3 (T / −1 ; c) ≡ 0 proved by Beauville and Voisin [3] . 0.1. Conventions and notation. Varieties are defined over a base field K. A point of X is an element of X(K). We denote the small diagonal ∆ m {1,...,m} (X; a) by ∆ m (X) and we let π m i : X m → X be the i-th projection -we will drop the superscript m if there is no potential for confusion. We let X (n) be the n-th symmetric product of X i.e. X (n) := X n /S n where S n is the symmetric group on n elements. 0.2. Acknowledgments. It is a pleasure to thank Lie Fu, Ben Moonen and Charles Vial for the interest they took in this work.
1. Preliminaries 1.1. Let X be an n-dimensional projective variety over a field K, a ∈ X(K) and h a hyperplane class on X. Let ι : ∆ m (X) ֒→ X m be the inclusion map. If m ≤ n then
Example 1.2. The intersection product between cycle classes of complementary dimension defines a perfect pairing on CH((P n ) m ). Let a ∈ P n : since Γ n+1 (P n ; a) pairs to 0 with any class of complementary dimension it follows that Γ n+1 (P n ; a) ≡ 0.
1.2. In the present subsection we will assume that X is a complex smooth projective variety of dimension n. Let a ∈ X. Let α 1 , . . . , α m ∈ H DR (X) be De Rham homogeneous cohomology classes such that
A straightforward computation gives that Proof. If n = 0 the result is obvious. From now on we assume that n > 0. By (1.1.1) we may assume that m > n. The homology class of Γ m (X; a) is torsion if and only if the left-hand side of (1.2.2) vanishes for every choice of homogeneous α 1 , . . . , α m ∈ H DR (X) such that m i=1 deg α i = 2n. Suppose first that n < m ≤ (n + d) and let m = n + e: thus 0 < e ≤ d. Choose a point of X and let alb X : X → Alb(X) be the associated Albanese map. Let θ be a a Kähler form on Alb(X): by hypothesis dim(Im alb X ) = d and hence there exist holomorphic 1-forms ψ 1 , . . . , ψ e on Alb(X) such that 
If t > 2d then the right-hand side of (1.2.5) vanishes because every class in H 1 DR (X) is represented by the pull-back of a closed 1-form on Alb(X) via the Albanese map and by hypothesis dim(Im alb X ) = d. Now suppose that t ≤ 2d. Then
and hence the right-hand side of (1.2.5) vanishes because the integrand is identically zero. This proves that if m > (n + d) the homology class of Γ m (X; a) is torsion.
1.3. Let f : X → Y be a map of finite non-zero degree between projective varieties. Let a ∈ X and
Products
We will prove Proposition 0.2 and then we will prove that if T is a complex abelian surface then Γ 5 (T ; a) ≡ 0 for any a ∈ T .
Preliminary computations. Let X and Y be projective varieties and a
We let ∆ r,s (X, Y ) = ∆ r,s {1,...,r},{1,...,s} (X, Y ; a, b). For the remainder of the present section we let e := m + n − 1.
We will constantly make the identification
With the above notation Proposition 0.2 is equivalent to the following rational equivalence:
Proposition 2.1. Let X be a smooth projective variety and a ∈ X. Suppose that Γ m (X; a) ≡ 0. Then
for every r ≥ 0.
Proof. By induction on r. If r = 0 then (2.1.5) is equivalent to Γ m (X; a) ≡ 0. Let's prove the inductive step. Since Γ m (X; a) ≡ 0 we have that
Next notice that
Thus ∆ m+r+1 (X) is rationally equivalent to a linear combination of cycles ∆ m+r+1 J (X; a) with |J| ≤ (m − 1) and of cycles ∆ m+r+1 K (X; a) where
Let K be such a subset and write K = {i 1 , . . . , i m } where i 1 < . . . < i m . Let ι : X m → X m+r+1 be the map which composed with the j-th projection of X m+r+1 is equal to the constant map to a if j / ∈ K, and is equal to the l-th projection of
Putting everything together we get an equivalence
In order to prove that c J = m+r−|J| r+1
we distinguish four cases: they are indexed by the intersection
Suppose that (2.1.11) is empty. We get a contribution (to c J ) of in this case. The proof in the other three cases is similar. 
Proof. Let q := |I| and I = {i 1 , . . . , i q } where i 1 < . . . < i q . Let ι : X q → X m+s be the map which composed with the j-th projection of X m+s is equal to the constant map to a if j / ∈ I, and is equal to the l-th projection of X m if if j = i l . Then ∆ m+s I (X; a) = ι * ∆ q (X) and one gets (2.1.13) by invoking Proposition 2.1. 
Corollary 2.3. Let X, Y be smooth projective varieties and a
∈ X, b ∈ Y . Suppose that Γ m (X; a) ≡ 0 and Γ n (Y ; a) ≡ 0. Assume that m ≤ n. Let I ⊂ {1, . . . , e} (recall that e = m + n − 1). (1) If n ≤ |I| then ∆ e,e I,I (X, Y ; a, b) ≡ (J∪K)⊂I 1≤|J|≤(m−1) 1≤|K|≤(n−1) (−1) m+n−|J|−|K| |I| − |J| − 1 m − |J| − 1 |I| − |K| − 1 n − |K| − 1 ∆ e,e J,K (X, Y ; a, b). (2.1.14) (2) If m ≤ |I| < n then
Linear relations between binomial coefficients.
The following fact will be useful:
In order to prove (2.2.1) let d < n: then we have
} is a basis of the vector space of polynomials of degree at most (n − 1) Equation (2.2.1) follows.
2.3.
Proof of the main result. We will prove Proposition 0.2. As noticed above it suffices to prove that (2.1.4) holds. Without loss of generality we may assume that m ≤ n. Corollary 2.3 gives that for each 1 ≤ t ≤ e and J, K ⊂ {1, . . . , e} with |J| ≤ (m − 1), |K| ≤ (n − 1) there exists c J,K (t) such that It will suffice to prove that for each J, K as above we have
Equations (2.1.14) and (2.1.15) give that c J,K (t) = 0 if t < |J ∪ K| and that
We distinguish between the four cases:
Suppose that (1) holds. Then Corollary 2.3 gives that c J,K (t) = 0 if t < n. Let p ∈ Q[x] be given by
We must prove that e t=max{|J∪K|,n}
If n ≤ |J ∪ K| then (2.3.5) follows at once from (2.2.1) (notice that deg p < (e − |J ∪ K|)), if n < |J ∪ K| then (2.3.5) follows from (2.2.1) and the fact that p(i) = 0 for |J ∪ K| ≤ i ≤ (n − 1). This proves (2.3.2) if Item (1) above holds. Now let's assume that Item (2) above holds. Then |J ∪ K| = |K| < n: it follows that if n ≤ t then c J,K (t) is given by (2.3.3) . On the other hand Corollary 2.3 gives that if t < n and t = |K| then c J,K (t) = 0, and
Thus we must prove that
where p is given by (2. 2.4. Stability. We will prove a result that will be useful later on. Thus it suffices to prove that c ℓ = 0 for 1 ≤ ℓ ≤ (m − 1). Letting t = s − r we get that
where the last equality follows from (2.2.1).
2.5. Applications.
Proposition 2.5. Suppose that C is a smooth projective curve of genus g and that there exists a degree-2 map f :
Proof. By Proposition 4.8 of [6] we have Γ 3 (C; p) ≡ 0. Repeated application of Proposition 0.2 gives the first item. The quotient map C g → C (g) is finite and the image of (p, . . . , p) is gp: thus Item (2) follows from Item (1) Proof. There exists a principally polarized abelian surface J and an isogeny J → T . By Subsection
If J is the Jacobian of a smooth genus-2 curve C the corollary follows at once from Proposition 2.5.
P r -fibrations
Let Y be a smooth projective variety. Let F be a locally-free sheaf of rank (r + 1) on Y and X := P(F ). Thus the structure map ρ : X → Y is a P r -fibration. As an appplication we will prove the following.
Proposition 3.3. Suppose that C is a smooth projective curve of genus g ≤ 2 over an algebraically closed field K and that
; dp) ≡ 0 for any d ≥ 0.
3.1. Comparing diagonals. Let ρ n : X n → Y n be the n-th cartesian product of ρ. Let π i : X n → X be the i-th projection and Z i := π * i Z. Given a multi-index E = (e 1 , . . . , e n ) with 0 ≤ e i for 1 ≤ i ≤ n we let
We let max E := max{e 1 , . . . , e n }, |E| := e 1 + . . . + e n . (3.1.1)
be the class of the (smallest) diagonal. Since ρ n is a (P r ) n -fibration we may write
In order to describe the classes w E we let δ Proof. Let s i (F ) be the i-th Segre class of F and E ∨ := (r − e 1 , . . . , r − e n ). Then
(By convention s i (F ) = 0 if i < 0.) On the other hand let J = (j 1 , . . . , j n ) be a multi-index: then 
Starting from the highest possible value of |E| i.e. rn and going through descending values of |E| one gets the proposition.
Remark 3.5. The proof of Proposition 3.4 gives an iterative algorithm for the computation of w E (F ). A straightforward computation gives the formulae
where
Comparing modified diagonals. We will compare Γ m+r (X; a) and Γ m+r (Y ; b). In the present subsection ∅ = I ⊂ {1, . . . , m + r} and I c := ({1, . . . , m + r} \ I); we let π I : X m+r → X |I| be the projection determined by I. We also let H = (h 1 , . . . , h m+r ) be a multi-index. If max H ≤ r we let Top H := {1 ≤ i ≤ n | h i = r}. Applying Proposition 3.4 and Remark 3.5 we get that 
, and T has an expansion similar to that of R, see (3.2.2) and the comment following it.
Remark 3.6. Suppose that Γ m (Y ; b) = 0. Then the first addend on the right-hand side of (3.2.3) vanishes. In fact it is clearly independent of the rank-r locally-free sheaf F and it is 0 for trivial F by Proposition 0.2: it follows that it vanishes.
3.3. P r -bundles over curves. We will prove Proposition 3.1. We start with an auxiliary result. The claim follows because the left-hand side of (3.3.2) equals the left-hand side of (3.3.1) multiplied by (−1) m .
By (3.2.3) and Remark 3.6 we must prove that if H = (h 1 , . . . , h m+r ) is a multi-index such that max H ≤ r and |H| = r(m + r − 1) − 1 then
A straightforward computation shows that | Top H| ≥ (m − 1): thus (3.3.3) holds by Claim 3.7.
3.4. P r -bundles over surfaces. We will prove Proposition 3. 3) holds in this case as well, the argument is that given in Subsection 3.3. Thus (3.2.3) and Remark 3.6 give that we must prove the following: if H = (h 1 , . . . , h m+r ) is a multi-index such that max H ≤ r and |H| = r(m + r − 1) − 2 then 
-fibration we get that Γ d+2 (C; dp) ≡ 0 by Proposition 3.3 and the equivalence Γ 3 (C; p) ≡ 0. Lastly suppose that the genus of C is 2. 
; dp) ≡ 0 by Proposition 3.3.
Blow-ups
We will prove Proposition 0.3. A comment regarding the hypotheses of Proposition 0.3. Let Y be a complex K3 surface and X → Y be the blow-up of y ∈ Y . We know (Beauville and Voisin) that there exists c ∈ Y such that Γ 3 (Y ; c) ≡ 0, but if y is not rationally equivalent to c then there exists no a ∈ X such that Γ 3 (X; a) ≡ 0, this follows from Remark 1.1. If e = 0, 1 then Proposition 0.3 is trivial, hence we will assume that e ≥ 2. We let f : X → Y be the blow-up of V and E ⊂ X the exceptional divisor of f . Thus a ∈ E. Let g : E → V be defined by the restriction of f to E, and (E/V ) t be the t-th fibered product of g : E → V . Let (E/V ) t be the t-th fibered product of g : E → V . The following commutative diagram will play a rôle in the proof of Proposition 0.3
Corollary 4.2. Keep notation and assumptions as above. Let I ⊂ {1, . . . , (n + 1)} be non-empty and I c := ({1, . . . , (n + 1)} \ I). Let Q j denote Q j (n + 1) and let t := |I|. Then
(4.1.5)
Proof. For 1 ≤ i ≤ (n + 1) let ρ i : X n+1 → X be the i-th projection. Let J = {j 1 , . . . , j m } where 1 ≤ j 1 < . . . < j t ≤ (n + 1), in particular t = |J|. We let π J : X n+1 → X t be the map such that the composition of the i-th projection X t → X with π J is equal to ρ ji . The two maps π I : X n+1 → X t and π I c :
(Here × denotes the exterior product of cycles, see 1.10 of [5] .) An obstruction bundle computation gives that
The corollary follows from the above equations and Proposition 4.1.
Let I ⊂ {1, . . . , (n + 1)} be non-empty and let t := |I|. We let Ω I ∈ CH dim X (E n+1 ) be given by
(4.1.8)
4.2. The proof. By (4.1.9) it suffices to prove that the following equality holds in CH dim X (E n+1 ) Q :
Let I ⊂ {1, . . . , (n + 1)} be of cardinality strictly greater than (n − e): Corollary 2.2 allows us to express the class of ∆ I (V ; b) as a linear combination of the ∆ J (V ; b)'s with J ⊂ I of cardinality at most (n − e). Moreover Whitney's formula allows us to write the Chern class appearing in the definition of Ω I as a sum of products of Chern classes of the Q j 's. It follows that for each I ⊂ {1, . . . , (n + 1)} we may express the class of Ω I as a linear combination of the classes
Definition 4.3. P n (e) is the set of (n + 1)-tuples k 1 , . . . , k n+1 of natural numbers 0 ≤ k s ≤ (e − 1) whose sum equals d(n + 1).
Summing over all I ⊂ {1, . . . , (n + 1)} of a given cardinality t we get the following.
There exists an integer c J,K (t) for each couple (J, K) with ∅ = J ⊂ {1, . . . , (n + 1)} of cardinality at most (n − e) and K ∈ P n (e) such that
3)
It will be convenient to set c J,K (0) = 0. We will prove that
That will prove Equation (4.2.1) and hence also Proposition 0.3. Applying Corollary 2.2 to (V, b) we get the following result.
and the natural map S [2] × S → S (3) . There is a degree-3 map φ 3 : Y → S [3] fitting into a commutative diagram
where γ 3 is the Hilbert-Chow morphism. (See for example Proposition 2.2 of [4] .) On the other hand let p 1 : S × S → S be projection to the first factor; the map
is an isomorphism onto Z 2 . Let y ∈ Y be such that φ 3 (y) = a 3 ; by Subsection 1.3 it suffices to prove that Γ 7 (Y ; y) ≡ 0. Notice that π 2 (y) = (a 2 , c) where a 2 ∈ S [2] is supported at c. By the case n = 2 (that we just proved) and Proposition 0.2 we have Γ 7 (S [2] × S; (a 2 , c)) ≡ 0. Let x ∈ X such that φ 2 (x) = a 2 . In the proof for the case n = 2 we showed that Γ 5 (X; x) ≡ 0; since (4.3.16) is an isomorphism it follows that Γ 5 (Z 2 ; (a 2 , c)) ≡ 0. Since Γ 7 (S [2] × S; (a 2 , c)) ≡ 0 and Z 2 is smooth of codimension 2, we get Γ 7 (Y ; y) ≡ 0 by Proposition 0.3.
× S be the tautological subscheme. The blow-up of S [n] × S with center Z n has a natural regular map of finite (non-zero) degree to S
[n+1] and in turn Z n may be described starting from the tautological subscheme Z n−1 ⊂ S [n−1] × S. Thus one may hope to prove by induction on n that Γ 2n+1 (S [n] ; a) ≡ 0 for any n: the problem is that starting with Z 3 the tautological subscheme is singular.
Double covers
In the present section we will assume that X is a projective variety over a field K and that ι ∈ Aut(X) is a (non-trivial) involution. We let Y := X/ ι and f : X → Y be the quotient map. We assume that there exists a ∈ X(K) which is fixed by ι and we let b := f (a).
Conjecture 5.1. Keep hypotheses and notation as above and suppose that
The above conjecture was proved for m = 2 by Gross and Schoen, see Prop. 4.8 of [6] . We will propose a proof of Conjecture 5.1 and we will show that the proof works for m = 2, 3. Of course the proof for m = 2 is that of Gross and Schoen (with the symmetric cube of the curve replaced by the cartesian cube).
A modest proposal.
There is a well-defined pull-back homomorphisms
compatible with rational equivalence (see Ex. 1.7.6 of [5] ): thus we have an induced homomorphism (f q )
Preliminaries. Since the involution of X is non-trivial the dimension of X is strictly positive i.e. n > 0. Let µ : {1, . . . , q} → {a, x, ι(x)}. If µ is not the sequence µ(1) = . . . = µ(q) = a we let Thus Ω(r, s, t) is an n-cycle on X q invariant under the action of S q . Notice that Ω(r, s, t) = Ω(r, t, s). Notice that Φ ν does not change if we reorder the sequence ν. 5.4. The case m = 3. For every ν : {1, 2} → {a, x 1 , x 2 , x 3 , ι(x 1 ), ι(x 2 ), ι(x 3 )} the cycle Φ ν (Ξ 3 ) is equal to the linear combination of the classes listed in the first column of Table ( 1) with coefficients the numbers in the corresponding column of Table (1) . For such a ν let i(ν) be its position in the first row of Table (1) : thus i((a, a)) = 1,..., i((ι(x 1 ), ι(x 2 )) = 9. as an integral linear combination of the classes listed in the first column of Table (1), with coefficients F 1 , . . . , F 9 which are linear functions of λ 1 , . . . , λ 9 . Let's impose that 0 = F 1 = . . . = F 6 : solving the ν = (a, a) , . . . , (ι(x 1 ), ι(x 2 )).
(a, a) (a, x 1 ) (a, ι(x 1 )) (x 1 , x 1 ) (x 1 , x 2 ) (x 1 , ι(x 1 )) (x 1 , ι(x 2 )) (ι(x 1 ), ι(x 1 )) (ι( 
