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DISTRIBUTION OF COMPLEX ALGEBRAIC NUMBERS
ON THE UNIT CIRCLE
FRIEDRICH GO¨TZE, ANNA GUSAKOVA, ZAKHAR KABLUCHKO, AND DMITRY ZAPOROZHETS
Abstract. For −pi ≤ β1 < β2 ≤ pi denote by Φβ1,β2(Q) the number of algebraic numbers
on the unit circle with arguments in [β1, β2] of degree 2m and with elliptic height at most
Q. We show that
Φβ1,β2(Q) = Q
m+1
β2∫
β1
p(t) dt+O (Qm logQ) , Q→∞,
where p(t) coincides up to a constant factor with the density of the roots of some random
trigonometric polynomial. This density is calculated explicitly using the Edelman–Kostlan
formula.
1. Introduction
The problem of distribution of real and complex algebraic numbers has been studied
intensively in the last two decades and turned out to be closely related with the distribution
of roots of random polynomials. We first give a brief review of recent results in this area
before describing the problem considered in this paper.
Let A denote the field of (all) algebraic numbers over Q and let An denote the set of
algebraic numbers of degree n ∈ N. Note that the set An is countable and any open subset of
R or C contains already infinitely many algebraic numbers. In order to study the distribution
of those algebraic numbers, we need to select finite (ordered) subsets of An. To this end,
we consider a height function h : A → R+ such that for any n ∈ N and Q > 0 there are
only finitely many algebraic numbers α of degree n with h(α) ≤ Q. Note that one usually
requires (which we will always assume) that h(α′) = h(α) for all conjugates of α.
A natural question is to determine the asymptotics of the number of α ∈ An lying in a
given subset of R or C such that h(α) ≤ Q and degree n is fixed as Q→∞. This problem
has been studied by Masser and Vaaler [11] with height function being the Mahler measure.
Later Koleda [9] determined the asymptotic number of real algebraic numbers ordered by
the na¨ıve height; the same result for complex algebraic numbers was obtained in [7]. A
generalization of the na¨ıve height, the weighted lp-norm (which also generalizes the length,
the Euclidean norm, and the Bombieri p-norm), was considered in [8]. Another interesting
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example of heights – namely the house of an algebraic number – was studied in [2], which
studies the distribution of Perron numbers.
In the present note we would like to study the distribution of algebraic numbers on
the unit circle. Although our methods work for any weighted lp-norm (including the na¨ıve
height), we consider the weighted Euclidean (or elliptic) height only: this case corresponds
to the simplest asymptotic distribution formula.
The paper is organized as follows. In the next section, we formulate our main result
Theorem 2.1 and give some corollaries. The proof of Theorem 2.1 is given in Section 3.
Section 4 contains the proof of some auxiliary statements and the corollaries are proved in
Section 5.
2. Basic notation and main result
Given a polynomial P (t) := ant
n + . . . + a1t + a0 and a vector of positive weights
λ = (λ0, λ1, . . . , λn) define the elliptic height of P as
hλ(P ) :=
(
n∑
k=0
a2k
λ2k
)1/2
.
Let P(Q) denote the class of integral polynomials (that is, with integer coefficients) of
degree n and with height hλ at most Q:
P(Q) := {P ∈ Z[t] : degP = n, hλ(P ) ≤ Q}.
We say that an integral polynomial is prime, if it is irreducible over Q, primitive (with co-
prime coefficients), and its leading coefficient is positive. Denote by P∗(Q) the class of prime
polynomials from P(Q):
P∗(Q) := {P ∈ P(Q) : P is prime}.
The minimal polynomial of an algebraic number α is the uniquely defined prime poly-
nomial P ∈ Z[t] satisfying P (α) = 0. Then, the elliptic height of α is defined as the elliptic
height of its minimal polynomial:
hλ(α) := hλ(P ).
The other roots of P are called algebraic conjugates of α.
We aim to investigate the asymptotic behavior of the algebraic numbers on the unit
circle T ⊂ C:
T := {z ∈ C : |z| = 1}.
We start with the simple observation that any algebraic number on T has even degree
and the coefficients of its minimal polynomial posses some symmetry property. Indeed,
consider an algebraic number α ∈ T with the minimal polynomial
P (t) = ant
n + . . .+ a1t+ a0.
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Since the coefficients of P are real, α¯ is also a root of P . Moreover, α ∈ T implies α¯ = 1/α.
Thus,
P (α) = P
(
1
α
)
= 0,
which means that α is a root of the polynomial
P˜ (t) := tnP (t−1) = a0tn + . . .+ an−1t+ an.
Hence, by definition of minimal polynomial we conclude that P is a multiple of P˜ which
leaves us with two possibilities only: P ≡ −P˜ or P ≡ P˜ . The former one would imply that
1 is a root of P which is impossible due to its irreducibility. Therefore P ≡ P˜ which means
ak = an−k, 0 ≤ k ≤ n.
For odd n, this condition implies that −1 is a root of P which, again, contradicts with its
irreducibility. Thus from now on we consider only algebraic numbers of even degree
n = 2m, m ≥ 1.
The number m will stay throughout the paper.
Now we are ready to formulate our main result. For
− pi ≤ β1 < β2 ≤ pi (1)
denote by Φβ1,β2(Q) the number of algebraic numbers of degree n = 2m on the unit circle
with arguments in [β1, β2] and with elliptic height at most Q:
Φβ1,β2(Q) := #
{
θ ∈ [β1, β2] : eiθ ∈ A2m, hλ
(
eiθ
) ≤ Q} .
Denote by ζ(·) the Riemann zeta function and by Bm+1 the (m+ 1)-dimensional unit ball of
volume Vol(Bm+1).
Theorem 2.1. For any fixed symmetric vector of positive weights λ = (λ0, . . . , λm, . . . , λ0)
we have
Φβ1,β2(Q) =
Vol(Bm+1)
2m/2+1piζ(m+ 1)
λ0 . . . λmQ
m+1
β2∫
β1
pλ(t) dt+O (Q
m logQ) , Q→∞,
where
pλ(t) :=
[
∂2
∂x∂y
log
(
λ2m
2
+
m∑
k=1
λ2m−k cos(kx) cos(ky)
)∣∣∣
x=y=t
]1/2
. (2)
The implicit constant depends on λ and m only and the logQ factor can be omitted for
m ≥ 3.
In this general form, the limit density pλ is difficult to analyze. However, there are some
examples of λ where (2) can be simplified. The first one is the vector of Bombieri 2-norm
weights.
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Corollary 2.2. For λk =
√(
2m
k
)
, k = 0, . . . , 2m, we have
pλ(t) =
√
m
2
·
|sin t|
√
2m−2∑
k=0
(cos t)2k + (2m− 1) (cos t)2m−2
(cos t)2m + 1
.
a b
c d
Figure 1. A plot of pλ(t) with λ =
((
2m
k
)1/2)n
k=0
: a) m = 3; b) m = 4; c)
m = 5; d) m = 7.
The second example is the Euclidean height.
Corollary 2.3. For λ = (1, . . . , 1) we have
pλ(t) =
(
bm +
sin(bmt)
sin t
)−1
·
(bm sin(bmt)
2(sin t)3
− b
2
m
2
cos(bmt) cos t
(sin t)2
+
(sin(bmt))
2
4(sin t)4
− b
3
m + 2bm
6
sin(bmt)
sin t
− b
2
m
4(sin t)2
+
(m2 +m)b2m
3
)1/2
,
where bm = 2m+ 1.
As was mentioned above, the results on the distribution of the roots of random algebraic
polynomials were used in [7], [8] to study the asymptotic behavior of algebraic numbers in
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a b
c d
Figure 2. A plot of pλ(t) with λ = (1, . . . , 1): a) m = 3; b) m = 4; c) m = 5;
d) m = 7.
a domain of the complex plane. In this paper we show that the distribution of algebraic
numbers on the unit circle can be described in terms of random trigonometric polynomials.
Namely, one can easily see from the proof of Theorem 2.1 that
EµF ([β1, β2]) =
1
pi
β2∫
β1
ρλ(t)dt,
where
F (θ) :=
λm
2
ηm +
1√
2
m∑
k=1
λm−kηm−k cos(kθ)
is a random trigonometric polynomial with coefficients η0, . . . , ηm being i.i.d. real-valued
standard Gaussian variables and µF ([β1, β2]) denotes the number of the real roots of F lying
in the interval [β1, β2]. Thus, up to a factor pi, the limit density pλ coincides with the density
of the roots of F .
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3. Proof of Theorem 2.1
As argued in Section 2 we can restrict our attention to the following subclass of sym-
metric polynomials of even degree n = 2m:
Psym(Q) :=
{
P ∈ P(Q) : P (t) =
2m∑
k=0
akt
k, ak = a2m−k
}
.
Moreover let P∗sym(Q) denote the subclass of prime polynomials from Psym(Q):
P∗sym(Q) := Psym(Q) ∩ P∗(Q).
Given a function g : C → C and a subset B ⊂ C denote by µg(B) the number of the roots
of g lying in B. For −pi ≤ β1 < β2 ≤ pi denote by Tβ1,β2 the arc
Tβ1,β2 := {z ∈ T : arg z ∈ [β1, β2]} .
Since P∗sym(Q) is the set of all minimal polynomials for algebraic numbers α ∈ T with
degα = 2m and hλ (α) ≤ Q, we have
Φβ1,β2(Q) =
∑
P∈P∗sym(Q)
µP (Tβ1,β2)
and since µP (Tβ1,β2) ≤ 2m, we can write
Φβ1,β2(Q) =
2m∑
l=0
l#{P ∈ P∗sym(Q) : µP (Tβ1,β2) = l}. (3)
Thus our aim is to estimate the number of the prime symmetric polynomials having a
prescribed number of roots in a given set. Since these polynomials can be identified with
the vectors of their coefficients, our first step is to find a way of counting integer points in
multidimensional regions.
For a Borel set A ⊂ Rd denote by γ(A) (resp. γ∗(A)) the number of points in A with
integer (resp. co-prime integer) coordinates. For a real number r define the dilated set
rA := {rx : x ∈ A}.
For our purposes we would like to know the asymptotic behavior of the quantity γ∗(QA)
as Q→∞. In order to get a good estimate one should impose some regularity conditions on
the boundary ∂A of A. According to [15, Definition 2.2], we say that ∂A ⊂ Rd is of Lipschitz
class (M,L) if there exist M maps φ1, . . . , φM : [0, 1]
d−1 → Rd satisfying a Lipschitz condition
|φi(x)− φi(y)| ≤ L|x− y| for x, y ∈ [0, 1]d−1, i = 1, . . . ,M,
such that ∂A is covered by the images of the maps φi.
The next lemma provides the asymptotic of γ∗(QA) as Q→∞.
Lemma 3.1. Consider a bounded region A ⊂ Rd, d ≥ 2, such that the boundary ∂A of A is
of Lipschitz class (M,L). Then A is Lebesgue measurable and∣∣∣∣λ∗(QA)Qd − Vol(A)ζ(d)
∣∣∣∣ ≤ C logχ(d)QQ ,
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where C depends on d, L,M only and
χ(d) :=
{
1, d = 2;
0, otherwise.
(4)
Proof. See, e.g., [8, Lemma 6.3]. 
For l = 0, 1, . . . , 2m denote by Al ⊂ Rm+1 the set of points (a0, . . . , am) such that the
polynomial P (t) = a0t
2m + . . .+ amt
m + . . .+ a0 satisfies µP (Tβ1,β2) = l and hλ (P ) ≤ 1. The
latter condition is equivalent to (a0, . . . , am) ∈ Eλ, where Eλ ⊂ Rm+1 is the ellipsoid defined
by
Eλ :=
{
(a0, . . . , am) ∈ Rm+1 : a
2
m
λ2m
+ 2
m−1∑
k=0
a2k
λ2k
≤ 1
}
.
Note that
Vol(Eλ) = 2−m/2λ0 . . . λm Vol(Bm+1).
Then by definition of a primitive polynomial we have
γ∗(QAl) = #{P ∈ Psym(Q) : P is primitive, µP (Tβ1,β2) = l},
which implies ∣∣∣1
2
γ∗(QAl)−#{P ∈ P∗sym(Q) : µP (Tβ1,β2) = l}
∣∣∣ ≤ r(Q). (5)
Here, r(Q) denotes the number of the polynomials reducible in Psym(Q) (i.e., can be repre-
sented as a product of two symmetric integral polynomials of positive degree). The factor
1/2 in (5) is due to the positiveness of the leading coefficient of a prime polynomial.
Thus, our next step is to estimate γ∗(QAl) and r(Q). The latter is established in the
following lemma.
Lemma 3.2. For some C > 0 depending on m,λ only we have
r(Q) ≤ C ·Qm logχ(m)Q,
where χ(·) is defined in (4).
The proof of Lemma 3.2 is postponed to Section 4. In order to estimate γ∗(QAl), we
are going to apply Lemma 3.1. Before we do it, we need to check that the boundary of Al
is of Lipschitz class.
Lemma 3.3. For any 0 ≤ l ≤ m, there exist constants M , L depending on m,λ only such
that the boundary ∂Al is of Lipschitz class (M,L).
This lemma is a slightly modified and simplified version of [8, Lemma 6.4]. For the
reader’s convenience, we give a detailed proof of Lemma 3.3 in Section 4.
Now taking Lemma 3.3 into account we can apply Lemma 3.1 to the set Al which
together with (5) and Lemma 3.2 gives
#{P ∈ P∗sym(Q) : µP (Tβ1,β2) = l} =
Vol(Al)
2ζ(m+ 1)
Qm+1 +O
(
Qm logχ(m)Q
)
,
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and, due to (3), we conclude that
Φβ1,β2(Q) =
Qm+1
2ζ(m+ 1)
2m∑
l=0
l Vol(Al) +O
(
Qm logχ(m)Q
)
. (6)
To compute the sum on the right-hand side of (6) consider the random polynomial
G(z) :=
m−1∑
k=0
ξk(z
k + z2m−k) + ξmzm,
where the random vector (
ξ0
λ0/
√
2
, . . . ,
ξm−1
λm−1/
√
2
,
ξm
λm
)
(7)
is uniformly distributed over the (m+ 1)-dimensional unit ball Bm+1. Then, by definition of
Al and since the semi-axes of Eλ are λ0/
√
2, . . . , λm−1/
√
2, λm, we have
P [µG (Tβ1,β2) = l] =
Vol(Al)
Vol(Eλ) . (8)
Taking z = eiθ ∈ T leads to
G(z) =
m−1∑
k=0
ξk(e
ikθ + ei(2m−k)θ) + ξmeimθ = 2eimθ
(
m−1∑
k=0
ξk
e−i(m−i)θ + ei(m−k)θ
2
+
ξm
2
)
= 2eimθ
(
m∑
k=1
ξm−k cos (kθ) +
ξm
2
)
=: 2eimθ F˜ (θ),
and, hence,
P [µG (Tβ1,β2) = l] = P [µF˜ ([β1, β2]) = l] . (9)
The latter probability is still difficult to calculate because of the dependency of the coefficients
of F˜ . However, by proper normalization, which does not affects the roots, we can achieve
independence.
Namely, let η0, . . . , ηm be i.i.d. real-valued standard Gaussian random variables and let
Z be a standard exponential random variable. It is known (see, e.g., [6, Chapter 2]) that the
random vector
(η0, η1, . . . , ηm)( m∑
k=0
η2k + Z
)1/2
is uniformly distributed in the unit ball Bm+1, and, hence, has the same distribution as (7).
Thus, (
λ0η0√
2
, . . . , λm−1ηm−1√
2
, λmηm
)
( m∑
k=0
η2k + Z
)1/2 d= (ξ0, . . . , ξm).
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Using the fact that dividing a polynomial by a non-zero constant does not affect its roots,
we conclude that the polynomials F˜ (θ) and
F (θ) :=
λm
2
ηm +
1√
2
m∑
k=1
λm−kηm−k cos(kθ)
have the same distribution of the roots and
P [µF˜ ([β1, β2]) = l] = P [µF ([β1, β2]) = l] .
Combining this with (8) and (9) gives
2m∑
l=0
l Vol(Al) = Vol(Eλ)
2m∑
l=0
l P[µF ([β1, β2]) = l] = Vol(Eλ)E [µF ([β1, β2])]. (10)
Finally, applying the Edelman–Kostlan formula (see [5, Theorem 3.1]) to the random function
F leads to
E [µF˜ ([β1, β2])] =
1
pi
β2∫
β1
pλ(t) dt,
where
pλ(t) =
[
∂2
∂x∂y
log
(
λ2m
2
+
m∑
k=1
λ2m−k cos(kx) cos(ky)
)∣∣∣
x=y=t
]1/2
,
which together with (6) and (10) finishes the proof.
4. Proofs of Lemma 3.2 and Lemma 3.3
4.1. Proof of Lemma 3.2. The proof follows the scheme described in [13].
For non-negative functions f, g we write f  g if there exists a non-negative constant C
depending on m,λ only, such that f ≤ Cg. Given a polynomial P (t) = antn + . . .+ a1t+ a0
denote by H(P ) its na¨ıve height: H(P ) := max0≤i≤n |ai|. Our first step is to prove the
lemma for the na¨ıve height instead of hλ.
Let r˜(Q) be the number of symmetric integral polynomials of degree 2m and with the
na¨ıve height at most Q which can be represented as a product of two symmetric polynomials
of positive degrees. Denote by s(Q) the number of pairs (P1, P2) of symmetric integral
polynomials such that degP1 + degP2 = 2m and
H(P1)H(P2) ≤ Q.
It is easy to see that the number of symmetric integral polynomials of degree 2k and with
the na¨ıve height Q is of order O(Qk). Hence,
s(Q)
m−1∑
k=1
∑
x,y∈Z,x,y≥1,
xy≤Q
xkym−k  Qm logχ(m)Q.
The proof of the second inequality is given in [13, eq. (3.2)].
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It is known (see, e.g., [14, Theorem 4.2.2]) that if P1 and P2 are integral polynomials of
degrees n1 and n2 respectively, then(
2n1+n2−2
√
n1 + n2 + 1
)−1
H(P1)H(P2) ≤ H(P1P2),
which implies
r˜(Q) ≤
∑
n1+n2=2m
s
(
22m−2 (2m+ 1)1/2 Q
)
 Qm logχ(m)Q.
Now to finish the proof it is sufficient to note that
H(P ) hλ(P ) H(P ).
4.2. Proof of Lemma 3.3. Recall that Al ⊂ Rm+1 is a set of points (a0, . . . , am) ∈ Eλ such
that the polynomial P (z) = a0z
2m+ . . .+amz
m+ . . .+a0 satisfies µP (Tβ1,β2) = l. For z = eiθ
we have
P (z) = 2eimθ
(
m∑
k=1
am−k cos (kθ) +
am
2
)
=: 2eimθ P˜ (θ).
Hence Al is a set of points (a0, . . . , am) ∈ Eλ such that µP˜ ([β1, β2]) = l.
It is easy to see that the boundary of Al is contained in the union of three sets:
(1) the boundary of Eλ;
(2) the set
A′ =
{
(a0, . . . , am) ∈ Eλ : P˜ (β1) = 0 or P˜ (β2) = 0
}
;
(3) the set A′′ consisting of the points (a0, . . . , am) such that the trigonometric polynomial
P˜ has double real roots in [β1, β2].
Thus it is enough to show that each of these sets is of Lipschitz class.
(i) The boundary of Eλ. Since Eλ is a convex body, according to [15, Theorem 2.6] its
boundary belongs to the Lipschitz class.
(ii) The set A′. Without loss of generality we can assume that P (β1) = 0, which is
equivalent to
am = −2
m∑
k=1
am−k cos (kβ1) .
Since (a0, . . . , am) ∈ Eλ, we have a0, . . . , am−1 ≤ C := max
i
λi. Consider a Lipschitz map
φ = (φ0, . . . , φm) : [0, 1]
m → Rm+1 defined as
φi(t0, . . . , tm−1) := Cti, i = 0, . . . ,m− 1,
and
φm(t0, . . . , tm−1) := −2C
m∑
k=1
tm−k cos (kβ1) .
We obviously have
ai = φi(a0/C, . . . , am−1/C), i = 0, . . . ,m− 1,
which implies A′ ⊂ φ([0, 1]m). Therefore A′ is of Lipschitz class.
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(iii) The set A′′. Suppose that (a0, . . . , am) ∈ A′′. Then
P˜ (θ) =
m∑
k=1
am−k cos (kθ) +
am
2
has a multiple real root, say β0, which implies
P˜ (β0) = 0, P˜ ′(β0) = 0, (11)
or, excluding the trivial case β0 = 0, equivalently,
am−1 = −
m∑
k=2
kam−k
sin(kβ0)
sin β0
,
am = −2
m∑
k=2
am−k cos (kβ0) + 2 cos β0
m∑
k=2
kam−k
sin(kβ0)
sin β0
.
Again, a0, . . . , am−1 ≤ C := max
i
λi. Moreover, we have |β0| ≤ pi (see (1)). Consider a map
φ = (φ0, . . . , φm) : [0, 1]
m → Rm+1 defined as
φi(t, t0, . . . , tm−2) := Cti, i = 0, . . . ,m− 2,
φm−1(t, t0, . . . , tm−2) := −C
m∑
k=2
ktm−k
sin(kpit)
sin(pit)
,
and
φm(t, t0, . . . , tm−2) := −2C
m∑
k=2
tm−k cos (kpit) + 2C cos(pit)
m∑
k=2
ktm−k
sin(kpit)
sin pit
.
Since φ is continuously differentiable in a compact, it satisfies the Lipschitz condition. We
obviously have
ai = φi(β0/pi, a0/C, . . . , am−2/C), i = 0, . . . ,m,
which implies A′′ ⊂ φ([0, 1]m). Therefore A′′ is of Lipschitz class.
5. Proofs of Corollaries
Consider the kernel
Kλ(x, y) =
λ2m
4
+ 2
m∑
k=1
λ2m−k cos(kx) cos(ky).
We obviously have
pλ(t) =
[
∂2
∂x∂y
logKλ(x, y)
∣∣∣
x=y=t
]1/2
=
[
Kλ(t, t) · ∂2∂x∂yKλ(x, y)
∣∣
x=y=t
− ∂
∂x
Kλ(x, t)
∣∣
x=t
· ∂
∂y
Kλ(t, y)
∣∣
y=t
K2λ(t, t)
]1/2
. (12)
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5.1. Proof of Corollary 2.2. In this case the kernel looks as follows:
Kλ(x, y) =
1
2
(
2m
m
)
+
m∑
k=1
(
2m
m− k
)
cos(kx) cos(ky)
=
1
2
(
2m
m
)
+
m∑
k=1
(
2m
m− k
)
e−ikx + eikx
2
· e
−iky + eiky
2
=
e−im(x+y)
4
(
2m∑
k=0
(
2m
k
)
eik(x+y) +
2m∑
k=0
(
2m
k
)
eikyei(2m−k)x
)
=
e−im(x+y)
4
( (
1 + ei(x+y)
)2m
+
(
eiy + eix
)2m )
=:
e−im(x+y)
4
K˜λ(x, y).
Since the factor e−im(x+y)/4 does not affect the result, we obtain
pλ(t) =
[
∂2
∂x∂y
logKλ(x, y)
∣∣∣
x=y=t
]1/2
=
[
∂2
∂x∂y
log K˜λ(x, y)
∣∣∣
x=y=t
]1/2
=
[
K˜λ(t, t) · ∂2∂x∂yK˜λ(x, y)
∣∣
x=y=t
− ∂
∂x
K˜λ(x, t)
∣∣
x=t
· ∂
∂y
K˜λ(t, y)
∣∣
y=t
K˜2λ(t, t)
]1/2
.
The task now is to find the partial derivatives of K˜λ(x, y) at x = y = t. We have
K˜λ(t, t) =
(
1 + e2it
)2m
+ 22me2imt = 22me2imt
(
(cos t)2m + 1
)
,
∂
∂x
K˜λ(x, t)
∣∣
x=t
=
∂
∂y
K˜λ(t, y) = 2ime
2it
(
1 + e2it
)2m−1
+ 2im 22m−1e2imt
= 2im 22m−1e2imt
(
eit(cos t)2m−1 + 1
)
,
and
∂2
∂x∂y
K˜λ(x, y)
∣∣
x=y=t
= −2me2it (1 + e2it)2m−1 − 2m(2m− 1)e4it (1 + e2it)2m−2 − 2m(2m− 1) 22m−2e2imt
= −2m 22m−2e2imt
(
2eit(cos t)2m−1 + (2m− 1)e2it(cos t)2m−2 + (2m− 1)
)
.
Therefore,
pλ(t) =
√
m
2
(
(cos t)2m + 1
)−1
·
(
e2it(cos t)4m−2 − 2eit(cos t)4m−1 − (2m− 1)(cos t)2m
− (2m− 1)e2it(cos t)2m−2 + (2m− 1)eit(cos t)2m−1 + 1
)1/2
.
DISTRIBUTION OF COMPLEX ALGEBRAIC NUMBERS ON THE UNIT CIRCLE 13
Using the identities
eit = cos t+ i sin t,
e2it = cos(2t) + i sin(2t) = 2(cos t)2 − 1 + 2i sin t cos t,
we conclude with
pλ(t) =
√
m
2
·
(
1− (cos2 t)2m−1 + (2m− 1)(cos t)2m−2 (1− cos2 t)
)1/2
(cos t)2m + 1
=
√
m
2
·
√
1− cos2 t
(
2m−2∑
k=0
(cos t)2k + (2m− 1) (cos t)2m−2
)1/2
(cos t)2m + 1
=
√
m
2
·
|sin t|
(
2m−2∑
k=0
(cos t)2k + (2m− 1) (cos t)2m−2
)1/2
(cos t)2m + 1
.
5.2. Proof of Corollary 2.3. Before we start recall some trigonometric formulas which
will be used in our calculations:
sin
(
(N + 1
2
)(x− y))
sin x−y
2
= 1 + 2
N∑
k=1
cos(k(x− y));
sin
(
N(x− y)
2
)
=
∑
k odd
(−1)(k−1)/2
(
N
k
)(
cos
x− y
2
)N−k (
sin
x− y
2
)k
;
cos
(
N(x− y)
2
)
=
∑
k even
(−1)k/2
(
N
k
)(
cos
x− y
2
)N−k (
sin
x− y
2
)k
.
Consider the function pλ(t) with weights λ = (1, . . . , 1). In this case the kernel has the
form
Kλ(x, y) =
1
2
+
m∑
k=1
cos(kx) cos(ky) =
1
2
+
1
2
m∑
k=1
cos k(x+ y) +
1
2
m∑
k=1
cos k(x− y)
=
sin
(
(m+ 1
2
)(x+ y)
)
4 sin x+y
2
+
sin
(
(m+ 1
2
)(x− y))
4 sin x−y
2
.
In order to compute pλ(t) let us find the partial derivatives of the kernel Kλ,m(x, y) at
x = y = t. Recall that bm = 2m+ 1. Thus we have
Kλ(t, t) =
sin(bmt)
4 sin t
+
sin
(
(m+ 1
2
)(x− y))
4 sin x−y
2
∣∣∣
x=y=t
=
bm
4
+
sin(bmt)
4 sin t
,
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∂
∂x
Kλ,m(x, t)
∣∣∣
x=t
=
∂
∂y
Kλ,m(t, y)
∣∣∣
y=t
=
(
m cos bm(x−y)
2
)
4 sin x−y
2
− sin
2m(x−y)
2
8 sin2 x−y
2
)∣∣∣
x=y=t
+
m cos(bmt)
4 sin t
− sin(2mt)
8 sin2 t
=
m
4 sin x−y
2
∣∣∣
x=y=t
− m
4 sin x−y
2
∣∣∣
x=y=t
+
m cos(bmt)
4 sin t
− sin(2mt)
8 sin2 t
=
m cos(bmt)
4 sin t
− sin(2mt)
8 sin2 t
,
and
∂2
∂x∂y
Kλ,m(x, y)
∣∣∣
x=y=t
=
(
m2 sin bm(x−y)
2
)
4 sin x−y
2
+
m cos 2m(x−y)
2
)
4 sin2 x−y
2
− sin
2m(x−y)
2
)
8 sin3 x−y
2
)∣∣∣
x=y=t
− m
2 sin(bmt)
4 sin t
− m cos(2mt)
4 sin2 t
+
cos t sin(2mt)
8 sin3 t
=
m2bm
4
+
m
4 sin2 x−y
2
∣∣∣
x=y=t
− m
2(2m− 1)
4
− m
4 sin2 x−y
2
∣∣∣
x=y=t
+
m(2m− 1)(m− 1)
2
− m
2 sin(bmt)
4 sin t
− m cos(2mt)
4 sin2 t
+
cos t sin(2mt)
8 sin3 t
=
cos t sin(2mt)
8 sin3 t
− m
2 sin(bmt)
4 sin t
− m cos(2mt)
4 sin2 t
+
(m2 +m)bm
12
.
Substituting this into (12) finishes the proof.
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