Minimizing the quasi-interpolation error for bivariate discrete quasi-interpolants  by Barrera-Rosillo, Domingo & Ibáñez-Pérez, María José
Journal of Computational and Applied Mathematics 224 (2009) 250–268
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
Minimizing the quasi-interpolation error for bivariate discrete
quasi-interpolantsI
Domingo Barrera-Rosillo a, María José Ibáñez-Pérez b,∗
a Universidad de Granada, ETS de Ingenieros de Caminos, Canales y Puertos, Departamento de Matemática Aplicada, Campus de Fuentenueva s/n,
18071-Granada, Spain
b Universidad de Granada, Facultad de Ciencias, Departamento de Matemática Aplicada, Campus de Fuentenueva s/n, 18071-Granada, Spain
a r t i c l e i n f o
Article history:
Received 12 February 2007
Received in revised form 25 March 2008
Keywords:
Box splines
Discrete quasi-interpolants
Quasi-interpolation error
Best uniform approximation
a b s t r a c t
We define a class of discrete quasi-interpolants based on bivariate box splines by imposing
the exactness on a space of polynomials of total degree, depending on the box spline and
minimizing a constant appearing in the leading term of an appropriate quasi-interpolation
error estimate. We give some C1 quadratic and C2 quartic examples and compare them
with other well-known quasi-interpolants.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Quasi-interpolation is a useful method to construct spline approximants to a given function. The monograph [7, pp.
68–78] presents different methods for constructing quasi-interpolants from a box spline φ. They are based on Appell
sequences, Neumann series, or Fourier transform (see also [8, pp. 121–128], [6,10,12,11,13,26] and [17, pp. 359–363]). With
regard to the first method, in [7, pp. 72] it is shown how to construct a linear functional λ0 whose associated (differential)
quasi-interpolant is exact on the space P (φ) of polynomials of maximal total degree included in the space S := S (φ)
spanned by the integer translates of the box spline. For that, we need only know the values at 0 of the polynomials that form
the Appell sequence associated with the function φ. Then, a discrete quasi-interpolant results by writing λ0 on P (φ) as a
linear combination of evaluations at integer points near 0, and thus there are many possible results. In the bivariate case,
the relationship between hexagonal or lozenge sequences, central difference operators, and truncated formal inverses of
Schoenberg operators can be used with this aim (cf. [19–22]).
In all cases, after the choice of the constructive method a quasi-interpolant Qf to the given function f is obtained and the
quasi-interpolation operator Q defined by Q (f ) := Qf is exact on P (φ). Therefore, Q realizes the approximation order of S
[7, (1)Proposition, p. 62]. However, in general Q does not realize the approximation order provided by the underlying spline
space. This last problem, in its general version, is analysed in [17, chapter 10], in which the historical notes describe how
research has evolved on the matter. The particular cases of bivariated spline spaces defined on uniform partitions of types
1 and 2 are studied in [1, chapters 2 and 4], as well as a systematic treatment of quasi-interpolants based on box splines.
A completely different approach has been used in [23–25] to define quasi-interpolation schemes for bivariate and
trivariate splines of low polynomial degrees. The quasi-interpolating splines are directly determined by setting the
Bernstein–Bézier coefficients of the splines to appropriate combinations of the given data values.
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Fig. 1. From left to right, supports ofM1,M2 andM3 .
The construction of bivariate discrete quasi-interpolants (abbr. dQIs) on a uniform mesh with nearly-optimal
approximation orders and small norms is considered in [2–4,16]. Once the corresponding quasi-interpolation operator Q is
constructed, a standard argument (see e.g. [15, p. 144]) shows that ‖f − Qf ‖∞ ≤ (1+ ‖Q‖∞) dist (f ,R), where R is the
space reproduced by Q (i.e. Qg = g for all g ∈ R). Therefore, an estimation of the quasi-interpolation error is obtained,
but the constant appearing in this inequality is much too crude. In fact, it is independent of the class of the functions to be
approximated.
To obtain a better constant, we propose a newmethod of constructing dQIs based on box splines, paying attention to the
quasi-interpolation error. This method does not use estimated partial derivatives. The linear functionals defining the dQIs
use evaluations at integer points near 0. In general, for a sufficiently regular function, it is possible to consider a formula for
the quasi-interpolation error involving a termmeasuring howwell the quasi-interpolant approximates the non-reproduced
monomials. That term depends on the sequence c of coefficients defining the quasi-interpolation operator, Q , and it is
quite natural to minimize it. Thus, (a) some oversampling is allowed in defining the linear functional that determines the
discrete quasi-interpolant; (b) we impose some constraints on c, yielding the exactness of Q on the appropriate space of
polynomials, by using the values at 0 of the polynomials in the Appell sequence; (c) we express the leading term of the
quasi-interpolation error by means the uniform norms of some splines on the unit square; (d) and we propose and solve an
appropriate minimization problem.
The method can be extended in order to consider operators defined from a shift-invariant kernel having sufficient decay
properties and reproducing a space of polynomials (cf. [14]). However, it does not seem that in its present form it is possible
to extend it to non-uniform meshes.
The paper is organized as follows. In Section 2, we define uniformmeshes, box splines and the dQIs that wewish to study,
and we give conditions ensuring the exactness of such dQIs. Moreover, we derive a formula for the quasi-interpolation
error. In Section 3, we define a minimization problem for which the solutions determine new classes of dQIs. These are
characterized by how well they approximate the non-preserved monomials in the uniform norm. Finally, in Sections 4 and
5 we consider some examples of C1 quadratic and C2 quartic dQIs.
2. Notations and preliminaries
2.1. Uniform meshes and associated box splines
Let τ1 and τ2 be the uniform meshes of the plane generated by the directions d1, d2 and d3, and d1, d2, d3, and d4,
respectively, where d1 := (1, 0) , d2 := (0, 1), d3 := d1 + d2 and d4 := −d1 + d2. Let us denote by Pk the space of bivariate
polynomials of total degree at most k. If τ is one of the two triangulations defined, let Plk (τ ) be the space of piecewise
polynomial functions in C l
(
R2
)
of total degree at most k, defined on τ .
We restrict our attention to the sets of directions given by
Xj := {d1, . . . , d1︸ ︷︷ ︸
j
, d2, . . . , d2︸ ︷︷ ︸
j
, d3, . . . , d3︸ ︷︷ ︸
j
}, j > 0,
and
Xi,j := {d1, . . . , d1︸ ︷︷ ︸
i
, d2, . . . , d2︸ ︷︷ ︸
i
, d3, . . . , d3︸ ︷︷ ︸
j
, d4, . . . , d4︸ ︷︷ ︸
j
}, i, j > 0,
and the corresponding centered box splinesMj andMi,j, respectively (cf. [7, p. 10], [8, p. 17]). Thus,Mk+1 is the only box spline
in P2k3k+1 (τ1), M1,1 ∈ P12 (τ2) is the Zwart–Powell element (cf. [18,28]), and Mk,k+1 and Mk+1,k are box splines in P3k−14k (τ2)
(cf. e.g. [8, chapter 2] and [17, chapter 12]). Mk+1 has an hexagonal support and the remaining box splines have octagonal
supports. Some of these are shown in Figs. 1–3.
The direction set Xj is unimodular, i.e. all bases in Xj have determinants±1, and thus the box splines
(
Mj (· − ν)
)
ν∈Z2 are
linearly independent (cf. e.g. [7, p. 51], [8, p. 24] and [17, p. 349]). On the contrary, Xi,j is not a unimodular direction set and
the box splines
(
Mi,j (· − ν)
)
ν∈Z2 are linearly dependent (see also [17, p. 351]).
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Fig. 2. Supports ofM1,1 (left),M2,1 (center) andM3,2 .
Fig. 3. Supports ofM1,2 andM2,3 .
In the following,M is one of the box splines considered above. We recall (cf. [8, p. 24]) that P (φ) = Pn with n = 2k+ 1
whenM = Mk+1, n = 2 ifM = M1,1, and n = 3k for the other two box splines. Moreover, we use the notationN0 := N∪{0},
and, for α := (α1, α2) ∈ N20 and j := (j1, j2) ∈ Z2, we set |α| := α1 + α2, α! := α1!α2!, andmα (x) := 1α!xα = 1α!xα11 xα22 .
2.2. Discrete box spline quasi-interpolants
A discrete quasi-interpolant Qf based on the box splineM for a function f can be expressed as
Qf =
∑
i∈Z2
λf (· + i)M (· − i) , (1)
where the linear form λ is defined as
λf :=
∑
j∈J
cjf (−j) (2)
for a finite subset J ⊂ Z2 and cj ∈ R. Therefore,Qf is determined by the sequence c :=
(
cj
)
j∈J , and the exactness requirement
comes from λ agreeing on Pn with the linear form λ0 : f 7−→ ∑α gα (0) (Dα f ) (0) , (gα)α∈N20 being the Appell sequence
associated with µ : f 7−→ ∑j∈Z2 f (j)M (−j) (see [7, (14) Theorem, p. 68]). This sequence can be recursively computed as
follows (see e.g. [7, p. 69], [8, p. 119] and [17, p. 356]):
g0 = m0, gα = mα −
∑
j∈Z2
M (j)
∑
βα
mα−β (−j) gβ , |α| > 0.
Thus, the following linear system yielding the exactness of Q on Pn results by imposing that λ (mα) = λ0 (mα) , |α| ≤ n.
Proposition 1. The dQI Q given by (1) and (2) is exact on Pn if for all α ∈ N20 such that |α| ≤ n there holds∑
j∈J
cjmα (−j) = gα (0) . (3)
It is also a necessary condition whenM is a box spline on the three-direction mesh τ1.
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2.3. Quasi-interpolation error
Let σh, h > 0 be the scaling operator defined by σhf := f
( ·
h
)
. The scaled operator Qh defined by
Qhf := σhQσ1/h =
∑
i∈Z2
λf (h (· + i))M
( ·
h
− i
)
is a discrete quasi-interpolation operator which coincides with Q when h = 1. Thus it is exact on Pn since it inherits the
exactness of Q . The construction wewill propose is based on a result on the quasi-interpolation error Ehf := f −Qhf (which
is a particular case of a more general result in [14]). Let f ∈ Cn+2 (R2) and x ∈ R2. The Taylor expansion of order n + 1 of
each term f ((i− j) h) in Qhf (x) provides the expression
f ((i− j) h) = f (x)+
∑
|α|≤n+1
1
α!
∂ lf
∂xα
(x) (h (i− j)− x)α + 1
(n+ 2)!
∑
|α|=n+2
1
α!
∂n+2f
∂xα
f
(
θi−j,h
)
(h (i− j)− x)α ,
θi−j,h lying in the open segment determined by x and (i− j) h. Thus, after some algebra, we getQhf (x) = f (x)+T (x)+R (x),
where
T (x) =
∑
|α|≤n+1
∂ lf
∂xα
(x)Qh [mα (· − x)] (x)
and
R (x) =
∑
i∈Z2
(∑
j∈J
cj
∑
|α|=n+2
∂n+2f
∂xα
f
(
θi−j,h
)
mα (h (i− j)− x)
)
M
( x
h
− i
)
.
On the other hand,
Qh [mα (· − x)] (x) =
∑
i∈Z2
(∑
j∈J
cjmα (h (i− j)− x)
)
M
( x
h
− i
)
=
∑
i∈Z2
(∑
j∈J
cj
∑
β≤α
mβ (h (i− j))mα−β (−x)
)
M
( x
h
− i
)
=
∑
β≤α
mα−β (−x)Qhmβ (x) .
Taking into account the exactness of Qh on Pn, if |α| ≤ nwe get
Qh [mα (· − x)] (x) =
∑
β≤α
mα−β (−x)mβ (x) = 0.
Thus,
T (x) =
∑
|α|=n+1
∂n+1f
∂xα
(x)Qh [mα (· − x)] (x) .
Since τ is a uniform partition, there exists ξ ∈ [0, 1]2 such that x = h (ξ + k) for some k ∈ Z2, and the following expression
for T (x) follows:
T (x) = hn+1
∑
|α|=n+1
∂n+1f
∂xα
(x)Q [mα (· − ξ)] (ξ) .
Finally, applying the exactness of Q , we get
T (x) = hn+1
∑
|α|=n+1
∂n+1f
∂xα
(x) (Qmα (ξ)−mα (ξ)) .
For a function u defined on a compact subset S ⊂ R2, we note ‖u‖∞,S := supx∈S |u (x)|, and |u|∞,m,S :=
∑
|`|=m
∥∥D`u∥∥∞,S
if u ∈ Cm (S) andm ∈ N, where∥∥D`u∥∥∞,S := sup
x∈S
∥∥D`u (x)∥∥∞ .
Moreover, we use the notation∥∥Dlu (x)∥∥∞ := sup {∣∣Dlu (x) (v1, . . . , vl)∣∣ : vi ∈ R2, ‖vi‖ = 1, 1 ≤ i ≤ l}
for the max-norm of the total derivative Dlu (x) of order l ∈ N of u at x ∈ S, ‖v‖ being the usual Euclidean norm in R2 for v.
We get the following estimate for the quasi-interpolation error Ehf associatedwith the dQIQ (exact on Pn) and a function
f having a smoothness order one higher than that in the usual case.
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Proposition 2. Let f ∈ Cn+2 (R2). For every triangle T in hτ , there exist a neighbourhood V = V (T ) and a constant C > 0,
independent of h and T , such that
‖Ehf ‖∞,T ≤ Tn,J,Qhn+1 |f |∞,n+1,V + C hn+2 |f |∞,n+2,V , (4)
where
Tn,J,Q := max
α∈N20, |α|=n+1
‖Qmα −mα‖∞,[0,1]2 . (5)
Note that the constant Tn,J,Q in the leading term of the error estimate is determined by how well Qh, which is exact on
Pn, approximates the normalized monomialsmα, |α| = n+ 1.
3. A new class of discrete quasi-interpolants
In this section, we propose a new construction of discrete quasi-interpolation operators byminimizing Tn,J,Q as a function
of c.
Lemma 3. Let Q be a dQI given by (1) and (2) and satisfying (3). Then, setting Eα (zα) := ‖Πα − zα‖∞,[0,1]2 for each α ∈ N20,|α| = n+ 1, where
Πα := mα −
∑
βα
gβ (0)
∑
i∈Z2
mα−β (i)M (· − i) ,
there holds
‖Qmα −mα‖∞,[0,1]2 = Eα
(∑
j∈J
cjmα (−j)
)
.
Proof. We have
Qmα =
∑
i∈Z2
(∑
j∈J
cj
∑
β≤α
mα−β (i)mβ (−j)
)
M (· − i)
=
∑
β≤α
(∑
j∈J
cjmβ (−j)
)∑
i∈Z2
mα−β (i)M (· − i)
=
∑
βα
(∑
j∈J
cjmβ (−j)
)∑
i∈Z2
mα−β (i)M (· − i)+
∑
j∈J
cjmα (−j) .
By (3), we get
Qmα =
∑
βα
gβ (0)
∑
i∈Z2
mα−β (i)M (· − i)+
∑
j∈J
cjmα (−j) .
Therefore
mα − Qmα =
(
mα −
∑
βα
gβ (0)
∑
i∈Z2
mα−β (i)M (· − i)
)
−
∑
j∈J
cjmα (−j) ,
and the claim follows. 
We can define the following minimization problem:
Problem 4. Find c to minimize
Tn,J,Q = max
α∈N20, |α|=n+1
Eα
(∑
j∈J
cjmα (−j)
)
.
A solution to Problem 4 is obtained by minimizing each function Eα .
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Proposition 5. Eα (zα) attains its minimum at
z∗α =
1
2
(
max
[0,1]2
Πα + min
[0,1]2
Πα
)
.
Proof. For the given α, Eα attains its minimum if and only if zα is the best uniform approximation by constant functions to
Πα on [0, 1]2, but this best approximation is the average value of the maximum and the minimum values ofΠα on [0, 1]2
(cf. [27]). 
Consequently, we characterize the solutions c to Problem 4 from these values z∗α .
Proposition 6. Let Q be a dQI given by (1) and (2) and satisfying (3). Then, the minimum of Tn,J,Q is reached when∑
j∈J cjmα (−j) = z∗α, α ∈ N20, |α| = n+ 1.
In summary, any sequence c satisfying (3) and the additional equations
∑
j∈J cjmα (−j) = z∗α provides a dQI Q exact on
Pn that minimizes Tn,J,Q . In fact, an extended linear system is established and, for instance, it has at least one solution if J
contains a lower set (cf. [8, p. 122]).
4. The quadratic case
In this section, we consider the C1 quadratic case. The dQI Q given by (1) associated with the quadratic box spline M1,1
is exact on P2 if∑
j∈J
cj = 1,
∑
j∈J
j1cj =
∑
j∈J
j2cj = 0,
∑
j∈J
j21cj =
∑
j∈J
j22cj = −
1
4
,
∑
j∈J
j1j2cj = 0. (6)
For all |α| = 3, the best uniform approximation by constant functions to Πα on [0, 1]2 is equal to zero. Hence, Q is a dQI
associated with a solution to Problem 4 if both (6) and the following conditions (7) are fulfilled:∑
j∈J
mα (−j) cj = 0, |α| = 3. (7)
When J = {0,±d1,±d2}, we can write down the nontrivial equations arising from (6) and (7) explicitly:

1 1 1 1 1
0 1 0 −1 0
0 0 1 0 −1
0 1 0 1 0
0 0 1 0 1
0 1 0 −1 0
0 0 1 0 −1


c0,0
c1,0
c0,1
c−1,0
c0,−1
 =

1
0
0
−1
4
−1
4
0
0

.
This system has a unique solution, given by the sequence c = ( 32 ,− 18 ,− 18 ,− 18 ,− 18 ) (see Fig. 4), so that the classical
quadratic dQI Q ∗ is obtained (see [7, Fig. 28(d), p. 75]):
Q ∗f =
∑
i∈Z2
{
3
2
f (i)− 1
8
(f (i± d1)+ f (i± d2))
}
M1,1 (· − i) . (8)
When C1 is the square centered at the origin with vertices {d1 ± d2,±d1 + d2} and J = C1 ∩ Z2, we have
c = (c0,0, c1,0, c1,1, c0,1, c−1,1,c−1,0, c−1,−1, c0,−1, c1,−1) ,
and the solution of system (6) and (7) is
c0,0 = 32 + 4γ ,
c1,0 = c0,1 = c−1,0 = c0,−1 = −
(
1
8
+ 2γ
)
,
c1,1 = c−1,1 = c−1,−1 = c1,−1 = γ ,
with γ ∈ R. Hence, we have the following:
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Fig. 4. Coefficient sequences of Q ∗ (left), Q−1/16 (right) and Qγ , γ 6= 0,−1/16.
Fig. 5. Subsets I0 (left) and Iγ , γ 6= 0.
Proposition 7. Let J = C1 ∩ Z2. For every γ ∈ R, let λγ be the linear form given by
λγ f =
(
3
2
+ 4γ
)
f (0)−
(
1
8
+ 2γ
)
(f (±d1)+ f (±d2))+ γ (f (±d3)+ f (±d4)) .
Then, the dQI Qγ given by
Qγ f =
∑
i∈Z2
λγ f (· + i)M1,1 (· − i)
is exact on P2 and minimizes T2,J,Qγ .
The constant T2,J,Qγ in (4), defined by (5), is independent of γ . We find that Q
∗ = Q0.
Proposition 8. For every γ ∈ R, there holds T2,J,Qγ = 164 .
Proof. We have
∥∥Qγmα −mα∥∥∞,[0,1]2 = ∥∥Πα −∑j∈J mα (−j) cj∥∥∞,[0,1]2 . Since∑
j∈J
mα (−j) cj = 12
(
min
[0,1]2
Πα +max
[0,1]2
Πα
)
,
we get
−1
2
(
max
[0,1]2
Πα − min
[0,1]2
Πα
)
≤ Qγmα −mα ≤ 12
(
max
[0,1]2
Πα − min
[0,1]2
Πα
)
on [0, 1]2, and
∥∥Qγmα −mα∥∥∞,[0,1]2 = 12 (max[0,1]2 Πα −min[0,1]2 Πα).
If α = (3, 0) or (0, 3), then max[0,1]2 Πα = −min[0,1]2 Πα = 172√3 , so
∥∥Qγmα −mα∥∥∞,[0,1]2 = 172√3 . When α = (2, 1)
or (1, 2), we have max[0,1]2 Πα = −min[0,1]2 Πα = 164 and
∥∥Qγmα −mα∥∥∞,[0,1]2 = 164 . By (5), the claim follows. 
The parameter γ can be chosen to minimize the upper bound (cf. [2,4]) ν (c) := ‖c‖1 for the uniform norm of Qγ , and
the value γ = − 116 is obtained (see Fig. 4). Note that the dQI Q−1/16 appears in [7, p. 73, Fig. 25(c)] in connection with the
construction of dQIs coinciding on P2 with the linear functional λ0.
We establish a result on the quasi-interpolation error for these dQIs. Let Iγ be the subset of all i ∈ Z2 such that the
support of the integer translate Lγ (· − i) of the fundamental function Lγ := λγM1,1 (x− ·) associated with the dQI Qγ
intersects the interior of C1. Fig. 5 shows Iγ . We recall that Qf can be written as
Qγ f =
∑
i∈Z2
f (i) Lγ (· − i) . (9)
Let
[
Iγ
]
denote the convex hull of Iγ .
D. Barrera-Rosillo, M.J. Ibáñez-Pérez / Journal of Computational and Applied Mathematics 224 (2009) 250–268 257
Proposition 9. For every γ ∈ R, let Qγ ,h be the scaled dQI associated with Qγ . Let T be an arbitrary triangle in the triangulation
hτ2. Then, there exist a constant Kαγ , independent of f and T , and a neighbourhoodΩT ,γ of T such that∥∥Dα (f − Qγ ,hf )∥∥∞,T ≤ Kαγ h3−|α| ∥∥D3f ∥∥∞,ΩT ,γ
for all 0 ≤ |α| ≤ 1. Moreover,
K (0,0)0 =
404+ 230√10+ 143√13+ 34√34+ 37√37
5184
≈ 0.39935,
K (1,0)0 = K (0,1)0 =
782+ 210√10+ 169√13+ 34√34+ 37√37
2592
≈ 0.956301,
and
K (0,0)−1/16 =
610+ 360√10+ 364√13+ 68√34+ 37√37+ 61√61
10368
≈ 0.401122,
K (1,0)−1/16 = K (0,1)−1/16 =
1348+ 300√10+ 390√13+ 68√34+ 37√37+ 61√61
5184
≈ 0.926088.
Proof. By hypothesis, there exists a ∈ Z2 such that T is one of the four triangles Tk, 1 ≤ k ≤ 4, formed by drawing the
diagonals of the square with vertices
(
a+ 12 (±d1 ± d2)
)
h. Here Tk denotes the triangle with center of gravity equal to
(a+ ωk) h, where ω1 =
( 1
3 , 0
)
, ω2 =
(− 13 , 0) , ω3 = (0, 13 ), and ω4 = (0,− 13 ).
Let x ∈ T and suppose that x ∈ Tk for some k. By Taylor’s formula, we have
f (x) = f ((a+ ωk) h)+ p1 (x)+ p2 (x)+ 16D
3f
(
rx,ωk,h
)
(x− (a+ ωk) h)3 , (10)
with pl (x) = Dlf ((a+ ωk) h) (x− (a+ ωk) h)l , l = 1, 2, and
rx,ωk,h = θx ((a+ ωk) h)+ (1− θx) x, 0 < θx < 1.
Since pl ∈ Pl, and Qγ ,h is exact on P2, by (9) we get
pl =
∑
i∈Z2
pl (ih) Lγ
( ·
h
− i
)
. (11)
By (9)–(11), we can write
Qγ ,hf (x) =
∑
i∈Z2
(f ((a+ ωk) h)+ p1 (ih)+ p2 (ih)) Lγ
( x
h
− i
)
+ 1
6
∑
i∈Z2
D3f
(
ri,ωk,h
)
(ih− (a+ ωk) h)3 Lγ
( x
h
− i
)
= f ((a+ ωk) h)+ p1 (x)+ p2 (x)+ 16h
3
∑
i∈Z2
D3f
(
ri,ωk,h
)
(i− (a+ ωk))3 Lγ
( x
h
− i
)
.
From this last equality and (10), we get
Qγ ,hf (x)− f (x) = 16h
3
∑
i∈Z2
D3f
(
ri,ωk,h
)
(i− (a+ ωk))3 Lγ
( x
h
− i
)
− 1
6
D3f
(
rx,ωk,h
)
(x− (a+ ωk) h)3 .
Now, taking into account that x = (a+ ξk) h for some ξk in the triangle∆k ⊂ C1 defined by (a+∆k) h = Tk, after a change
of index, we get
Qγ ,hf (x)− f (x) = 16h
3
∑
i∈Iγ ,k
D3f
(
ri+a,ωk,h
)
(i− ωk)3 Lγ (ξk − i)− 16h
3D3f
(
rx,ωk,h
)
(ξk − ωk)3 ,
where Iγ ,k is the subset of all i ∈ Iγ such that the support of Lγ (· − i) intersects the interior of∆k. Hence,∣∣Qγ ,hf (x)− f (x)∣∣ ≤ 16h3Z (0,0)γ ,k (ξk) ∥∥D3f ∥∥∞,h(a+[Iγ ,k])
with
Z (0,0)γ ,k (ξk) = ‖ξk − ωk‖3 +
∑
i∈Iγ ,k
‖i− ωk‖3
∣∣Lγ (ξk − i)∣∣ , ξk ∈ ∆k.
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Since Lγ has the same symmetries as M1,1, all the functions Z
(0,0)
γ ,k attain the same maximum value, say 6K
(0,0)
γ , and we
can write∣∣Qγ ,hf (x)− f (x)∣∣ ≤ K (0,0)γ h3 ∥∥D3f ∥∥∞,h(a+[Iγ ,k]) , x ∈ Tk,
and the claim for the quasi-interpolation error follows with ΩT ,γ = h
(
a+ [Iγ ,k]). The values indicated for K (0,0)γ when
γ = 0 and− 116 are determined by usingMathematica.
To prove the error bounds for the first derivative, i.e. |α| = 1, we use the equalities
f (x) = f ((a+ ωk) h)+ Df ((a+ ωk) h) (x− (a+ ωk) h)
+ 1
2
D2f ((a+ ωk) h) (x− (a+ ωk) h)2 + R0 (f , x) ((a+ ωk) h) (12)
and
Df (x) w = Df ((a+ ωk) h) w + D2f ((a+ ωk) h) (x− (a+ ωk) h, w)+ R1 (f , x) ((a+ ωk) h) w, (13)
where ‖w‖ = 1 and R` (x) := R` (f , x) ((a+ ωk) h) w, ` = 0, 1, are defined by
R0 (x) = 12
∫ 1
0
(1− t)2 D3f ((1− t) (a+ ωk) h+ tx) (x− (a+ ωk) h)3 dt,
R1 (x) =
∫ 1
0
(1− t)D3f ((1− t) (a+ ωk) h+ tx) (x− (a+ ωk) h, x− (a+ ωk) h, w) dt.
By (9) and (12), we get
D
(
Qγ ,hf
)
(x) w
= f ((a+ ωk) h)
∑
i∈Z2
D
(
L
( ·
h
− i
))
(x) w +
∑
i∈Z2
Df ((a+ ωk) h) (ih− (a+ ωk) h)D
(
L
( ·
h
− i
))
(x) w
× 1
2
∑
i∈Z2
D2f ((a+ ωk) h) (ih− (a+ ωk) h)2 D
(
L
( ·
h
− i
))
(x) w +
∑
i∈Z2
R0 (ih)D
(
L
( ·
h
− i
))
(x) w.
Since Qγ ,h is exact on P2, it holds∑
i∈Z2
D
(
L
( ·
h
− i
))
(x) w = 0,
∑
i∈Z2
Df ((a+ ωk) h) (ih− (a+ ωk) h)D
(
L
( ·
h
− i
))
(x) w = Df ((a+ ωk) h) w,∑
i∈Z2
D2f ((a+ ωk) h) (ih− (a+ ωk) h)2 D
(
L
( ·
h
− i
))
(x) w = 2D2f (x− (a+ ωk) h, w) ,
and thus
D
(
Qγ ,hf
)
(x) w = Df ((a+ ωk) h) w + D2f (x− (a+ ωk) h, w)+
∑
i∈Z2
R0 (ih)D
(
L
( ·
h
− i
))
(x) w.
Therefore, by (13) we get
D
(
Qγ ,hf − f
)
(x) w =
∑
i∈Z2
R0 (ih)D
(
L
( ·
h
− i
))
(x) w − R1 (x) .
Bounding R0 (ih) and R1 (x), after a variable change, it holds∣∣D (Qγ ,hf − f ) (x) w∣∣ ≤ h2Zγ ,k,w (ξk) ∥∥D3f ∥∥∞,ΩT ,γ ,
where
Zγ ,k,w (ξk) := 12 ‖ξk − ωk‖
2 + 1
6
∑
i∈Iγ ,k
‖i− ωk‖3
∣∣(DLγ ) (ξk − i) w∣∣ , ξk ∈ ∆k.
When w = (1, 0) or (0, 1) the values K (1,0)γ = K (0,1)γ are determined for the maximum of Zγ ,k,w (ξk) , ξk ∈ ∆k, 1 ≤ k≤ 4. 
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Fig. 6. The graph of Q ∗f
Remark 10. The constants K (0,0)0 and K
(0,0)
−1/16 are very close, and therefore both dQIs Q ∗ = Q0 and Q−1/16 give quite similar
results when acting on functions in C3
(
R2
)
, and the same constant T2,J,Qγ for functions in C
4
(
R2
)
. However, ‖Q ∗‖∞ = 32
(cf. [16]) and it can be proved that
∥∥Q−1/16∥∥∞ = 118 = 1.375.
Remark 11. For the second-order partial derivatives, similar results are satisfied. Let T be an arbitrary triangle in the
triangulation hτ2. Then, for allw1, w2 ∈ R2 such that ‖w1‖ = ‖w2‖ it holds∣∣D2 (Qγ ,hf − f ) (x) (w1, w2)∣∣ ≤ hZγ ,w1,w2 (ξ) ∥∥D3f ∥∥∞,h(a+[Iγ ]) , x ∈ T˚ ,
where
Zγ ,w1,w2 (ξ) = ‖ξ − ω‖ +
1
6
∑
i∈Iγ
‖i− ω‖3 ∣∣(D2Lγ ) (ξ − i) (w1, w2)∣∣ ,
and T˚ and ω denote its interior and barycenter, respectively.
From this result, withw1 = w2 = (1, 0)we get for D(2,0)
(
Qγ ,hf − f
)
the inequality∣∣D(2,0) (Qγ ,hf − f ) (x)∣∣ ≤ hK (2,0)γ ∥∥D3f ∥∥∞,h(a+[Iγ ]) , x ∈ T˚ ,
where
K (2,0)0 =
1312+ 406√10+ 169√13+ 34√34+ 37√37
1296
≈ 2.799797,
and
K (2,0)−1/16 =
1748+ 732√10+ 390√13+ 37√37+ 116√58+ 61√61
2592
≈ 2.7214.
We get similar results when α = (0, 2). Finally, with w1 = (1, 0) and w2 = (0, 1) we have for D(1,1)
(
Qγ ,hf − f
)
the
estimations∣∣D(1,1) (Qγ ,hf − f ) (x)∣∣ ≤ hK (1,1)γ ∥∥D3f ∥∥∞,h(a+[Iγ ]) , x ∈ T˚ ,
where
K (1,1)0 =
125+ 426√10+ 169√13+ 34√34+ 37√37
1296
≈ 1.932703,
and
K (1,1)−1/16 =
712
√
10+ 364√13+ 37√37+ 61√61
2592
≈ 1.64562.
To test the dQI Q−1/16, we consider the test function
f (x, y) = 3 (1− x)2 e−x2−(y+1)2 − 10
( x
5
− x3 − y5
)
e−x
2−y2 − 1
3
e−(x+1)
2−y2 (14)
defined on the plane. It is approximated on [−4, 4]2. Figs. 6 and 7 show the graphs of the scaled operators associated with
Q ∗ = Q0 and Q−1/16 with h = 18 , respectively (any reference to h is omitted). Visually, there is no difference between them.
Figs. 8 and 9 show the corresponding quasi-interpolation errors.
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Fig. 7. The graph of Q−1/16f .
Fig. 8. The graph of |f − Q ∗f |.
Fig. 9. The graph of
∣∣f − Q−1/16f ∣∣.
All the figures are generated by using the softwareMathematica. That is done by defining the restriction of the required
scaled dQI to an arbitrary triangle. Note that, for h = 12n ,Qf is on [−4, 4]2 a box spline series involving 4
(
2n−1 + 1)2 terms.
However, in evaluating at a point in this region, at most six shifts are involved.
Table 1 shows, for different values of h, the maximal and root mean square errors of the scaled quadratic QIs Q ∗h f
and Q−1/16,hf (top line), and their first-order derivatives D(1,0)Q ∗h f and D(1,0)Q−1/16,hf (middle line) and D(0,1)Q
∗
h f and
D(0,1)Q−1/16,hf . The values have been computed from 50 000 randomly chosen points in the region. They confirm the nearly-
optimal approximation order of the new quasi-interpolation scheme as well as the similar results provided by both classical
and new dQIs.
In this paper, we have assumed that the functions to be approximated are defined on the real plane. The quasi-interpolant
of a function in a region R requires the values of this function in a larger subset R′. Therefore, the proposed method must
be modified to be able to consider functions defined on bounded regions. Once established, it will be possible to adopt a
procedure of graphical representation based on the evaluation at the points of a fine grid constructed by subdividing the
triangles forming the triangulation of the region, as done, for example, in [25]. These considerations also can be applied to
the results obtained in the following section.
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Table 1
Maximal and root mean square error of the scaled quadratic QIs Q ∗h f and Q−1/16,hf and their first-order partial derivatives with steplength h
h Q ∗h = Q0,h Q−1/16,h
Maximal error RMS error Maximal error RMS error
1/8 0.00413920 0.120026 0.00482294 0.143181
0.104200 2.143724 0.104926 2.151434
0.122208 2.535826 0.119563 2.544381
1/16 0.000376686 0.010100 0.000421227 0.0113111
0.0269467 0.519439 0.0268372 0.519629
0.030108 0.612460 0.0299729 0.612624
1/32 0.0000391312 0.00101954 0.0000418366 0.00106975
0.00625652 0.130657 0.00624997 0.130661
0.00841268 0.151099 0.00839984 0.151099
1/64 4.40882 ∗ 10−6 0.000119966 4.54184 ∗ 10−6 0.000121560
0.00171672 0.0323330 0.00171692 0.0323331
0.00218187 0.0374400 0.00218105 0.0374402
1/128 5.87804 ∗10−7 0.0000147135 5.951994 ∗10−7 0.0000147750
0.000426018 0.00814028 0.000408552 0.00806566
0.000497146 0.00945593 0.000469056 0.00936341
5. New C2 quartic discrete quasi-interpolants
In this section, we derive some new C2 quartic dQIs.
5.1. The four-direction mesh
We have two quartic box splines on τ2 allowing us to construct dQIs, namelyM1,2 andM2,1.
WhenM1,2 (resp.M2,1) is considered, the dQI given by (1) is exact on P3 if∑
j∈J
cj = 1,∑
j∈J
j1cj =
∑
j∈J
j2cj = 0,∑
j∈J
j21cj =
∑
j∈J
j22cj = ξ1,
∑
j∈J
j1j2cj = ξ2,∑
j∈J
j31cj =
∑
j∈J
j21j2cj =
∑
j∈J
j1j22cj =
∑
j∈J
j32cj = 0
(15)
with (ξ1, ξ2) =
(− 512 , 0) (resp. (ξ1, ξ2) = (− 13 , 0)whenM2,1 is used).
The dQIs
Q ∗1,2f =
∑
i∈Z2
λ∗f (· + i)M1,2 (· − i) , (16)
Q ∗2,1f =
∑
i∈Z2
µ∗f (· + i)M2,1 (· − i) , (17)
associated with the linear forms
λ∗ (f ) = 97
48
f (0)− 13
48
(f (±d1)+ f (±d2))+ 164 (f (±2d1)+ f (±2d2)) ,
µ∗ (f ) = 43
24
f (0)− 5
24
(f (±d1)+ f (±d2))+ 196 (f (±2d1)+ f (±2d2)) ,
appear in [21]. They have sequences supported on J = R2 ∩ Z2, R2 being the rhombus centered at the origin with vertices
±2dl, 1 ≤ l ≤ 2, and those sequences are solutions of system (15). They were obtained from the relationship between
lozenge sequences, central difference operators, and truncated formal inverses of Schoenberg operators. The infinity norms
of these quasi-interpolants are (cf. [5])∥∥Q ∗1,2∥∥∞ ≈ 1.406834 and ∥∥Q ∗2,1∥∥∞ = 12 4379216 ≈ 1.3495.
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To have a dQI thatminimizes the corresponding constant Tn,J,Q , wemustminimize the errors ‖mα − Qmα‖∞,[0,1]2 , |α| =
4, adding new linear constraints∑
j∈J
j41cj =
∑
j∈J
j42cj = ξ3,
∑
j∈J
j31j2cj =
∑
j∈J
j1j32cj = ξ4,
∑
j∈J
j21j
2
2cj = ξ5, (18)
where (ξ3, ξ4, ξ5) = ( 916 , 0, 119576 ) (resp. (ξ3, ξ4, ξ5) = ( 3596 , 0, 37288 )). Let us see briefly how these expressions are formulated.
By symmetry, it is sufficient to consider the monomialsm4,0,m3,1 andm2,2. It is easy to verify that
Π4,0 = m4,0 −
∑
i∈Z2
(
m4,0 (i)+ 12ξ1m2,0 (i)
)
M (· − i) ,
Π3,1 = m3,1 −
∑
i∈Z2
(
m3,1 (i)+ 12ξ1m1,1 (i)
)
M (· − i) ,
Π2,2 = m4,0 −
∑
i∈Z2
(
m2,2 (i)+ 12ξ1m2,0 (i)+
1
2
ξ1m0,2 (i)
)
M (· − i) ,
from which
z∗4,0 =
1
2
(
max
[0,1]2
Π4,0 + min
[0,1]2
Π4,0
)
= 1
4!ξ3,
z∗3,1 =
1
2
(
max
[0,1]2
Π3,1 + min
[0,1]2
Π3,1
)
= 1
3!ξ4,
z∗2,2 =
1
2
(
max
[0,1]2
Π2,2 + min
[0,1]2
Π2,2
)
= 1
4
ξ5.
Thus, by Proposition 6, equalities (18) characterize the solutions to Problem 4.
When J = R2 ∩ Z2, we can write down the equations arising from (15)–(18) explicitly:
1 1 1 1 1 1 1 1 1 1 1 1 1
0 1 0 −1 0 2 1 0 −1 −2 −1 0 1
0 0 1 0 −1 0 1 2 1 0 −1 −2 −1
0 1 0 1 0 4 1 0 1 4 1 0 1
0 0 0 0 0 0 1 0 −1 0 1 0 −1
0 0 1 0 1 0 1 4 1 0 1 4 1
0 1 0 −1 0 8 1 0 −1 −8 −1 0 1
0 0 0 0 0 0 1 0 1 0 −1 0 −1
0 0 0 0 0 0 1 0 −1 0 −1 0 1
0 0 1 0 −1 0 1 8 1 0 −1 −8 −1
0 1 0 1 0 16 1 0 1 16 1 0 1
0 0 0 0 0 0 1 0 −1 0 1 0 −1
0 0 0 0 0 0 1 0 1 0 1 0 1
0 0 0 0 0 0 1 0 −1 0 1 0 −1
0 0 1 0 1 0 1 16 1 0 1 16 1


c0,0
c1,0
c0,1
c−1,0
c0,−1
c2,0
c1,1
c0,2
c−1,1
c−2,0
c−1,−1
c0,−2
c1,−1

=

1
0
0
ξ1
ξ2
ξ1
0
0
0
0
ξ3
ξ4
ξ5
ξ4
ξ3

.
System (15)–(18) has a unique solution, giving the dQIs
Q˜1,2f =
∑
i∈Z2
λ˜f (· + i)M1,2 (· − i) , (19)
Q˜2,1f =
∑
i∈Z2
µ˜f (· + i)M2,1 (· − i) , (20)
with
λ˜f = 1457
576
f (0)− 547
1152
(f (±d1)+ f (±d2))+ 1192304 (f (±d3)+ f (±d4))+
47
1152
(f (±2d1)+ f (±2d2)) ,
µ˜f = 1235
576
f (0)− 25
72
(f (±d1)+ f (±d2))+ 371152 (f (±d3)+ f (±d4))+
67
2304
(f (±2d1)+ f (±2d2)) .
Figs. 10 and 11 summarize the coefficient structures of both classical and new dQIs for the box splinesM1,2 andM2,1. Note
that the new dQIs have been established without imposing any previous structure on the coefficient sequence. This is a
major difference with respect to the method used to construct the dQIs that we have denominated classical.
The following result provides the values of the infinity norm of each one of the new dQIs. They are greater than those of
the corresponding dQIs Q ∗, particularly in the case of the box splineM2,1, but really small values are obtained.
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Fig. 10. From left to right, coefficient sequences of Q ∗1,2 , and Q˜1,2 .
Fig. 11. From left to right, coefficient sequences of Q ∗2,1 , and Q˜2,1 .
Proposition 12. It holds∥∥Q˜1,2∥∥∞ = 150078496 ≈ 1.766360 and ∥∥Q˜2,1∥∥∞ = 100916912 ≈ 1.459925.
Proof. Let Q be one of the two dQIs above. It is well known that the infinity norm of Q is the maximum of the Lebesgue
function
Λ =
∑
i∈Z2
|L (· − i)| .
Since L is a 1-periodic function, it holds ‖Q‖∞ = maxS Λ, where S =
[− 12 , 12 ]2 if Q = Q˜1,2 and S = [0, 1]2 when Q = Q˜2,1.
Moreover, L has the same symmetries as the box spline, from which ‖Q‖∞ = maxT Λ, T being one of the triangles of S
induced by the triangulation τ2. The maximum is determined by using the Bernstein–Bézier representation of L. 
The next result gives the values of the constant T3,J,Q for Q ∗1,2,Q
∗
2,1, Q˜1,2, and Q˜2,1.
Proposition 13. The following equalities hold:
T3,J,Q∗1,2 =
61
1152
≈ 0.0529514, T3,J,Q∗2,1 =
5
144
≈ 0.0347222,
T3,J,Q˜1,2 = T3,J,Q˜2,1 =
1
768
≈ 0.00130208.
Proof. After some calculations, we get
Q ∗1,2m4,0 −m4,0 = −
1
4!
29
48
,
− 1
1536
≤ Q ∗1,2m3,1 −m3,1 ≤
1
1536
,
− 61
1152
≤ Q ∗1,2m2,2 −m2,2 ≤ −
29
576
,
on [0, 1]2, and similar results for m0,4 and m1,3 by symmetry. By (5), the result for T3,J,Q∗1,2 follows. The value for T3,J,Q∗2,1 is
determined in a similar manner.
For Q˜1,2, and Q˜2,1 we proceed as in the proof of Proposition 8 from the bounds for the corresponding polynomialsΠα . For
a general dQI Q , we know that ‖Qmα −mα‖∞,[0,1]2 =
∥∥Πα −∑j∈J mα (j) cj∥∥∞,[0,1]2 and∑
j∈J
mα (j) cj = 12
(
min
[0,1]2
Πα +max
[0,1]2
Πα
)
.
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Table 2
Constants Kα in Proposition 14 for the QIs based onM1,2
Q ∗1,2 Q˜1,2
K0,0 63 887279 936 ≈ 0.2282 37 062 235107 495 424 ≈ 0.34478
K1,0 = K0,1 531 287+5760
√
10
746 496 ≈ 0.736108
5(1442 447+10 368
√
10)
6718 464 ≈ 1.097895
K2,0 = K0,2 103 31946 656 ≈ 2.214485 8044 8252239 488 ≈3.59226
K1,1 685 147373 248 ≈ 1.835635 1115 743373 248 ≈ 2.98928
Table 3
Constants Kα in Proposition 14 for the QIs based onM2,1
Q ∗2,1 Q˜2,1
K0,0 449 4732239 488 ≈ 0.200703 14 558 09953 747 712 ≈0.27086
K1,0 = K0,1 622 063+8640
√
10
1119 744 ≈ 0.579941 2399 027+23 040
√
10
2985 984 ≈0.82783
K2,0 = K0,2 189 03193 312 ≈ 2.025795 7073 5932239 488 ≈3.158576
K1,1 460 835373 248 ≈ 1.234662 5801 9112985 984 ≈1.943048
Therefore, we get ‖Qmα −mα‖∞,[0,1]2 = 12
(
max[0,1]2 Πα −min[0,1]2 Πα
)
. It remains to calculate max[0,1]2 Πα and
min[0,1]2 Πα for all α such that |α| = 4. By symmetry, it suffices to consider α ∈ {(4, 0) , (3, 1) , (2, 2)}.
For Q˜1,2, it is easy to verify that
max
[0,1]2
Π4,0 = min
[0,1]2
Π4,0 = − 3128 ,
max
[0,1]2
Π3,1 = −min
[0,1]2
Π3,1 = 11536 ,
max
[0,1]2
Π2,2 = 611152 , min[0,1]2Π2,2 =
29
576
.
Hence,∥∥Q˜1,2m4,0 −m4,0∥∥∞,[0,1]2 = 0,∥∥Q˜1,2m3,1 −m3,1∥∥∞,[0,1]2 = 11536 ,∥∥Q˜1,2m2,2 −m2,2∥∥∞,[0,1]2 = 1768 ,
and the value for T3,J,Q˜1,2 is deduced. The proof for T3,J,Q˜2,1 is similar. 
As in the quadratic case, we give a result on the quasi-interpolation error when f ∈ C4 (R2).
Proposition 14. Let Q be one of the dQIs Q ∗ or Q˜ given by (16), (17), (19) and (20). Let T be an arbitrary triangle in the
triangulation hτ2. Then, there exist a constant Kα := Kα (Q ), independent of f and T , and a neighbourhood ΩT := ΩT (Q )
of T such that
‖Dα (f − Qhf )‖∞,T ≤ Kαh4−|α|
∥∥D4f ∥∥∞,ΩT
for all 0 ≤ |α| ≤ 2. Constants Kα appear in Tables 2 and 3.
Proof. The proof runs as in Proposition 9 taking into account that now the dQIs are exact on P3. 
The constants we have obtained are not optimal.
Remark 15. Also for these dQIs we have estimates for the third-order partial derivatives on the interior T˚ of every triangle
T in hτ . If ω denotes its barycenter and L the fundamental function of Q , then for all w1, w2, w3 ∈ R2 such that ‖w1‖ =
‖w2‖ = ‖w3‖ = 1 it holds∣∣D3 (Qhf − f ) (x) (w1, w2, w3)∣∣ ≤ hZw1,w2,w3 (ξ) ∥∥D4f ∥∥∞,h(a+[I]) , x ∈ T˚ ,
where
Zw1,w2,w3 (ξ) = ‖ξ − ω‖ +
1
24
∑
i∈I
‖i− ω‖4 ∣∣(D3L) (ξ − i) (w1, w2, w3)∣∣ .
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Fig. 12. The graph of
∣∣f − Q ∗1,2f ∣∣.
Fig. 13. The graph of
∣∣f − Q˜1,2f ∣∣.
Fig. 14. The graph of
∣∣f − Q ∗2,1f ∣∣.
Therefore, we can bound Dα (Qhf − f ) , |α| = 3, on T˚ as follows: Since DαL|T˚ ∈ P1, we extend it to T by continuity and then
use the Bernstein–Bézier coefficients of that extension to bound |DαL| on T˚ .
Figs. 12 and 13 (resp. Figs. 14 and 15) show the quasi-interpolation errors for the scaled quasi-interpolants associated
with Q˜1,2f and Q ∗1,2f (resp. Q˜2,1f and Q
∗
2,1f ) with h = 18 . In general, when h = 12n the restriction on [−4, 4]2 of the
corresponding scaled dQIs of f is box spline series involving (2n + 2) (2n + 6) (resp. (2n + 3)2) terms. The evaluation of
these dQIs at a point requires at most 20 (resp. 12) shifts whenM1,2 (resp.M2,1) is used.
5.2. The three-direction case
It is well known that M2 is the unique C2 quartic box spline on τ1. A dQI Q given by (1) and based on M2 is exact
on P3 if and only if Eq. (15) holds with (ξ1, ξ2) =
(− 13 ,− 16 ). Let Hk be the hexagon defined by the convex hull of{±kd1,±kd2,±kd3} , k ≥ 1. If J = H1 and c is a hexagonal sequence, i.e. satisfies the conditions c1,0 = c1,1 = c0,1 =
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Fig. 15. The graph of
∣∣f − Q˜2,1f ∣∣.
Fig. 16. The sequences giving the dQIs Q ∗2 (left) and Q˜ .
c−1,0 = c−1,−1 = c0,−1, then there exists a unique solution to (15) that produces the classical dQI (cf. [9, p. 157]) given by
Q ∗2 f =
∑
i∈Z2
χ∗i (f )M2 (· − i) , (21)
where
χ∗i (f ) =
3
2
f (i)− 1
12
3∑
l=1
f (i± dl) .
When J = H2, the construction proposed in this paper yields the linear system (15) and (18)with (ξ3, ξ4, ξ5) =
( 35
96 ,
35
192 ,
29
162
)
(these values are obtained as in the quartic case on τ2). Each one of the infinitely many solutions of this system yields a new
dQI. In the quadratic case, all the defined dQIs have lozenge sequences of coefficients, i.e. c1,0 = c0,1 = c−1,0 = c0,−1, and
c1,1 = c−1,1 = c−1,−1 = c1,−1, but now, in the C2 quartic three-direction case, the sequences of coefficients of the resulting
dQIs are non-hexagonal. Moreover, it can be verified that the sequence of coefficients corresponding to Q ∗2 is not a solution
to the indicated system, and this is a major difference with the quadratic case.
The next result provides explicit values for the constant T3,J,Q corresponding to the new family of dQIs and the one
for Q ∗2 .
Proposition 16. Let Q˜2 be the dQI associatedwith a solution of (15) and (18)with (ξ1, ξ2, ξ3, ξ4, ξ5) =
(− 13 ,− 16 , 3596 , 35192 , 29162 ).
Then, T3,H2,Q˜2 = 1324 ≈ 0.00308642. Moreover, T3,H2,Q∗2 = 85648 ≈ 0.131173.
Additional work is required for selecting a dQI Q˜2 by seeking other useful properties in applications. For instance, the
method proposed in [4,5] can be used. However, it could be interesting to define a dQI having some of the symmetries of
the box splineM2. This is achieved by adding the constraints
c1,0 = c0,1 = c−1,0 = c0,−1,
c1,1 = c−1,−1, c−1,1 = c1,−1,
c2,0 = c2,2 = c0,2 = c−2,0 = c−2,−2 = c0,−2,
c2,1 = c1,2 = c−2,−1 = c−1,−2.
The resulting linear systemhas a one-parameter family of solutions supported onH2, one ofwhich appears in Fig. 16. Figs. 17
and 18 show the quasi-interpolation errors for the test function given by (14) using that quasi-interpolant, say Q˜ , and Q ∗2 .
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Fig. 17. The graph of
∣∣f − Q ∗2 f ∣∣.
Fig. 18. The graph of
∣∣f − Q˜ f ∣∣.
6. Conclusion
In this paper, we have proposed a new method for constructing discrete box spline QIs on uniform partitions of the real
plane with nearly-optimal approximation orders. In fact, it is a general method since any compactly supported piecewise
polynomial function can be used instead of a box spline, and it can be extended to the multivariate setting in cases when
box splines exist. The basic idea consists in the minimization of a function related to the quasi-interpolation errors for the
non-reproduced monomials, after imposing the exactness on an appropriate space of polynomials. This method produces
new linear constraints on the coefficients of the linear form defining the dQI. In this way, an extended linear system is
established, and any of its solutions produces a dQI. By construction, they give the smallest constants in the leading term
of the quasi-interpolation error for sufficiently regular functions. We have considered the C1 quadratic and C2 quartic cases
and tested the resulting dQIs. Moreover, we have compared themwith other well-known dQIs, and the results suggest that
the new dQIs are competitive.
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