The maximum power point tracking (MPPT) algorithms are used in PV power generation systems to handle the effect due to the partially shaded conditions. This paper confers the algorithms, modeling techniques, and control topologies of photovoltaic (PV) array systems are explored. The problems with conventional MPPT algorithms can be solved by applying various modern optimization algorithms that extract the maximum power from the solar panels. Various reliable techniques are discussed to identify the maximum power point globally. However, each method has advantages and limitations and, this paper presents reviews and findings from the existing optimized methods. The optimized algorithms presented in the various literatures are studied and analyzed. The hybrid MPPT algorithms are also discussed to present its effectiveness in tracking the maximum power point (MPP). The challenges in selecting a proper algorithm for partially shaded PV array are deliberated. Finally, the comparison between the standalone algorithms and the hybrid algorithms are presented for future research.
INTRODUCTION
Nowadays most of the power comes from thermal power plants; however, it is not sufficient to get enough coal later on. The dependency on renewable energy increases due to the depletion of fossil fuels in near future. The renewable energy sources will be the best alternative to solve problems regarding power blackout crisis. Effectiveness and efficiency are also the major factors for selecting the power generation system (PGS) [1] . The solar PV based power generation system is the pure and clean way of power generation using the natural energy source i.e. sunlight. It also leads to the formation of the way for the expansion of PGS in the world.
In power generation systems, it is quite essential that it must give maximum output with lossless properties from the available sources. In PGS, this is the area where the researchers generally face the problem of irradiance and partial shading conditions (PSCs) [1] - [2] . It is quite obvious that the amount of sunlight/energy will not be the same throughout the day. Due to the irregular energy, the PV array gets affected drastically, and thus decrease in efficiency of the power generation that leads to increase in complexity and cost [2] . It is necessary to track the global maximum power point (GMPP) during the generation. However, due to multiple MPPs, and non-uniformity of irradiance, the conventional MPPT techniques such as perturb & observe (P&O), incremental conductance (IC), fractional open circuit voltage / short circuit current etc. fails to operate, and it has advantages such as less cost, simple and smooth implementation with fewer parameters such as PV voltage and PV current [2] - [5] . However, these methods fail to track the MPP under partial shading conditions and its tracing/convergence speed is very low with more power oscillations. Many of the modernized techniques such as grey wolf optimization (GWO), particle swarm optimization (PSO), whale optimization (WO), artificial bee colony (ABC) algorithm, fuzzy logic (FL) based technique etc. and its hybrid algorithms are proposed by the researchers to optimize the problems [6] - [8] . This paper includes the discussion of various MPPT techniques to track the GMPP under partial shading condition (PSC). The paper is organized as follows. Section 2 discusses the PV system under partial shading on the solar panel. Section 3 presents the modern MPPT algorithm to address the issue in the tracking of GMPP. To overcome the issues in modern MPPT algorithms, the hybrid MPPT methods are discussed in section 4, and the comparison between the various techniques are discussed http://dx.doi.org/10.12785/ijcds/080409 http://journals.uob.edu.bh in section 4. Challenges in selecting the proper MPPT technique are discussed in section 5 followed by the conclusion.
PV SYSTEMS UNDER PARTIAL SHADING CONDITIONS
A PV array is a combination of PV modules connected in series/parallel. The total power of the PV array is a combination of power delivered by each PV module [1] - [5] . Fig. 1(a) shows the PV array, and it has two parallel connected PV strings. Each string has two series connected panels. If any of the modules is shaded, it becomes a load instead of acting as the power source. The shaded module gets damaged due to hotspot phenomenon. So, bypass diodes are added for the protection purpose due to self-heating during PSCs. The bypass diode across a PV module conducts under the shaded conditions. To protect the PV panel from the reverse current, the blocking diode is connected. Complicated shape characterized by multiple peaks can be observed in the PV curve which is shown in Fig. 1(b) . As shown in Fig. 1(b) , the P-V characteristic exhibits multiple local MPPs (LMPP) and one GMPP. It is essential to operate at global maximum power point (GMPP) to extract the maximum power from the PV system instead of tracking the LMPP. So, an efficient MPPT method is required to extract the optimal energy with high tracking accuracy [8] .
NEW OPTIMIZED MPPT TECHNIQUES FOR SOLAR PV SYSTEMS

A. Grey wolf optimization (GWO) algorithm
The hunting mechanism and leadership hierarchy are discussed in GWO method. In GWO, simulating leadership hierarchy has four types namely delta, omega, alpha, and beta. The three steps of hunting like searching for prey, encircling for prey and attacking for the prey have been discussed in [9] - [10] . In alphas, there exists a male and female called as leaders. They are used for making decisions for hunting, sleeping time, time at which to wake up and so on. Alpha decisions are dedicated to the prey. They are also called as dominant wolves since they should provide orders to the prey to make them follow. Here, alpha is best in managing the prey and not a strong member.
Beta wolves are called as subordinate wolves. They help their superior wolves like alpha in decision making and other activities of the prey. It may be of either male or a female. These are the best prey to replace the alpha, in the case of alpha passes away or when they become old. Beta respects alpha and commands the below wolves. Its role is to act as the advisor to alpha. Omega is called as the low ranking wolf and also as babysitters. Their role is to act as the scapegoat and they are the last wolves that are allowed to eat. Delta wolves are also called as subordinates and they submit to alpha, beta and dominates omega [9] . Scouts for watching boundaries of territories, sentinels for protection and guarantee pack, elders for having experiencing wolves which are used to be alpha and beta, hunters for helping alpha and beta, caretakers for caring of weak wolves belong to this http://journals.uob.edu.bh category. The flowchart of the GWO technique is shown in Fig. 2 . The mathematical model of the GWO algorithm is as follows and the total mechanism of GWO algorithm is represented by the following Eqs. 1-2:
Where, t is the current iteration, E, F, and C are coefficient vectors; X p is the position vector of hunting prey. X is the position vector of the grey wolf. Here, the vectors F and C are computed as follows:
Where, α decrease linearly from 2 to 0 and r 1 & r 2 vector values is selected from [0, 1]. The duty cycle, d is considered as the grey wolf for the implementation of the GWO MPPT technique. Therefore, Eq.2 is modified as Eq.5 and fitness function of GWO is calculated using Eq.6, in which, P is the power, d is duty cycle, i is the number of current individual grey wolves, and t is the iteration count. Figure 2 . Flowchart representing GWO optimization technique [9] B. Firefly algorithm (FA) with an updated beta coefficient The authors of [11] - [14] proposed a simplified firefly algorithm with the updated beta coefficient which is best suitable to track MPP of the PV system under PSCs. In FA, the first position is randomized for using light absorption and random coefficients. The initial position is chosen between 0 & 1 and the above two variables are not required. The optimal location of FA is as follows:
Where X i and X j represent the position of i and j, i and j are less bright and brighter firefly respectively. β is the firefly attractiveness factor. In this algorithm, the main objective of the FA is to obtain desired PV output power. The position of firefly represents the duty cycle D and β coefficient value. It is updated in all iteration for faster convergence and accuracy [11] . The flowchart is shown in Fig. 3 . 
C. Ant colony optimization (ACO) algorithm
The ACO algorithm is used to find approximate solutions for difficult optimization problems. It is chosen from the behavior of ants [15] . They exhibit a chemical called pheromone that drags response within members of same species. The ants follow the same path until they found the shortest path to travel and to find food for them. When the ants travel, they emit the pheromone which will be helpful for the other ants to travel back to the home on the same path. This method has only a few propositions related to use of ACO techniques [16] . It has http://journals.uob.edu.bh a specific set of software agents called artificial ants to search food solutions to the given optimization problems. It is the modified form of particle swarm optimization method. This method reduces a large number of local MPPs of P-V characteristic of the PV systems. This method is utilized in both distributed and centralized type MPPT controllers. The flowchart of for Ant colony optimization is shown in Fig. 4 . 
D. Artificial bee colony (ABC) algorithm
The ABC algorithm has the ability to accomplish difficult tasks without any external guidance in dynamic and varied environments. It is a swarm-based algorithm used to solve problems of different dimensions and different models. The collective information obtained here cannot be obtained by an individual type alone. In this type, there exist three types of functional groups namely employed bees, onlooker bees, and scout bees [16] - [17] . Employed bees search for food and exploit food production source and onlooker bees are those which wait in the hive to make decisions to choose a food source and finally, scout bees are used to have a random search for the new food source. To have an optimal solution to the problems in lesser time these three groups are combined, communicated and coordinated.
The flowchart for ABC algorithm implementation is shown in Fig. 5 . The duty cycle for the dc-dc converter for the implementation of the ABC algorithm in MPPT is as follows:
Where d e indicates the duty cycle of the current position, d min represents minimum value of the duty cycle, d max represents the maximum value of the duty cycle, ɸ e is constant at a range of [-1, 1] , and d k is the previous duty cycle. Figure 5 . Flowchart for the ABC algorithm [16] 
E. Deterministic particle swarm optimization (DPSO) algorithm
This method has an artificial intelligence technique which is used to find solutions for extremely difficult and impossible maximization and minimization problems. It has a simple algorithm and this method is easy to implement [18] . In this method, a group of particles (solutions) is initialized first and by updating generation, the optimal one among them is chosen. Particles move in solution space and each particle is updated by two best values for each of the iterations.
Among them, first one is by choosing the best solution using the fitness; it is achieved so far and called as p best . The second one is by using particle swarm optimizer obtained by any particle in population as global value known as g best . Each particle is modified from the current position by using distance between current position and p best also by distance between the current position and g best . The range of duty cycle for the global mode is as follows:
√RPV,min+√ηbbRL,max (11) http://journals.uob.edu.bh Where d min indicates the minimum duty cycle, d max indicates the maximum value of the duty cycle, and η bb is the efficiency of the converter. R L,max and R L,min are the maximum and minimum values of the load resistance connected to the output respectively. R pv,max and R pv,min are the maximum and minimum reflective impedances of the PV array. DPSO has more advantages than the conventional PSO [19] - [20] due to the reduction of a number of iterations and tuning effort.
F. Simulated annealing (SA) technique
The annealing means tempering of alloys like glass, metal or crystal by heating above the melting point, holding its temperature and cooling until a solid crystalline structure is obtained. Using annealing highquality products are obtained [21] - [22] . Working of this process using simulation is called as simulated annealing. The global maximum peak is calculated by using SA which follows metal annealing process. In SA, consider different parameters like initial temperature, final temperature and cooling rate to track GMPP [22] . The flowchart of the SA technique is shown in Fig. 6 . At every change in temperature using various perturbations at operating voltages energy is calculated. By comparing the obtained energy and current reference energy, if obtained energy is greater one then it will be considered as reference energy, whereas if it is less than current reference energy also there may be a chance to make it as reference energy depending on acceptance probability. If the reference operating point has more energy than the new operating point, then basing upon the acceptance probability, P r it may be accepted as mentioned in Eq. 12.
Where P k is the power at the recent voltage, P i is the power at the earlier operating point; T k is the temperature of the current system. SA algorithm has the cooling schedule of either adaptive or static type geometric cooling schedule. The cooling schedule is represented in Eq. 13, in which T k indicates k th step temperature, T k-1 is the temperature at (K-1) th step and α is the cooling rate.
G. Optimal P&O control using least square support vector machines (LSSVM) method
As discussed earlier, the tracking of MPP is done using P&O algorithm, but the disadvantages caused due to P&O like power oscillations at MPP and low convergence rate etc. will be overcome using least square support vector techniques [23] . When there is a change in solar irradiation, the voltage will be perturbed. Using the LSSVM method, one of the advantages is, it does not consider nonlinearities. Figure 6 . Flowchart for the simulated annealing (SA) algorithm [22] The MPP changes so that there will be an increase in voltage gradually so that the change in voltage is very small which results in having an optimal convergence rate. The flowchart for the LSSVM method is shown in Fig. 7 . Figure 7 . Flowchart of least square support vector machine method [23] http://journals.uob.edu.bh
H. Cuckoo search
This is one of the methods to find GMPP and its flowchart is shown in Fig. 8 . In this method, it can be expressed each egg as a solution, and cuckoo egg as a new solution [24] - [27] . The cuckoo birds lay their eggs in host nests and if they are not identified, it will grow and become mature cuckoos. The community having more number of cuckoos is the best-chosen one [25] . Also, the author's uses levy flight mechanism in the cuckoo search which is used for identifying the host nest similar to the search for food. It follows few rules like,  Only one egg can be laid at a time and it is thrown into a host nest.  Depending on the quality of the nest by seeing the cuckoo eggs, it will be moved to the next generation.  The number of host nests is fixed and it discovers the cuckoo eggs limited to a probability of (0, 1). 
I. Novel flower pollination algorithm (FPA)
It was proposed by [28] - [29] with the inspiration of natural flower pollination. Basically, pollination is of two types namely cross-pollination and self-pollination. Selfpollination is also called as the abiotic process and it is of pollens from the same plant [28] . Cross-pollination is also called the biotic process which is a procedure of taking pollen from one place to different places with the aid of honey bees, bats, etc. Basically, 90% of pollination is done by cross-pollination and the remaining 10% is of self-pollination. The implementation of the FPA algorithm is mentioned below:
Firstly, different parameters are initialized and then the fitness function of pollens is evaluated i.e., the quality of the pollens is evaluated using the fitness function and then the pollination process is started. Under this process, obtained higher fitness pollen is marked as g best and checks whether each and every pollen is undergone either cross or self-pollination. Basing on the range between 0<r<1, where r is the random number. Under crosspollination condition, 4 particles assumed to undergo cross-pollination and the other goes through selfpollination. The resultant shows the pollination towards GMPP showing g best . Under self-pollination condition, as the local pollination occurs between the pollens of same species i.e. pollens x 2 and x 5 attain the new position. After this, all pollen acquires their new position either by self or cross-pollination. This procedure is repeated till the maximum power is reached. During the irradiance conditions, the procedure is initiated from the first position and the parameters are monitored continuously.
MODERN HYBRID MPPT ALGORITHMS FOR THE SOLAR PV SYSTEM
The importance of the comparison between conventional MPPT algorithms with hybrid MPPT algorithms has been discussed in this section for the PV system under the partial shading conditions.
A. Hybrid P&O and GWO MPPT algorithm
The PV system efficiency can be improved by combining P&O and GWO algorithms. GWO handles the MPPT's initial state followed by the application of the P&O algorithm at the final stage to achieve fast convergence to the global peak. This method gives the high tracking capability, and high efficiency compares to the conventional methods [9] , [30] . The P&O method tracks the MPP under normal operating condition once the GWO tracks the GMPP under non-uniform operating condition. Fig. 9 shows the flowchart for GWO and P&O hybrid algorithm.
B. Hybrid PSO-PI based MPPT algorithm
The PSO is a heuristic search method with a population that takes stochastic values. The PSO approach the GMPP, then GMPP traced and stops the algorithm and, is switched to PI mode to track the change the slope in that GMPP location [31] . This method is used to improve the performance of the PSO controller. To control the PSO, f is an objective function chosen to be output power equation.
An initial vector x 1 of four agents [V 1 , V 2 , V 3 , V 4 ] is:
http://journals.uob.edu.bh Figure 9 . Flowchart for hybrid GWO and P&O algorithm [30] These agents act as the reference voltage to the converter. At GMPP, the derivative of P(t) with respect to V(t) is zero. Hence, Control variable is represented as follows.
e(t) = dP(t) dV(t) (16) PI controller nullifies the slope e(t) as it disappears at MPP.
V mp (t) = K p . e(t) + K I . ∫ e(t)dt (17)
Where i+1 is the actual value and i is the previous value. Hybrid PSO-PI increases the tracking speed and decreases the tracking error taking place. The flowchart is shown in Fig. 10 .
C. P&O combined with PSO algorithm
At the initial stage of the algorithm, the global search is used by the PSO and at the final stage, P&O is used. The GMPP is tracked accurately by using this method.
The GMPP can be traced within a shorten time using this algorithm compared to normal PSO method [32] . Figure 10 . Flowchart of the PSO-PI hybrid algorithm [31] Various shading methods are tested to find the efficiency of this method. By using the boost converter with interleaved topology, reliability increases, ripple current decreases, and efficiency increases. This method also has a better dynamic response compared to PSO method. The flowchart for the hybrid PSO-P&O MPPT technique is shown in Fig. 11 . 
D. Hybrid whale optimization (WO) and P&O MPPT Technique
The hybrid algorithm proposed by [33] is based on a WO which predicts the initial GMPP and is followed by P&O in the final stage to achieve a quicker convergence to a GMPP. Thus, this hybrid algorithm overcomes the computational burden encountered in a standalone WO, grey wolf optimization (GWO) and hybrid GWO. The conventional algorithm (P&O) searches for the maximum power point (MPP) in the predicted region by the WO. This combination is developed to achieve the maximum power with less power oscillation and a fast convergence rate to handle the rapid variations of solar irradiation and partial shading conditions. The flowchart for the hybrid WO-P&O MPPT technique is shown in Fig. 12 . Figure 12 . Flowchart of the hybrid WO-P&O MPPT algorithm [33] http://journals.uob.edu.bh
The hybrid algorithms are not limited to abovementioned techniques. A lot of research is carried out by the researchers such as hybrid FL-P&O [34] , P&O combined with PSO [35] - [36] , hybrid differential evolutionary (DE)-PSO method [37] , a hybrid artificial neural network (ANN) [38] etc., however, these techniques are not analyzed in this paper. As discussed above, the merits and demerits of the different optimization MPPT techniques are presented in table 1  and the features of the different algorithms are presented  in table 2.   TABLE I THE MERITS AND DEMERITS OF DIFFERENT MPPT METHODS 
MPPT Algorithms
Merits Demerits
Grey wolf optimization algorithm
Tracking efficiency is high, the absence of transient and steady-state oscillations, and the strong necessity of some parameters regarding the adjustments.
Complex structure, high cost, and requires more search space.
Firefly algorithm
Convergence is fast, LMPP is completely avoided, and higher tracking efficiency.
Compared to other swarm-based algorithms yields low results, for every iteration beta coefficient should be updated which is difficult.
Ant colony optimization
The initial position doesn't affect convergence, robust for various shading conditions, low cost, and control is simple.
Have complex calculations, and optimization is difficult since four parameters should be done at once.
Artificial bee colony optimization
Initial conditions do affect the convergence, simple, and fewer control parameters.
Complex, sometimes fall on LMPP due to fewer parameters.
Deterministic particle swarmoptimization
Improvement in convergence in terms of speed and accuracy, compared to conventional PSO it is simple.
Depends on initial conditions, and complex in the computation
Simulated annealing algorithm
Requires fewer parameters, and converges to GMPP accurately.
Oscillations at MPP, re-initialization is required.
Cuckoo search
High convergence speed, robust, fewer tuning parameters, and high efficiency.
Levy flight determines tracking time, and complex in calculations.
Hybrid GWO and P&O
Reduction of oscillations and search space, higher efficiency.
Costly, difficult in control structure and to implement.
Hybrid PSO and PI method
Tracking speed increases and error reduced. Difficult control structure and costly.
Hybrid PSO and P&O method
Reduction of search space and oscillations in output power.
Complex control structure and the cost of hardware implementation is high.
Hybrid WO and P&O method
Reduction of search space and very less power oscillations.
Computation burden increases if search agents increased, and the high cost of hardware. The MPPT algorithm performance parameters such as tracking time, and tracking efficiency of the various algorithms are listed in Table 3 . 
CHALLENGES AND FURTHER STUDIES
The most challenge in analyzing maximum power from the modern algorithms such gravitational search algorithm (GSA) [39] , water cycle algorithm (WCA) [40] , seeker optimization algorithm (SOA) [41] , invasive weed optimization (IWO) [42] , grenade explosion method (GEM) [43] , biogeography-based optimization (BBO) [44] , krill herd optimization (KHO) [45] , harmony search algorithm (HS) [46] and evolution strategy is very helpful in better tracking and most recommended in future research. By choosing suitable parameters and narrowing down the search space, the MPPT technique can be improved. The above-mentioned MPPT techniques are easy to design as its control structure is simple and also less expensive. Conventional and the soft computing MPPT techniques are both helpful for the building up many hybrid techniques. The MPP tracking capability available with the various heuristic optimization techniques, which is used for tracking the MPP under different shading conditions, different PV rating, and the size. They can be classified by their tracking speed, algorithm complexity, cost, hardware improvement, oscillations under steady state and applications.
CONCLUSION
This review paper has provided a brief description regarding MPPT algorithms used in software and hardware platform. The main focus of this paper is MPPT optimization techniques for the PV system under partial shading conditions. Many hybrid techniques are implemented apart from the modern optimized MPPT algorithms. Also, merits and demerits are analyzed under the partial shading conditions to choose the best method for the PV systems. Here, the choice of MPPT depends on factors like availability hardware, reliability, cost, convergence time, and accuracy. To identify global peak under partial shading conditions for the PV system, the algorithms discussed in this paper will be helpful to select the best one. However, from various methods discussed, it is difficult to choose the better one. The review of MPPT algorithms is expected to provide a beneficial tool to the researchers working on the PV system and industries excelled in generating an efficient, clean and sustainable energy to mankind.
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