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ABSTRACT 
The balls of maximal volume in the intersection of two concentric matrix balls are 
computed. The results are applied to the 2 X 2 contractive completion problem 
where the diagonal elements are given. 
1. INTRODUCTION 
We consider the following contractive completion problem. Let A and B 
be given matrices of sizes n x k and 1 x m whose entries are in F, where 
F = R or C. Find matrices X and Y of sizes n X m and k X 1, respectively, 
so that 
(1.1) 
Here llCl1 denotes the largest singular value of a matrix C. When X and Y 
are found so that the requirement (1.1) is met, we shall refer to 
( ) 
14 t as a 
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contractive completion of the partial matrix 
(1.2) 
The necessary and sufficient condition for the existence of a contractive 
completion of (1.2) is, quite trivially, the condition that 11 All < 1 and 11 Bll < 1. 
The concern in the present paper is to study the structure of the sets that X 
and Y may vary in, in order to obtain the objective (1.1). In particular, we 
shall study the set J consisting of all matrices X for which there exist a 
matrix Y with 
Using Parrott’s theorem [6] (see also [8], [2], or [3]), this set is easily 
recognized to be the intersection of the closed matrix balls D,.3? and 39,. 
Here 
Lz= (K E C”XmlllKII < l}, 
and for a contraction C we denote 
D, = (I - C*C)'? 
It is not hard to see that a full analysis in the case 11 All < 1 and II B II < 1 
will also give the full picture. Indeed, when 11 All < 1 and IlBll G 1, all 
contractive completions of (1.2) are of the form 
(A, 0 0 01 
0 A, ri 0 
0 f B, 0 
\o 0 0 B, 
Ker( Z - A*A) @ Im( Z - A*A) @ Im( Z - B*B) @ Ker( Z - B*B) 
+Ker(Z-AA*)@Im(Z-AA*)@Im(Z-BB*)@Ker(Z-BB*), 
where llA,l( < 1 and llBil1 < 1. For convenience we shall assume IIAII < I 
and 1lBll < 1. 
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The operator balls D,.Z and 3’D, now have the same dimension (as a 
manifold with boundary in C”’ “‘). In general the set A = DA.3 n 2XDB is 
not a matrix ball. In fact, the following is true. 
THEOREM 1.1. Let L,, L, E C”‘” and R,, R, E C”“” be invertible. 
Then the following are equivalent: 
(i) The intersection of the matrix balls L,ZYR, and L,2ZR, is again a matrix 
ball (i.e., of theform L,XR, where L, E Cnx” and R, E Cmx”). 
(ii) L&Z%, c L,JZR, or L,ZR, C L,5FIR,. 
(iii) There exists a p > 0 such that L,LT < pL,LX, RFR, Q (l/p)RXR, or 
L,L; < pL,L;, R;R, < (l/p)R;R,. 
The equivalence of (ii) and (iii) is a result of Ju. L. Smul’jan [7, Theorem 
1.2’1. That (ii) implies (i) is of course trivial. That (i) implies (ii) will be 
proven in Section 2. In particular, this means that the set A = D,Z II D&Y 
is a matrix ball if and only if there exists a p > 0 such that DA* < pl and 
Z < (l/p)Di or Z < pDj. and 0: < (l/p)I. Thus we obtain the following 
corollary. 
COROLLARY 1.2. The set _& is a matrix ball if and only if sn( A) > sl( B) 
or s,(B) > sl( A). 
Here we denote, as usual, for a matrix C its singular values by 
s,(C) 2 sz(C) > SJC) z .-- . 
Of course, when p > rank(C) we have s,(C) = 0. For convenience we shall 
use the convention s,(C) = 00. 
In case _M is not a matrix ball we would like to obtain a subset of A% we 
are more familiar with. To do this we consider matrix balls which are 
contained in A. In fact, the balls in A whose volumes are as high as 
possible (viewed as a subset of the Euclidean space C” x m = Cnm) are 
described in the following theorem. 
THEOREM 1.3. Let A E C” x k and B E Clx m be strict contractions. The 
matrix balls @ p) with maximal volume contained in the set 
i I X thereisaYsuchthat/I(c :)I1 Q 1) (1.3) 
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are obtained as follows: Let, for p E [0, 11, 
T( p) = nm - m max{ils,( A) > \ll-p} - n max{ils,( B) > \/l-p}, 
and put 
Cl!= sup P> P= inf p. 
T(P)>0 T(P)<0 
Then the matrix balls in (1.3) with maximal volume are 
where 
L( p> = 4 dag(min(dm, p112} )r=, U,*, 
R( p) = V,* diag(min (1, p.‘12 dm} )L 1 Vs, 
and A = U,C,V,, B = UBCBVB denote the singular value decompositions of 
A and B, respectively. 
Actually, we shall describe how to find in general the closed matrix balls 
with maximal volume in the intersection of two concentric closed matrix balls 
of the same dimension. Also we shall consider the symmetric version of the 
contractive completion problem, namely the case when A = A* and B = B* 
are given contractions, and a matrix X is to be found so that 
The paper is organized as follows. In Section 2 we study the intersection 
of two concentric matrix balls, and as corollaries we shall prove Theorems 1.1 
and 1.3. In Section 3 we address the symmetric case. 
2. INTERSECTION OF MATRIX BALLS 
Let &%?I, and L,zR, be two matrix balls in Cnx” of dimension nm. 
Here L,, L, E CnXn and R,, R, E CmXn’ are invertible matrices. If we 
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denote the volume of A? (as a subset of the Euclidean space Cnx 1)1 = C”“) 
by 5, then, using the rules of Kronecker products, one easily checks that 
vol( L,A%,) = 5 [det( L,LT)] ““[det( RTR,)]“‘~, i = 1,2. 
We want to determine the matrix balls with the maximal volume in the 
intersection of L,ZR, and L,_Z’R,. In order to illustrate our main result, we 
start with an example. 
EXAMPLE 2.1. Let matrix balls L,ZR, and L,XR, in Czx2 be given, 
where 
R, = 
and 0 < S G R < y < CY. Let L&R, c LgZ'R, f~ L,ZR,. Using Theorem 
1.2’ in [7], the latter is equivalent with the existence of a p1 > 0 and pZ > 0 
such that 
L,Lj G PzL,LX, RjR, < lR;R,. 
P2 
(2.1) 
Let now p1 and p2 be two f=ed positive numbers. Then by [5, Theorem 
3.1(a)] one can find L, and R, so that det(L, Lz) and det(RzR,) is 
maximized where L, and R, are subject to (2.1) as follows. Put 
i 
min( pi’2a, Pi’2} 0 
L3( PlT P2) = 
0 min{ p:‘“p, Pi’2} 
230 
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t 
min{ pyl”, pi”2Y} 0 
R3( Pl. P2) = 
0 
I 
min{ py1’2, p21’2a} 
Denote g( pl, p2) = vol(L,( pl, p2)Z&( pl. p2)>. It is easy to see that g 
only depends upon p = p2/p1. and we define V( P) = g(L p)/volW). It is 
easy to check that 
(P2> 0 < p < s2, 
65, 62 < p < p2, 
S2P2, P2 
2 
GPGY > 
V(p) = ( (VW2 
P ’ 
y2 < p < (Y2, 
wP42 a2 
< p. 
\ P2 ’ 
The maximal value of V( p) is ( Sj3)2 and is attained for p E [ p 2, y “I. 
Consequently, the matrix balls in the intersection of L,ZI3, and L,SS, with 
maximal volume are 
L3( 1, P)=,(l, PI 7 p E [ P2> 91. 
The general situation is the following. 
THEOREM 2.1. L,et Li E Fnx”, Ri E Fmxm, i = 1,2, be invertible mu- 
trices. (F = R or C.) Then the matrix balls B( p) with maximal volume in the 
intersection 
L,~,nL2~2 (2.2) 
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are obtained as follows: Find the invertible matrices PL, PR (with values in F) 
such that 
PLLILTPL* = diag( aI,. , a,), 
PLL2LiPf = dkg( P,,...,P,), 
PERTRIP; = diag(y,, . . , r,,,), 
P,RzR, Pl = diag( 6, , . . . , a,,,). 
For p > 0, o!e$ne 
i-( p) = nm - m #a - < p ( ‘1: ) -n(#il:<p) (2.3) 
and put 
ff= sup P> P= inf p. 
T(p)>0 T(P)<0 
(Here #i denotes the number of i’s such that the inequality is satisfied.) 
Then the matrix balls in (2.2) with maximal volume are 
B( P) = L,m,, PE bag (2.4) 
where 
LpLp* = Pi1 diag(min( pcq, p,]),f_, PL*-l (2.5) 
and 
RER, = Pi1 diag mm ( ’ ifYi> si})I, ‘l-l, (2.6) 
Note that (2.5) and (2.6) define L,, and R, uniquely up to multiplication 
with a unitary matrix on the right and left, respectively. 
Proof. By [7, Th eorem 1.2’1 the condition for a matrix ball L3ZR3 to be 
included in the set L,Z’R, II L,Z’R, is that there exist pl, pz > 0 such that 
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the following inequalities hold: 
L,.q G P,L,-q, RjR, < IR:R,, 
Pl 
(2.7) 
L,L; G P2&L;, RjR, < lR;R,. 
P2 
For fixed p1 and pz one can find, by [5, Theorem XI(a)], unique 
L3( pl, pz) and Kk ~1. PJ SO that det(L,L*,) and det(RjR,) are maximized 
subject to (2.7). Denote 
g( pl, p2) = m=vol(LJ P1, P2)m3( PI> P2>)> 
where the maximum is taken over all L,, R, satisfying (2.7). The function g 
depends only on p1/p2, so we may choose pz = 1 and consider the function 
f( p) = g( pl, l)/voI(Lw), p > 0. The function f( p) is given by 
f(p) = (ldet Pi’JJdet Pi11 
where 
so j-c p> = k( p)p7(p)‘2, where k( p) is a positive stepwise constant function 
changing value only when p passes the values Pi/ai and -~~/6~, and T( p) is 
given by (2.3). Note that r(p) is a decreasing function, r(O) = mn, and 
r( p) = -mn for large p. It is not hard to see that in the case that CY < p, 
the function f( p) attains it maximum when r( p) = 0 (i.e., when p E [a, p I), 
and in the case (Y = p when r( p) changes sign (i.e., when p = a = p). n 
Note that in general the maximal ball is not unique (see, e.g., Example 
2.1). However, when either n or m equals 1, then (Y = P and the maximal 
ball is unique. This corresponds to the uniqueness result in [5]. Also in other 
cases uniqueness may occur. 
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Theorem 1.3 now follows easily as a corollary of the preceding theorem. 
To compute the matrix balls of minimum volume containing the set 
L,~, U I&%%, one should replace min by max in Theorem 2.1. This 
follows by the same kind of argument as for Theorem 2.1, but now using 
Theorem 3.1(b) in [5] instead of Theorem 3.1(a) in [5]. We state the result. 
THEOREM 2.2. Let Li E F”‘“, Ri E FmX”‘, i = 1,2 be invertible ma- 
trices. (F = R or C.) Then the matrix balls B( p) with minimal volume 
containing the union 
L,xR, u L,xR, (2.8) 
are obtained as follows: Find the invertible matrices PL, PR (with values in 
F) such that 
PL L, LTP,X = diag( a,, , . . , a,), 
PLL2LXPL* = diag( PI,...,&), 
PRRTRIP~ = diag(yl,...,y,,,), 
PRRzRzPi = diag( 6,, > M. 
For p > 0, define 
Pi 
T( p) = nm - m #i - < p i1 I a1 - 
and put 
ff= sup P> P= _I 
inf p. 
T(P)>0 T\P)<O 
Then the matrix balls containing (2.8) with minimal volume are 
B( P> = Lpmp, PE [a,Pl, (2.10) 
where 
n(#il; < p}, (2.9) 
LpLp* = PL1 diag(max{ pq, &})yzr PL*-l 
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R,*R, = Pi1 diag max ( {iYip ‘i) )yl, ‘R*-l. 
As a corollary we get the following result, which may also directly be 
derived from the theorem from Smul’jan quoted in Theorem 1.1, (ii) e (iii). 
COROLLARY 2.3. Given two matrix balls as in Theorem 2.1. Then one of 
the matrix balls is included in the other if and only if 
Yi Pi 
max -< min - 
i=l,Z,...,m ai i=l,Z,...,n q 
or 
Pi Yi 
max -< min - 
i=1,2,...,n (Yi i=1,2....,m Si 
(2.11) 
(2.12) 
(In the case of (2.11) we have L,A?R, G L,XR,, and in that of (2.12) we 
have L,XR, G L,XR,.) 
Proof. If (2.11) . 1s satisfied, the maximal volume ball which is contained 
in the intersection must be L,XR,, and if (2.12) is satisfied, L,A?R,. 
If neither (2.11) nor (2.12) h o s i o Id , t f 11 ows from the Theorem 2.1 that the 
volume of all the balls in the intersection must be smaller than the volume of 
both the given balls. n 
We will use these results to complete the proof of Theorem 1.1. 
Proof of Theorem 1.1. It remains to prove that (i) implies (ii). Let us 
keep the notation of Theorem 2.1. Since we can replace L, and L, by L,U 
and L,U, respectively, with U unitary, we may assume without loss of 
generality that 
L, = Pi1 diag( oi/‘, . . . , aJ/‘), 
L, = Pi1 diag( @,“a,. . . , Pi”). 
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Similarly, we may assume that 
R, = diag( y:“, . . . , r,!‘“) PR*-‘, 
R, = diag( S:/‘, . . , 8,iJ2) Pg -’ 
If the intersection should be a matrix ball, it must be the matrix ball with 
maximal volume, which has the form L,ZR,, where 
L, = 
R, = 
P; 1 diag( min{ p1/2ff!/2, /3i1/z})~= 1, 
diag( min( y:j2, p- “2Si1’2})~~ 1 PA* - ’ 
for some p. Since neither (2.11) nor (2.12) holds, there must exist k, j such 
that 
min{ p ak 1/2 l/2 ) pl/2) = p1/2qy2 < g/2, 
min p I 1’2aY2 ) 
py) = py < p’/$y 
(or there must exist a similar set of equations for the right radii, and a similar 
argument works). The proof now follows by showing that there exist a 
boundary point of the maximal ball which is an interior point of both the 
given balls. 
Let K be the matrix with all elements except (k, 1) and (j, 1) equal to 
zero, and the two nonzero elements both equal to I/ a. Then the element 
M = L,KR, is a boundary element of the set L,ZR, (since 11 K 11 = 1). Now 
compute K,, K, such that M = L, K, R, = L, K, R, and note that 11 K,IJ < 1, 
II K211 < 1, which proves the theorem. n 
3. THE SYMMETRIC CASE 
In this section we assume that A = A*, B = B*, ((All < 1, and l(B(I < I, 
and want to describe the set of X such that 
(3.1) 
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Since the matrix in (3.1) is Hermitian, this is equivalent with finding X such 
that the inequalities 
Z-A 
X* 
Z+A X 
X* 
hold simultaneously. 
Using a well-known characterization for the off-diagonal block of a 2 X 2 
positive semidefinite block matrix which dates back to I. Schur (see e.g. [l], 
or 14, Theorem XVI.l.l]), it follows that X E (I - A)“2aZ - Bj1i2 n (I + 
A>"25i7fZ + Z3)'12. So again the description of the solution set reduces to the 
intersection of two matrix balls, and we get the following theorem describing 
the matrix ball of maximal volume in the intersection. 
THEOREM 3.1. Let A =A* E CnXn, B = B* E Cm’“‘, IIAll< 1, and 
IIBII < 1. Let A = U,h,U,*, B = U,h,U,*, A, = diag{h,,. . ., A,), and 
A, = diag{ Z..L.,, . . , p,,,}, and let U, and U, be unitary (by the spectral 
theorem for Hermitian matrices). Define 
7( p) = nm - m #z ( ‘Is=Gp} -n(Kl~<~). 
t 
a = SUP~(,,)<~ P and P = inf,(,)., P. 
Then the matrix balls with maximal volume in the set 
is given as 
where p E [a, p] and 
Proof. Follows easily from Theorem 2.1 
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COROLLARY 3.2. Let A = A* E C”‘“, B = B* E CmXm, IIAll < 1, and 
IlBll < 1. Write A = U,A,U,*, B = U,h,U,*, where AA = diag{h,, . . , A,} 
and AB == diag{ pl,. . , p,} and U, and U, are unitary. 
Then the set of all X such that 
is a matrix ball if and only if 
1 - Pi 1 + Ai 
max -< min - 
i=1,2 ,...,m ’ + Pi i=1,2,...,n 1 - hi 
O?- 
1 + hi ’ - Pi 
max - 
,...,n 1 - Ai ’ 
min - 
i=1,2 i=1,2,...,m 1 + & 
Proof. This is a special case of Corollary 2.3. n 
COROLLARY 3.3. Zf A = A* E Cnx”, B = B* E Cm’“, A > 0, B z 0, 
II AlI < 1, and II BIJ < 1, then the set of all X such that 
is given by (I - A)“%3$Z - BY2 
Proof. Since I-A<Z+Aand Z-B<Z+B,weget,usingTheo- 
rem 1.2’ in [7] (see also Theorem 1.11, that 
(I - A)““z( Z - B)1’2 5 (I + A)““._%?( Z -t- B)“2. 
But then the corollary follows immediately. n 
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