Abstract. In this paper we prove the weighted martingale Carleson embedding theorem with matrix weights both in the domain and in the target space.
Introduction and main results
The main result of this paper is the matrix weighted martingale Carleson embedding theorem, where matrix weights appear in both the domain and the target space. The need for such result is motivated by the attempt to generalize the two weight estimates for well localized operators from [6] , to the case of matrix-valued measures. The main part of the estimate in [6] is the two weight inequality for paraproducts, and this estimate for the matrix-valued measures can be reduced exactly to the embedding theorem treated in this paper.
Earlier versions of the matrix weighted Carleson Embedding Theorem theorem under fairly strong additional assumptions (such as the weight belonging to the A 2 class) go back to [7] and, more recently, [3] , [1] . Two weight estimates with matrix weighs for well-localized operators, also under additional assumptions, were treated in [4] and [1] (see also [2] ), but the result is still not known in full generality.
The weighted embedding theorem presented in this paper does not assume any properties for the matrix weight except local boundedness, and produces an embedding constant that depends polynomially on the dimension of the space. As in the scalar case, our embedding theorem states the Carleson measure condition, which is just a simple testing condition, implies the embedding. For matrix weights the Carleson measure condition (condition (ii) in Theorem 1.1 or condition (iii) in Theorem 1.2) is an inequality between positive semidefinite matrices.
In the case of scalar weights in the domain, the right hand side of the inequality is a multiple of the identity matrix I: in this situation, sacrificing constants, one can replace matrices by their norms, and the matrix embedding theorem trivially follows from the scalar one. Of course, the constants obtained by such trivial reduction are far from optimal: constants of optimal order were obtained using more complicated reasoning in [5] .
In our case, both sides of the Carleson measure condition are general positive semidefinite matrices, so the simple strategy of replacing matrices by norms or traces does not work. A more complicated idea, in the spirit of the argument in [5] , is used to get the result.
1.1. Setup.
1.1.1. Atomic filtered spaces. Let (X , F, σ) be a sigma-finite measure space with an atomic filtration F n , that is, a sequence of increasing sigma-algebras F n ⊂ F such that for each F n there exists a countable collection D n of disjoint sets of finite measure with the property that every set of F n is a union of sets in D n .
We will call the sets I ∈ D n atoms, and denote by D the collection of all atoms, D = ∪ n∈Z D n . We allow a set I to belong to several generations D n , so formally an atom I ∈ D n is a pair (I, n). To avoid overloading the notation, we skip the "time" n and write I instead of (I, n); if we need to "extract" the time n, we will use the symbol rk I. Namely, if I denotes the atom (I, n) then n = rk I.
The inclusion I ⊂ J for atoms should be understood as inclusion for the sets together with the inequality rk I ≥ rk J. However, the union (intersection) of atoms is just the union (intersection) of the corresponding sets and "times" n are not taken into account.
A standard example of such a filtration is the dyadic lattice D on R N , which explains the choice of notation. However, in what follows, D will always denote a general collection of atoms and I ∈ D will stand for an atom in D, and not necessarily for a dyadic interval. 
is a d × d matrix whose entries w j,k are (possibly signed or even complex-valued) measures, finite on atoms, and such that for any E ∈ F 0 the matrix (w j,k (E)) d j,k=1 is positive semidefinite. Note that the measure W is always finite on atoms.
The weighted space L 2 (W ) is defined as the set of all measurable
as usual we take the quotient space over the set of functions of norm 0. 
Moreover, for the best constants A and B we have B ≤ A ≤ CB, where C = C(d) is a constant depending only on the dimension d.
Note that the underlying measure σ is absent from the statement of the theorem: we do not need σ in the setup, we only need the filtration F n . Alternatively, we can pick σ to make the setup more convenient. For example, if we define σ := tr W := d k=1 w k,k , then the measures w j,k are absolutely continuous with respect to σ. Thus, we can always assume that our matrixvalued measure is an absolutely continuous one W dσ, where W is a matrix weight, i.e. a locally integrable (meaning integrable on all atoms I) matrix-valued function with values in the set of positive semidefinite matrices.
For a measurable function f we denote by f I its average,
if σ(I) = 0 we put f I = 0. The same definition is used for the vector and matrix-valued functions.
In what follows we will often use |E| for σ(E) and dx for dσ.
The theorem below is the restatement of Theorem 1.1 in this setup, if we put A I = |I| −1 A I . More precisely, Theorem 1.1 is just the equivalence (ii) ⇐⇒ (iii) in Theorem 1.2. The equivalence (i) ⇐⇒ (ii) will be explained below. 
(ii)
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2. Proof of the main result 2.1. Trivial reductions. The equivalence of (i) and (ii) is trivial. In (i), perform the change of variables f := W 1/2 f to obtain (ii) and similarly, in (ii) set f := W −1/2 f to obtain (i). Note that here we do not need to assume that the weight W is invertible a.e.: we just interpret W −1/2 as the Moore-Penrose inverse of W 1/2 .
The implication (i) =⇒ (iii) and the estimate A ≥ B are obvious by setting f = W 1/2 1 I e, e ∈ F d in (i). Equivalently, to show that (ii) =⇒ (iii) one just needs to apply (ii) to the test functions f = 1 I e.
So it only remains to prove that (iii) =⇒ (i), or equivalently, that (iii) =⇒ (ii).
2.1.1. Invertibility of W . Let us notice that without loss of generality we can assume that the weight W is invertible a.e., and even that the weight W −1 is uniformly bounded. To show that, define for α > 0 the weight W α by W α (s) := W (s) + αI, and let
If Theorem 1.2 holds for invertible weights
taking the limit inside the sum is justified because an infinite sum of non-negative numbers is the supremum of all finite subsums, and finite sums commute with limits. Since the estimate (ii) holds on a dense set, extending the embedding operator by continuity we trivially get that it holds for all f ∈ L 2 (W ).
The Bellman functions.
By homogeneity we can assume without loss of generality that B = 1. As we discussed above, we only need to prove the implication (iii) =⇒ (i).
Following a suggestion by F. Nazarov we will do so by a "Bellman function with a parameter" argument similar to one presented in [5] . Denote
(2.1)
2)
For any real number s, 0 ≤ s < ∞, define the Bellman function
Notice that F I is not involved in the definition of B s (I), but it will be used in the estimates. The functions B I satisfy the following properties: (i) The range property: 0 ≤ B s (I) ≤ F I ; (ii) The key inequality:
where
The inequality B s (I) ≥ 0 is trivial, and the inequality B s (I) ≤ F I follows immediately from Lemma 3.1 below. The key inequality (2.5) is a consequence of Lemma 3.3, which we also prove below.
From Bellman functions to the estimate. Let us rewrite (2.5) as
Then, applying this estimate to each B s (I ′ ), and then to each descendant of each I ′ , we get, going m generations down,
here in the last inequality we used the fact that B s (I)
Letting m → ∞ and ignoring the non-negative term sB s (I) in the left had side, we get that
Summing the above inequality over all I ∈ D n we obtain
Then, letting n → −∞ and replacing I ′ by I, we arrive to the estimate But due to non-commutativity, such estimate fails in the matrix case, so an extra trick is needed. The final step in the proof of Theorem 1.2 is the following lemma:
Applying the lemma to (2.6), we get
which proves the theorem (modulo Lemma 2.1).
2.4.
Proof of Lemma 2.1. Observe that it follows from the cofactor inversion formula that the entries of the matrix ( W I + sM I ) −1 are of the form p j,k (s)/Q(s), where
is a polynomial of degree at most d, and p j,k (s) are polynomials of degree at most d − 1. Therefore R I is a rational function in s, R I (s) = P I (s)/|Q I (s)| 2 , where P I (s) is a polynomial of degree at most 2(d − 1) and P I (s) ≥ 0. We can then write P I (s) = |P I (s)| 2 , where P I has degree
By hypothesis, M I ≤ W I , so the operator W I + sM I is invertible for all s such that Re(s) > −1. Thus the zeroes of Q I (s) are all in the half plane Re(s) ≤ −1. Let λ 1 , λ 2 , ..., λ d be the roots of the polynomial Q I (s) counting multiplicity. We have
For a fixed s and Re λ k ≥ −1 the term |s − λ k |/|λ k | attains its maximum at
From the estimate above,ˆε
It will suffice then to find a constant C 1 = C 1 (ε, d) such that for any polynomial p of degree at most d − 1
Note that if we do not care about the constant C(d) we can stop here: we just consider the space of polynomials of degree at most d endowed with the norm p := ε −1´e 0 s|p(s)|2ds and the linear functional p → p(0). Since any linear functional on a finite-dimensional normed space is bounded, we immediately get (2.9).
If we want to estimate the constant C(d), some extra work is needed. First, making the change of variables x = 2s/ε we can see that (2.9) is equivalent (with the same constant C 1 ) to
or, equivalently, to the estimate
Consider the Jacobi polynomials P
(1,0) n which are orthogonal polynomials with respect to the weight w, w(
(1) = n + 1 and P
= 2/(n + 1), we have that
and that by (2.11)
From Cauchy-Schwarz,
.
Comparing this with (2.10) we can see that (2.10) and consequently (2.9) hold with
From (2.9) and (2.8)
Verifying properties of B s
It remains to show that B s satisfies the Bellman function properties. The range property is proved in the following proposition:
Proof. Let e ∈ F n . Since W is self-adjoint, an application of the Cauchy-Schwarz inequality gives Then the function φ is convex, and, moreover, if
To see that this lemma implies (2.5), fix s > 0. Denoting
we see that B s (I) = φ(U Using the above formula for x 0 = (x 1 + x 2 )/2, U 0 = (U 1 + U 2 )/2 (so ∆U = 0) we get that that the second differential of φ at U = I is non-negative (the function φ is clearly analytic, so all the differentials are well defined).
The change of variables (3.3) implies that the second differential of φ is nonnegative everywhere. In particular, this implies that Φ ′′ (τ ) ≥ 0, so Φ is convex.
Returning to the general choice of arguments U , x, we can see from (3.4) that
Since Φ is convex and Φ(0) = 0,
