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Abstract 
 
In a multi-input-multi-output (MIMO) communication system there is a necessity to 
limit the power that the output antenna amplifiers can deliver. Their signal is a 
combination of many independent channels, so the demanded amplitude can peak to 
many times the average value. The orthogonal frequency division multiplexing 
(OFDM) system causes high peak signals to occur because many subcarrier 
components are added by an inverse discrete Fourier transformation process at the 
base station. This causes out-of-band spectral regrowth.  If simple clipping of the 
input signal is used, there will be in-band distortions in the transmitted signals and 
the bit error rate will increase substantially. 
This work presents a novel technique that reduces the peak-to-average power ratio 
(PAPR). It is a combination of two main stages, a variable clipping level and an 
Adaptive Optimizer that takes advantage of the channel state information sent from 
all users in the cell. 
Simulation results show that the proposed method achieves a better overall system 
performance than that of conventional peak reduction systems in terms of the symbol 
error rate.  As a result, the linear output of the power amplifiers can be minimised 
with a great saving in cost. 
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Chapter 1 
Introduction 
This thesis addresses the problems that result from high peak-to-average power ratio 
(PAPR) levels in a multi-antenna communication system by devising a signal 
shaping method.  
Large-scale multi-input-multi-output (MIMO) systems are likely to be adopted as 
the technology for the fifth-generation wireless systems (5G). Such systems are also 
called massive MIMO, very large MIMO, hyper-MIMO, or full-dimension MIMO 
[1-2]. The 5G system must be devised to accommodate the dramatic growth of 
mobile phones, tablets, laptop computers, smart watches, and other wireless devices. 
Having many advantages such as high communication reliability, high energy 
efficiency, and simple signal processing, large-scale MIMO is popular as a topic for 
research and exploitation [3-8]. 
In Figure 1.1, orthogonal frequency-division multiplexing (OFDM) together with 
MIMO has been adopted by present and future wireless local area network (WLAN) 
standards such as IEEE 802.11a/g, IEEE 802.11n, and IEEE 802.11ac. It is a 
powerful multi-carrier modulation technique for gaining the bandwidth efficiency of 
the wireless communication systems. Moreover, one of the main reasons to use 
OFDM is to increase the robustness to withstand frequency selective fading and 
narrowband interference. As a result, the advantages of OFDM make this technology 
a promising alternative for digital broadcasting and communications [9-12]. 
The main disadvantage of an OFDM system is the large value of the high PAPR 
that results from the superposition of all subcarrier signals by an inverse discrete 
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Fourier transformation (IDFT) process. High PAPR then causes waveform distortion 
because of any nonlinear amplifier characteristics, in particular the constrained 
output power. To resolve this problem, the transmitter would need to employ an 
expensive amplifier in each transmitting antenna.  
 
Figure 1.1 1Evolution of wireless standards in the last decade (sourced from [13]). 
Nevertheless, a hundred antennas or more may have to be installed with a great 
number of amplifiers for the next generation of the WLAN. As a consequence, two 
negative effects will be associated with the multiple antennas of OFDM systems:   
1. High power consumption: The greatest power consumption in the OFDM 
systems is in the power amplifiers as shown in Table 1.1. They typically 
consume about 80% of the power budget of a base station (BS). Out of 
concern for the transmitting power, we wish to reduce the output signal to a 
small proportion of the maximum output power of the amplifiers. A small 
reduction of an individual transmitted power maps to a huge power reduction 
when a very large number of antennas are involved. Reducing that power is a 
key focus of this research. On the other hand, the signal processing’s 
proportion of the power budget is only around 5% [14]. 
 
 
 
                                                          
1
 B4G stands for Beyond the Fourth-Generation. 
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Table 1.1 Conventional BS average power consumption distribution (sourced from [14]). 
Appliances Estimated Standard Power (%) 
Power Amplifiers 80 
Air Conditioning 10 
Signal Processing 5 
Power Supply 5 
 
2. High cost of the amplifiers in the systems: Even though high values of PAPR 
have long been a problem in a single antenna of the OFDM transmission, the 
costs of the amplifiers are increased in proportion to the number of antennas 
in massive antenna systems. The use of expensive RF amplifier components 
is an undesirable way to solve this problem in the future [15-16]. 
In consequence, many researchers have presented a variety of digital processing 
methods for reducing PAPR, both to tackle the high power consumption and the high 
price of the amplifiers of a large number of antenna systems [17-18]. 
 
1.1 Background 
PAPR problems resulting from OFDM have long been known. Although there are 
remedies for single antenna systems, they become especially serious when an OFDM 
system is applied in multiple antenna systems. This problem negatively affects the 
high-power amplifiers (HPAs) at the front end of each antenna.  
To keep the desired information from the original signal in each HPA, the system 
should be designed to use as much of its dynamic range as possible.  But when the 
uncorrelated multi-channel input signals combine to produce a peak amplitude, this 
would take the high power amplifiers into a nonlinear region [14]. This will cause 
many negative effects causing nonlinear distortions, both out-of-band spectral and in-
band distortions. The out-of-band spectral affects other operators operating in the 
adjacent frequency bands whereas; the in-band distortion degrades the symbol error 
rate (SER) performance [19]. 
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In the past, there have been many efforts to deal with the PAPR problems on a 
large-scale MIMO-OFDM system, resulting in numerous articles. In [21], the 
integration between a multiuser (MU) precoding, an OFDM modulation and a PAPR 
reduction (or a PMP scheme) was presented, where its aim was to reduce the large 
PAPR. The fast iterative truncation algorithm (FITRA) was devised by Studer et.al. 
for shrinking the high level of PAPR. In [22], by using a constant envelope 
precoding, the transmit power and hence the high PAPR of the large antenna of the 
BS is reduced efficiently. In [23], the weakest eigenchannels are employed for 
decreasing PAPR. It is utilised with least squares iterative for estimation the high 
peak level of the transmitted signal. Lastly, in [24], antenna reservation is used for 
clipped signals to compensate by transmitting correction signals on a set of reserved 
antennas. 
 
(a) The high peak power of PAPR signal in one subcarrier on OFDM system. 
Maximum Input Range of HPA Before 
Becoming the Nonlinear Region
IDFT
nc
1
Parallel to 
Serial
2
Time
Power
HPA
Maximum Input Range of HPA Before 
Becoming the Nonlinear Region
 
(b) The high peak power of PAPR signal in the multiple carriers on OFDM systems. 
Figure 1.2 High dynamic ranges in OFDM symbols taken from [19]. 
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A method that is frequently used to address large PAPR is a fixed level clipping 
technique [25, 27]. As shown in Figure 1.3, it is located after the IDFT and before 
the power amplifiers.  This leads to in-band distortion in the form of intermodulation 
terms and spectral regrowth into the adjacent channel [21-24, 28]. 
x
1−
F
β
x
 
(a) The area of the conventional PAPR reductions in the downlink large-scale MIMO-OFDM system. 
x
x β
ζκ
β
 
(b) The fixed PAPR reduction’s input/output characteristic. 
Figure 1.3 The state of art technology of PAPR reductions. 
Figure 1.4 shows in-band distortion by this clipping method. The transmitted 
signal is assumed to be truncated above 3.5 dB with clip durations t1, t2,… The 
values d1, d2,…, d8 are the means of the sums of squared errors of the data sequence 
in the frequency domain. As a result, these clipped signals create adjacent channel 
leakage, which causes power to leak outside the system’s own channel, which is 
called out-of-band distortion. Moreover, they also put unwanted power within the 
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system’s own channel, which is called in-band distortion [19, 29]. Therefore, such 
PAPR reduction schemes will increase the error rate at the receivers. 
The present fixed clipping PAPR reduction schemes give no means of adapting 
the system to a varying condition that is the situations of wireless local area network 
channels in a cell. This present research is based on devising an optimiser that can 
adapt the signal shaping to minimise the symbol error rate.  This error rate can be 
determined from the feedback channel that transmits the channel state from the 
receiver back to the transmitter. 
 
(a) 
 
(b) 
Figure 1.4 (a) The distorted OFDM signal in time domain taken from [19]. (b) The corresponding impact on the 
subcarrier signalling points in the frequency domain (sourced from [19] and [29]). 
Although there are PAPR reduction schemes, they have no tools to adjust the 
clipped signals from them. This interesting point brings the idea of the innovative 
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tool called the Adaptive PAPR Optimizer (APO) combined with the variable level 
PAPR clipping technique. Moreover, by the benefit of the channel state information 
(CSI), it could be adapted itself relating to the network channel by using users’ 
symbol error rate (SER) feedback [30-33]. 
The main goal of this project is to reduce the problems of the existing PAPR 
reductions by equalising the clipped signal before sending to all antennas. By this 
technique, the equalised signals are compensated by the proposed tool to shape them 
similar to the unclipped signal as possible. Finally, the area of the proposed method 
should be located as shown in Figure 1.5, and its expected signal could be shown in 
Figure 1.6 respectively. 
x
1−
F
α
( )β ζ
( )β ζx xoptz
(a) The area of the proposed technique on the downlink large-scale MIMO-OFDM system. 
ζκ
( )β ζo
pt
z
x
x
 
(b) The proposed technique’s input/output characteristics. 
Figure 1.5 The proposed technique of the adjustable PAPR reductions. 
8 
 
This thesis focuses on decreasing the effects of both in-band and out-of-band 
distortions from the existing PAPR reduction methods for the large-scale MIMO-
OFDM systems, along with a generalised transmission scheme and theoretical 
studies. The research outcome of this project is able to be further implementation to 
enhance the wireless network throughput and SER performance of the next 
generation in wireless communication systems. 
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                       (a) The original signal                         (b) The clipped signal                      (c) The expected signal  
Figure 1.6 An APO retains the transmitted signal before sending. 
 
1.2 Motivation and Goals 
Even though the negative effects of PAPR on OFDM system and the PAPR 
reductions are well understood, the literature on the similar analysis for equalising 
the clipped signal is low. Practically, there is no existing material to optimise the 
clipped signal for PAPR reduction methods. In doing this, it is necessary to know if 
any of the PAPR reduction methods available for OFDM could be applied for the 
proposed technique and if so what are the modifications required. Furthermore, what 
are the negative impacts of the proposed scheme? How could it be improved by other 
techniques? These questions need to find answers to achieve the goals to mitigate the 
PAPR problems of the large-scale MIMO-OFDM systems. 
In this project, a study is conducting on the negative effects of PAPR. It also seeks 
to find the new technique to relieve them. The main goals of this thesis are: 
1. To establish a simulation setup in MATLAB to analyse PAPR reductions on 
the large-scale MIMO-OFDM system; 
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2. To analyse the negative effects of PAPR in the large-scale MIMO-OFDM 
system; 
3. To invent a new method to relieve the PAPR problems; 
4. To design an assistant tool for PAPR reduction to equalise the clipped signal; 
and 
5. To propose and analyse the new versions of both a clipping scheme (CP) and 
a PMP. 
 
1.3 Innovation and Contribution 
This thesis provides many innovations and a research project to the PAPR reduction 
field to improve the SER performance in the large-scale MIMO-OFDM systems. The 
innovative works of this thesis are: 
• Analysis of the negative effects of PAPR in the large-scale MIMO-OFDM 
systems. 
• Analysis of the symbol error rate of the proposed technique. 
• Analysis and designing of the new versions of the PAPR reduction schemes. 
• Designing a new tool to equalise the clipped signal from PAPR reductions. 
• Designing some algorithms that can adapt themselves relating to the channel 
circumstance of the networks to mitigate the PAPR problems in the large-
scale MIMO-OFDM systems. 
• Academic publishing a research paper to contribute the proposed techniques 
in the international conference.  
 
1.4 Thesis Outline 
This thesis is organised as follows. In Chapter 2, a literature review is performed by 
the initial equations of large-scale MIMO-OFDM systems. The PAPR problems with 
the ODFM fundamental theory are also discussed. The negative effects imposed by 
non-linearity of the HPAs will be considered in this Chapter. Chapter 3 surveys 
existing cutting-edge methods of the PAPR reductions considering also the weak 
points of each PAPR reduction technique. Chapter 4 introduces my own novel PAPR 
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reduction schemes. They are modified by the conventional PAPR reductions based 
on a CP and a PMP technique. A new tool to assist the implementation of the 
proposed PAPR reductions in Chapter 4 is presented in Chapter 5. Moreover, the 
derivation of this tool will be examined. In Chapter 6, the proposed techniques will 
be compared with the existing PAPR reduction techniques by all simulation results. 
Finally, the conclusions and future works of the research are presented in Chapter 7. 
Figure 1.7 illustrates the organisation of this thesis. 
 
Figure 1.7 The organization of the thesis. 
  
 
Chapter 2 
Background Information 
The main aim of this chapter is to provide an overview of the large-scale MIMO-
OFDM systems. Moreover, the negative effects of the nonlinearities of amplification 
are also presented. The high peak of amplitude in transmitted signals causes ill-
behaved power amplifiers in the systems such as in-band/out-of-band distortions, 
spectral regrowth effect, and adjacent channel interference. Finally, both benefits and 
drawbacks of the OFDM system are given at the end of this chapter.  
An overview of the large-scale MIMO systems will be presented from 2.1 to 2.3 
respectively. Then, revision of OFDM systems is presented in section 2.4. Finally, 
the nonlinearities of amplifiers are represented in section 2.5.  
 
2.1 An Overview of MIMO Systems 
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                         (a) Global mobile data traffic.                          (b) Global mobile devices and connections growth. 
Figure 2.1 Demand for mobile data traffic and number of connected devices sourced by [36]. 
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Data traffic has rapidly increased during the last few years, with growing numbers of 
wireless devices being connecting to mobile networks worldwide. This is one of the 
primary contributors to global mobile traffic increasing. Figure 2.1 shows the 
demand for mobile data traffic and the number of mobile devices. The mobile data 
traffic can be expected to reach to 30.6 exabytes per month by 2020, which is the 5 
times increasing over 2016. Moreover, the expected number of mobile devices and 
connections will be around 11.6 billion by 2020. For these reasons, this demand 
requires the new technology to support its growth in the future [34-36]. 
Throughput = Bandwidth(Hz) × Spectral Efficiency(bits/s/Hz)        (2.1) 
As shown in (2.1), new technologies are required to gain the throughput for 
increasing either bandwidth or spectral efficiency. In this thesis, the technology for 
increasing the spectral efficiency is exploited. A common way to increase the 
spectral efficiency is the use of the multiple antennas at the transmission [37]. 
tn rn
 
Figure 2.2 Point-to-point MIMO system. 
In wireless communication systems, both multipath propagation and large 
obstacles attenuate transmitted signal by fading and shadowing respectively. By these 
problems, they affect the reliability of the communication between the transmitter 
and the receiver. The MIMO technique has been exploited to enhance the reliable 
communication with diversity antennas. In addition, many data streams can be sent 
by multiple antennas to gain the communication capacity in wireless channels, H . 
For these reasons, the transmission with MIMO technology has attracted attention in 
wireless communications during the last decade and also been emerged into many 
new generation wireless standards (e.g., LTE-Advanced, 802.16e M-WiMax, WLAN 
802.11ac) [2-3].  
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2.2 The MU-MIMO Systems 
To enhance the wireless communications, the MU-MIMO has been shifted from 
MIMO to gain the spatial multiplexing among many users, which are concurrently 
served by the multiple antennas at a BS. Even though each user has a single antenna 
( 1rn = ), the spatial multiplexing gain can be achieved by MU-MIMO systems [38]. 
The important users’ reasons are the limited physical size and cheap price 
requirements of the mobile devices. Some terminals cannot exploit the multiple 
antenna technologies, whereas the BS can be supported it. Moreover, the MU-MIMO 
is able to solve the poorly-behaved channels by using scheduling schemes. Also, the 
line-of-sight propagation, which causes significant reduction of the performance of 
MIMO systems, can be solved by MU-MIMO systems. Therefore, MU-MIMO has 
been becoming a hot research topic nowadays [38-43]. 
tn
 
Figure 2.3 MU-MIMO systems. 
The advantages and disadvantages of the MU-MIMO systems can be summarily 
described as sub-topics as follows: 
• MU interference: the interference among all users significantly degrades the 
over performance of a given user. Many interference cancellation techniques 
can be used to solve this problem such as maximum likelihood MU detection 
for the uplink, dirty paper coding techniques for the downlink, and 
interference alignment [44-46]. Unfortunately, these techniques have high 
computational complexity and also are complicated. 
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• The CSI’s addition: the BS needs to process the received signals coherently 
with CSI to achieve a high spatial multiplexing gain. It requires the accurate 
and timely addition of CSI and has been challenging for all researchers in this 
issue [32]. 
• Users’ schedules: the user’s scheduling gains the cost of the system 
implementation. Due to the limited time and frequency resource, the BS 
serves many users at the same time. So, some groups of the user are only 
chosen by BS. This can be challenging, especially the high-demand for data 
traffic growth scenario [47]. 
 
2.3 The Large-Scale MIMO Systems 
The large-scale MIMO is a type of MU-MIMO systems, where the number of BS 
antennas and the number of users are large. The more antennas the BS is installed 
with, the more degrees of freedom are afforded. Additionally, many terminals can 
simultaneously communicate with the same frequency resource by different time 
slots. As a result, a gigantic total throughput can be gotten with the large-scale of 
antennas and ordinary signal processing methods. On the other hand, it also increases 
the complexity because of the high signal dimensions. The primary inquiry is to 
reduce the complexity signal processing and high-cost hardware implementation with 
the achievement of the huge multiplexing gain on a large scale multiple antenna 
system. In the large-scale MIMO system, each antenna is expected to install a cheap 
radio frequency module (e.g., simple processing, a low-power amplifier) [3].  
The primary advantages of the large-scale MIMO systems are [5, 48]: 
• Gigantic spectral efficiency and high communication reliability: by adding 
with tn − antenna BS and un − single antenna users, the communication 
system obtains increased spectral efficiency and very high communication 
reliability. 
• High energy efficiency: for the large-scale MIMO transmission in uplink, a 
very high array gain can be reached by the coherent combining. It permits for 
the substantial reduction in transmitted power of each user. For the large-
scale MIMO transmission in downlink, each terminal can be served with the 
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focusing energy by a BS, where each user is spatially located. Therefore, the 
radiated power can be increased by an order of magnitude with the large-
scale of antenna arrays. Then, all users can obtain high energy efficiency. In 
the case of the fixed number of terminals, doubling the number of BS 
antennas, and reducing the transmit power by half, the radiated energy 
efficiency is doubled, whereas the original the spectral efficiency is still 
maintained. 
• Low complexity of the signal processing: in the large-scale MIMO 
circumstances over the number of terminals, the favourable propagation is 
served while the channel vectors between a BS and terminals are nearly 
orthogonal. Moreover, the negative effects from both inter-user interference 
and thermal noise can be reduced by simple signal processing (e.g., linear 
precoding in the downlink, linear decoding in the uplink) under the 
favourable propagation. For this reason, all simple linear processing methods 
are optimal. 
Another advantage of the large-scale MIMO systems is channel hardening. 
The off-diagonal terms of the HH H  matrix become dramatically weaker 
compared to the diagonal terms as the size of the channel gain matrix H  
increases. By this reason, the negative effects of the small-scale fading are 
sharply eliminated. For the large-scale fading, the simple signal processing 
methods such as system scheduling, power control, etc., are able to solve all 
problems from the large-scale fading as well. 
 
For all the above reasons, they may drive the large-scale MIMO to be one of the 
promising candidate technologies for 5G of the wireless systems. Nowadays, it is 
becoming a hot topic for researchers in a wireless communication field. Moreover, it 
can be compatible with modern digital multi-carrier modulation methods such as 
OFDM, millimetre-wave, or heterogeneous cellular network. Then, the large-scale 
MIMO worked with an OFDM is chosen for studying in this thesis. 
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2.3.1 Zero-Forcing Precoding 
In this thesis, the downlink transmission of the large-scale MIMO systems is 
focussed. The simple zero-forcing (ZF) processing is used for precoding the 16-QAM 
modulated vector, 1un ×∈s , as 
,ZF=G sx                                                   (2.2) 
where 1tn ×∈x is the precoded vector and t un nZF
×∈G is the ZF precoding matrix. 
The matrix ZFG  is employed for eliminating inter-user interference. It can be 
represented as 
( ) 1† ,H HZF ZF ZF
−
= =Ω ΩG H H HH                              (2.3) 
where 1 ZFΩ is the normalization factor, ( )
H
⋅ is a Hermitian transposition, and †H  is 
the pseudo-inversion of H. 
Vice versa, the ZFΩ can be shown in the term of ZFG  as  
,
u
ZF H
ZF ZF
n
Tr
=
 
 
Ω
G G
                                          (2.4) 
where [ ]Tr ⋅ is a trace operator [49]. 
 
2.4 Orthogonal Frequency Division Multiplexing 
OFDM is a kind of the frequency division multiplexing modulation. It is utilised as a 
digital multi-carrier modulation method. A large number of orthogonal subcarriers, 
cn , are employed to transport the precoded data, x . This precoded data is then 
divided into many several parallel streams by using a serial-to-parallel converter to 
each cn  subcarrier. Each subcarrier is 2orthogonal to each other (or they are totally 
independent of one anther). Finally, the data stream is converted to frequency 
                                                          
1
 The normalization factor is used for averaging the fluctuations in the transmit power. 
2
 For the case of discrete time, two subcarriers are orthogonal as: 0 cos(2 ) cos(2 ) 0, .
c
c c
n
c
ca / n cb / a bnpi pi= = ≠∑  
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domain by employing an inverse discrete Fourier transform (IDFT). In this stage, 
each IDFT creates the high peak amplitude of PAPR into the data stream after 
reverting into a single data stream, 1tn ×∈ x  [11, 15].  
1−
F
1x
2x
tn
x
1x
2x
tn
x
 
Figure 2.4 Block diagram of an OFDM system for tn  antennas. 
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Figure 2.5 The OFDM spectrum.
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Figure 2.6 Time/frequency-domain description of OFDM symbols (adapted from [50]). 
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 Figure 2.4 shows the block diagram of the IDFT process that is used for nt 
antennas. Also, both Figures 2.5 and 2.6 show the OFDM spectrum in frequency 
domain relating to the time domain. A block of cn  data complex symbols is defined 
by cX . Then, the OFDM modulated signal can be represented as 
2
2
2
1( ) , (1 ),
c
c
c
n
j f t
c s
nc c
x t X e t T
n
pi
=−
= < ≤∑                            (2.5) 
where sT  is the duration of one OFDM symbol, the distance between subcarriers in 
the frequency domain can be symbolised as 1/ sf T∆ = . Each subcarrier is located as 
, (1 ).c c
s
cf c n
T
= < ≤                                       (2.6) 
To maintain the orthogonality among all OFDM symbols, ( )x t  is needed to 
sample in every /s cf T n∆ = . Therefore, 3the sampled signal can be shown as the 
mathematical expression as  
2 2
2
[ ] ,
c
s
c
c
c
n
kTj f
n
s c
n
c
x x kT X e
pi
=−
= = ∑                                 (2.7) 
where c sc f T= , and 1 0f = , and then x  can be shown as 
[ ]1
2 2
2
,
c
c
c
n
kcj
n
c
n
c
x x X e
pi
−
=−
= = ∑ F                                   (2.8) 
where [ ]1− ⋅F  is an IDFT operator [50]. 
The main advantages of OFDM system can be listed as [2, 8-11, 51]:  
• More efficient assistance in multipath environments: the high-speed serial 
data will be transmitted by dividing up into many much lower-speed serial 
data signals. This technique makes the bit or symbol periods longer, therefore 
multipath time delays have less of an impact. In order to resist the multipath 
                                                          
3
 Because of  (2.4), an average power of the OFDM symbol, 1 /
c
n , may be skipped (2.7) and (2.8) respectively. 
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effects, the system needs to add more subcarriers over a wider bandwidth. It 
means that the higher frequencies can be used with fewer multipath effects. 
• Low-complexity processing: By the benefits of the advances in a digital signal 
processing, the low- complexity processing can be used with a simple and 
efficient implementation. 
• Low-complexity at receivers: for the above reason, it can reduce the physical 
size of the terminals. Furthermore, it can decrease the power consumption on 
the wireless devices. 
• A variety of the modulation techniques: for a given chunk of spectrum space, 
the many modulation techniques are used for widely varying maximum data 
rates. Simple digital modulations can be employed on OFDM such as 
amplitude shift keying (ASK), frequency shift keying (FSK), binary phase 
shift keying (BPSK), quadrature phase shift keying (QPSK), and quadrature 
amplitude modulation (QAM). 
On the other hand, the disadvantages can also be listed as: 
• Doppler shifts: a special form of multicarrier modulation by OFDM systems 
is more sensitive to Doppler spreads than the single-carrier schemes. They 
influence the carrier frequency offsets, affecting in intercarrier interference 
(ICI).   
• Synchronisation accuracy: another problem of OFDM is the inaccurate 
synchronisation. Even though the effective OFDM synchronisation enables 
the data error rates to be kept to a minimum, error rates are exponentially 
increased by this problem. 
• Noise sensitiveness: OFDM is sensitive to high amplitude impulsive noise 
because the noise energy spreads among all OFDM subcarriers increasing bit 
error rate (BER) in the overall systems.  
• The high amount of PAPR: the main drawback of an OFDM signal is a high 
peak of PAPR. Subsequently, the transmitted signal needs to gain itself with 
the expensive power amplifiers. That means the greater efficiency in the radio 
frequency (RF) power amplifiers, the higher cost and the more power 
consumption in the systems. 
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2.5 Power Amplifier - Nonlinearities 
The results of this thesis are based on simulation. The introduction and overview of 
RF amplifiers are given in order to provide an understanding of the important 
theories. Then, those fundamental theories will be written for the simulation program 
to study its impact on PAPR problems. 
An ideal output signal from amplifiers should take any input signal and 
proportionally gain the output amplitude. In other words, the output should be scaled 
by the input accurately. Nevertheless, in practical systems, amplifiers cannot scale 
output signal as the same characteristics as the input signal perfectly. Due to many 
negative aspects the amplifiers’ characteristics are unavoidably affected. One of them 
is the ill-behaved signals of PAPR. 
Figure 2.7 illustrates a mathematical response of the amplifiers, while Figure 2.8 
(a) shows the negative effect of a non-linear amplification of signals in the time 
domain, and Figure 2.8 (b) shows the typical response of an ideal amplifier compared 
with a real amplifier [52].    
cos( )a tωxx 2
Distrotion
cos( ) cos ( )x A t B tω ωΩ = + +1−F
 
Figure 2.7 A mathematical response of a non-linear power amplifier. 
  
(a) A distortion in a non-ideal amplifier in the time domain. 
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(b) An amplification response of both linear and non-linear amplifiers taken from [53].
Figure 2.8 An effecting of a non-linear amplifier. 
 
Figure 2.9 The spectral regrowth effect in an OFDM spectrum. 
Figure 2.8 (b) shows that initially the gain of the amplifier is linear. For this 
region, the output signal is proportional to the input without any distortion. In the 
compression region, the response has a non-linearity and therefore there is some 
distortion. Finally, in the saturation region, the output amplitude is truncated 
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independent of the magnitude of the input gain [53]. Both compression and 
saturation regions will expand each spectral OFDM signal adding up more 
frequencies in the output signal. Figure 2.9 shows that all frequency spectrums are 
plotted from signals in Figure 2.8 (a). This leads both an out-of-band distortion and 
an in-band distortion in the received signal as shown in Figure 2.10 respectively [54]. 
 
Figure 2.10 An in-band/out-of-band distortion creates spectral broadening in an OFDM bandwidth taken from [55]. 
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      (a) The received signals without an in-band distortion.         (b) The received signals with an in-band distortion. 
Figure 2.11 The error vector magnitude effect on the 16-QAM constellation. 
In the received signal, an in-band distortion leads to the error vector magnitude 
problem as shown in Figure 2.11. In addition, an out-of-band distortion leads to the 
spectral regrowth problem causing adjacent channel interference among OFDM 
spectrums, which can be shown in Figure 2.9 [55]. 
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To solve these problems, the input signal needs to vary within the linear region by 
whether to reduce the input power or to require the expensive amplifiers (or the 
widely linear region amplifiers).  
The nonlinearities of the amplifier degrade the transmitted signal in many ways. 
The most significant drawbacks are as following [56]: 
• Additional non-linearity of amplifiers creates interference in the terminals. 
• Spectral spreading of the OFDM signals causes adjacent channel interference. 
• Both deformation and spreading are occurred in the signal constellation. 
 
2.5.1 RF Amplifier Models 
Many RF amplifier models are available in many pieces of literature. They can be 
mainly grouped into three types: the soft limiter, the solid state power amplifier, and 
the traveling-wave tube. All of them can be shortly described as follows: 
• Soft Limiter [57]. The simplest type of the HPA is the soft limiter amplifier. It 
has no distortion in the input phase of the signal. It plainly cuts the signal 
magnitude if the signal surpasses a threshold.  
• Solid State Power Amplifier (SSPA) [58]. The most widely used model for the 
amplifier in wireless communications. Its main drawback is that the distortion 
in amplitude always occurs, but it has no distortion in the signal phase. 
• Traveling-Wave Tube [59-61] also known as Saleh model. The nonlinear 
distortion occurs in both amplitude and phase. The traveling-wave tube is 
wideband amplifiers widely used in satellite communications. 
 
In this thesis, the downlink transmission of the large-scale MIMO systems is 
focussed. The simple zero-forcing processing is used for precoding the 16-QAM 
modulated vector to be the transmitted vector, 1t
ZF
n
Ω
×∈x , where 2 1
ZF
E Ω    =x . 
Then, the received vector, 1un ×∈y , is given by 
;+
ZF
Hp Ω= Hy x z                                               (2.8) 
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where p is the average SNR, 1un ×∈z  is the additive noise vector, and ( )T⋅  is a 
transpose operator [37]. 
 
2.6 Summary 
This chapter has provided an introduction to large-scale MIMO-OFDM systems as 
well as some definitions of the non-linear amplifiers. This non-linearity causes 
negative impacts for the transmitted signal. They include in-band/out-of-band 
distortions, spectral regrowth effect, and adjacent channel interference. These 
significant problems increase the overall error rates in the systems.  
Some mathematical parameters have been represented in each section, and they 
are used to pave the way in the next chapter. In the next chapter, the PAPR problems 
are presented, and their existing solutions are also explained. 
 
 
 
 
 
 
 
 
 
 
  
 
Chapter 3 
Peak-to-Average Power Ratio (PAPR) 
This chapter studies the existing PAPR reduction methods for large-scale MIMO-
OFDM systems. The fundamental definitions of PAPR will be presented at the 
beginning of the chapter. Also, many parameters used for measuring the high amount 
of PAPR will be presented. Finally, the comparison of some PAPR reductions will be 
shown in the summary section. 
Section 3.1 introduces fundamentals of the PAPR problems in OFDM system. 
Also, the complementary cumulative distribution function (CCDF) of PAPR will be 
described in its subsection. Section 3.2, PAPR reductions will be categorized. Some 
of the existing PAPR reductions are represented in this section. Finally, CCDF 
measurement is used to compare their reduction performance to be presented in 
section 3.3. 
 
3.1 PAPR in OFDM 
A large number of independent signals modulated onto orthogonal subcarriers are 
contained in the OFDM signals within bandwidths. In Figure 3.1, many subcarrier 
components are added by an IDFT operation causing high peak values in the time 
domain. As a result, OFDM systems are known to have a high amount of PAPR 
compared to single carrier systems [62-63].  
This high PAPR causes the nonlinearity of the commonly employed high power 
amplifiers. The high dynamic range of PAPR leads to both in-band distortion which 
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degrades the BER, and out-of-band distortion interfering with neighbouring 
frequency bands. A high PAPR signal requires the RF amplifiers to have a wide 
range of linear response and therefore they tend to be expensive. In the downlink 
transmission, the PAPR problem put a high drain on the transmitted power at the BS. 
In contrast, therefore the uplink transmission, the efficiency of the amplifier is 
critical due to the limited battery power in a mobile terminal. This is the main 
requirement for the next generation of the wireless standard to tackle this problem 
especially in the multiple antenna OFDM systems [64-65]. 
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Figure 3.1 The high peak values of OFDM systems in the time domain adapted from [63]. 
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Figure 3.2 A comparison of the high PAPR in WCDMA, HSUPA, and LTE standards taken from [66]. 
Figure 3.2 shows the typical PAPR in 1WCDMA, HSUPA and LTE signals: 
WCDMA is about 3.5 decibels (dB), the HSUPA is around 3.5 dBs, and LTE around 
8.5 dBs respectively. Both the WCDMA and HSUPA are employed in the third 
generation of the wireless communication standard, but for LTE is only a standard 
that is used in the fourth generation. Looking forward at the trend, the multiple 
antenna systems using OFDM technology will have a higher value of PAPR [66]. 
Thus, PAPR reduction still remains one of the hot topic research areas in the next 
generation of the OFDM systems [14, 21-27]. 
In both [67] and [68], the PAPR for a continuous-time signal, ( )x t , in one symbol 
duration, sT , is defined as: 
 
2
2
max ( )
, 1
( ) s
x t
PAPR t <T .
E x t
 
 = ≤
 
 


                             (3.1) 
On the other hand, the effect of the discrete-time nature of PAPR signals can be 
estimated by oversampling the data sequence x . It can also be shown in Figure 2.4 
by a factor c and processing cnc-points IDFT of the data block. Therefore, in this 
case, the PAPR is defined as  
 
2
2
max [ ]
, 1,2, , ,
[ ] c
x k
PAPR k cn
E x k
 
 = =
 
 



                       (3.2) 
                                                          
1
 WCDMA, HSUPA, and LTE stand for Wideband Code Division Multiple Access, High-Speed Uplink Packet Access, and 
Long Term Evolution respectively. 
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where ( )E ⋅  is the expected value, denotes the average, and c is an oversampling 
factor. 
 
3.1.1 CCDF of PAPR 
One of the most regularly used tools for measuring the efficiency of PAPR reduction 
methods is the cumulative distribution function (CDF). Usually, the 2CCDF is 
employed instead of CDF because it measures the probability of the exceeding the 
reference value denoted as 0PAPR .  
According to the Central Limit theorem for a multi-carrier signal with a large 
number of subcarriers, the real and imaginary value of the time domain signals have 
a mean of zero and a variance of 0.5. Therefore, Rayleigh distribution is given by the 
amplitude of the multi-carrier signal in a central chi-square distribution with two 
degrees of freedom. This is obeyed for the power distribution of the system [18]. 
From (2.5) to (2.8), the CDF of the IDFT signal, x , each tth antenna is given by  
( ) 1 ,xF x e−= − 
                                                  (3.3) 
where  
[ ]1
2 2
2
.
c
c
c
n
kcj
n
c
n
c
x x X e
pi
−
=−
= = ∑ F  
Then, the probability of the PAPR for a non-oversampling data block can be 
written as 
[ ] ( )( ) 1 .cc nn xPr PAPR x F x e−≤ = = −                                (3.4) 
Moreover, the CCDF of the PAPR can be presented by 
[ ] ( )00 01 ( ) 1 1 .cc
n
n PAPRCCDF = Pr PAPR PAPR F PAPR e−> = − = − −   (3.5) 
                                                          
2
 CCDF = 1 - CDF. 
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Finally, all mathematical equations of the CCDF from Eq. (3.1) to Eq. (3.5) can 
be simply represented as in Figure 3.3.  
 
3.2 Categorization of the PAPR Reductions 
The studies of the PAPR reduction techniques can be divided into two types: signal 
scrambling techniques and signal distortion techniques [69]. Both categorizations of 
PAPR reductions can be represented in Figure 3.3. 
 
Figure 3.3 Categorization of the PAPR reduction schemes adapted from [69]. 
 
3.2.1 Signal Scrambling Techniques 
Signal scrambling techniques scramble the codes or change the signal phases in 
order to reduce the high PAPR. The precoding techniques can be employed for signal 
scrambling. They include constant envelope precoding, selected mapping, partial 
transmit sequences, interleaving, tone reservation, etc. However, the drawback of 
these techniques is that they increase the number of carriers required to retain the 
side information. 
The signal scrambling techniques can be summarized by the following 
subsections: 
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• Constant Envelope Precoding. Mohammed and Larsson [22] proposed the 
constant envelope by coding the chosen phase angles of the transmitted 
signal. By this technique, it reduces the interference between users, causing 
the reduction of the in-band distortion and high PAPR signals. However, this 
technique requires an extra 2 dB transmission power per antenna in order to 
send information to receivers without any distortions. Many researchers have 
been seeking ways to reduce its power of each antenna in large-scale antenna 
systems.  
• Selected Mapping. Bauml et.al. [70] presented a technique for the PAPR 
reduction. By generating a whole set of candidate signals, it represents the 
same information, and then the most favourable signal as regards to minimum 
PAPR are chosen and transmitted. The chosen candidate signal needs to be 
sent along with the original information explicitly. A goal is to make the 
occurrence of the peaks less frequent, but not to eliminate the peaks. 
Nevertheless, an increase in overhead of transmitted signals is driving many 
researchers to seek ways to reduce its size. 
• Partial Transmit Sequences. Muller and Huber [71] invented a novel 
technique that combines the partial transmit sequences. It is a flexible and an 
effective peak power reduction method. The main idea behind this technique 
is the data block. It is grouped into non-overlapping sub-blocks, and then 
each sub-block is rotated with a statistically independent rotation factor. The 
time domain signals with the lowest peak amplitude are generated by a 
rotation factor, which are sent to the receiver as side information. By this 
technique, the high peak of PAPR is minimized significantly. 
Actually, this technique is built from the select mapping technique. It is 
also found that the partial transmit sequences are more effective than select 
mapping in order to reduce PAPR problems. However, the same with the 
constant envelope precoding method, the reduction of the complexity of this 
technique is a challenge for future research. 
• Interleaving. Jayalath and Tellambura [72] proposed an interleaving block 
data technique that can reduce the PAPR of the OFDM signal. This method 
shows that the highly correlated signal causes the large amount of PAPR. The 
main idea of this technique is to break up the long correlation patterns by 
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interleaving it. Therefore, the signal randomization technique for the 
reduction of the PAPR was invented. The advantage of this technique is that 
it is less complex than others with the same achievable performance. 
However, the future development of this method may aggravate a limitation 
due to the high order of the interleaved data frames. 
• Tone Reservation. This technique was invented by Tellado [73]. The main 
idea of this technique is the reservation of the small group of the OFDM 
subcarriers for PAPR reduction. The value of the high peak signals in PAPR 
depends on the numbers of the reserved subcarriers, which are used for 
minimizing the PAPR formulated as a convex problem. 
 
3.2.2 Signal Distortion Techniques 
Signal distortion techniques have recently been studying to decrease the high peak 
levels of PAPR. In general, these techniques increase the complexity of the system. 
The clipping technique is therefore more popular than other signal distortion 
techniques because it is less complex. More practical solutions include PMP, weakest 
eigenchannels techniques, antenna reservation, peak windowing, peak cancellation, 
random phase updating, companding, and so on. 
The signal distortion techniques can be summed up by the following subsections: 
• Clipping Scheme (CP). The most common tool is used for reducing the high 
amount of PAPR signal [74]. The high peaks of the amplitude are limited by 
a threshold. A predefined threshold is set for this technique to clip all high 
range signals in OFDM system. The aim of this method is to satisfy the 
constraints of the OFDM spectrum so that the transmitted signal does not 
interfere with neighbouring frequency bands. However, the in-band distortion 
cannot be avoided causing the increment of BER. The in-band distortion is 
small when the clipping threshold is high level because the probability of 
large peaks is small.  
The advantage of clipping PAPR technique is that it is the simplest and 
easiest method. It reduces the high degree of PAPR by setting a maximum 
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level for the transmission signal. On the other hand, the clipping PAPR 
reduction causes the in-band distortion. This increases the BER, especially in 
the large-scale MIMO-OFDM systems. 
• The Precoding Modulation PAPR Reduction Scheme (PMP). A powerful tool 
for PAPR reduction technique was proposed by Studer and Larsson [21]. It 
combines the functionality of precoding, modulation, and PAPR reduction 
together. For the PAPR reduction, a FITRA algorithm was invented to 
iteratively shrink the high dynamic range of the PAPR in the frequency 
domain. The advantage of PMP technique is to highly reduce the high amount 
of PAPR signals without greatly diminishing BER performance compared 
with other schemes. Nevertheless, the FITRA algorithm involves the great 
complexity base on the cycle of the iterative loop. There is a challenge to 
reduce its complexity. 
• Weakest Eigen-channels Techniques. This technique uses the last 
eigenchannels of a massive MIMO channel to approximate the peaks 
exceeding a given target value in the least squares fashion [23]. Subtracted 
from the original signal in the time domain, then approximate exceedance 
model is created.  
The advantage of this technique is that it is the iterative reducing PAPR 
level. It is suitable for the flexible systems needed to be adjusted the speed of 
the processing. However, this method requires a highly accurate estimation. 
Otherwise, it will degrade the entire system by causing serious BER 
degradation. 
• Antenna Reservation. This technique employs a low complex approach to 
tackling the PAPR problems. The main idea is to intentionally clip signals 
sent to a set of reserved antennas. It is used for recompensing by transmitting 
correction signals on one set of antennas. By reserving 25% of transmitted 
antennas, the high PAPR signal can be reduced about 4 dB with a 15% 
complexity overhead [75-76]. 
The advantage of the antenna reservation is that it is less complex. Its 
speed when deliberately clipping signals is impressive. However, the reserved 
antennas have to increase in proportion to the available antennas 25%. To 
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implement this technique, it would be better to able to adjust those reserved 
antennas depending on system channel circumstances. 
• Peak Windowing. This technique was proposed by Nee and Wild [64]. The 
main idea of this scheme is to remove high PAPR peaks by multiplying those 
peaks with peak windowing techniques. They include Gaussian shaped 
window, cosine, Kaiser, and Hamming windows. Compared with the CP, the 
peak window technique provides better high PAPR removing with better 
spectral efficiency.  
• Peak Cancellation. The peak cancellation method was introduced by May 
and Rohling [77]. This main idea of this technique is to use a time-shifted and 
scaled reference function by subtracting from the original signal. Then, each 
subtracted reference function will be used to reduce the high dynamic range 
of PAPR signals. However, the main focus for many current scientific fields 
is to find ways to decrease the processing times by adding the correcting 
function. 
• Random Phase Updating. A novel technique that randomizes the phase of 
transmitting signals by updating algorithm was invented by Nikookar and 
Lidsheim [78]. It can reduce the high PAPR signals of the OFDM signal by 
assigning a random phase to each subcarrier. This process continues until the 
high amount of PAPR is reduced bellow the referencing threshold. Both 
threshold and the number of iterations can be adjusted by BS. The advantage 
of this method is that it is flexible; BS can adjust some parameters that affect 
the quality of the BER in the cell. On the other hand, when the number of 
iterations is increased, the complexity increases substantially. A research 
challenge for this technique is to minimize the complexity from a large 
iteration. 
Many researchers are seeking to reduce the complexity of this method. 
• Companding. A simple technique for PAPR reduction was proposed by Wang 
et.al. [79]. The effective companding scheme assumes the OFDM signal as 
the Gaussian distributed, and the high peaks of PAPR signal occur 
infrequently. The main idea of this technique is to convert the baseband 
OFDM signal before converting into an analog waveform. Both companding 
and quantizing are used for the OFDM signal after taking IDFT process. To 
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sum up, this technique focuses on improving the quantization solution of the 
low-level of PAPR signals. Due to the low PAPR signals are more likely to 
occur in transmitted signal than the high PAPR signals. 
This thesis focuses on improving the proposed technique on the part of the signal 
distortion techniques, which are the CP and the PMP scheme. Their details will be 
thoroughly explained in Chapter 4 and Chapter 5 respectively.  
 
3.3 Summary 
The main goal of this chapter is to review the existing tools that are used for solving 
the PAPR problems. Several techniques to reduce the PAPR have been invented 
from many researchers. All of them have the potential to provide a substantial 
reduction in PAPR. A Comparison of CCDF performance of those techniques will be 
shown in Figure 3.5. They include CP, PMP, antenna reservation, weakest 
eigenchannels, constant envelope precoding will be shown in this section. The 
simulation model of the large-scale MIMO-OFDM downlink system will be used in 
this comparison with their similar complexity. 
In Figure 3.5, the main system parameters are defined as follows: length of 
transmitted data, ns, 216 bits per 1 user/packet and a number of the packets are 1000 
packets, the channel taps nd = 4, the single antenna terminals nu = 10, the number of 
the antennas at BS nt = 100, a number of OFDM subcarriers nc = 128. Also, we 
utilize 16-QAM constellation to map the coded bits at the BS. 
For the channel encoder, a convolution encoder is employed with these 
parameters: channel code rate = 0.5, code generator polynomials =  [1330 1710] 
applying with puncturing and random interleaving, constraint length = 7, the Bahl, 
Cocke, Jelinek, and Raviv (BCJR) decoder is used for channel decoding for each 
user. 
For the parameters for all PAPR reductions, the clipped signal vector βx  for 
clipping PAPR scheme is the 80% below the threshold of the original vector x . A 
regularization parameter of PMP scheme PMPλ = 0.25; a number of FITRA iterations 
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PMPZ  = 2000. For the weakest eigenchannels techniques, a weighting factor is 30; 
the number of iteration is 2. For antenna reservation scheme, a tolerance level of 
99% is used as a benchmark for transmitted antennas; the 25% reserved antennas are 
used for distortion prediction sending [21-23, 74-76, 80]. 
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Figure 3.4 The CCDF performance comparisons for PAPR reduction schemes. 
In Figure 3.4, it seems that the PMP (a blue squared-line) is the best PAPR 
reduction scheme, which can highly reduce large PAPR signal about 11dB. On the 
other hand, the worst case seems to be the clipping PAPR technique (a red triangle 
line). It only reduces the high dynamic range of PAPR approximately 1.5dB 
reduction. Finally, other PAPR reduction schemes can be arranged in term of 
descending order of CCDF, i.e., antenna reservation technique (a pink star line), 
weakest eigenchannels method (a green diamond line), and constant envelope 
precoding scheme (a light blue upside down triangle line) respectively. 
For the next chapter, the iterative PAPR reductions controlled with SER will be 
presented. Both clipping technique and PMP are chosen for this proposed iterative 
methods. Both schemes will be modified for all users in the large-scale MIMO-
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OFDM downlink systems in this thesis. After that, the comparison of the lowest 
performance (clipping) and the highest performance (PMP) cooperated with the APO 
will be tested in Chapter 5 and 6 respectively.  
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Figure 3.5 The existing PAPR reduction area on the large-scale MIMO-OFDM downlink system. 
  
 
Chapter 4 
The Adjustable PAPR Reduction Level 
Controlled with SER Feedback 
In this chapter, the new versions of both clipping and precoding modulation PAPR 
reduction (PMP) for PAPR reduction are proposed. The aim of these novel 
techniques is to use SER feedback from all users to adjust the PAPR clipping level. 
With the benefit of the CSI in large-scale MIMO-OFDM systems, the feedback 
channel will be used in these techniques. 
The classical work for the iterative PAPR reduction level was proposed by J. 
Armstrong [81]. The advantage of this approach is that a clipped signal level can be 
gradually adjusted to a higher or lower level by a control parameter. This thesis will 
utilize this benefit by using the users’ SER feedback to control this level. From his 
idea, the developing versions of both clipping and PMP combined with the APO (in 
Chapter 5) are devised to improve the massive MIMO-OFDM system performance. 
Using our proposed approaches, both error rate and transmit power are reduced 
effectively. The simple block diagram of the proposed technique is presented in 
Figure 4.1.  
In this chapter, section 4.1 will present the operational regime of the amplifier for 
using the adjustable PAPR level. The adjustable level of both the CP and the PMP 
will be proposed in section 4.2 and section 4.3 respectively. Finally, the summary of 
this chapter will be concluded in section 4.4. 
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Figure 4.1 The adjustable PAPR reduction level working with the APO. 
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Figure 4.2 CCDF of transmitted signal after repeated PAPR clipping taken from [81]. 
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4.1 The Range of Adjustable PAPR Level 
The rough case of the large-scale MIMO–OFDM channel occurs when, a user in the 
WLAN cell requires higher dynamic range, α , of the transmitted signal from BS. It 
means that the PAPR reductions have to progressively increase the threshold clipping 
level, β , in order to ensure a sufficient signal is being sent through the ill-behaving 
channel.  By this idea, the average ζ  of the SER from the terminals is used for 
identifying the state of the error rate in the WLAN cell from all terminals. In 
contrast, in the case of low noise in the WLAN channel, the PAPR reduction level 
could be decreased in response to SER feedback in order to reduce transmission 
power. As a result, this technique can help to efficiently save unnecessary energy in 
the large-scale OFDM-MIMO systems when Eb/N0 is in the low power regime [82-
92]. 
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Figure 4.3 The range of adjustable PAPR level for the HPA characteristic1. 
As mentioned in Chapter 2, the practical RF amplifiers exhibit various magnitudes 
of nonlinearities. In this thesis, the RF amplifiers are assumed to operate in the linear 
region and all users in a WLAN cell communicate to BS under the same SNR 
circumstance. Therefore, the overall SER from all terminals can be expressed as 
                                                          
1
 In practical systems,
ζ
κ
  is defined by a maximum input dynamic range of the HPAs that have a linear response, 
and in this thesis, a scaling factor is assumed to be equal a maximum clipping level (or 
max
x
ζ βκ =  ). 
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( )1 2
, 0 1,un
un
ζ ζ ζ
ζ ζ
+ + +
= ≤ ≤
…
                             (4.1) 
where 
thu
ζ  is a SER of uth user in a WLAN cell. 
In (4.1), it is used to control the adjustable PAPR reduction level, ( )β ζ , varying 
within a range manual by maximum clipped signal level,  
max
max ; when 1,
100
xβ
αβ
ζ= =                                    (4.2) 
and minimum clipped signal level,  
min
min ; when 0,
100
xβ
αβ
ζ= =                                    (4.3) 
where maxβ and minβ  are the percentages of the maximum quantized PAPR level and 
the minimum quantized PAPR level respectively.  
Therefore, the adjustable PAPR level can be represented as 
min max
0 ( )( ) , ,
0qt
min qt max
x xβ ββ ζβ ζ αβ
β β β
< ≤ ≤
=
< ≤ ≤
 
                     (4.4) 
where α  is the highest peak level of ( )x t , qtβ  is the percentage of the quantized 
PAPR level. 
 
4.2 The Adjustable PAPR Level for the CP 
A clipping PAPR reduction scheme is the simplest technique to reduce the high 
PAPR signals [93]. A predefined threshold is set to clip all high range signals in the 
OFDM system. The aim of this method is to satisfy the constraints of the OFDM 
spectrum so that the transmitted signal does not interfere with neighbouring 
frequency bands. However, the in-band distortion cannot be avoided, causing an 
increase in BER. The in-band distortion is large when the clipping level threshold is 
low because the probability of large peaks is high. The in-band distortion may be 
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limited to a predefined strength with the degradation of PAPR-reduction 
performance [94-97]. For the clipping PAPR reduction scheme, the clipping 
operation is defined as 
,
( ) , if ( )( ) =
, if ( )CP
x t x t
x t
x tβ
β
β β



<
≥
 


                                 (4.5) 
and the percentage of the clipping threshold is defined as 
= 100%.( )ClippingThreshold max x t
β
  
×

                        (4.6) 
The advantage of a clipping PAPR technique is that it is the simplest and easiest 
method to reduce the high PAPR. It is powered by setting a maximum level threshold 
for the high PAPR transmitted signal as shown in Figure 4.4. On the other hand, 
some disadvantages occur when clipping is employing to reduce high PAPR. It 
causes the in-band distortion degrading the BER performance in the large-scale 
MIMO-OFDM systems [98]. 
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Figure 4.4 The fixed level of PAPR peak clipping. 
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As mentioned above, the drawback of the CP is the in-band distortion caused by 
the low level of clipping. Unfortunately, the situation will be worse than this if the 
in-band distortion occurs at the same time as a high value of AWGN in the MIMO 
channel.  
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Figure 4.5 Adjustable PAPR-CP. 
To solve this problem, the BS needs to know the situation of the channels from all 
terminals in the WLAN cell. As a benefit of the CSI, all users are able to send each 
SER back to the BS to adjust the PAPR clipping level in order to avoid both in-band 
distortion and negative effects from the ill-behaved channel. Then, the clipped signal 
in Eq. (4.5) can be rewritten as the adjustable clipping level controlled with SER 
feedback as 
min max( ) ( )
( ) , if ( ) ( )
( ) , ( ) .
, if ( ) ( )CP CPqt
x t x t
t t
x t
x x x xβ ββ ζ β ζ
β ζ
αβ β ζ
 <
≤ ≤
≥
=
 

   
        (4.7) 
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Then, a quantized step of the adjustable PAPR clipping can be presented as 
 
max min
,
qt
x x
q
N
β β−∆ =
 
                                             (4.8) 
where 2 qtN is the total number of the quantising steps. 
From Eq. (4.7) to Eq. (4.8), if the users’ error rate is high, the ( )CPxβ ζ  increases by an 
amount qtαβ  with the step q∆ . On the other hand, if the users’ error rate is low, the 
( )CPxβ ζ  steps down toward minxβ . Both maxxβ and minxβ are set to limit the highest and 
lowest threshold for the adjustable clipping level to work within the linear region of 
the RF amplifier. Finally, the process of the adjustable PAPR level for CP can be 
shown as Algorithm 1 in Appendix D. 
  
4.3 The Adjustable PAPR Level for PMP 
To reduce PAPR problems, the PMP method was invented by C. Studer and E. G. 
Larsson [21]. The integration between a MU Precoding, an OFDM Modulation, and 
a PAPR reduction is compatible with the MU-MIMO-OFDM downlink system. The 
FITRA is employed for shrinking the high dynamic range of the PAPR in the PMP. 
As a result, the high PAPR is reduced by approximately 11dB compared with the ZF 
precoder as shown in Figure 3.3. 
The total process of the PMP technique combined with FITRA is shown in Figure 
4.7. Furthermore, Algorithm 2 can also be presented in Appendix D. The PMP 
process starts with 16-QAM symbols, s , to feed to the complex-to-real valued 
conversion. Then, the real stream signal sˆ  is clipped by the FITRA with a slight 
clipping in the feedback loop, PMPZ . When the number of PMPZ is high, the peak 
level of 
PMPβ
x is low. After that, the low PAPR signal [ ]PMPZx  reverts back to the 
                                                          
2
 In this thesis, the initial value of qtN  will be manually set to 10. 
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complex signal x . Finally, the subsample and transpose processes are mapped as the 
stream signal x  to be the transmitted signal 
PMPβ
x . 
→  → 
s
sˆ [ ]PMPZx
x
PMPβ
x
[ ]kx
 
Figure 4.6 The PMP process (sourced from [21]). 
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Figure 4.7 CCDF of PMP performance taken from [21]. 
 
From the Figure 4.6 and Algorithm 2, the most important part of PMP method is 
the FITRA process, which is adapted from [99-100]. It can be started with the 
general non-smooth convex optimisation model as: 
{ },min ( ) = ( ) + ( )F g h
x
x x x                                     (4.9) 
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where both ( )g x and ( )h x are a real-valued non-smooth convex function and a real-
valued smooth convex function respectively. 
The Lipschitz constant of the gradient ( )h∇ x  is L , where 22 ( )max= σ HL , and 
( )maxσ ⋅  is the largest singular value. The proximal map of the FITRA defined as: 
2
,
1( ) arg min ( ) ( )2= g h
   
  
   
+ − − ∇p
x
y x x y y
L
L
L
               (4.10) 
where the Euclidean norm is denoted by ⋅ . 
The algorithm for solving the Lagrangian variant of the convex optimisation 
problem, which reduces the magnitude of the largest of the entry vector, can be 
described as 
2
,ˆmin ( ) + ( ) = min PMPg h λ ∞ + −Hx xx x x xs                     (4.11) 
where 3 2PMP vλ =  with { }12, ,4v∈ −  . ∞⋅  stands for the infinity norm (or 
max
∞
⋅ = ⋅ ). The definition of the auxiliary vector for analysing the proximal 
map ( )yp
L
 is: 
2
ˆ( ).H= − −H H
L
b y y s
                                   (4.12) 
To appraise the proximal map efficiently, both α  and a clipping operator 
( )truncα b  are employed to calculate the signal amplitude level as 
2
1
,arg min ([|[ ] | ] )2 iPMP
N
iα
α λ α α +
=
  
 
  
= + −∑

 
L b                   (4.13) 
[ ] ( ),k truncα=x b                                        (4.14) 
where { }[ ] max ,0+∆ = ∆ for ∆∈ , and { }{ }( ) min max ,- ,truncα α α= +b b . Then, the 
sequence of the vector x  for a constant FITRA step-size is defined as: 
[ ] prox( [ ] ( [ ])),k k h k= −∇x y y                                 (4.15) 
                                                          
3
 A regularization parameter, PMPλ , is used to gain the clipping step in each loop of PMPZ . 
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where 1,2, PMPk ,Z= … , and an appropriate step-size t is defined by 
21 1[ ] (1 1 4 [ ] .2t k t k+ = + +                                    (4.16) 
Finally, the sequence of the vector y  can be defined as: 
[ ] 1[ 1] [ ] ( [ ] [ 1]).[ 1]
t kk + k k k
t k +
−= + − −y x x x                         (4.17) 
 
4.3.1 SNR, PAPR, and OBR Performance Trade-Offs 
To modify a conventional PMP to be the adjustable clipping level, two values in the 
FITRA process need to be considered. Both the FITRA iterations PMPZ  and a 
regularization parameter PMPλ  have to be automatically adjusted by SER feedback 
from the terminals. These parameters importantly determine the PAPR signal, out-of-
band (power) ratio (OBR), and signal-to-noise ratio (SNR) performance for the 
MIMO-OFDM systems. 
To achieve minimum Eb/N0 it is necessary to minimise SER within 1% with the 
SNR operating point. In order to measure the amount of signal power that is 
transmitted outside the active subcarriers ε , the OBR can be shown as: 
2
2
2
2
OBR = ,c
c
c
inac
c
c
ε
ε
ε
ε
∈
∈
∑
∑
x
x
                                          (4.18) 
where inacε  denotes the inactive OFDM subcarriers with zero-insertion at 1tc n ×=x 0 , 
and .cc ε∈  
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                                (c) 1000=PMPZ                                                                            (d) 2000=PMPZ  
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                                 (e) 3000=PMPZ                                                                         (f) 4000=PMPZ  
Figure 4.8 SNR and PAPR performance trade-offs of PMP with different FITRA iterations (sourced from [21]). 
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Figure 4.9 SNR and OBR performance trade-offs of PMP (sourced from [21]). 
In Figures 4.8 and 4.9, the various FITRA iterations, PMPZ , are set with 250, 500, 
1000, 2000, 3000 and 4000 respectively. From these values, the PMP scheme can 
cover 4a large trade-off region that can be adjusted by the regularization parameter 
PMPλ  from 2
-12
 to 24. In particular, when increasing the value of PMPλ , the PMP 
scheme is able to reduce high value of the PAPR. It results in a graceful degradation 
of the SNR operating point. 
In Figure 4.8, the PMP method gives the same performance of the SNR and PAPR 
trade-offs, whether the FITRA iterations are high or low. Note that in Figure 4.9, it 
can be clearly seen that the performance of the SNR and OBR trade-offs is different 
with those FITRA iterations. In case of low iterations (i.e. PMPZ = 250, 500, and 
1000), they increase OBR, causing high error rate in the systems and causing Eb/N0 
to increase. On the other hand, the OBR performances are reduced by the high 
number of the FITRA iterations (i.e. PMPZ  = 2000, 3000, and 4000). For this case, 
their OBR performance is nearly the same. As a result, the maximum loop of the 
                                                          
4
 A large trade-off region is where OBR ≈ -22 dB to -70 dB, and SNR ≈ -0.75 dB to 1.4 dB respectively. 
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FITRA iteration is assumed to be limited at 2000 because it gives the lowest 
complexity. 
The trade-off between the high value and the low value of PMPλ  is the exchange 
of performance between OBR and PAPR. When PMPλ  is increased it negatively 
affects the system as a consequence of OBR distortion. Fortunately, a benefit is that 
the high dynamic range of ( )x t is also reduced by an amount PMPλ . Therefore, by 
adjusting the PMPλ  in response to the average SER from all users, the novel FITRA 
process is devised, to be described in the next section. 
 
4.3.2 The FITRA Algorithm Controlled with SER 
Feedback 
As shown in Figures 4.8 and 4.9, the range of the regularization parameter varies 
from 2-12 to 24. When ζ is high, PMPλ  needs to be low for decreasing the level of α . 
Therefore, both Eq. (4.11) and Eq. (4.13), the variable clipping level of FITRA 
algorithm can be represented as 
2
1
,( ) arg min ( ) ([|[ ] | ] )2 iPMP
N
iα
β ζ λ ζ α α +
=
  
 
  
= + −∑

 
L b                 (4.19) 
where (4 16 )( ) 2 -PMP ζλ ζ = . 
In Eq. (4.19), it is the important equation that changes the conventional FITRA 
algorithm to be adjusted by users’ SER. In the worst case of the MIMO channel 
(Eb/N0 is in the low region), all users cannot send the SER feedbacks to a BS. In this 
case, the ζ  is equal to one, and then the ( )PMPλ ζ  is set to 2-12. The ( )β ζ  will be 
increased as the same level as 
max
xβ . On the other hand, in the case of the low noise 
channel (Eb/N0 is in the high region), the ζ  is equal to zero, and then the ( )PMPλ ζ  is 
set to 24. The ( )β ζ  will be decreased as the same level as 
min
xβ . Finally, the 
modified FITRA algorithm with the variable clipping level controlled with SER 
feedback can be shown as Algorithm 3 in Appendix D. 
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4.4 Summary 
In this chapter are proposed the novel tools for variable PAPR clipping level by 
using feedback SER from all users in the WLAN cell. Both a CP and a PMP method 
are chosen to modify from the fixed clipping level to be the adjustable clipping level. 
By the advantage of the SER feedback, the new tools of the PAPR reduction can be 
adapted themselves to the situation of the MIMO channel effectively. The purpose of 
this chapter has been to provide the new tools to work with the APO, which are 
presented in the next chapter. 
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Chapter 5 
The Adaptive PAPR Optimizer 
This chapter presents a tool that is used for equalising the clipped signal from PAPR 
reductions. The Adaptive PAPR Optimizer (APO) is based on an adaptive filter that 
may be understood as a self-modifying digital filter. It adjusts itself by its 
coefficients in order to adjust an error function. This error function, also called the 
cost function, is a distance measurement between the reference or desired signal and 
the output of the adaptive filter.  
The APO uses the CSI to adapt its algorithm by SER feedback from all users. It is 
also cooperated with the adjustable PAPR reduction level techniques in the previous 
chapter. Both LMS and RLS algorithms are modified to use in the APO in order to 
improve the SER performance in the large-scale MIMO-OFDM system. 
 
5.1 The Adaptive Filter  
The basic concept of an adaptive filter is illustrated in Figure 5.1. The input signal is 
denoted by ( )[ ]x kβ ζ , the reference signal [ ]x k  represents the desired output signal, 
[ ]
optzx k is the output of the adaptive filter, and the error signal is defined as 
[ ] [ ] - [ ]
optze k x k x k=   respectively.     
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w ∑
[ ]
optzx k
[ ]e k
[ ]x k
( )[ ]x kβ ζ
 
Figure 5.1 The simple block diagram of an adaptive filter. 
In Figure 5.1, [ ]e k  is employed by the adaptive algorithm to update the adaptive 
filter coefficient, [ ]kw . The whole adaptation process generally aims at optimising 
some metric of [ ]e k , producing the  [ ]
optzx k  to approximate [ ]x k  in a statistical 
sense. 
 
5.2 The Foundation of the APO  
The classical research work between a PAPR reduction and a digital filter was 
presented by J. Armstrong in [81]. In this section, the proposed technique, called an 
Adaptive PAPR Optimizer (APO), is developed from this idea. The difference 
between an adaptive filter and the APO is the operational area in the cost function of 
weight vectors, ( )J w , based on the steepest-descent theory [101]. The cost function 
can be mathematically presented as the mean squared error between x  and ( )β ζx , 
multiplied with w . It can be shown as 
( ) ( )( )
( ) ( )
( )
( ) ( )
( )
*2
( ) ( ) ( )
2 * * *
, ,
2
,*
,
1
1 ,
J E E
R R R
R
R R
β ζ β ζ
β ζ
β ζ β ζ
β ζ
β ζ β ζ β ζ
σ
σ
− = − −
− − +
 −  
   ⋅ ⋅    −    
     
  
  
     
x x x x x x
x x x
x x x
w x x w x x w x x w
= w w w w
= w
w
              (5.1) 
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where 22 Eσ = x x  is the variance of x , [ ]*R EA A A  is the covariance of A , and 
[ ]
,
*R EA B A B  is the cross-covariance of A and B . 
In the last line of (5.1), the centre matrix can be factored into a product of upper-
triangular, diagonal, and lower-triangular block matrices as 
( )
( ) ( ) ( ) ( )( ) ( )
( ) ( ) ( )
( )
2 2
,
1 11
, ,
,
,
1
,
01
00 1
1 0
.1
R R R RR R
R R R
R R
β ζ
β ζ β ζ β ζ β ζβ ζ β ζ
β ζ β ζ β ζ
β ζ
σ σ − −−
−
  − − −
   = ⋅ 
−         
 
⋅  −  
         
   
  
x x xx x x x x xx x x
x x x x
x x x
 
(5.2) 
Substituting from (5.2) into (5.1), the cost function of the optimum weight vector 
of the APO can be shown as 
( ) ( ) ( )
( ) ( ) ( )( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
( )
'( )
'
1 1 2 1
, , , ,
[0]
* ,
[0] ,
oJ J J
R R R R R R R R
β ζ β ζ β ζ β ζ β ζ β ζ β ζ β ζ
ζ
β ζ
β
σ− − −
↔
= − − + −
≤ ≤
            

x x x x x x x x x x x x x
w w w
w w
w w w
 (5.3) 
where ow  is the optimum weight vector, [0]w  is the initial weight vector where optzx  
is the same as ( )β ζx , and '( )β ζw  is the weight vector where optzx  is the same level as 
( )β ζx  and also the same characteristic as x . 
The ( )J w  is approximated to zero by selecting w  as minw  with ( ) , 0R β ζ > x x  
[101]. Then, the result of the minimum error is given by 
( ) ( ) ( ) ( )
2 1
, ,
.min minJ J R R Rβ ζ β ζ β ζσ
−= −      x x x x x xw                    (5.4) 
For the adaptive filtering task, ow  is the minimum value found for minJ ; however, 
for the APO, ow  is the weight vector around the operational area that varies from 
( )[0]J w  to ( )'( )J β ζw . 
56 
 
minJ  has a unique minimum at ( ) ( )
1
,min R Rβ ζ β ζ
−=   x x xw  with minimum value given by 
Eq. (5.4). 
minJ
Operational Area
[ ]optzx k
[ ]optzx k
ow
Excessive Area
( )[0]J w
( )oJ w
( )'( )J β ζw
[ ]optzx k
 
Figure 5.2 Operational area of the APO. 
( )β ζ
1τ 2τ
( ) ,
0R
β ζ
> x x
1τ
( ) ,
0R
β ζ
= x x ( ) , 0R β ζ > x x
'( )( )J β ζw
( [0])J w
( )oJ w
 
Figure 5.3 OFDM-PAPR adjustment over a symbol interval. 
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Figure 5.2 shows both the operational area and the excessive area of an adaptive 
filter in a typical plot of ( )J w  for the case in which w  is two-dimensional. While 
optzx  peaks are higher than the level ( )β ζ  in the excessive area that varies from 
( )'( )J β ζw  to minJ , they increase the average power of PAPR in systems affecting to 
power amplifiers at the transmitter. Therefore, a threshold value with ( )oJ w  to limit 
the adaptive filter to operate in the operational area is set. 
In the adjustable peak period, 2τ , there are different characteristics between 
( )β ζx and x (or orthogonal) that need to optimise for optzx  in this time because the 
cross-correlation 
( ) ,
0R
β ζ
= x x . It affects ( )J w  operated in the operational area 
limited with ( )oJ w . 
Figure 5.3 demonstrates the adjustable peak period and the unaltered peak period, 
1τ , of the APO in the time domain of x , ( )β ζx , and optzx . There is the duration at 1τ  
that both x  and βx  are completely correlated (or non-orthogonal). For this time, the 
APO works with ( )J w  that is moved to ( )minJ w . In other words, both x  and βx  
are the same as optzx  in 1τ  at the beginning [0]w . Therefore, the synthesized output 
signal by the APO is processed in 2τ  only. The cost function of the APO can be 
expressed as 
( )
( )
( )
1
2
, if
.
, if
o
min
J
J
J
τ τ
τ τ
 =
= 
=
w
w
w
                                      (5.5) 
There are many algorithms to update the weighted coefficient of APO. The time 
duration of the convergence is the important parameter for choosing an algorithm for 
the APO. The main focus of this thesis is to study two algorithms, being the LMS 
algorithm and the RLS algorithm. 
 
 
 
58 
 
5.3 The Variable Step-size LMS Algorithm 
The LMS algorithm was devised by Widow and Hoff to use in the training neural 
networks [102]. It is based on the steepest-descent method, in that weights are 
adapted by repeatedly minimising the mean square error. The important part of the 
LMS algorithm is to employ a rough approximation for the gradient, instead of using 
a calculation for the gradient at every step [103]. 
The updated error of the conventional LMS algorithm (or fixed-step-size (FS)), 
operating in the discrete-time domain k, can be expressed as 
( )[ ] [ ] - [ ] [ ],Te k x k k x kβ ζ=  w                                      (5.6) 
and an approximation of the gradient by using the updated error multiplied with the 
desired output is found by 
( )[ ] [ ].LMS e k x kβ ζ∆ =                                             (5.7) 
Substituting (5.7) into (5.6), the updated weight coefficient based on steepest-
descent can be shown by 
( )[ 1] [ ]- [ ]* [ ].w k + w k e k x kβ ζµ=                                  (5.8) 
where µ  is the FS of the LMS algorithm. 
For the variable step-size (VS) LMS algorithm controlled with SER feedback, it is 
firstly proposed from [30-31]. It means that a step-size, µ , in (5.8) is controlled with 
average SER. Then, a weight coefficient of VS-LMS can be expressed as 
( )
2
[ 1] = [ ] [ ] [ ]* [ ], 0,
[ 1] = [ ] [ ],
[ 1] = [ ] [1 ],
w k + w k k e k x k k
k + k k
k + k
β ζµ
µ δµ ρϕ
ϕ ξϕ υ ζ
+ ≥
+
+ −

             (5.9) 
where [ ]kµ  is the variable step-size of the LMS algorithm; , , ,δ ρ ξ and υ  are non-
negative values that are in the range from 0 to 1, ζ  is the average SER from all 
terminals. 
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Figure 5.4 Relationship between average variable step-size and average SER ( [0] 0, [0] 1, 0.999,µ ϕ δ= = =  
[0] 1, 0.001, 0.999,ζ ρ ξ= = = and 0.00001ϑ = ). 
 
Figure 5.4 shows that the average variable step-size of the proposed LMS 
algorithm decreases as the average SER increases. It means that the updated weight 
vector [ 1]w k + in (5.9) is slightly changed when the transmission channel is more ill-
behaved. By this situation, it affects its weight vector changing towards a new 
updated value. Finally, ( )wJ  is precisely converged to the ( )woJ .    
Finally, the FIR is utilized as the main structure of the APO. Then, the optimised 
signal is shown as 
1
( )
0
[ ],
L
optz l
l=
x w x k lβ ζ
−
= −∑                                          (5.10) 
where L denotes the length of the APO. 
 
5.4 The Variable Forgetting Factor RLS 
Algorithm 
It has been widely known that the convergence rate of the RLS algorithm is faster 
than the LMS algorithm [101]. Moreover, the variable forgetting factor RLS is useful 
when its filter coefficients which are close to the 
minJ ; a small step of the forgetting 
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factor is used for this case; otherwise a large step-size of the forgetting factor is 
applied instead. The conventional RLS algorithm is based on the least squares 
method. The mathematical procedure of least squares method is employed for 
finding the best fitting curve to a given set of the data points [102-103]. The aim of 
the RLS algorithm is to minimize the sum of the offset squares from the fitting curve. 
The constants of both a fixed-forgetting factor (FFF), χ , and a regularization 
parameter, δ , are initially set by the BS. Normally, the forgetting factor should be 
less than one ( 1δ < ). Therefore, the FFF-RLS algorithm can be shown as follows 
[104-106]: 
( )
( )
( )
[ -1] [ ][ ] = ,[ ] [ -1] [ ]
k x k
k k
x k k x kβ ζ
β ζ
β ζχ
Θ
+ Θ

 
                                (5.11) 
where [ ]k k is the Kalman gain, 1 [ ]kΘ  is an inverse correlation matrix of the input 
signal. 
The complex conjugate of an estimation error, *[ ]e k , for RLS is based on 
( )
*
[ ] = [ ] [ -1] [ ],
[ ] = [ 1]+ [ ] [ ] ,
[ 1] [ ] [ ] [ 1][ ] = ,
e k x k w k x k
w k w k k k e k
k k k x k kk
β ζ
χ
−
−
Θ − − Θ −Θ
 

                              (5.12) 
where [ ]w k  is the weight vector of the RLS algorithm. 
To modify the conventional RLS algorithm to be the variable forgetting factor 
(VFF) RLS algorithm [30-31, 107-109], the Kalman gain from (5.11) can be replaced 
as   
( )
( ) ( )
[ -1] [ ][ ] = ,[ ] [ ] [ -1] [ ]
k x k
k k k x k k x k
β ζ
β ζ β ζχ
Θ
+ Θ

 
                            (5.13) 
where [ ]kχ  is the variable forgetting factor. 
The value of [ ]kΘ  should be controlled by the average SER that can be used for 
controlling the gain of [ ]kχ  through  
                                                          
1
 An initial values of [0]Θ  is 1 L Lδ
−
×I ; and δ is small positive constant. 
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[ ] = [ -1]+ (1- ),k kϕ ξϕ ϑ ζ                                    (5.14) 
where ξ  is a front gain, and ϑ  is a back gain. 
Finally, the updated inverse correlation matrix for the VFF-RLS algorithm can be 
proposed as follows 
[ ]( )( )
( )
( )
2
[ ]
sign [ ] sign [ ] [ 1] sign [ ] [ 1] ,
[ ] = 1 sign 1 [ 1] ,
[ ] =1 [ ],
[ ] = [ 1] [ ] [ ] [ 1] ,[ 1] [ ]
z k
z k e k e k x k k k
k k
k k
k k k k x k k
k k
β ζ
ψ ρ χ
χ ψ
ϖ
ϕ χ
    −  −     = ⋅
+ − −
−
Θ Θ − − Θ −
−


           (5.15) 
where [ ]sign ⋅ is the sign function; ρ  and ϖ  are the positive values that are in the 
range of 0 to 1. 
ζ
[
]k
χ
 
Figure 5.5 Relationship between average variable forgetting factor and average SER ( [0] 0, [0] 1, 0.999,χ ϕ δ= = =  
0.999, 0.00001,ξ ϑ= = and [0] 1ζ = ). 
 
As shown in (5.14) and Figure 5.5, both ξ and ϑ  are the non-negative values that 
are in the range of 0 to 1. The ξ  is used to amplify the previous value of [ ]kϕ , which 
is varied by the term (1 )ϑ ζ− . When the channel has a lot of noise and the ζ  is high, 
[ ]kϕ  is adjusted itself by the reduced gain of [ ]kχ  in (5.15) appropriately. Then, 
[ ]kΘ  is increased by the term of 2[ 1] [ ]k - kϕ χ . By this situation, it affects the [ ]k k  in 
(5.13) and the [ ]w k  in (5.12) changing dramatically towards the new appropriate 
value. As the results, ( )wJ  is converged to the ( )woJ correctly [110-111]. 
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This chapter presents a tool to improve the function of the variable PAPR 
reductions in the MU large-scale MIMO-OFDM systems. The APO is based on the 
adaptive FIR filter worked with the variable PAPR reductions. It can be shown in 
Figure 5.6. It is not a PAPR reduction by itself but it optimises different signals. This 
difference is between the outputs of PAPR reduction schemes and the original input 
with high dynamic range. The proposed algorithms of this chapter are both the VS-
LMS algorithm and the VFF-RLS algorithm. As mentioned above, these algorithms 
utilize users’ feedback to adjust themselves to be compatible with the environment of 
the channel effectively. 
[ ]x k
∑
1Lw −0w
∑
1w lw
1L−w
( )[ ]x kβ ζ ( )[ 1]x k -β ζ ( )[ 2]x k -β ζ ( )[ ( -1)]x k - Lβ ζ
[ ]e k
[ ]optzx k
ζ ζ
 
Figure 5.6 2The APO cooperated with the adjustable PAPR reduction level. 
 
5.5 The Overhead by the Signal Repetition of 
the Algorithms 
In the case of the implementation process, the transient behaviour duration (or 
convergent duration) needs to be avoided in the initial period of the adaptive 
algorithm. The longer initial time that it takes, the higher is the error caused by the 
imperfection of the transmitted signal, 
optzx , which it gets. To prevent the resulting 
error, in this thesis we will only consider the output signal at the steady state period. 
Therefore, a number of the repetitions of both x  and ( )xβ ζ  are added by modifying in 
(5.10) be the concatenated form as 
                                                          
2
 A block diagram of ‘D’ is symbolised as a discrete-time delay. 
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∑ ∑                                     (5.16) 
where 
repN  is the total number of the signal repetitions; and 
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(5.17) 
Concurrently, to compare the complexities between the conventional systems in 
[37, 49] and our proposed scheme, the output of the transmission in (5.17) is 
substituted into 
( )( )
1 †
1 ,FZF
u
ZF optz
H
n
Tr
−
Ω −
  = Ω = Γ   x x sHGG
                 (5.18) 
where [ ]optz = Γ x x , which is the optimised signal vector. Then, the output of the 
transmission can be expressed as 
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                  (5.19) 
Due to the initial value of ( )( )0J w  for the APOs, a PMP approach is closer to 
( )oJ w than a clipping approach. In other words, the APO-PMP method converges to 
the steady state by using a number of iterations less than those of APO-CP. 
Therefore, APO-CP uses more signal repetitions than those of APO-PMP. Moreover, 
with the enhancement of step-size controlled by SER, the variable step-size adaptive 
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algorithm is able to find the appropriated weights deploying the least iteration 
compared with the FS algorithm. As a result, the number of signal repetitions from 
the variable step-size is less than the FS adaptive algorithm for both the CP and the 
PMP scheme. The variations of the average coefficient of both a FS-LMS and a 
variable step-size LMS are described in Figure 5.7 (a). The advantage of CSI by 
using feedback SER is employed from all terminals to control the step-size of the 
LMS algorithm. By this technique, the speed of the convergent process with the VS-
LMS (solid-lines) consumes the iteration number less than the FS-LMS (dashed 
lines) in the term of both a CP (red lines) and a PMP scheme (blue lines). Therefore, 
the redundancy of the number of Nrep in the system from the variable step-size is less 
than the FS for all APOs  (Nrep = 4, Nrep = 3, Nrep = 2, and Nrep = 1 for the FS-LMS-
CP, the VS-LMS-CP, the FS-LMS-PMP, and the VS-LMS-PMP respectively). 
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Figure 5.7 The convergence process of APOs both the FS and the variable step-size. 
For similar reasons to those used for the LMS algorithm, in Figure 5.7 (b), it 
appears clear that the variable forgetting factor RLS is superior to the FFF-RLS. 
They can be shown as Nrep = 0.25 for both the VFF-RLS-CP and the VFF-RLS-PMP 
(solid-lines); Nrep = 0.5 for both the FFF-RLS-CP and the FFF-RLS-PMP (dashed-
lines). Moreover, both Figure 5.7 (a) and Figure 5.7 (b), the RLS algorithm 
apparently reduces the total number of the signal repetition more than 75% at the 
same number of the iteration of the LMS algorithm. 
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One disadvantage of the APO is that it is more complex than regular PAPR 
reductions. Note that in (5.17), the key factors for the apparent complexity come 
from both the length of the APO, L, and the total number of the signal repetition, 
Nrep. First, the length of the APO depends on its main structure. If its length is short, 
the complexity of its system is less. Secondly, the signal repetition, Nrep, will be 
reduced in the adaptive algorithm. When its algorithm is more intelligent, the 
convergent period is short. In other words, if the convergent duration is reduced, the 
number of Nrep is decreased accordingly. In summary, the key solutions for reducing 
the system complexity depend on both the main structure and the adaptive algorithm. 
This should be improved in the future. 
To simplify the process of the APO, both FS and variable step-size of the LMS 
algorithms controlled with SER feedback can be expressed as Algorithm 4 in 
Appendix D. 
Moreover, both the FFF-RLS and the proposed variable forgetting factor RLS 
algorithm can be simply expressed as Algorithm 5 in Appendix D.  
Finally, the large-scale MIMO-OFDM system, which is used in this thesis, can be 
shown in Figure 5.7. 
 
5.6 Summary 
This chapter provided a novel tool to assist the variable PAPR reduction schemes 
which were presented in Chapter 4.  The proposed technique, an APO for equalising 
the clipped signals was shown in this chapter. Section 5.1 reviewed the basic concept 
of an adaptive filter, which is the foundation of the APO. Both VS-LMS and VFF-
RLS were invented in section 5.2 and 5.3 respectively. Moreover, in the case of 
imperfect CSI mode, both section 5.2 and 5.3 also provided the FS algorithms for this 
situation.  
With cooperation between the variable clipping PAPR level techniques in chapter 
4 and the APO in this chapter, this cooperation can improve the system performance 
of the MU large-scale MIMO-OFDM systems effectively. All simulation results will 
be shown in Chapter 7.  
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Figure 5.8 The system model of the large-scale MIMO-OFDM system using the proposed technique. 
  
 
Chapter 6  
System Performance Analysis 
This chapter provides the system analysis of the APO cooperated with the adjustable 
PAPR clipping level for the large-scale MIMO-OFDM downlink systems. The SER 
performance is analysed by the clipping noise distribution for both a CP and a PMP 
scheme. All SER analyses will be used to compare the mathematical analyses and the 
simulation results of the SER performance in the next chapter. 
 Section 6.1 introduces the meaning of the clipping noise. The adjustable clipping 
level of both the CP and the PMP scheme will be analysed in section 6.2 and section 
6.3 respectively. Their SER performance analysis will also be expressed in section 
6.4. Finally, the summary of this chapter will be shown in section 6.5. 
 
6.1 The Clipping Noise of the PAPR Reductions  
The clipping noise of the PAPR reductions, [ ]f k , consists of the segments of the 
[ ]x k  that the high peak values exceed a PAPR target value. It can be represented as 
( )[ ] [ ] [ ],f k x k x kβ ζ= −                                          (6.1) 
where [ ]x k  exceeds ( )β ζ . Then, the [ ]f k  can be shown as a series of pulses as 
1
[ ] [ ],
pn
p
p
f k f k
=
=∑                                               (6.2) 
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where [ ]pf k  is the number of the thp  clipping pulse in pulse duration pτ  with its 
amplitude maximum at pk , and pn is the number of clipping pulses [84-92]. 
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Figure 6.1 Transmitted signal [ ]x k  with a clipped level threshold. 
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Figure 6.2 The representation of the exceedance values. 
 
6.2 The Adjustable Clipping Level Analysis of 
the CP 
The real and imaginary values of input data symbol cX  are assumed to be 
independent and identically distributed (i.i.d.) and complex Gaussian random 
variable with variance, 2
cX
σ
 . The adjustable clipping threshold, ( )CPβ ζ , and the 
number of subcarriers, cn , are also assumed to be large, but the time duration of an 
OFDM block, bT , is assumed to be small, and the OFDM bandwidth /c bBW n T=  
respectively. 
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Figure 6.3 An OFDM symbol duration. 
In discrete time, [ ]x k  is a real number with the Gaussian random distribution 
based on the Central Limit Theory. 1Then, the clipping noise [ ]CPf k  is the 
consequence of the upward level across the variable level ( )CPβ ζ  of the [ ]x k  and 
downward level across the level ( )CPβ ζ− of the [ ]x k−   (or equivalently, of 2[ ]x k at 
level 2 ( )CPβ ζ ). 
The expected number of crossings of the adjustable threshold level ( )CPβ ζ  per 
second can be shown as [112-113] 
2
2
( )
2
( ) 2
( )
,
2
CP
CP
c
CP
X
e
β ζ
σ
β ζ
β ζ σ
λ
σ pi
−
=

                                    (6.3) 
where ( )CPβ ζλ is the variable level crossing rate, and [114] 
2
0
1 [ ] ,
2
pn
S
ω
σ ω ω ω
pi =
= ∆∑                                        (6.4) 
and [ ]S ω  is the discrete power spectral density (PSD) of [ ]x k , ω  is the frequency 
spectrum of k by using the discrete Fourier transform, and c
b
n
T
pi
ω ≤ . 
While cn  is assumed to be large, the ( )S ω is an approximate constant over a fixed 
frequency band between / 2BW−  and / 2BW . Then, Eq. (6.4) can be written in the 
form of squares as 
                                                          
1
 The across level of the Gaussian distribution can extensively study in [57, 115-124], the clipped signal in the 
OFDM spectrum is also provided in [125], and the error rate of the clipped signal in discrete time is given in [126].  
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( )2 2 32 2 2
2 .3 3
c
c
c X
X
b
n
BW
T
pi σ pi
σ σ= =                                (6.5) 
Substituting (6.5) into (6.3), the adjustable crossing level rate can be shown as 
2
2
( )
2
( )
( )
.
6
CP
Xc
CP
c
c CP
X b
n
e
T
β ζ
σ
β ζ
β ζpi
λ
σ
−
= ⋅                                (6.6) 
Therefore, the average number of the clipping pulses in an OFDM signal duration 
can be expressed as 
2
2
( )
2
( )
( )
.
6
CP
CP
c
CP
p p b c
X
n E n T n e
β ζ
σ
β ζ
β ζpi
λ
σ
−
 = = = ⋅                 (6.7) 
The total pulse duration of the clipping signal, τ , is the random variable with the 
Rayleigh distribution. It can be written as a probability density function as [112] 
2
24
2( ) ,2p e
piτ
τpiττ
τ
−
=
                                        (6.8) 
where 1 2 pp nτ τ τ τ τ= + + + + +  , and τ  is the mean of τ .  
Due to [ ]( ) [ ] ( )CP CPPr x kβ ζλ τ β ζ= > , τ can be presented as 
[ ] 2 2
( )
2[ ] ( ) 6
.( ) ( )
c c
CP
X XCP
CP CP
Pr x k
BWβ ζ
σ pi σβ ζ
τ
λ σβ ζ pi β ζ
>
= = = ⋅
⋅


          (6.9) 
From (6.8) to (6.9), it can probably imply that τ is so small in the large-scale 
MIMO-OFDM systems. By using Taylor’s series expansion at pk k=  , [ ]x k  can be 
expressed as a parabolic function as 
2
0
2
1[ ] [ ] [ ] [ ] [ ]
2
1[ ] [ ] .
2
p p p p p p p
p p p
x k x k k x k x k k x k k
x k x k k
≈
= + ∆ ≈ + ∆ + ∆
= + ∆
     

 
                  (6.10) 
where ,p pk k k∆ = − [ ] 0,px k ≈ and [ ] 0.px k <  
72 
 
With the approximation in (6.10), [ ]p px k k+ ∆  is assumed to be systematic of pk . 
Then,  
( ),
2 2
p p
p p CPx k x k
τ τ
β ζ
   
− ≈ + ≈   
   
 
                       (6.11) 
where each clipping pulse [ ]CPpf k  has a time duration pτ when it reaches maximum 
magnitude at ,pk  and 
( )8 [ ] ( )
.[ ]
p CP
p
p
x k
x k
β ζ
τ
−
≈ −


                               (6.12) 
Finally, each clipping pulse can be approximated as 
2 21 1[ ] ( ) [ ] [ ] , .
2 8 2 2
p p
p p CP p p p p px k k x k k x k k
τ τ
β ζ τ+ ∆ − ≈ ∆ − − ≤ ∆ <   
   (6.13) 
At the phase [ ] [ ]p pk k kθ θ= + ∆ , it narrowly varies within  / 2 / 2p p pkτ τ− ≤ ∆ < , 
and all the component frequencies of [ ]x k , which is limited in a band-limited signal, 
define the phase of [ ]CPp p pf k k+ ∆ . Therefore, the phase change of the thc  frequency 
component from pk k= to / 2p pk k τ= +  can be calculated as 
1
2
2
[ ] 2 .
2
c
c
n
p
n bc
c c
T
τ
θ pi
−
=−
∆ = ∑                                    (6.14) 
By substituting (6.9) into (6.14), the phase change can be rewritten as 
1
2
2
6[ ] .( )
c
c
c
n
X
n c CPc
c
c
n
pi σ
θ
β ζ
−
=−
∆ = ∑                                     (6.15) 
The largest phase change is occurred on / 2cc n= − , and it does not relate to cn . 
The phase of [ ]CPpf k  varies from pk k= to / 2p pk k τ= + , which is called upper-
bounded, by letting [ ]
2
cncθ θ  =   
for all c . Due to this upper-bounded is so small 
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while ( )CPβ ζ is very high, the phase change can be estimated by using Taylor’s 
series expansion at pk k=  as 
[ ] ,p p p p pk k kθ θ γ+ ∆ ≈ + ∆                                 (6.16) 
where [ ],p pkθ θ=  and 
[ ]
.
[ ]
p
p
p
imaginary x k
real x k
γ
  =
 
 


                                  (6.17) 
Afterwards, 
( ) [ ]
[ ]2 2
[ ] [ ] [ ] ( )
1 1[ ] [ ] , .
2 8 2 2
p p
p p
j k kCP CP
p p p p p p CP
j k k p p
p p p p p
f k f k k x k k e
x k k x k e k
θ
θ
β ζ
τ τ
τ
+∆
+∆
= + ∆ = + ∆ −
 ≈ ∆ − − ≤ ∆ < 
 

  
  (6.18) 
The absolute value of the phase in terms of p pkγ ∆  can be skipped because it is 
probably much too small. According to Appendix B.2, it can prove that 
2
2
( )
22 ( )
erfc ,( ) 2
CP
Xc c
c
X CP
p p
CP X
E E e
β ζ
σpiσ β ζγ τ
β ζ σ
 
     =    
 
                    (6.19) 
where 
( )
2
2
2 1
0
3 5
1 (2 )
erfc (2 1)!
2 2 4
.
1 3 1 3 5
n
x
n
x
x
x e
n
x x
e x
pi
pi
+∞
−
=
−
=
+
 
= + + + ⋅ ⋅ ⋅ 
∑

 
According to Appendix B.4, it proves that pγ and pτ  are orthogonal. Therefore, in 
(6.19), the value of p pγ τ is so small. A strict justification of p pkγ ∆ requires the joint 
CDF of p pγ τ . Unfortunately, this CDF is difficult to express as a closed form, 
however, an upper-bounded of the phase change [ ]CPpf k  can be found. 
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As the phase change [ ]CPpf k  is close to zero, the pk∆ is gradually converged to 
/ 2pτ . Then, the time duration is equal to / 2pτ  and the [ ]CPpf k is no less than half 
of the highest magnitude. By employing the Chebyshev's inequality, 
2
0
2 ,2
p pPr
γ τ σ
δ
δ
 
≥ ≤ 
 
                                      (6.20) 
where 0δ > , and the variance of the 
2
p pγ τ
can be symbolised as 20σ . Nevertheless, 
by using the Cauchy-Schwarz inequality, 
4 42 2
2
0 .2 2
p pp p
E E
E
γ τγ τ
σ
        = ≤ 
  
                              (6.21) 
By using the results of both Appendix A.1 and Appendix B.2, the right-hand side 
of the inequality as 21σ . It can be calculated as  
2
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2
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( )23 2
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1 3 2
0
2 6 ( )2 .( )
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CPXc
Xc c
c
k
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kCP X
e k e
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β ζ
β ζσ
σσ β ζσ
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 −
 ∞  
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 
 
 = − ∆ ⋅
 
 
 
∑              (6.22) 
Then, 
1 2
1
.
2
p pPr
γ τ
δσ
δ
 
≥ ≤ 
 
                                   (6.23) 
Finally, the phase term p pγ τ can be skipped, and then the clipping pulse of the CP 
can be approximated as a constant phase parabolic function: 
2 21 1[ ] [ ] [ ] [ ] , .
2 8 2 2
pj p pCP CP
p p p p p p p p pf k f k k x k k x k e kθ
τ τ
τ = + ∆ ≈ ∆ − − ≤ ∆ < 
 
   (6.24) 
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6.3 The Adjustable Clipping Level Analysis of 
the PMP Scheme 
The PMP reduction technique employs a FITRA algorithm to decrease the high 
amount of PAPR amplitude, which is operated in the frequency domain [21]. 
Therefore, the clipping noise of the PMP analysis is presented in this section in the 
frequency domain. The frequency spectrum of the clipping noise with the Nyquist-
rate sampled discrete-time is presented in [126]. In discrete time, the clipping noise 
of the adjustable PMP can be shown as 
( )[ ] [ ] [ ],PMP
PMPf k x k x kβ ζ= −                                      (6.25) 
where ( )[ ]PMPx kβ ζ is the clipped signal from the adjustable clipping level of the PMP, 
and its clipping noise can be shown as a series of pulses as 
1
[ ] [ ],
pn
PMP PMP
p
p
f k f k
=
=∑                                          (6.26) 
and also shown as the frequency spectrum by using the discrete Fourier transform of 
(6.26); i.e., 
[ ]
2
[ ][ ] sinc cos ,
2 2
p pj k p p p pPMP
p
x k
F e θ ω
τ ωτ ωτ
ω
ω
−  = − − 
 

              (6.27) 
where sinsinc .xx
x
=
 
[ ]PMPpF ω  is distributed over the whole spectral range from −∞  to ∞ , and it also 
can be shown in the discrete time as Figure 6.4. This figure shows that the [ ]PMPpF ω  
contributes the large portion of the out-of-band radiation, and the in-band clipping 
noise is the small portion of [ ]PMPpF ω . 
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[ ]PMPpF ω
 
Figure 6.4 Frequency spectrum of [ ]PMP
p
f k . 
Therefore, the PSD of the [ ]PMPpF ω  for multiple pulses can be shown as 
2 2
*
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(6.28) 
In Eq. (6.28), the order of summation and expectation cannot be exchanged 
because pn  is a random value. Nevertheless, by this definition, 
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    (6.29) 
where the thl  trial is symbolised as the subscript l . As a result, 
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where p c≠ , and 
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and in the term of *[ ] [ ] ,PMP PMPp cE F Fω ω   it can be determined by 
( ) ( )
*
[ ] [ ]
ˆ[ ] [ ]
[ ] ( ) [ ] ( ) .p p c c
PMP PMP
p c
j k k j k k
p p PMP c c PMP
E f k f k
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 
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
 
 (6.32) 
However, both [ ]x k  and [ ]kθ are independent, and then, 
( )( )
*
[ ] [ ]
ˆ[ ] [ ]
[ ] ( ) [ ] ( ) .p p c c
PMP PMP
p c
j k k j k k
p p PMP c c PMP
E f k f k
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
 
(6.33
) 
In Appendix B.1, both [ ]p px k k+ ∆  and [ ]c cx k k+∆  are independent, when 
[ ]p pk k+ ∆  and [ ]c ck k+ ∆  are also independent. Then, both [ ]p pk kθ + ∆  and 
[ ]c ck kθ +∆  are orthogonal. Therefore, *[ ] [ ] 0PMP PMPp cE F Fω ω  =  , and 
2
( )[ ] [ ] .PMP
PMP
PMP pS E Fβ ζω λ ω =                               (6.34) 
The out-of-band radiation will be solved by equalising with the APO. Thus, the 
in-band distortion by adjustable clipping is only focused. In the case of c
b
n
T
pi
ω ≤  , 
2
pωτ
 is approximate to be small, when the level of ( )PMPβ ζ is high. As the results, 
the [ ]PMPpF ω  can be estimated as 
3
[ ][ ] ,
12
p pj k pPMP
p
x
F e θ ω
τ
ω −≈ −

                                 (6.35) 
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where 
3
sinc cos
3
x
x - x ≈
 [126].  
Finally, [ ]PMPS ω  is an approximated constant over the OFDM band because  
[ ]PMPpF ω  is independent of the frequency ω . 
 
6.4 SER Performance Analysis 
The closed-form expressions of the SER performance analysis is derived in this 
section. The ratio of the adjustable clipping level, ϖ , of both a CP and a PMP 
scheme can be shown as 
2
[ ]
( ) ( )
,
22 [ ] f kE f k
β ζ β ζ
ϖ
σ
=                              (6.36) 
where [ ]f kσ  is a variance of the clipping noise either the CP or the PMP scheme. 
The stream of the x  vector is assumed to distribute as a Rayleigh distribution, it 
can be shown as the PDF as 
2
22
2( ) .x
x
x
xp e σ
σ
−
= 



x
                                      (6.37) 
The optimised signal, 
optzx , is supposed to be the complex number as 
,optz optz optzx a b j= +                                       (6.38) 
with the complex input signal,  
,x a bj= +                                                (6.39) 
where 
,
,
optz r
optz i
a a d
b b d
κ
κ
= +
= +


                                        (6.40) 
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,
2
r id d d= +  is the distortion from the APO cooperated with the adjustable PAPR 
clipping level, and a constant ζκ  is given in the term of expectations by 
[ ]
.
optzoptz E b bE a a
E aa E bbζ
κ
     = =
  

  
 
The IDFT signal x  can be transformed to be the polar coordinate form as 
cos ,
sin ,
a = x
b = x
θ
θ
 
 
                                               (6.41) 
where the angle θ  has a uniform distribution on the interval [0, 1]. 
Therefore, a value of ζκ  can also be presented in the term of the complementary 
error function of ϖ  as 
( )
2( )
2
cos cos
1 erfc ,
2x
E x x
e
β ζ ϖ
ζ
θ θ piϖ
κ ϖ
σ
−
  = = − +

 
           (6.42) 
then, the signal to noise plus distortion ratio (SNDIR) is given by  
( )
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2
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1 1
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E
E
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γ
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σ
=
− +


                                         (6.43) 
where 2/optz xE σ  is the ratio of the energy of optzx to the noise power spectral density, 
and λ  is a signal attenuation factor, 
2
2
.
1 e
ζ
ϖ
κ
λ
−
=
−
 
According to [49], an equivalent channel matrix can be demonstrated as 
ZF=Q HG . In MIMO systems, the CSI at the BS can be received by the pilot-based 
training in the uplink. Therefore, 2 0deq =  if ,d e≠  where deq  is the element of Q  in 
the thd  row and the  column. Then, the SNDIR of each user thu  can be shown as 
                                                          
2
 Both 
r
d and id  are independent from a  and b respectively. 
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Finally, the probability of SER over frequency-selective fading channels for M-
QAM signal can be expressed as 
( ) ( )2 1
2 2 2
2 1 4 11 1 tan ,
1 1 1
e
M M
P M
M
ψ ψ ψ
ψ pi ψ ψ
−
 − − = − − − + + + 
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where 
( )
3
,
2 1
u
M
γ
ψ =
−
 
2mM =  is a symmetrical form of QAM when m  is even, and uγ  is the average 
signal-to-noise-plus-distortion-and-interference ratio per channel. In (6.44), the 
dimension of the approximated matrix ( )( )1HZF ZFTr −G G  is large [127]. 
In (6.44), it can be seen that if the output of the APO, 
optzx , cooperated with a 
PMP method, has the same characteristics as the original input signal, x , the 
expectation between them, , ,PMP optz optzE a b j a bj + +   will be closed to one (or non-
orthogonal). On the other hand, the expectation between the outputs of the APO 
worked with the CP, , ,CP optz optzE a b j a bj + +   is close to zero (or orthogonal). In 
this case, the initial cost function ( )[0]CPJ w  in the operational area has the distance 
that is further from ( )oJ w than ( )[0]PMPJ w . Therefore, a constant ζκ  in (6.42) from 
the APO with a PMP scheme is higher than a CP. Finally, from (6.42) to (6.45), they 
affect to the probability of SER from the APO with a PMP scheme, 
,e PMPP , is lower 
than the probability of SER from the APO with a CP, 
,e CPP , in every uγ  (or 
, ,e PMP e CPP P< ). 
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6.5 Summary 
This chapter provided the system analysis based on the clipping noise, which is 
used for comparing the SER performances of both the CP and the PMP scheme. As 
the SER performance analysis, the results show that the adjustable PAPR clipping 
level with the PMP scheme is superior to the CP undoubtedly, and all theoretical 
proofs of those will be used for SER performance plotting in the next chapter.  
 
 
 
 
 
 
 
 
 
  
 
Chapter 7  
Numerical Results and Discussion 
This chapter provides simulation results from our proposed schemes that divided into 
four cases; first two cases of both clipping (CP) and the PMP cooperated with the 
proposed least mean square (LMS) algorithms and another two cases of those 
worked with recursive least squares (RLS) algorithms respectively. 
The channel situations are all assumed to switch between the two modes as shown 
in Figure 7.1; Figure 7.1 (a) shows that the perfect CSI mode is considered while the 
BS has the availability of the SER feedback from all users in WLAN channel, where 
all variable values controlled by the SER feedback can be used. On the other hand, 
Figure 7.1 (b) shows that the imperfect CSI mode is when the channel is corrupted 
by a worst-case scenario, where all users cannot send the SER feedback to a 
transmitter perfectly. In this case, the proposed technique is switched to be the fixed-
value mode in both an adjustable PAPR reduction level and an APO [30-33].  
Both the variable step-size (VS) LMS and the variable forgetting factor (VFF) 
RLS are used to the perfect CSI mode, and both the FS-LMS and the FFF-RLS are 
used to the imperfect CSI mode respectively. 
The main comparison of all performances is based on the sided-leakage power, 
the SER performance, the CCDF, and the complexity of the FLOPs. The simulation 
results are obtained from the communication system over a frequency-selective 
channel modeled as a tap-delay line with both i.i.d complex Gaussian noise and MUI 
of the MU large-scale MIMO-OFDM downlink system. 
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 (a) The perfect CSI Mode for either a variable step-size LMS or a variable forgetting factor RLS. 
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 (b) The imperfect CSI Mode for either a FS-LMS or a FFF- RLS. 
Figure 7.1 The perfect CSI and the imperfect CSI of the proposed schemes.      
The main system parameters are defined as follows: length of transmission 
information, sn , 216 bits per 1 user/packet and the number of the packets are 1000 
packets, the channel taps 4dn = , the single antenna terminals 10un = , the number of 
the antennas at BS 100tn = , a number of OFDM subcarriers 128cn = . Also, we 
utilize 16-QAM constellation to map the coded bits at the BS. 
For the channel encoder, a convolution encoder is employed with these 
parameters: channel code rate = 0.5, code generator polynomials = [ ]0 0133 171  
applying with puncturing and random interleaving, constraint length = 7, the BCJR 
decoder is used for channel decoding for each user. 
The parameters from the adjustable PAPR clipping level of both the CP and PMP 
with these follows: the limited upper-range maxβ  is 80% of the α  and the limited 
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lower-range minβ  is 30% for both ζκ  and ζκ−  with the total number of the 
quantizing step 64qtN = . On the other hand, the clipped signal vector βx  is the 80% 
below the threshold of the original vector x  for the fixed clipping level. For the 
PMP, both a number of iterations 2000PMPZ = , and a regularization parameter 
0.25PMPλ = . Finally, from the section 5.5, the total number of the signal repetition 
repN  of each method can be shown in Table 7.1. 
Table 7.1 The total number of the signal repetition of each scheme. 
Methods 
repN  
CP-FS-LMS 4 
CP-VS-LMS 3 
PMP-FS-LMS 2 
PMP-VS-LMS 1 
CP-FFF-RLS 0.5 
CP-VFF-RLS 0.25 
PMP-FFF-RLS 0.5 
PMP-VFF-RLS 0.25 
 
All parameters of the APO can be shown in this section. The mean squared error 
threshold ( )oJ w  is 0.00000625, an optimizer length 5L = , an initial of the weight 
coefficient [0] 0lw = . For the LMS algorithm, a FS 0.9µ = , an initial variable step-
size [0] 0µ = , [0] 1ϕ = , [0] 1e = , [0] 1ζ = , 0.999δ = , 0.001ρ = , 0.999ξ = , and 
0.00001υ = . For the RLS algorithm, an initial variable forgetting factor [0] 1,χ =  
[0] 1,e =
 
[0] 1,ϕ =  [0] 1,ζ =  0.004,δ =  0.999,ξ =  0.00001,ϑ = 0.001,ϖ =  and 
0.9996ρ = . 
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7.1 Out-of-Band Distortion of Each Scheme 
The first comparison of each scheme can be illustrated by the power spectral density 
(PSD). It is the frequency response of a transmitted signal 
optzx , where the clipped 
signal is sent through a power amplifier. This thesis employs the solid-state power 
amplifier (SSPA) for studying the out-of-band distortion of the proposed techniques 
[16]. The reason is that it provides higher performance and reliability than other 
types of RF-amplifiers. Moreover, the flexibility of its design provides the ability to 
extend to adjacent frequency bands requiring only a short development time at very 
low risk [128].  The output of SSPA can be presented as 
[ ]
1
2 2
[ ]
[ ] ,
[ ]
1
optz j k
a a
optz
x k
x k e
x k
C
θ
Ω =
  
  +
  
  
                               (7.1)  
where optzx  is the input, and xΩ  is the output of the SSPA. Both C and a are set to 
equal 6dB and 3 respectively. 
Figure 7.2 shows the PSDs results of each scheme. The PMP-RLS leads to only 
minus 21dB out-of-band radiation. It is 1.5dB lower than the PMP-LMS, and 4dB 
lower than the original PMP scheme [21]. On the other hand, the CP-RLS leads to 
minus 18dB out-of-band radiation. It is 2.5dB lower than the CP-LMS, and 4dB 
lower than the conventional clipping technique [28].  
The results clearly show that the proposed techniques can reduce the sided-
leakage power approximately 4dB for the RLS algorithm, and 2dB for the LMS 
algorithm compared with the conventional PAPR reduction schemes respectively. 
In the further sections, the comparisons of each scheme, which are the CP-LMS, 
the CP-RLS, the PMP-LMS, and the PMP-RLS, are described in the term of the SER 
performance, the CCDF of PAPR performance, and their complexity. Finally, the 
summary section of this chapter will be presented at the end of the chapter. 
 
86 
 
 
 
Clipping Scheme
CP-LMS
PMP
CP-RLS
PMP-LMS
PMP-RLS
0 21 3 4 5-1-2-3-4-5
Normalized Frequency (× rad/sample)
N
o
rm
al
iz
ed
 P
S
D
 (
d
B
/r
ad
/s
am
p
le
)
5
-45
-5
-10
-15
-20
-25
-30
-35
-40
10
-14
-15.5
-17
-18
-19.5
-21
 
Figure 7.2 PSDs of signals transformed by conventional and proposed schemes for WLAN with 16-QAM. 
 
7.2 The CP with the LMS Algorithm (The CP-
LMS) 
This section is the CP scheme cooperated with the proposed LMS algorithm, which 
is used with Eq. (5.8) and Eq. (5.9). The performance comparison of whether a FS 
and a variable step-size are shown in the case of both the SER performance and the 
CCDF comparisons. 
Figure 7.3 shows the SER performance of both simulation results and the 
analytical results of each scheme, which are the 1FCL-CP-FS-LMS and the ACL-CP-
                                                          
1
 The acronym FCL stands for the fixed-clipping level used in the imperfect CSI, and the acronym ACL stands for 
the adjustable-clipping level used in the perfect CSI respectively. 
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VS-LMS respectively. It obviously shows that the ACL-CP-VS-LMS is superior to 
the FCL-CP-FS-LMS. 
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Figure 7.3 The SER performance of the CP-LMS under the perfect and imperfect CSI. 
The gap of the SER performance between the FCL-CP-FS-LMS and the ACL-CP-
VS-LMS is around 1.66×10-2 at Eb/N0 = 0dB. It means that the adjustable PAPR 
clipping level assists the APO effectively by using the SER feedback from all users. 
However, the proposed techniques provide a lower SER performance than the 
conventional CP. They can reduce the symbol error rate at Eb/N0 = 0dB up to 
1.14×10-2 for the ACL-CP-VS-LMS and 2.8×10-2 for the FCL-CP-FS-LMS, while 
the ordinary CP  is about 6.9×10-2. Although the SER performance of the CP-LMS is 
not comparable with the lowest SER performance of the transmitted signals without 
PAPR reductions, it is the trade-off between the SER performance and the large 
amounts of PAPR. 
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Figure 7.4 shows the CCDF of PAPR with each method. As mention in Chapter 1, 
the main task of the APO does not seem to reduce the amount of PAPR. Anyway, 
there is a slight reduction the amount of the PAPR around 0.2dB compared with the 
conventional CP and 6.8dB without any PAPR reductions. 
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Figure 7.4 The CCDF (PAPR) performances of the CP-LMS. 
The measurement of its complexity can be shown in the term of FLOPs counting 
[129]. Therefore, 2the complexity of the CP-LMS can be shown in the FLOPs 
counting as  
2(2 1)( )(2 1)( ) ,t c s t u c s t u rep c s un n n n n n n n n LN n n n− −  
and  
                                                          
2
 The more details of the FLOPs counting can be calculated and shown in Appendix C. 
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2 2 4(2 1)(2 1)( ) ( ) ( ) ,t c s t u rep c s t u c sn n n n n LN n n n n n n− −  
for the FCL-CP-FS-LMS and the ACL-CP-VS-LMS respectively. 
To conclude, this section provides the first case of the proposed scheme, which is 
the CP-LMS. This technique overwhelmingly improves the SER performance better 
than using normal clipping technique for every Eb/N0 values. However, it may not be 
impressive in the term of its CCDF performance. In the next section, there is the next 
step of the proposed scheme, which is the modified RLS algorithm for the adjustable 
PAPR reduction level. 
 
7.3 The CP with the RLS Algorithm (The CP-
RLS)  
The CP-RLS scheme is the second technique for consideration. There is a 
replacement for the section 7.2 with the proposed RLS algorithm. Both the FFF-RLS 
and the VFF-RLS are used for comparing all performances with the normal CP. 
All equations from Eq. (5.11) to Eq. (5.15) are used in this experiment in the term 
of both a SER performance and a CCDF performance. Figure 7.5 shows the SER 
performance of the CP-RLS with or without the SER feedback from terminals in the 
WLAN cell. The gap of their SER performance is closer together than the CP-LMS 
shown in section 7.2. The gap of the SER performance between the FCL-CP-FFF-
RLS and the ACL-CP-VFF-RLS is around 6.6×10-3 at Eb/N0 = 0dB. It means that the 
RLS algorithm can reduce the error rate in the case of without SER feedback and it 
also improves the overall SER performance better than the LMS algorithm from the 
previous section. The reduction of the symbol error rate at Eb/N0 = 0dB is about 
7.2×10-3 and 1.38×10-2 for the ACL-CP-VFF-RLS and the FCL-CP-FFF-RLS 
respectively. 
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Figure 7.5 The SER performance of the CP-RLS under the perfect and imperfect CSI. 
Their CCDF of PAPR can be shown in Figure 7.6. The results show that the 
performance of the CP-RLS is nearly the same as the CP-LMS, which is about 6.8dB 
compared with no PAPR reductions, and about 0.2dB compared with the 
conventional CP. Note that the CCDF performance of both the FCL-CP-FFF-RLS 
and the ACL-CP-VFF-RLS are also almost the same. It means that the proposed RLS 
algorithm effectively works in the same performance either with or without the SER 
feedback. This scheme is a good choose for the large-scale MIMO-OFDM systems, 
where the channel noise level is large resulting received signal at the transmitter. 
In the term of the complexity, the FLOPs counting of the CP-RLS can be shown 
as 
2 2(2 1)(3 1)( ) ( ) ,t c s t u c s t u rep c sn n n n n n n n n LN n n− −  
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and 
2 3(2 1)( ) (3 1 (2 1))( ) ,t rep c s c s t u c s t u c s t u c s t un LN n n n n n n n n n n n n n n n n n n− − + −  
for the FCL-CP-FFF-RLS and the ACL-CP-VFF-RLS respectively.  
It shows that the complexity of the CP-RLS is more than the CP-LMS causing the 
higher rates of the time and energy consumption in the large-scale MIMO-OFDM 
systems.  
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Figure 7.6 The CCDF (PAPR) performances of the CP-RLS. 
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7.4 The PMP Scheme with the LMS Algorithm 
(The PMP-LMS) 
The PMP-LMS scheme is the third scheme for consideration in this section. 
Likewise, section 7.2 and section 7.3, both the LMS and the RLS algorithms are still 
compared, but the adjustable PAPR clipping process is changed from the clipping 
technique to be the PMP technique. In this section, both the fixed-clipping level and 
the variable clipping level of the PMP with the proposed LMS algorithm are 
presented. 
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Figure 7.7 The SER performance of the PMP-LMS under the perfect and imperfect CSI. 
Figure 7.7 shows the SER performance of the PMP-LMS under the perfect and 
imperfect CSI. The simulation results show that the proposed techniques, which are 
the FCL-PMP-FS-LMS and the ACL-PMP-VS-LMS, can assist the conventional 
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PMP to reduce the error rate effectively. The reductions of the symbol error rate at 
Eb/N0 = 0dB are 5×10-3 and 7.85×10-3 for the perfect CSI and the imperfect CSI 
respectively, while the original PMP is about 1.06×10-2 [21]. 
In Figure 7.8, even though the PMP is the high performant tool for the PAPR 
reduction, the proposed PMP-LMS scheme still slightly decreases the amount of 
PAPR about 0.1 dB compared with the conventional PMP technique [21]. In fact, it 
may not be compared with the CP-LMS scheme in term of the gap between the 
original CP and the proposed technique. The gap of the CCDF of PAPR reduction 
between the CP-LMS and the CP  is about 0.2dB, but the PMP-LMS and the original 
PMP is around 0.1dB. In practice, the PAPR reduction performance is not much 
different, but it is distinctly different in the term of the symbol error rate.    
The gap of the SER performance between the original CP and the CP-LMS 
technique at Eb/N0 = 0dB is about 5.76×10-2 (6.9×10-2−1.14×10-2=5.76×10-2), while 
the conventional PMP scheme and the PMP-LMS are 5.6×10-1 (1.06×10-2−5×10-
3
=5.76×10-2). It means that the proposed schemes assist the SER performance of the 
CP more effective than the PMP scheme. The reason is the PMP scheme has a 
FITRA algorithm to help itself to smoothly clip output signal 
PMP
xβ , but the output 
signal of the CP 
CP
xβ is the cutting shape without any equalization. This is the reason 
why the proposed scheme can assist to customise the output signal 
optzx  of the CP 
better than the PMP scheme. 
The complexity of the PMP-LMS can be shown in the term of the FLOPs 
counting as  
2(2 1)( )(2 1)( (2 1)(2 1) )( ) ,PMPc s t u t u t t u t c s rep c s un n n n Z n n n n n n n n LN n n n− − − − +  
and 
( ) ( )( )( )( )( ) ( )22 22 1 2 1 2 1 2 1 ,PMPt u t c s c s t u t u c s t rep c s un n n n n n n n n Z n n n n n LN n n n− − + − −  
for the FCL-PMP-FS-LMS and the ACL-PMP-VS-LMS respectively. 
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Figure 7.8 The CCDF (PAPR) performances of the PMP-LMS. 
 
7.5 The PMP Scheme with the RLS Algorithm 
(The PMP-RLS) 
The PMP-RLS scheme is the last scheme to consider in this section. In the term of 
the SER performance, this scheme seems like the best of the four cases that have 
presented in this chapter before.  
As shown in Figure 7.9, the SER performance of the PMP-RLS under the perfect 
CSI at Eb/N0 = 0dB is around 3.7×10-3, and the imperfect CSI is about 6.3×10-3 
respectively. This is the closest gap of the SER that is nearly the performance in the 
case of no PAPR reductions. The gap of the SER performance between the ACL-
PMP-VFF-RLS scheme and original transmitted signal x  without any clipping 
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processes at Eb/N0 = 0dB is around 1.7×10-3 (3.7×10-3−2×10-3=1.7×10-3). On the 
other hand, a disadvantage, its complexity need to be improved and can be 
represented as the FLOPs counting as 
2(2 1)( ) (3 1)( )( (2 1)(2 1) ),PMPt rep c s c s t u t t u u t c sn LN n n n n n n Z n n n n n n n− − − − +  
and 
( )( ) ( )( )
( ) ( )( )( )( )
22 1 3 1 2 1
2 1 2 1 ,
t c s c s t u c s t u c s t u
t t u u t c s c s t u
n LKn n n n n n n n n n n n n n
Zn n n n n n n n n n n
− − + −
⋅ − − +
 
for the FCL-PMP-FFF-RLS and the ACL-PMP-VFF-RLS respectively. 
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Figure 7.9 The SER performance of the PMP-RLS under the perfect and imperfect CSI. 
Figure 7.10 shows the PAPR performances in the term of the CCDF of the PMP-
RLS both with and without the SER feedback. Their performance is nearly the same, 
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and it means that the PMP-RLS can equalise the transmitted signal optzx  effectively 
even though any amount of noise in the channel is harmful effects to the information 
in the SER feedback. 
For the overall CCDF performance of the PMP-RLS, it seems like the same as the 
PMP-LMS performance in the previous section. The gap of the CCDF of PAPR 
reduction between the PMP-RLS and the conventional PMP is about 0.1dB, and no 
PAPR reductions are approximately 11.1dB. 
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Figure 7.10 The CCDF (PAPR) performances of the PMP-RLS. 
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7.6 Summary 
This chapter provides the performance comparisons of each proposed scheme, 
which are the CP-LMS, the CP-RLS, the PMP-LMS, and the PMP-RLS. The first 
comparison is the out-of-band distortion based on the power spectral density causing 
the error rate at the terminals in the WLAN cell. This result shows that the proposed 
RLS algorithm can lower the out-of-band power leakage by 4dB in both the 
conventional CP and the PMP scheme. 
The comparisons of the proposed techniques with the SER, the CCDF, and 
complexity performances are represented from the section 7.2 to the section 7.5 
respectively. It is found that the analysis for the SER performances in Figures 7.3, 
7.5, 7.7, and 7.9 are lower than the simulation at low SNR, but are higher than the 
simulation at medium and high SNR. The deviation between the analysis and the 
simulation is no more than 44 10 dB−± × , which is acceptable for all experiments, 
being inline with current practice. 
Figure 7.11 shows the overall SER performance of every proposed method. The 
results clearly show that the use of the SER feedback to control all coefficients of the 
proposed techniques can almost reduce the symbol error rate better than the 
conventional PAPR reductions for every Eb/N0 values.     
For the PAPR reduction performance comparison in the term of the CCDF of each 
scheme, it can be shown as a summary figure in Figure 7.12. Surprisingly, from the 
out-of-band distortion and the SER performance, the LMS algorithm is superior to 
the RLS algorithm for this case. However, the overall results show that the proposed 
schemes can slightly reduce the amount of PAPR only. This is because the aim of the 
proposed techniques does not focus on the PAPR reduction but does assist the 
conventional PAPR reductions to equalize the clipped signal before sending to all 
transmitting antennas. By this idea, the clipped signal from all PAPR reductions has 
nearly the same characteristic as the unclipped signal as the low level of PAPR as 
shown in Figure 7.13. As a result, the out-of-band distortion and the error rate can be 
decreased in the large-scale MIMO-OFDM systems effectively.  
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Figure 7.11 The SER performance of all proposed techniques under the perfect CSI. 
Like a double–edged sword, the complexity of the proposed schemes seems like 
to be improving. The least complexity is the CP-LMS, but the most complexity is the 
PMP-RLS. One of the values that define their complexity in the term of FLOPs 
counting is the number of the signal repetition 
repN . For this case, the adaptive 
algorithm needs to improve the convergence rate to be faster than the proposed 
algorithms in the future. Another factor for the PMP to avoid the more complexity is 
the number of iterations PMPZ  in a FITRA algorithm. This value is an important 
value that adds to the complexity of the systems. Like signal repetition 
repN , it is 
necessary to be developed to be less in the future. 
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Figure 7.12 The CCDF (PAPR) performances of each scheme with the SER feedback. 
 
 
 
 
 
 
 
                             
                           (a) The CP                                                             (b) The PMP  
Figure 7.13 The unclipped signals, the clipped signals, and the proposed optimizing signals. 
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In terms of the large-scale MIMO, the ACL-PMP-VFF-RLS method is chosen to 
compare the performance of antennas varied from 10 to 1000. As shown in Figures 
7.14 and 7.15, both the SER and CCDF (PAPR) performances are presented. At 
Eb/N0 = -2dB, Figure 7.14 shows that the SER performance is nearly the same for nt 
= 600, 800, and 1000. The gap of SER performance from nt = 600 to 1000 is only 
0.004625 while nt = 200 to 600 it is 0.044125 (an order of 10 difference). The reason 
for this is when the number of antennas at the BS is increased, the SER is reduced. It 
causes the feedback of SER for high numbers of antennas (nt = 600 and 1000) to be 
neary the same, while the amount of PAPR shown in Figure 7.15 (for the CCDF 
method) increases continuously. For this reason, it affects the overall performance of 
the proposed technique that is not as good as expected. 
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Figure 7.14 The SER performance of the ACL-PMP-VFF-RLS (nt = 10 to 1000). 
Even though the proposed technique (ACL-PMP-VFF-RLS) gives the best SER 
performance at nt = 1000, further research is required to positively improve the 
performance. The gap of the PAPR from nt = 600 to nt = 1000 is approximately 
2.5dB nearly the same at from nt = 200 to nt = 600 (approximately 3.5dB) while the 
results of the SER performance are very different. For future research, this problem 
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needs to be addressed. The decrease of SER at a high number of antennas should be 
consistent with the increase in PAPR. 
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Figure 7.15 The CCDF (PAPR) performances of the ACL-PMP-VFF-RLS (nt = 10 to 1000). 
It is very difficult to choose which one is the best scheme of the proposed 
techniques because each approach has different strengths and weaknesses. At the end 
of this chapter, the radar graphs are presented to make it easier to decide which one is 
the appropriated scheme for the practical tasks of the MIMO-OFDM systems. A 
radar graph is divided into five parts; the symbol error rate, the amount of PAPR, the 
complexity, the imperfect CSI (in the case of no SER feedback from all users), and 
the number of the overhead. There is a score range for each part on a range of one to 
ten; one is the lowest and ten is the highest. 3All the radar graphs can be shown in 
Figure 7.16. 
The overall performance of the original CP can be shown in Figure 7.16 (a). The 
advantages of this approach are the low overhead and complexity, and it can also be 
used in the case that the feedback capacity is limited and this will affect the 
                                                          
3
 The more areas are covered for the graph, the poorer system is provided for itself. 
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resolution and quality of the SER feedback at the BS. The proposed CP can be 
shown in Figures 7.16 (b) and 7.16 (c), which are the CP-LMS and the CP-RLS 
respectively.  In this case, the CP-RLS seems superior to the CP-LMS in every part 
except the complexity, which the complexity score of the CP-RLS is 4.5, and the CP-
LMS is 4. 
The original PMP performance can be shown in Figure 7.16 (d). As the same of 
the original CP, the low overhead and complexity, and the high performance in the 
case of imperfect CSI are the advantages of the PMP compared with the proposed 
PMP as shown in Figures 7.16 (e) and 7.16 (f) respectively. The lowest of the SER, 
the amount of PAPR, the overhead, is the PMP-RLS. Moreover, it can be used in the 
case of the ill-conditioned behaviour of the MIMO channel effectively but its 
disadvantage is the highest complexity instead. Note that the complexity of the PMP-
LMS is lower than the PMP-RLS for this case. 
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Figure 7.16 The performance comparisons of the proposed schemes. 
The next chapter is the last chapter of this thesis. It will provide the conclusion of 
every chapter and will also present the discussion of the future research on this 
project.   
  
 
Chapter 8 
Conclusions and Future Works 
8.1 Summary 
This thesis presents a novel tool to support the adjustable clipping level of the PAPR 
reductions. It includes the CP with LMS algorithm (CP-LMS), the CP with RLS 
algorithm (CP-RLS), the PMP with LMS algorithm (PMP-LMS), and the PMP with 
RLS algorithm (PMP-RLS) respectively. In the term of the new versions of both 
clipping and PMP schemes were represented in Chapter 4. The APO using both the 
variable LMS algorithm and the variable RLS algorithm were invented in Chapter 5. 
These innovations employ the benefit of the SER feedback from all users in the 
WLAN cell to adapt themselves to suit the situation of the transmission channel. 
Moreover, their system performance analyses are derived in Chapter 6 to prove their 
theory on each SER performance results in Chapter 7. 
This chapter summaries the major contributions drawn from this thesis and 
presents future research directions arising from this work. 
 
 
 
 
 
105 
 
8.2 Conclusions 
In this thesis, the major contributions are presented and investigated in different 
chapters. 
In Chapter 4, the adjustable PAPR reduction level controlled with SER feedback 
was presented and investigated. The objective was to modify the conventional PAPR 
reductions of both clipping and PMP to use the benefit of CSI. The users’ symbol 
error rate is fed to the BS to adjust the PAPR clipping level to save the unnecessary 
energy in the downlink large-scale OFDM-MIMO systems. In Figure 7.2, the 
experimental results indicate that the proposed PAPR reduction schemes can 
decrease the sided-leakage power more than the conventional PAPR reductions in the 
terms of both clipping and PMP respectively. Simulation results also demonstrate 
that the proposed techniques can reduce nonlinear distortions in memoryless RF 
amplifiers causing high symbol error rate in systems effectively.  
In Chapter 5, an APO that is used to optimise the signals between the clipped 
signal and the original signal was invented. The objective was to equalise the clipped 
signal before sending to each antenna in the large-scale antenna systems. It also 
employs users’ SER feedback to adapt its update algorithm to improve the quality of 
the transmitted signals. Both LMS and RLS algorithms were chosen to apply to be 
variable algorithms for this technique. Moreover, the proposed variable algorithms 
can be switched to the proposed FS in the case of the imperfect CSI, which is that all 
users cannot send SER feedback to a BS perfectly.  
By the cooperation between the adjustable PAPR reduction level in Chapter 4 and 
the APO in Chapter 5, simulation results show that the existing techniques are 
outperformed by the proposed techniques in terms of both SER and CCDF-PAPR 
performances effectively.  
Finally, the work in this thesis moves the research on cooperative systems based 
signal processing techniques a step forward. It is the first time of the PAPR problem 
solutions that uses both the adjustable PAPR clipping level and the optimising signal 
process. They also employ the feedback of all terminals to adapt themselves to suit 
the situation of the transmission channel. Therefore, efficient design of the PAPR 
reduction methods and signal processing algorithms that overcome the effects of the 
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high dynamic range of the PAPR signals are proposed. In this thesis, four different 
approaches were proposed namely: the CP-LMS, the CP-RLS, the PMP-LMS, and 
the PMP-RLS respectively. The work in this thesis provides new techniques of the 
PAPR reduction methods and is helpful for further study of signal processing in 
future wireless networks such as 5G networks. 
8.3 Future Work 
Many future research directions or investigations in the area of cooperative systems 
based signal processing techniques for PAPR reductions arise from these topics 
presented in this thesis. 
1. The adjustable PAPR reduction level. As previously mentioned, both clipping 
and PMP methods were chosen to be applied in this thesis. They have been 
modified to clip the high PAPR as the iterative loop controlled with users’ 
SER feedback. Though the flexibility of the proposed method, a variety of 
techniques may be utilized for adjusting the PAPR reduction level such as 
peak windowing, inter-carrier interference cancellation, random phase 
updating, or a companding scheme. 
2. The structure of the APO. As mentioned in Chapter 5, the APO was based on 
the digital filter. Currently, many structures can be used for the digital filter 
theory such as cascade FIR, linear-phase FIR, polyphase FIR, infinite impulse 
response (IIR), decision feedback equaliser (DFE), etc. They can be applied 
in the APO’s structure. 
Even though many structures can be replaced in the APO’s structure, one 
aspect needs to be considered. Note that in Chapter 7, a value that critically 
increases the system complexity is the length of the structure, L, which 
should be particularly considered to desire its new structure. 
3. The updated algorithms. The updated algorithms of the APO employ the 
modified algorithms based on both LMS and RLS. They take advantage of 
the CSI to adapt themselves to equalise the clipped signals tackling the ill-
behaved power amplifiers in the systems. 
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However, in the digital filter theory, there are also many types of updated 
algorithms that are waiting to apply to use in the APO’s algorithm. They all 
include normalized LMS, affine projection LMS, sign-data LMS, fast RLS, 
square root RLS, etc.  
Note that in section 5.5 of Chapter 5, the number of the signal repetition, 
Nrep, is the very important value to design a new algorithm. It increases the 
overhead to process in the BS. This value also increases the processing time, 
the heat in the BS, and transmission power. Therefore, one thing that needs to 
be considered in the new algorithm design is the small number of the signal 
repetition. 
4. The implementation and verification. The implementation on the practical 
system cannot be done with multiple limiting factors while doing this 
research such as budget, people, and time. Four aspects may be focused on 
the real system of this research in the future.  
• The synchronization. It is the essential task for typical massive 
MIMO-OFDM antenna arrays. It requires the reliable reception of the 
transmitted signals. From the perspective of physical layer design, 
proper synchronization algorithms are crucial to build a successful 
transmission system.  
• The limited battery power in the uplink transmission. The transmitted 
signals in an OFDM system can have high peak dynamic ranges in the 
time domain since many subcarrier components are added by an IDFT 
process. In this thesis, the downlink system was only considered to 
tackle the PAPR problems with unlimited power at the BS. On the 
other hand, in the practical uplink large-scale MIMO-OFDM systems, 
the transmission power in the terminals may have been limited. This 
may be degrading the efficiency of the power amplifier in the 
terminal. The PAPR problem is more important in the uplink since the 
efficiency of power amplifier is critical due to the limited battery 
power in a mobile terminal. 
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• The antenna array configuration. According to the ability of array to 
radiate the signals in the large-scale MIMO-OFDM systems, the 
antenna array configurations are classified into 2-dimensions and 3-
dimensions antenna arrays. Practically, 2-dimensions antenna array is 
the linear antenna array, and the rectangle, spherical, and cylindrical 
antenna array belong to 3D antenna array respectively. 
In this thesis, the antenna array configuration was assumed to be 
the 2-dimensions antenna array, and many negative effects from the 
realistic situations were skipped in 3-dimensions antenna system. 
They include near-far effects, the nonstationary phenomenon of both 
azimuth and elevation angle in the transmitted signals, etc. 
• FPGA Processing Level. This project will be developed in the 
physical layer with the Software Defined Radio (SDR). SDR is 
considered as a wireless device controlled and reconfigured by 
software [130]. In addition, it has been widely acceptable from 
wireless communication developers over the last ten years. It can 
change modulation and switch the channel depending on its 
surrounding environment. It can also adapt itself according to the 
other parameters outside the SDR board [131-132].     
 
Figure 8.1 1The proposed technique on the ideal SDR architecture.   
These are the four main areas of future research that they may affect the 
PAPR problems in the implementation of the large-scale MIMO-OFDM 
                                                          
1
 The Software Tunable Analog Radio is consisted of RF filters, combiners/splitters, data converter, power amplifier 
respectively. 
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systems. Moreover, various problems in the realistic system may occur such 
as the hardware issues, the embedded software process, the channel 
modelling problem, the pilot contamination problems, etc. They still need to 
be further investigated for PAPR reduction improvements in the next steps. 
5. The future publication plan. Publication has occurred at the 2016 
International Conference on Wireless Communications and Network 
Technology (ICWCNT2016). The title is ‘The Adaptive PAPR Optimizer for 
PAPR Clipping in MIMO-OFDM systems’ [80]. The next step will be to 
publish the new version of PMP that has been presented in Chapter 5, the 
SER performance analysis in Chapter 6, and the additional simulation results 
in Chapter 7. The author will target high-quality journal publications from 
this thesis.   
From a long journey through chapter 1 to chapter 7, it can be seen that the 
introduction of the state of the art technology was represented from chapter 1 to 
chapter 3. Both chapter 4 and chapter 5 were the proposed techniques including their 
analysis performances in chapter 6. The simulation results and the discussion were 
provided in chapter 7. Finally, the conclusions and future works of this thesis can be 
shown in chapter 8. 
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Appendix A  
This appendix provides the additional methods used for Chapter 6 and Chapter 7. 
They include Riemann Summ, Taylor’s Series Expansion, Chebyshev's Inequality, 
Cauchy-Schwarz Inequality, Jacobian’s Transformation respectively. 
 
A.1 Riemann Sum  
The Riemann Sum formula provides a precise definition of the definite integral as the 
limit of an infinite series. It can be expressed as 

x∆
 
Figure A.1 Riemann Sum. 
( )
0
lim [ ] ,
bn
i
n i a
f x x f x dx
→∞
=
∆ =∑ ∫                                      (A.1) 
where .b ax
n
−
∆ =  
124 
 
A.2 Taylor’s Series Expansion 
Taylor’s Theorem. If x  is a discrete function and n  times differentiable in an 
interval [ , ]k k h+ , then there exists some point in this interval, denoted by k h+ ∆  for 
some [ ]0,1∆∈ , such that 
( )
2 ( 1) ( )
( 1)[ ] [ ] [ ] [ ] [ ] [ ].
2 1 ! !
n n
n nh h hx k h x k hx k x k x k x k h
n n
−
−+ = + + + + + + ∆
−
          (A.2) 
 
A.3 Chebyshev's Inequality 
Chebyshev’s Theorem. If X  is a random variable with finite mean X  and variance 
2
Xσ , then, for any 0a > , 
( )2 2
2
2
2
2
1 ( )
.
X
Pr X X a Pr X X a
E X X
a
a
σ
  − ≥ ≤ − ≥   
 ≤ − 
≤
                            (A.3) 
 
A.4 Cauchy-Schwarz Inequality 
Cauchy-Schwarzs’ Theorem. Let u and v  be two vectors in the real number. The 
Cauchy-Schwartz inequality states that 
.u v u v⋅ ≤ ⋅                                                   (A.4) 
Written out in coordinates, this says 
2 2 2 2 2 2
1 1 2 2 1 2 1 2 .n n n nu v u v u v u u u v v v+ + + ≤ + + + + + +          (A.5) 
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A.5 Jacobian’s Transformation 
Jacobian’s Theorem. Since cosx r θ=  and siny r θ= , then the Jacobian’s matrix 
transformation is 
cos sin( , ) .
sin cos
r
r
x x r
J r
y y r
θ
θ
θ θ
θ
θ θ
−
∆ = =                            (A.6) 
 
 
 
 
 
 
 
 
 
 
 
 
126 
 
 
 
 
Appendix B  
Proofs 
B.1 Discrete Time Independent of Different 
Clipping Pulses 
The signal [ ]x k  can be expressed as a cyclostationary process. Then, from the time 
pk to ck , the correlation of [ ]x k  depends only on the difference of the time 
p ck k k∆ = − . Therefore, the correlation of [ ]x k  and [ ]x k + k∆ is 
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Due to  
*
2[ ] [ ]
,
2 x
E x k x k
σ
   = 
 
                                          (B.2) 
the correlation coefficient of [ ]x k  and [ ]x k + k∆ can be also shown as 
.
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c
b b
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When the Nyquist sampling rate /b cT n  is employed, both [ ] [ ]xR k kδ= and [ ]x k  
are independent. Nevertheless, in the time domain, this possibility is small and can be 
skipped when the clipping pulses fall within a small time interval and have the large 
correlation. Then, the clipping pulses are appeared at different time instances and can 
be effectively treated as independent. 
Let ,/b ck = cT n∆  where c is a real value, and 0 cc < n≤ . Based on an assumption 
of a small c , and a large cn  (or cc n ), then, 
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, .
sinsin
sin
b
c
c
x
c
c
c ccTR n
n cc
n
n
pi pi
pipi
 
→ 
  
  
 
= = ∞                      (B.4) 
In [112], it shows that the up-crossing time of [ ]x k  is Poisson distributed, when 
:cn → ∞  
( ) ( )( )
, ( )( ) ,lim (0, ) !
c
c
k
U
k e
Pr k c
c
β ζ
β ζ
β ζβ ζ
λ
λ
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  = 
∆
∆ =                 (B.5) 
where 
, ( ) (0, )cU kβ ζ ∆ is the total number of the up-crossing by a 2χ  process 
2 2 2
1 2[ ] [ ] [ ] [ ].cnY k X k X k X k= + + +…                                (B.7) 
From (B.7), the 2χ  process is up-crossed at the variable clipping level 
( ) / 0β ζ σ >  with 2[ ]cE X kσ  =    for all k  in the during time interval (0, )k∆ . For a 
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large ( )β ζ , each up-crossing of level ( )β ζ  leads to a parabolic clipping pulse. 
Then, in the duration (0, )k∆ , the probability that is more than i  clipping pulses (or 
1i ≥ ) occurs in the same time interval (0, )k∆ . This probability can be shown as  
( ) ( )
, ( )
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B.2 The Qualified PDF and Moments of pγ   
The qualified PDF and moments of pγ from (6.17) are proved in this section, where 
[ ] 0px k ≤ , [ ] 0px k = , and [ ] ( )px k β ζ≥ . The subscript p  and the sampling index pk  
are dropped off in this following analysis. However, the probability of 
| = 0, ( )Pr x x x β ζ ≤     unless ( )β ζ  is very low level will be shown in Appendix 
B.3. 
Given the subscript R  and I are symbolised from the real number and the 
imaginary number respectively, *( ) / 2Rx x x= +     , and *( ) / 2Ix x x j= −     . First, 
, ,R I Rx x x
   and Ix  will be proved to be independent when cn  is large, then 
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Then, Rx and Ix  are i.i.d Gaussian distribution with zero mean and variance 
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where [ ] 0c lE X X = for any c  and l . When cn  is large, then 
129 
 
2 2 2 2
2 2 2
2 .3 3
c x
x
b
n BW
T
pi σ pi
σ σ≈ ≈                                     (B.11) 
By the use of  
1
2 2
2
1[ ] , 0 ,
c
b
c
n
ckj
T
c b
nc c
x k X e k T
n
pi
−
=−
= ≤ ≤∑  
and (B.9), then 
0.R R I IE x x E x x   = =   
    
                                       (B.12) 
On the other side, 
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and their correlations are 
, , 2
3
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                                    (B.14) 
In (B.14), it proves that the correlations are zero when 
cn is large. Therefore, it 
also proves that , ,R I Rx x x   and Ix  are independent when cn → ∞ . 
Second, the proof that the joint PDF ( ), , | 0I R Ip x x x x =      is presented as follows. 
The distribution of both Rx and Ix  cannot be changed by fixing Rx and Ix because all 
, ,R I Rx x x
   and Ix  are independent. Note that 
( )1 .R R I Ix x x x x
x
= +      

                                            (B.15) 
Given x  is also i.i.d Gaussian distribution with zero mean and variance 
2 2 2
.
x
E xσ σ = = 
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                                              (B.16) 
The signal x  is independent of , ,R Ix x  and x , and  
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then, the correlation between Ix  and x  is 
,
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afterwards, 
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and 
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In the case to obtain ( ), , | 0p x xγ θ =  , all transformations are used as 
 cos sin ,Ix x xγ θ θ= +                                       (B.21) 
cos ,Rx x θ=                                                      (B.22) 
sin ,Ix x θ=                                                       (B.23) 
By using Appendix A.5, all , ,I R Ix x x   can be replaced to , xγ  , and θ , therefore, 
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for both (B.24) and (B.25), they can be used in the case of / 2 / 2,pi θ pi− ≤ ≤  hence, 
2( , ) cos ,J x, xγ θ θ∆ =                                          (B.26) 
then, the Eq. (B.20) can be replaced by the use of (B.26) as 
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Finally, the PDF of γ  is depended on the conditions when 0x =  and ( )x β ζ≥ . It 
can be shown as 
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where 
2 2 2( )
.
2
x
x
β ζ γ σ σ
σσ
+
Φ = 



                                      (B.29) 
However, in the case of the CCDF of γ , it cannot be expressed in the closed form 
because ( ) ( )| 0, ( ) | 0, ( ) ,p x x p x xγ β ζ γ β ζ= ≥ = − = ≥     and the condition mean 
| 0, ( ) 0E x xγ γ β ζ = = ≥ =   . Fortunately, in the term of the condition variance, 
2 2 | 0, ( )E x xγσ γ β ζ = = ≥   , it can be expressed by using (B.20). 
The ( ), , | 0I R Ip x x x x =      can be transformed to be ( ), , | 0Ip x x xθ =     by using the 
Jacobian’s transformation when ( , ) .J x, xγ θ∆ =   Afterwards, 
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and, 
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Moreover, the central moments of γ  can also be found by using (B.20). Hence, 
the mean of the condition of γ  can be expressed as 
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        (B.32) 
and the conditional variance of γ  can be also shown as 
22 2
.γγσ σ γ= −                                              (B.33) 
Both γ  and γσ  are assumed to be zero when ( )β ζ  is high compared to the 
large-scale MIMO-OFDM half bandwidth (in rad/sec) BWpi .  
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B.3 The Proof that Both [ ]>0px k  and [ ]=0px k  or 
[ ] ( )px k β ζ≥  When ( )β ζ →∞     
The proof of [ ] 0 | [ ] = 0, [ ] ( ) 0p p pPr x k x k x k β ζ > ≥ →      when ( )β ζ → ∞  is 
presented in this section. The discrete index pk  is also dropped for the ease of 
equation as well as Appendix B.2. 
Due to *( ) / 2Rx x+ x=      and *( ) / 2Ix x - x j=     , where 
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= − ∑                          (B.34) 
where Rx  and Ix  are i.i.d Gaussian distribution with zero mean and variance 
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By the use of  
1
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2
1[ ] , 0 ,
c
b
c
n
ckj
T
c b
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= ≤ ≤∑  
and (B.34), then 
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                    (B.36) 
and, the correlations are 
, ,
5
.
3R R I Ix x x x
R R= − = −                                               (B.37) 
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Given , ,R I Rx x x   , and Ix  are i.i.d Gaussian distribution with mean 
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                                        (B.38) 
and their variances are 24 / 9σ . 
Note that , ( ) / 0,I R R R I Ix x x x x x x xγ= = + =           then ( ) / ,R I I Rx x x x= −     and 
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Then, given , , ,R Ix x γ  and 0,x = x  is i.i.d Gaussian distribution with mean 
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 (B.40) 
and its variance is 
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Therefore, the variance of / xx σ   when 0x =  and ( )x β ζ≥  is 
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                                            (B.42) 
which is a constant number varied in the BW only. 
The mean x  depends on x  rather than the individual Rx  and Ix . Therefore, 
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135 
 
hence, the qualified mean of / xx σ   when 0x =  and ( )x β ζ≥  can be expressed 
as
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Nevertheless, 
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where ( , , | 0)p x xγ θ =  is based on (B.27). Therefore, 
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In conclusion, when ( )β ζ  is very high level, the mean of / xx σ   converges to 
−∞ . Then, the probability 0 | = 0, ( )Pr x x x β ζ > ≥      is forward to zero. Also 
furthermore, the large-scale MIMO-OFDM systems are normally large bandwidth. 
For this reason, when both ( )β ζ  and / xx σ   are very small, the probability 
0 | = 0, ( )Pr x x x β ζ > ≥      is approximated to be zero distinctly. 
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B.4 The Proof that Both pγ  and pτ  are 
Uncorrelated When 0x=  and ( )x β ζ≥  
The conditional joint PDF ( , , | 0)p x x xγ =     is found in this section. By the use of 
both (B.27) and (B.43), then 
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Therefore, the conditional joint at the moments of τ  and γ  can be calculated as 
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where i  and n  are positive constants. However, the joint PDF ( , , | 0)p x x xγ =    is 
symmetric to γ . Then, both 
( , , | 0) 0,i n p x x x
γ
τ γ γ γ
∞
=−∞
= ∆ ≈∑                                  (B.49) 
and 
| 0, ( ) 0i nE x xτ γ β ζ = ≥ =                                  (B.50) 
for every odd of n . 
Finally, it can prove that | 0, ( ) 0i nE x xτ γ β ζ = ≥ =    when 0x =  and 
( )x β ζ≥ affecting both τ  and γ  are uncorrelated. 
 
 
137 
 
 
 
 
Appendix C  
Floating Point Operations (FLOPs) 
The complexities of the proposed techniques can be represented in the term of the 
floating point operations (FLOPs) counting number. Typically, it is used to illustrate 
the complexity of the system in terms of the addition and multiplication operations in 
signal processing tasks [128]. This section will show the FLOPs of the proposed 
schemes, which are the CP-LMS, the CP-RLS, the PMP-LMS, and the PMP-RLS. 
Their transmitted signal 
ZFΩ
x is used for FLOPs calculation and can be represented as 
( )( )
( ),1
1
( ),1
0 1 1
[ ]
[ ] ,
rept
ZF
nt t
nt
ZF
NnL
tu
l n
H l t n
ZF ZF
k
n k l
Tr
β ζ
β ζ
=
−
Ω −
= = =
Ω
 
= − 
 
∑
∑ ∑∑


	
	
G G
x
x w x                  (C.1) 
where ZFΩ  is a normalization factor and is a scalar value. 
The difference of the proposed schemes and the conventional PAPR reductions is 
the summation term in (C.1). In the case of the conventional PAPR reductions, a 
FLOPs conversion table from [128] is used for the FLOPs counting as 
( ),1 [ ] .
tn t
n c s t ut
k n n n nβ ζ= =∑ x                                        (C.2) 
On the other hand, the proposed schemes, the Eq. (C.1) can also be factored into 
three terms that are a scalar 1/ (( ) )Hu ZF ZFn Tr −G G  , a matrix [ ]
1
0
t
L
L n
l
l
−
×
=
⋅ ∈∑ 
w , and a 
matrix ( ),
1 1
[ ]
rept Nn
t
n
t n
k lβ ζ
= =
−∑∑ x . They can be totally calculated as the FLOPs counting as 
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In the term of the conventional clipping scheme, it can be calculated as the FLOPs 
counting as 
( ) , if ( )( ) = .
, if ( )CP c s t u
x t x t
x t n n n n
x tβ
β
β β
 <
= ≥
 


                    (C.4) 
Moreover, according to Algorithm 2 in chapter 4 [21], the PMP can be 
represented as the FLOPs number as 
( )( ) 2ˆ[ ] ( [ ] ) 2 1 2 1 ,2 u t u tHk k n n n n− − = − −y y sH H
L
              (C.5)  
and 
[ ] [ ] [ 1] .[ ] 1 ( )[ 1] c s t uk k k - n n n n
t k
t k + =
−+ −x x x                    (C.6) 
Therefore, from (C.2), (C.4), (C.5), and (C.6), the entire complexity of the 
clipping scheme is 2( )
c s t un n n n  and the PMP is ( )( (2 1)(2 1) )PMP t t u u t c sZ n n n n n n n− − + . 
As a result, the adjustable PAPR clipping levels of both the clipping and the PMP are 
3( )
c s t un n n n  and ( )( (2 1)(2 1) )( )PMP t t u u t c s c s t uZ n n n n n n n n n n n− − +  respectively. 
In the case of the adaptive algorithms, they can be shown as the FLOPs counting 
as 
( )[ 1] [ ]- [ ]* [ ] 2 1,c s t uw k + w k e k x k n n n nβ ζµ= = −                       (C.7) 
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and 
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for the FS-LMS, the VS-LMS, the FFF-RLS, and the VFF-RLS respectively. 
Finally, the proposed schemes can be totally presented as the FLOPs counting as 
the Table C.1. 
Table C.1 The FLOPs counting of each scheme. 
Methods FLOPs counting 
FCL-CP-FS-LMS 2(2 1)( )(2 1)( )t c s t u c s t u rep c s un n n n n n n n n LN n n n− −  
ACL-CP-VS-LMS 2 2 4(2 1)(2 1)( ) ( ) ( )t c s t u rep c s t u c sn n n n n LN n n n n n n− −  
FCL-CP-FFF-RLS 2 2(2 1)(3 1)( ) ( )t c s t u c s t u rep c sn n n n n n n n n LN n n− −  
ACL-CP-VFF-RLS 2
3
(2 1)( ) (3 1 (2 1))
( )
t rep c s c s t u c s t u c s t u
c s t u
n LN n n n n n n n n n n n n n n
n n n n
− − + −
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2 1 2 1 2 1
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PMPt u t c s c s t u t u c s
t rep c s u
n n n n n n n n n Z n n n n
n LN n n n
− − + −
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FCL-PMP-FFF-RLS 2(2 1)( ) ( (2 1)(2 1) )( )
(3 1)
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22 1 2 1 2 1
3 1 2 1
t c s c s t u t u u t c s
t c s t u c s t u c s t u
n LKn n n n n n n n n n n n
Zn n n n n n n n n n n n n
− − − +
− + −
 
 
 
 
 
140 
 
 
Appendix D  
Algorithms 
 
Algorithm 1 The process of the adjustable PAPR level for clipping scheme with 
10qtN = . 
1: initialize [ ( ); ( )],vec real imaginary←  x x x  ( ),vecK length← x 10,qtN ←  
                    0 :1: 1,qti N← − min
min
,
100
xβ
α β⋅
←  
max
max
,
100
xβ
α β⋅
←  1: 0.1: 0.j ← −  
% Adjustable PAPR level process  
2: max min
qt
x x
q
N
β β−∆ ←
 
 
3:  for q = 1,…, qtN  do 
4:        if [ ]j qζ ≥  do 
5:            
max
[ ]qt x i q qββ ← − ∆  
6:  else 
7:    
minqt
xββ ←   
8: end if 
9: end for 
10: ( )CP qtβ ζ β←  
% Clipping process 
11: for k = 1,…, K do 
12:       if [ ] ( )vec CPk β ζ>x  do 
13:           ( ) [ ]CP kβ ζx ( ) [ [ ]]CP vecsign kβ ζ← × x  
14:       else 
15:           ( ) [ ]CP kβ ζx [ ]vec k← x  
16:       end if 
17: end for 
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Algorithm 2 The conventional clipping level for the FITRA algorithm [21]. 
1: initialize 2max01, , ,[0] [1] [1] 1 2 ( )tn t σ×← ← ← ←0 HLx y x  
2: for 1,2, , PMP=k Z…  do 
3:  2 ˆ[ ] ( [ ] )Hk k← − −H H
L
b y y s  
4: 2
1
arg min ([|[ ] | ] )2PMP
N
i
iα
α λ α α +
=
  
 
  
← + −∑

 
L b  
5: [ ] ( )k truncα←x b  
6: 21[ 1] (1 1 4 [ ]2t k + t k← + +  
7:         [ ] 1[ 1] [ ] ( [ ] [ 1])[ 1]
t kk + k k k -
t k +
−← + −y x x x  
9: end for 
10: return [ ]PMPZx  
 
Algorithm 3 The variable clipping level for the FITRA algorithm. 
1: initialize 2max01, , ,[0] [1] [1] 1 2 ( ), [0] 1tn t σ ζ×← ← ← ← ←x y x0 HL  
2: for 1,2, , PMP=k Z…  do 
3:  2 ˆ[ ] ( [ ] )Hk k← − −H H
L
b y y s
 
4: 2
1
( ) arg min ( ) ([|[ ] | ] )2PMP
N
i
iα
β ζ λ ζ α α +
=
  
 
  
← + −∑

 
L b  
5: ( )[ ] ( )k truncβ ζ←x b  
6: 21[ 1] (1 1 4 [ ]2t k + t k← + +  
7:         [ ] 1[ 1] [ ] ( [ ] [ 1])[ 1]
t kk + k k k -
t k +
−← + −y x x x  
9: end for 
10: return [ ]PMPZx  
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Algorithm 4 The LMS optimisation process. 
1: initialize 5,L ← [0] 0,lw ← 0.9,µ ← [0] 0,µ ← [0] 1,ϕ ← [0] 1,e ← [0] 1,ζ ←  
                      0.999,δ ← ,
rep c sM N n n← ⋅ ⋅ 0.001,ρ ← 0.999,ξ ← 0.00001,υ =  
                      ( ) [0, ,1]oJ w ←   
2: concatenate 
   1 2[ , , , ];repn Nx x x←    x ( ) ( ) 1 ( ) 2 ( )[ , , , ];rep,n , , ,Nx x xβ ζ β ζ β ζ β ζ←    x  
3: while ( ) ( )oJ w J w≤  do 
4:     for 0,1, , -1k = M  do 
5: 
1
( ),
0
[ ] [ ] [ ]
L
l n
l
k w k kβ ζ
−
=
←∑ r x  
6: [ ] [ ] [ ]nk k k= −e x r  
7: case FS-LMS 
8: 
1 1
( )
0 0
[ 1] [ ]+ [ ]* [ ]
L L
l l ,n
l l
w k + w k k kβ ζµ
− −
= =
←∑ ∑ e x  
9:          case VS-LMS 
10:       
1 1
( )
0 0
[ 1] [ ]+ [ ] [ ]* [ ]
L L
l l ,n
l l
w k + w k k k kβ ζµ
− −
= =
←∑ ∑ e x  
11:        2[ 1] [ ] [ ]k + k kµ δµ ρϕ← +  
12:       [ 1] [ ] (1 )k + kϕ ξϕ υ ζ← + −  
13:        end case 
14:    end for 
15: end while 
16:     optzx ← r  
17: return optzx  
 
Algorithm 5 The RLS optimisation process. 
1: initialize 5,L ←  [0] 0,lw ← [0] 1,χ ← [0] 1,e ← [0] 1,ϕ ← [0] 1,ζ ← 1[0] ,L Lδ − ×Θ ← I  
                      0.004,δ ← 0.999,ξ ← 0.00001,ϑ ← 0.001,ϖ ← 0.9996,ρ ←  
                      ,
rep c sM N n n← ⋅ ⋅ ( ) [0, ,1]oJ w ←   
2: concatenate 
   1 2[ , , , ];repn Nx x x←    x ( ) ( ) 1 ( ) 2 ( )[ , , , ];rep,n , , ,Nx x xβ ζ β ζ β ζ β ζ←    x  
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3: while ( ) ( )oJ w J w≤  do 
4:     for 1,2, ,k = M…  do 
5:       case FFF-RLS 
6:           ( ),
( ), ( ),
[ 1] [ ][ ] [ ] [ 1] [ ]
n
n n
k k
k k k k k
β ζ
β ζ β ζχ
Θ −
←
+ Θ −

 
x
x x
 
7:           
1
( ),
0
[ ] [ ] [ ]
L
l n
l
k w k kβ ζ
−
=
←∑ r x  
8:           [ ] [ ] [ ]nk k k← −e x r  
9:         
1 1
0 0
*[ ] [ 1]+ [ ] [ ]
L L
l l
l= l=
w k w k k k k
− −
← −∑ ∑ e  
10:       [ ] [ 1]+ (1 )k kϕ ξϕ ϑ ζ← − −  
11:       ( )
2[ 1][ ] [ 1] [ ] [ ] [ 1]nk -k k k k k kϖϕ χΘ ← Θ − − Θ −x  
12:     case VFF-RLS 
13: ( ),
( ), ( ),
[ 1] [ ][ ] [ ] [ ] [ 1] [ ]
n
n n
k k
k k k k k k
β ζ
β ζ β ζχ
Θ −
←
+ Θ −

 
x
x x
 
14: 
1
( ),
0
[ ] [ ] [ ]
L
l n
l
k w k kβ ζ
−
=
←∑ r x  
15: [ ] [ ] [ ]nk k k← −e x r  
16: 
1 1
0 0
*[ ] [ 1]+ [ ] [ ]
L L
l l
l= l=
w k w k k k k
− −
← −∑ ∑ e  
17:       [ ] [ 1]+ (1 )k kϕ ξϕ ϑ ζ← − −  
18:      ( ),sign [ ] sign [ ] [ 1] sign [ ] [ 1]nz k k k k k kβ ζ    −  −     ← ⋅ e e x  
19:       [ ]( )( )[ ][ ] 1 sign 1 [ 1]z kk k -ψ ρ χ← + −  
20:      [ ] 1 [ ]k kχ ψ← −  
21:       ( )
2[ 1][ ] [ 1] [ ] [ ] [ 1][ ] n
kk k k k k kk
ϖϕ
χ
−Θ ← Θ − − Θ −x
 
22:      end case 
23:    end for 
24: end while 
25:     optzx ← r  
26: return optzx  
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