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Preface
The 12th International Symposium on Combinatorial Optimization CO’02 was held in Paris on April 8–10, 2002 at
the “Conservatoire National des Arts et Métiers”. It was dedicated to all aspects of combinatorial optimization.
Most submissions were related to the following topics: Logistics and Routing, Location Analysis, Network Design
Optimization, Integer Programming, Scheduling, Approximation and Local Search. There were four plenary sessions
and 120 presentations distributed in parallel sessions that offered an appropriate setting for the debate of ideas and
experiences and contributed to make the symposium a great success.
Peter L. Hammer provided the opportunity to publish a collection of papers arising from those presented at the
symposium as a Special Issue of Discrete Applied Mathematics. After an extensive refereeing process, the team of
Guest Editors has accepted 11 out of 21 submitted papers.
• Bouquard, Lenté and Billaut consider the problem of minimizing the product of triangular matrices in Max-Plus
algebra. They propose a polynomial algorithm for (2 × 2) matrices and a branch-and-bound algorithm for (3 × 3)
matrices whose corresponding problem, which generalizes many scheduling problems, is NP-hard.
• Fouilhoux and Mahjoub study the facial structure of the polytope associated with the bipartite induced subgraph
problem. They describe two classes of valid inequalities and give sufﬁcient conditions for these inequalities be facet
deﬁning. A polynomial-time separation algorithm for the “wheel” inequalities, lifting procedures and separation
heuristics yield to a general Branch and Bound algorithm for this problem.
• Thiongane, Nagih and Plateau propose Lagrangean heuristics for the 0/1 bi-knapsack problem. A projected subgra-
dient algorithm improves the convergence of the classical algorithm; local search is used to improve the lower bound
and reoptimization techniques solving the sequence of 0/1 one-dimensional knapsack instances largely reduce the
total computation time.
• Agnetis, Hall and Pacciarelli study the problem of coordinating decisions made at different stages in supply chain
management. They develop polynomial algorithms for, respectively, ﬁnding optimal schedules for the manufacturer
problem, the supplier problem and the joint problem and identify conditions under which cooperation between the
supplier and the manufacturer reduces the total cost.
• Busygin formulates and proves a new generalization of the Motzkin–Straus theorem for the maximum weight clique
problem. A trust region heuristic is developed, which in addition to the global optimum of a quadratic objective on
the sphere has to take other stationary points of the program into account.
• Charon and Hudry consider the problem of ﬁnding a linear ordering at minimum remoteness (i.e., sum of the weights
of the reversed arcs) from a weighted tournament. They propose a Branch and Bound approach that uses Lagrangean
relaxation for the bounding, a noising method to ﬁnd the initial bound and other components to reduce the search
tree.
• Gawiejnowicz, Kurc and Pankowska consider a time-dependent single-machine scheduling problem where the
processing time of a job deteriorates with time and where the total completion time of a set of non-preemptive and
independent jobs has to be minimized. They introduce the notion of “signature” of a sequence of job deterioration
rates and propose a greedy approximation algorithm to solve the problem.
• Flammini and Nicosia consider the bicriteria formulation of the on-line k-server problem and study (c1, c2)-
competitive algorithms for this problem. A lower bound on c1 and c2 is proved for any on-line bicriteria algo-
rithm. Moreover, an algorithm that asymptotically achieves optimal tradeoffs between the two competitive ratios is
proposed.
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• Shakhlevich and Strusevich consider single-machine scheduling problems in which the processing times and/or the
release dates are controllable.
They give a complete complexity classiﬁcation of problems of this type and provide a number of polynomial-time
algorithms to minimize the sum of the makespan plus the cost for changing the parameters.
• Westerlund, Göthe-Lundgren and Larsson, consider the traveling subtour problem. They provide a new formulation
inspired by the side-constrained 1-tree formulation of the traveling salesman problem. The linear programming
relaxation is solved by a stabilized column generation procedure and variable upper bound constraints further
improve the lower bound. A heuristic ﬁnally ﬁnds feasible subtours from the solutions of the column generation.
• Lebedev andAverbakh consider the minmax regret robust version of the problem of scheduling jobs on one machine
to minimize the total ﬂow time, where the processing times of the jobs can take on any values from uncertainty
intervals. The problem is proved NP-hard. For the special case when all intervals have the same center, the problem
is shown to be NP-hard if the number of jobs is odd and solved in O(n log n) time otherwise.
We express our appreciation to the authors for submitting their papers to this Special Issue and to all the referees
for their rigorous scientiﬁc analysis of the papers. We would like to thank Peter Hammer for giving CO’02 authors
the opportunity to publish their work in this prestigious journal. We also gratefully acknowledge the editorial staff of
Discrete Applied Mathematics for their cooperation in the preparation of the issue.
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