This paper proposes a novel nonlinear controller based on neural networks (NNs) for active suppression of airfoil flutter (ASAF). Aeroelastic flutter can damage airfoils if not properly controlled. Existing optimal controllers for ASAF are sensitive to modeling errors while other controllers less prone to uncertainties do not provide optimal control. This study, thus, focuses on solving these problems by deriving a new intelligent model-based control scheme capable of synthesizing nonlinear near-optimal control laws in real time according to a known model and online updated system dynamics. A four-degreesof-freedom aeroelastic model that has nonlinear translational and torsional stiffness and employs leading/trailing-edge control surfaces as control inputs is considered. Optimal control laws for the nonlinear aeroelastic system is synthesized by solving the Hamiltonian-Jacobi-Bellman equation through NN-based value function approximation (VFA) and synchronous policy iteration in a Critic-Actor configuration. A systematic approach based on linear matrix inequalities (LMIs) is proposed for the design of a scheduled parameter matrix for the VFA. An NN-based identifier is also derived to capture un-modeled dynamics online. Extended Kalman filters are employed to tune NN parameters. The proposed controller was tested in wind-tunnel experiments. Comparisons drawn with a linearparameter-varying optimal controller confirms the effectiveness and validity of the proposed control scheme.
I. INTRODUCTION
Airfoil flutter is a type of self-feeding oscillation due to the interaction between aerodynamic loads and non-rigid airfoil structures, occurring at and above a certain airflow velocity (i.e. flutter boundary) depending on the structural characteristics of the airfoil [1] . Aeroelastic systems in reality are subjected to various nonlinearities and are generally prone to the instability known as limit-cycle oscillation (LCO), which can cause serious damage to the airfoil. To actively suppress airfoil flutter, existing airfoil control surfaces can be utilized, as proven effective by extensive studies.
In terms of control methods for suppressing LCOs, various algorithms apply [2] , [3] . Due to the time-varying nature and nonlinear characteristics of an aeroelastic system and the increasing demand on wider operation range beyond the flutter boundary, adaptive and robust control has become a major focus in recent studies for active suppression of airfoil flutter (ASAF). These advanced methods include but are not limited to: online updated linear quadratic regulator [4] , [5] , linear-parameter-varying techniques [6] , [7] , feedback linearization [8] , [9] , model reference adaptive control [10] , back-stepping-based adaptive output feedback control [11] , *This work was supported by the Sir Ross and Sir Keith Smith Fund. The authors are with the School of Mechanical Engineering, The University of Adelaide, Adelaide, SA 5005, Australia lei.chen@adelaide.edu.au [12] , robust output feedback control [13] , modular adaptive control [14] , [15] , modified filtered-X least-mean-square control [16] , L 1 adaptive control [17] , sliding-mode control [18] , finite-time H ∞ adaptive fault-tolerant control [19] , [20] and neural network based adaptive control [21] - [23] , etc.
However, optimal controllers among the mentioned methods are sensitive to modeling errors, which means suboptimal or unsatisfactory performance may result, in the presence of uncertainties or faults. Though some other controllers are designed to be more adaptive and robust to the changing environments and tolerant to un-modeled dynamics, these methods do not provide nonlinear optimal control. These two problems, although of significance to improving ASAF performance, have nevertheless not been addressed.
Therefore, the study in this paper proposes a new method of nonlinear control for ASAF from the optimal control perspective, aiming to reduce the impact of the aforementioned two problems. Contributions include:
(i) A neural network (NN) based algorithm capable of synthesizing optimal control laws online for nonlinear systems is derived, which has a compact configuration suitable for real-time implementation without jeopardizing closed-loop stability. (ii) The compact NN controller relies on a modified form of value function approximation (VFA) [24] , which however, cannot be directly implemented in its original form for ASAF applications. This is because the closedloop stability is not guaranteed for the aeroelastic dynamics that change with different airspeeds. Therefore, a scheduled parameter matrix synthesized via linear matrix inequalities (LMIs) is proposed for the VFA so that the controller remains effective across a wide airspeed range of interest beyond the flutter boundary. (iii) Wind-tunnel experiments were conducted to validate the proposed method. To the best of our knowledge, it is the first experimentally validated approach in this regard.
II. AEROELASTIC SYSTEM
The study in this paper is based on a typical rigid airfoil section featuring two-dimensional vibration modes (i.e. the first plunge and first pitch mode oscillations) under linear unsteady aerodynamic loads in subsonic flow [9] , [10] , [25] . Leading-edge (LE) and trailing-edge (TE) control surfaces are used to suppress flutter. Nonlinear translational and torsional stiffness is introduced in a polynomial form up to the second order. To better capture the control delay due to servo dynamics, a four-degrees-of-freedom (4-DOF) aeroelastic system as in [26] is considered (details of the model not repeated herein due to space limit).
The aeroelastic system can be expressed in a state-space control-affine form as:
where x(t) ∈ R nx denotes n x system states; u(t) ∈ R nu refers to n u control inputs; f (x(t), U ∞ ) ∈ R nx describes system internal dynamics that are dependent on the airflow velocity U ∞ ; g(x(t)) ∈ R nx×nu are control input dynamics.
III. PROPOSED CONTROLLER A. Continuous-Time HJB Equation and Policy Iteration
For a fixed velocity U ∞ , equation (1) can be reduced to:
which can be written in a compact form:
where U ∈ R + is any valid value of U ∞ . For convenience in discussion, the dynamics associated with a constant velocity U is hereafter written in a simpler form by omitting the notation of U ∞ = U .
The control problem is to find a control law/policy u(t) to minimize the following performance index (cost function):
withQ(x(t)) andR(u(t)) = u T (t)Ru(t) being positivedefinite functions, in which R ∈ R nu×nu is a positivedefinite weighting matrix. Differentiating (4) yields its infinitesimal version that is a nonlinear Lyapunov equation [27] , written as:
x (x)F(x, u) +Q(x) +R(u) = 0; V (0) = 0. (5) Let V * (x) denote the optimal (minimal) cost function, named as the 'value function', and let V *
x (x) ∂V * (x)/∂x denote its derivative with respect to x, The corresponding optimal control policy is then given by:
which satisfies the Hamilton-Jacobi-Bellman (HJB) equation based on (5):
That is, by solving (7) for V * (x), the optimal control can then be obtained as in (6) , given that the system internal dynamics f (x) and control input dynamics g(x) are known.
The HJB equation is nonlinear and difficult to solve directly. Instead, it can be solved recursively through the successive approximation method introduced in [28] , which is generally recognized as a policy-iteration approach [29] . Despite different forms of realization, the policy-iteration algorithm basically involves two steps -policy evaluation (using (5) as a 'critic') and policy improvement (using (6) as an 'actor', with V *
x (x) substituted by V u (i)
x (x) associated with the control policy u (i) (x) at an iteration step i). Starting with an initial admissible control policy u (0) (x), the algorithm proceeds until convergence is reached at V * (x) and u * (x). The iterative use of (5) and (6) thus forms the 'critic-actor' algorithm structure. In the case of synchronous policy iteration, the iterative use of (5) and (6) is performed simultaneously and continuously, with the superscript 'i' in V u (i)
x (x) and u (i) (x) representing an infinitesimal time step.
B. NN-based Value Function Approximation (VFA)
Note that solving for V u (i) (x) in a direct way is difficult. To implement the policy iteration, an appropriately structured representation of V * (x) is necessary, which can be a neuralnetwork (NN) approximation. For this purpose, a modified form of value function approximation (VFA) [24] is used:
where
Remark 1: This VFA allows a compact critic-actor configuration more suitable for online implementation by eliminating the actor NN tuning loop and critic NN logic switch mechanism [24] . The activation functions Φ(x) can be selected according to the high-order Weierstrass approximation theorem [30] so that ε(x) is sufficiently small [27] .
The derivative of V * (x) with respect to x is given by:
where ∇Φ(x)
T is the gradient of ε(x). Due to the approximation error ε(x), the associated control law is near optimal:
This near-optimal control results in:
where ε H is the HJB approximation error due to ε(x) in (8) .
Recall that (8) contains a double-layer NN (i.e. W T Φ(x)), which is nonlinear in the hidden layer Φ(x) but linear in the output layer weights W . LetŴ be the estimate of the ideal weights. To implement policy iteration,Ŵ need to be tuned dynamically so thatŴ → W and thus (8) approximates a target value function. In this case,
The resulting nonlinear Lyapunov equation then becomes:
where ξ is the error of weights estimation in a tuning process. For uniform convergence ofŴ to the ideal W so that ξ is minimized, an extended Kalman filter (EKF) can be used. SinceŴ is the parameter vector to be estimated, (14) can be rearranged in the following form:
with
where 0 is a null matrix (sinceŴ is a constant vector), w and v are white-noise inputs with covariance matrix Q f 0 and R f 0 , respectively. Remark 2: In the system described by (15),Ŵ are system states, and there are no drift dynamics forŴ . However, nonlinearities are present in the output dynamics, which are associated with ∇Φ(x) as well asẋ. Thus a nonlinear observer is needed to estimate the system statesŴ .
Remark 3: White-noise inputs w and v in fact do not physically exist in the system of (15) . Therefore, the corresponding covariance matrices Q f and R f have no physical implication. w and v is given in (15) purely in support of the use of Q f and R f for EKF implementation [31] .
Introducing an EKF into the system of (15) yields:
whereŷ denotes the estimated output and K f ∈ R N ×1 is the EKF gain.
The EKF gain K f can be computed from:
where H ∈ R N ×1 is defined as in (18) , and S ∈ R N ×N is a symmetrical positive-definite matrix with initial state S(0) = S(0) T 0. Note that the matrix P proposed and discussed in [24] is constant and hence does not suit a wide flight envelop with varying airspeed U ∞ . To overcome this problem, we propose a systematic approach in the following for the selection of P to cope with U ∞ dependent dynamics as in (1) .
Linearizing (1) about x = 0 gives:
and w p is unit white-noise input. With performance output z considered, there is:
where C p = I for full-state feedback,
and an auxiliary parameterdependent performance variable Z(U ∞ ) are introduced to form the following linear matrix inequalities (LMIs):
and
and ν is a performance index. LetB c (22) and (23) can be transformed into:
A(U ∞ ) can be structured as:
Thus Y (U ∞ ) and G(U ∞ ) take the same structure as:
Solving for Y (U ∞ ) and G(U ∞ ) through (24) to (26) gives P (U ∞ ) in the form of:
C. Identifier NN
The information of f (x, U ∞ ) and g(x) is required for the real-time synthesis of nonlinear optimal control laws. Although the knowledge of f (x, U ∞ ) and g(x) is analytically available, the presence of un-modeled dynamics or uncertainties can degrade controller performance as discussed in Section I. To mitigate this problem, an NN-based identifier is proposed in the following form:
where W T s ∈ R nws×nx and Φ s (x, u) ∈ R nws are the ideal NN weights and nonlinear activation functions, respectively.
In light of [32] , the system states x can be filtered as:
where η(x) ∈ R nws and µ(x) ∈ R nx are auxiliary regressors, A = σI nx×nx with σ ∈ R + , and ε
Denote the estimate of x byx. For fast estimation ofŴ s towards W s , the EKF is considered for online tuning. In this study, multiple EKFs in a parallel configuration instead of a single EKF are employed, based on the fact that the columns of W s are exclusively associated with the respective single state of x. By doing so, the computational expense is significantly less than using only one multi-input multioutput EKF [31] . On this basis, we have:
where K s ∈ R nws is the EKF gain and subscript (i) restricts the parameters to the i th decoupled EKF. Each EKF gain vector K s(i) can be computed by:
where Q s and R s are defined the same as Q f and R f . As can be seen from (37), H s(i) is the same among the individual EKFs in the parallel configuration. It is also to be noted H s(i) is not constant but state-dependent, indicating the nonlinearities involved in system identification, which justifies the use of the EKF instead of linear observers.
The internal dynamics f (x, U ∞ ) can be given by the NN identifier in an indirect manner, since the estimated derivative of system states used by (16) can be obtained through (31), with W s and u replaced byŴ s andû, respectively.
The input dynamics g(x) can then be obtained as: Remark 4: The use of the Identifier NN is mainly for updating the knowledge of system dynamics accessed by the real-time controller synthesis scheme. The known dynamics (i.e. known analytical model) are embedded into the Identifier NN in the form of the initial values of W s obtained via pre-training the NN using known dynamics. Therefore, any mismatch between the actual dynamics and the analytical model can be captured and used to update W s in real time.
IV. WIND-TUNNEL EXPERIMENTS
Experiments were performed in a temperature-regulated closed-loop wind tunnel at the University of Adelaide, Australia, and the setup is shown in Fig. 1 . The wind-tunnel has a 0.5×0.5 m testing duct, and is able to generate up to 30 m/s smooth airflow with 0.5% turbulence intensity. The leadingand trailing-edge control surfaces of the airfoil section are each driven by a servo motor, with the corresponding deployment angle fed back via an optical encoder. Instead of using physical springs for plunge and pitch stiffness, a virtualspring-damper system (VSDS) was developed in this study, where two electric motors were used to mimic the elastic force/torque using force feedback from a 6-axis force/torque transducer. The parameters of the overall aeroelastic system are listed in Table I . With the stiffness and damping setting of the VSDS as in Table I , the system had a flutter boundary around 14.6 m/s. Flutter was initiated by means of giving the VSDS a pulse signal along the plunge DOF.
In consideration of the 3 rd order nonlinear plunge and pitch stiffness in polynomial form, a power series of activation functions containing the powers of 8 system states up to 4 th order and 2 control inputs limited to 1 st order were used for the Identifier NN in accordance with the high-order Weierstrass approximation theorem [30] . This renders 135 activation functions for Φ s (x). Initial weights were determined via simulation-based training for 14.6 m/s airspeed. Similarly, Φ(x) of the Critic NN contains the powers of 8 system states only (no control inputs) up to 4 th order. This gives 65 activation functions. M (U ∞ ) and [26] for the meaning of symbols.
G(U ∞ ) were designed using the parameters in Table I for airspeeds from 14.6 m/s to 20 m/s with a griding of 50 evenly spaced points. P (U ∞ ) was calculated in real time using (30) .Q in (4) Tests were conducted at two different airspeeds, and flutter was allowed to develop to reach LCO before the controller under testing was turned on. To ensure consistent initial conditions x(t c ) throughout all tests under the same settings, where t c is the time when the controller is switched on, the controller was configured to be triggered when α crossed zero immediately after 15 seconds. This means t c > 15 s. For comparison, an linear-parameter-varying (LPV) controller in the form of linear-quadratic-regulator (LQR) synthesized by means of LMIs [6] was reconstructed for the 4-DOF model as in [26] with the parameters in Table I and Figs. 2 and 3 , it can be seen the Identifier NN has higher rate of convergence than that of the Critic NN, which means the latter is able to access updated and more accurate system dynamics for control law improvement. The Critic NN also settles 1 second before the flutter is fully suppressed, indicating satisfactory parameter convergence. This validates the selection of the activation functions sets for both the Identifier NN and the Critic NN, and also indicates that nearoptimal control is obtained. In comparison, it takes longer for the LPV-LQR controller to fully suppress the flutter. Similar phenomena can be observed for 18 m/s, as shown in Figs. 4 and 5, where however, relatively larger differences between the the responses under the two controllers can be observed.
To better capture the difference between the two controllers, performance cost is evaluated for t = 0 → 4 s using the experiment data with discrete approximation. Costs are each calculated and averaged from 4 tests under the same settings for data consistency. It is found that that the proposed NN control suppresses the flutter better with lower costs at both airspeeds (4.893 for 14.8 m/s; 0.545 for 18 m/s), compared with those of the LPV-LQR control (5.372 for 14.8 m/s; 0.627 for 18 m/s).
V. CONCLUSIONS
As validated in wind-tunnel experiments, the proposed controller successfully mitigates the impact of modeling uncertainties and improves ASAF from the optimal control perspective. The proposed LMI-based synthesis for the design of a scheduled parameter matrix to generalize the modified VFA and adapt it to the ASAF application is shown to be effective. Experiments also confirm that the proposed controller is suitable for real-time implementation. 
