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Abst rac t - - In  this paper, we investigate a new class of variational nd quasivariational inequalities 
which include, as a special case, some known results in this field. A projection method is used to 
suggest an iterative algorithm for finding the approximate solution of this class. 
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1. INTRODUCTION 
Variational inequalities are a very powerful tool of the current mathematical technology, intro- 
duced by stampacchia n the early sixties. These have been extended and generalized to study 
a wide class of problems arising in mechanics, optimization and control problems, operations 
research and engineering sciences, etc. The variety of problems to which variational inequality 
techniques may be applied is impressive and amply representative for the richness of the field. 
This theory has been developed in several directions, some of these developments have made 
mutually enriching contacts with other areas of pure and applied science. 
In this paper, we introduce and study a new class of variational and quasivariational inequali- 
ties. A projection technique is used to suggest an iterative algorithm for finding the approximate 
solution. We also discuss the convergence riteria of the iterative algorithm. Our results are the 
extension and improvements of the results of Noor [1-3] and Siddiqi and Ansari [4,5]. 
2. FORMULAT ION AND BAS IC  FACTS 
Let H be Hilbert space with norm and inner product denoted by I I" ]1 and (-,-), respectively. 
Let K be a nonempty closed convex subset of H. Let m : K -* K, T : H --* H, A : H --* H, 
V : H --* 2 H be nonlinear operators. Then we consider a problem of finding u • H,  y c V(u) ,  
such that g(u) • K (u)  and 
<T(u), v - g(u)) >_ (A(y), v - g(u)), for all v • K(u) ,  (2.1) 
where K(u)  = re(u) + K,  which we shall call the general set-valued strongly nonlinear quaslvari- 
ational inequalities problem (GSSNQVIP). 
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Special Cases 
I. 
(a) Note that, V = I, the identity mapping, then problem (2.1) is equivalent to finding 
u E H such that g(u) E K(u), and 
(T(u), v -9 (u) )  > (A(u),  v -9 (u ) ) ,  for all v E K(u), (2.2) 
which is known as a general strongly nonlinear quasivariational inequality problem 
(GSNQVIP) introduced and studied by Siddiqi and Ansari [4]. 
(b) If g(u) = u E K (u) ,  the problem (2.1) is equivalent to finding u E K(u)  such that 
(T (u ) ,v  - u) > (A(u) ,v  - u), for all v E K(u), (2.3) 
II. 
which is known as a strongly nonlinear quasivariational inequality problem (SNQVIP), 
studied by Siddiqi and Ansari [5]. 
(c) If rn = 0, that is K(u)  = k, then (2.3) is called a strongly nonlinear variational 
inequality, considered by Noor [1]. 
If A = 0, then 
(a) Equation (2.1) is equivalent to finding u E K(u) ,  and 
(T(u) ,  v - g(u)) > 0, for all v E K(u) ,  (2.4) 
which is known as a general quasivariational inequality, introduced by Noor [2]. 
(b) If m = 0, equation (2.1) takes the form 
(T(u) ,  v - g(u)} > 0, for all v E K, (2.5) 
which is called a general variational inequality problem, introduced and studied by 
Noor [6] and Isac [7]. 
III. If A = 0, m = 0, g = I, then (2.1) takes the form 
(T(u) ,  v - u) >_ O, for all v E K. (2.6) 
The problem (2.6) is called a variational inequality, which was studied by Hartman and Stam- 
paeehia [8], see also [9]. 
It is clear that .problems (2.1)-(2.6) are special cases of problem (2.1). In brief, problem (2.1) 
is one of the main motivations of this paper. 
We use the following definitions: 
DEFINITION 2.1. An operator T : H --~ H is said to be 
(a) Strongly  monotone,  i f  there exists a constant o~ > 0 such that 
(T(u)  - T (v) ,  u - v) >c~liu-vi]  2, for all u, v E H. 
(b) Lipschitz  continuous, i f  there exists a constant j3 > 0 such that  
l iT(u) - T(v)l] _< fliiu - vii, for all u,v  E H.  
Nonlinear Variational Inequalities 
3. MAIN  RESULTS 
77 
We need the following results in order to suggest an iterative algorithm for finding the approx- 
imate solution of problem (2.1). 
LEMMA 3.1. / fK  is a nonempty closed convex set in H, K(u) = m(u) + K,  then u E H, y E V(u) 
is the solution of problem (2.1) if and only if u E H, y E V(u) satisfies the relation 
u = F (u) ,  
where 
F(u) = u - g(u) + re(u) + Pk[g(u) - p(T(u) - A(y) ) - m(u)], (3.1) 
for some positive constant p, where Pk is the projection of H into K. 
PROOF. It is similar to the proof of Lemma 3.1 [5]. 
This lemma is very useful in approximation and numerical analysis of variational inequalities. 
One of the consequences of formulation (3.1) is that we can obtain an approximate solution 
of (2.1) by an iterative algorithm. 
ALGORITHM 3.1. Let K be a nonempty closed convex set in H, and m : K ---* K,  T : H ---* H, 
A : H --* H, V : H --* C(H) (C(H) denote the collection of all nonempty compact subsets of H). 
Given uo E H, Yo E V(uo), compute U~+l by the iterative scheme 
Un+l = Un - g(un) + m(u,~) + Pk[g(Un) - p(T(un) - A(yn)) - m(u,~)] (3.2) 
and 
y,~EY(u~),  D~-Y~+l l l  <_H(V(U,~),V(u~+I)), n=0,1 ,2 , . . . ,  (3.3) 
where p > 0 is a constant,/t(.,  ) denotes the Hausdorffmetric on C(H); see [10]. 
DEFINITION 3.1. An operator V : H --* C(H) is said to be fI-Lipschitz continuous, if there 
exists a constant ~ > 0 such that 
fI(V(u), V(v)) , l l u  - vii, for all u, v e H .  
Now, we shall prove that the approximate solution obtained from the iterative scheme (3.2), 
(3.3) converges strongly to the exact solution of (2.1). 
THEOREM 3.1. Let T and g be strongly monotone and Lipschitz continuous and A and m be 
Lipschitz continuous. Let V : H --* C(H) be a [t-Lipschitz continuous. Then there exist u E H, 
y E V(u) such that u and y are solutions of (2.1), and Un+l strongly converges to u in H, Yn+l 
strongly converges to y in H for 
P a + #r/(k - 1) X/(a + ]zr/(k - 1)) 2 - (f12 _/z2r/2)k(2 _ k) 
a > #~/(1 - k) + v/fl 2 - #2r /2k(2  - k ) ,  /~/(1 - k) </3 and 
k=2(u+V/1-26+o 2) <1,  
where un + 1, Yn + l are solutions atisfying (3.2), (3.3), respectively, a and 6 are strongly monotonic- 
ity constants o fT  and g, and/3, #, or, and u are Lipschitz constants o fT ,  A, g, and m, and ~ is 
an H-Lipschitz constant of V, respectively. 
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PROOF. From Lemma 3.1, we see that  the solution u c: K (u ) ,  y ~_ V(u)  of (2.1) can be charac- 
terized by the relation (3.1). Hence, from (3.1), (3.2) and (3.3), we obtain 
I lu .+l  - ull -- I lu. - g(u~) + m(u~) + Pk[g(u,~) - p (T (un)  - A (yn) )  - rn(un)} 
- u + g(u)  - m(u)  - Pk [g(u)  -- p (T (u)  - A (y ) )  - m(u)]ll 
< I Im(u . )  - m(u) l l  + I lu .  - u - (g (u . )  - g(u) ) l l  
+ IIPk[g(u~) - p (T (un)  - A (yn) )  - m(un)] 
- Pk [g(u) - p(T(u)  - A(y) )  - m(u)]ll 
_< I Im(u~)  - m(u) l l  + Ilu~ - ~ - (g (u~)  - g(u) ) l l  
+ IIg(u~) - p(T(un)  - d (yn) )  - m(un)  
- g(u)  + p(T (u)  - A(y) )  - m(u)lh 
(since Pk is nonexpansive) 
___ 211m(u,,)  - m(u) l l  + I lu .  - u - (g(u,~) - g (u ) ) l l  
+ I lg(u,0 - p(T(u~)  - A (yn) )  - g (u )  + p(T (u)  - A(y))II 
< 211m(u~) -m(u) I I  + 211u~ -u -  (g(u.)  -g (u ) ) l l  
+ I iu ,~ - u - p(T(un) - T(u)) l l  + pllA(yn) - A(y)II. (3.4) 
Since T, g are both strongly monotone and Lipschitz continuous, by using the technique of 
Noor [2], we have 
Ilu,, - u - (g (un)  - g(u))l l  2 _< (1 - 26 + ~2)llu,, - ~112, (3.5) 
and 
Ilu,~ - u - p (T (un)  - T(u) l l  2 ~< (1 - 2p~ + p2/~2)llun - ull 2. (3,6) 
Since A is Lipschitz continuous and V is / t -L ipschi tz  continuous, we get 
[ IA (y , )  - A(y, -1) I I  _< #IIY- - y , - l l l  
<__ #~'I(V(un), V(un-1) )  
< #Tlllun - un- lH.  (3.7) 
Therefore, from (3.4)-(3.7) and by using the Lipschitz continuity of m, we have 
I Iun- ,  - unll < {2v + 241 - 26 + ~2 
+ ~/1  - 2pc~ + p2/~2 + p ,~} l lun  - u . - , l l  
= {k + t(p) + p#n}l lu .  - u. - , l l ,  
where k = 2v+2~/1 - 26 + a 2 and t (p )  = x /1  - 2ap  + p2132. Hence, I lUn_ l -Un l l  = O l lun -un_ l l l ,  
where 0 = k + t (p )  + p#rl. 
Now we have to show that  0 < 1, for this, we assume that  the min imum value of t (p )  at 
= a//3 2 with t(f i )  = X/1 - O~2//~ 2. 
For p = fi, k + t(15) + p#~] < 1 implies that  k < 1 and 
>/zr/(1 -- k) + X/(/32 --/z2r/2)k(2 -- k). 
Thus, it follows that  0 = k + t (p)  + p#r /< 1 for all p with 
a + #~/(k - 1) l x / (a  + #r/ (k  - 1)) 2 - (/~2 _ #27/2)k(2 _ k) 
P - ~  [ < ~2 _ ~2~2 , 
a >/~/(1  - k) + ~B2 _ #2r/2k( 2 _ k), #7(1 - k) </~ and 
k=2(v+X/1-26+a2)  <1.  
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Since 0 < 1, we have that  {un} is a Cauchy sequence in H.  Let un ~ u(n ---* co); thus 
from (3.3), we have 
[[Y~+I -Yn[[  --- fI(V(Un÷l), V(un)) ~- ?7 [[Un+l -un J [ .  
Thus {Yn} is also a Cauchy sequence in H. Let yn --* y(n --~ co) by using Algor ithm (3.2), (3.3) 
and continuity of Pk, T, A, and m, we get 
u = u - g(u) -t- re(u) + Pk[g(u) - p(T(u) - A(y)) - m(u)] 
= F(u).  
Now, we show that  y • V(u), in fact, since 
d(y, V(u))  < [[y - Yn][ + d(y,~, V(u))  
< tlY - Yntl + t (V(un) ,  V(u))  
< IlY - Y-II + ~l lun - ull,  (3.8) 
where d(y ,V(u) )  = in f{ [ [y -  z J [ : z  e V(u)}. Thus let n ~ co in (3.8). We get d(y ,V(u) )  --- O, 
since V(u)  E C(H) ,  then y E V(u). Therefore, we know from Lemma 3.1, u E H ,y  • V(u)  is a 
solution of problem (2.1). 
As a part icular case of Algorithm 3.1, we now suggest an algorithm for finding the approximate 
solution of GSNQVIP.  
ALGORITHM 3.2. Given uo • H,  compute un+l by the iterative scheme 
u,~+l = un - g(un) + m(u,~) + Pk[g(u,~) - p(T(u,~) - A(un) ) - m(un)],  
n = 0 ,1 ,2 , . . .  (3.9) 
where p > 0 is a constant. 
COROLLARY 3.2. Let T and g be strongly monotone and Lipschitz continuous and A and m 
be Lipschitz continuous. I f  un+l and u are solutions of (3.9) and (2.2), respectively, then un+l 
strongly converges to u in H. For 
P 
a + #(k  - 1) J X / (a  + #(k  - 1)) 2 - (f~2 _ #2)k (2  _ k) 
~--~ J< Z~_,~ ' 
c~>IZ(1-k) q-X/j3 2-#2k(2-k), #( l -k)  <j3 and 
k = 2 (u+ X/1-2~+a2) < 1, 
where a and 5 axe strongly monotonicity constants o fT  and g, and t3, #, a, and u are Lipschitz 
constants o fT ,  A, g, and m, respectively. 
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