In this paper a real-time testbed using hardware-in-the-loop for the analysis of the effects of DGs (distributed generators) on microgrids is presented. The distribution network is implemented in SIMULINK using the IEEE 15-node distribution feeder connected to two DGs feeding the grid using two smart inverters. The inverters' active and reactive power control is performed by TI C2000-based controllers and the hardware connections to the system are done through dSPACE interface module. The system is designed such that it can easily be modified to change the location of the DGs and/or to change the number of DGs connected to the grid. Several case study results are presented and compared against simulations to verify the effectiveness and accuracy of the system, model, and the employed power control schemes.
Introduction
 As renewable energy generation, such as solar and wind, becomes more affordable, popular, and widespread, more of these small power generators will be connected to the distribution grid at any given time. These DGs (distributed generators) will continuously affect the distribution network state and stability, especially the microgrids [1] which will be the future electric power system infrastructure. Advanced monitoring and control systems are to be deployed in microgrids to avoid issues caused by the uncertainty and variability of the renewable energy sources that feed the DGs and to have a stable and reliable power distribution system [1] .
The significant R/X ratio in distribution lines suggests the importance of the line resistance; R, and its effects on the power flow control on microgrids and microgrid power control equations [2, 3] . Supplying power from the end users at the end of the line side, however, will reduce on transmission lines and improve voltage and frequency stability, if the DGs are controlled properly. This can be achieved through deployment of inverter-based DGs which can respond to the system variations much faster than their rotation-based generator counter parts. In recent years, significant researches on the control and operation of microgrids have been conducted and both centralized and decentralized control schemes have been proposed and studied [4] [5] [6] [7] [8] [9] . The newer generation of inverters used as part of the DGs, called smart inverters, cannot only control the active power, but also the reactive power, and hence, improve the system power factor.
In this paper the development of an HIL (hardware-in-the-loop) system for the analysis and study of the behavior of a distribution network in the presence of two smart-inverter-based DGs is presented. The actual DG voltages are fed to the system using the dSPACE I/O module [10] and all the measurement and communications are performed by the dSPACE Control Desk tool.
D DAVID PUBLISHING
The proposed hardware and software are designed such that they can be easily modified to accommodate more/less DGs on any nodes of the microgrid. The IEEE 15-node distribution feeder model [11, 12] implemented in SIMULINK is the core of the system, augmented by the DG models representing actual local DGs to control the active and reactive power consumption/production at selected nodes and analysis and measurement of penetration levels. The measured and simulated values are compared to verify the validity of the system behavior and the employed power control algorithms in the DGs.
IEEE Distribution Test Feeder
An inverter power flow control method was presented by authors in Ref. [6] in the grid-connected mode. These inverters operate in low voltage distribution level system where R/X ratio of line is much greater compared to transmission system line parameters. The inverters' active and reactive power control is performed by TI C2000-based controllers and the hardware connections to the system are done through dSPACE interface module. The system is designed such that it can easily be modified to change the location of the DGs and/or to change the number of DGs connected to the grid.
Figs. 1 and 2 indicate the IEEE 15 Bus node feeder [10] developed in MATLAB Simpowersystem toolbox and its voltage profile results [13, 14] .
Obtained 
Case 1: DG1 Is Connected to Bus #13
DG1 which is a VSI (voltage source inverter) [15] based distributed generator provides active and reactive power for the following set points:
Case 11: P1 = 120 kW; Q1 = 30 kvar; Case 12: P2 = 210 kW; Q2 = 80 kvar. The load voltage profiles for the following case studies is plotted in Fig. 3 .
Case 2: DG2 Is Connected to Bus #5
DG2 which is an inverter based distributed generator provides active and reactive power for the following set points:
Case 
Case 3: DG1/DG2 Are Connected to Buses #5 and #13
As shown in 
Hardware Implementation
The system hardware is custom designed by authors as proposed in Refs. [7, 9] and depicted in block diagram in Fig. 7 . This set up is a hardware-in-the-loop which includes three main modules:
(1) The inverters; (2) The inverters' controller; (3) The grid model. Inverters, local loads and controllers are hardware modules which are from Labvolt [20] and Texas Instruments. Each inverter is being controlled by a TMS320F28335-based TI (texas instrument) development board [17] that implements the P-Q control algorithm proposed and presented by the authors in Ref. [8] .
The test feeder model and measurement devices are depicted in Fig. 8 . The test feeder (IEEE 15 bus system) is shown in block C of Fig. 8 . The interface block between the inverters and the grid is a dSPACE DS1104 I/O module which has several analog and digital I/O ports and serial interfaces. This I/O module is the interface between the actual hardware setup and the system model developed in MATLAB. The test distribution network model is augmented with the measurement devices used at each node for monitoring purposes. As shown in Fig. 8 , the voltage and current (to the local load) at each node is measured. The active (P) and reactive (Q) power are calculated at each node load. Notice that as shown in Fig. 8 , on this experiment, node 1 of the distribution model is fed by the grid voltage and nodes 5 and 13 by both DG1 and DG2 inverters, respectively. The grid supply voltage is modeled as a slack bus in the software and its waveform, frequency, and amplitude are accurately set by this approach. Inverters power interfacing sections are presented in Fig. 9 . Each inverter output includes a local load and an isolating transformer. The inverters can be isolated or synched to the grid using a breaker module.
Connection to the grid happens when the inverter voltage output at one side of the breaker is synchronized to the voltage of the grid on the other side of the breaker. In order to have the inverter operating at the grid-connected mode, it must be synchronized first. Synchronization blocks used for grid-inverter synchronization are described in Refs. [8, 9] . Fig. 10 shows the hardware system built at the WVUIT (West Virginia University Institute of technology). This work station consists of DC supply, inverter modules, local loads, filters, inverter controllers; step down transducers and connection to the dSPACE I/O module as shown in Fig. 11 .
TI Microcontrollers [16] [17] [18] [19] are used for synchronization, active and reactive power control (The details of these boards and the algorithms are provided in Refs. [8, 9] ).
The system control panel is designed using dSPACE "control desk developer" consisting of three major windows that are waveform monitor, inverter monitor and control, node power monitoring windows as shown in Fig. 12 and explained in details in Ref. [11] .
Experimental Results
All simulated case studies presented in Section 2 are tested on the real-time HIL system in this section. The presented infrastructure was capable of handling two simultaneous grid-connected inverters with a sampling interval of 0.0008 s. The power calculations blocks are using a large sampling interval of 0.012 s. Fig. 13 illustrates the control desk window for the test feeder when there is no DG connected.
Figs. 14 and 15 represent DG1 output connected to the bus #13 while DG2 is isolated and supplying only the local load. The DG1 output is illustrated for the following case studies:
Case 11: P1 = 120 kW; Q1 = 30 kvar; Case 12: P2 = 210 kW; Q2 = 80 kvar.
Figs. 16 and 17 represent DG2 output connected to the bus #5 while DG1 is isolated and supplying only the local load for cases 21 and 22, respectively. 
Results Comparison
The grid active and reactive power outputs (P grid, Q grid) have been compared to one another in Table 1 . The simulation and experimental obtained data are very close with a minor error for all case studies. The voltage profile experimental data as well as power flow of the lines showed similar behavior as illustrated in Section 2. Increase in DG's penetration resulted in less power demand from the main grid in both experimental and simulation modes. In addition, the voltage profile was improved more in buses 5 and 13 due to more power output generation from the distributed generators.
Conclusions
This paper introduced a real-time hardware-in-the-loop testbed to analyze the impact of distributed generations on low voltage distribution level system where R/X ratio is not small. The IEEE 15-bus node distribution feeder has been chosen as the test feeder. Two real time inverter based distributed generators through the dSPACE hardware interface have been connected to the test system. The inverters' active and reactive power control is performed by TI C2000-based controllers and the hardware connections to the system are done through dSPACE interface module. The system is designed such that it can easily be modified to change the location of the DGs and/or to change the number of DGs connected to the grid. Several case study results are presented and compared with simulations to verify the effectiveness and accuracy of the system, model, and the employed power control schemes.
