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This paper is concerned with a class of fourth-order nonlinear elliptic equations with
nonlocal boundary conditions, including a multi-point boundary condition in a bounded
domain of Rn . Also considered is a second-order elliptic equation with nonlocal boundary
condition, and the usual multi-point boundary problem in ordinary differential equations.
The aim of the paper is to show the existence of maximal and minimal solutions, the
uniqueness of a positive solution, and the method of construction for these solutions.
Our approach to the above problems is by the method of upper and lower solutions
and its associated monotone iterations. The monotone iterative schemes can be developed
into computational algorithms for numerical solutions of the problem by either the ﬁnite
difference method or the ﬁnite element method.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Fourth-order differential equations have received extensive attention and most of the earlier investigations are for the
two-point boundary value problem
u′′′′ = f (x,u,u′′) (0 < x < 1),
u(0) = u(1) = 0, u′′(0) = u′′(1) = 0. (1.0)
The above problem arises from the bending of an elastic beam which is simply supported at both ends (cf. [25]). In recent
years, attention has been given to multi-point boundary value problems and to integral type of boundary conditions, where
the boundary condition in (1.0) is replaced, respectively, by
u(0) =
p∑
i=1
α
(0)
i u(xi), u(1) =
p∑
i=1
α
(1)
i u
(
x′i
)
,
u′′(0) =
p∑
i=1
β
(0)
i u
′′(xi), u′′(1) =
p∑
i=1
β
(1)
i u
′′(x′i) (1.0)a
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u(0) =
1∫
0
α0(ξ)u(ξ)dξ, u(1) =
1∫
0
α1(ξ)u(ξ)dξ,
u′′(0) =
1∫
0
β0(ξ)u
′′(ξ)dξ, u′′(1) =
1∫
0
β1(ξ)u
′′(ξ)dξ. (1.0)b
Here for each l = 0,1 and i = 1,2, . . . , p, α(l)i and β(l)i are nonnegative constants, xi and x′i are some prescribed points in
(0,1), and αl and βl are integrable functions in (0,1) (cf. [10,13,23]). The above boundary value problem includes the often
discussed three or four-point boundary value problem as well as the two-point boundary value problem (1.0). On the other
hand, the two-point boundary value problem (1.0) has been extended to the fourth-order elliptic boundary value problem

(
σ(x)u
)= f (x,u,u) (x ∈ Ω),
u(x) = u(x) = 0 (x ∈ ∂Ω), (1.0)c
where Ω is a bounded domain in Rn with boundary ∂Ω and σ(x) is a smooth positive function in Ω (cf. [4,15,17,26,29]).
This problem governs the deﬂection of an elastic plate with simply supported edge when n = 2.
In this paper, we extend the above problems to a class of fourth-order nonlocal elliptic boundary value problems in the
form

(
σ(x)u
)= f (x,u,u) (x ∈ Ω),
u(x) =
∫
Ω
α(x, ξ)u(ξ)dξ, (σu)(x) =
∫
Ω
β(x, ξ)(σu)(ξ)dξ (x ∈ ∂Ω), (1.1)
where α(x, ξ) and β(x, ξ) are nonnegative functions on ∂Ω × Ω and f (x,u,u) is, in general, a nonlinear function of u
and u. It is obvious by considering α(x, ξ) = β(x, ξ) = 0 that problem (1.1) is reduced to problem (1.0)c . As a special case
of (1.1) we consider the multi-point boundary condition
u(x) =
p∑
i=1
αi(x, ξi)u(ξi), u(x) =
p∑
i=1
βi
(
x, ξ ′i
)
u
(
ξ ′i
)
(x ∈ ∂Ω) (1.1)a
where ξi and ξ ′i (i = 1,2, . . . , p) are prescribed points in Ω . This boundary condition may be considered as that in (1.1)
with
α(x, ξ) ≡
p∑
i=1
αi(x, ξ)δ(ξ − ξi), β(x, ξ) =
p∑
i=1
βi(x, ξ)δ
(
ξ − ξ ′i
)
where δ(ξ − ξi) is the Dirac δ-function in the sense of distribution. As another special case of (1.1) we treat the equation
(σu) − b0u + c0u = f0(x,u) (x ∈ Ω) (1.1)b
with the boundary condition in (1.1), where b0 and c0 are given real constants not necessary positive. This equation is
a special case of the equation in (1.1) where
f (x,u,u) = f0(x,u) + b0u − c0u. (1.1)c
Problem (1.1) with the boundary condition replaced by (1.1)a or with the equation replaced by (1.1)b are refered to as
problem (1.1), (1.1)a and (1.1), (1.1)b , respectively.
If f (x,u,u) is independent of u then the fourth-order problem (1.1) is reduced to the second-order nonlocal problem
−v = g(x, v) (x ∈ Ω),
v(x) =
∫
Ω
β(x, ξ)v(ξ)dξ (x ∈ ∂Ω), (1.2)
where v = −σu and g(x, v) = f (x,−v/σ ). The above problem arises from quasi-static thermoelasticity and has been
treated by many investigators (cf. [5–7,18]). Since problem (1.2) is closely related to problem (1.1), especially in relation to
the construction of upper and lower solutions, we include it as a special case of (1.1) in the discussion.
Elliptic equations with nonlocal boundary conditions have been treated by many researchers, and most of the treatments
are for second-order elliptic equations (cf. [5–7,18,19,27,31]). There are also many articles which are devoted to second-
order and fourth-order ordinary differential equations with integral type of boundary conditions, and various methods
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given to fourth-order elliptic equations in recent years but are mostly limited to the form (1.0)c with Dirichlet boundary
condition (cf. [3,4,14,15,17,24,26,29,32]). The papers in [11,20,22] are concerned with computational methods for numerical
solutions of fourth-order elliptic equations in the form (1.0)c and those in [1,21] are for second-order elliptic equations with
nonlocal boundary conditions. Although nonlocal boundary conditions of integral type have been treated for fourth-order
ordinary differential equations in [10,13,28,33] little discussion (if any) is given to elliptic equations with nonlocal boundary
conditions in higher dimensional spatial domains. In this paper we investigate the existence, uniqueness and method of
construction of a solution for the nonlocal elliptic boundary value problem (1.1) in a bounded domain Ω in Rn . Our approach
to the problem is by the method of upper and lower solutions and its associated monotone iterations. This method gives a
uniﬁed approach for both fourth-order and second-order elliptic equations with nonlocal boundary conditions, including the
multi-point boundary condition (1.0)a and the integral boundary condition (1.0)b for ordinary differential equations. The
monotone iterative scheme for the existence proof can be developed into a computational algorithm for numerical solutions
similar to that in [20,22].
The plan of the paper is as follows: In Section 2 we show the existence of maximal and minimal solutions of (1.1) by
the method of upper and lower solutions, while Section 3 is for the uniqueness of the solution. The second-order elliptic
equation with nonlocal boundary condition is treated in Section 4. In Section 5, we give some suﬃcient conditions on
α(x, ξ), β(x, ξ) and various conditions on the nonlinear function f (x,u,u) for the construction of positive upper and
lower solutions.
2. Maximal and minimal solutions
Let Cm(Ω) be the set of m-times differentiable functions in Ω , and let Cm+α(Ω) be the set of functions in Cm(Ω) that
are Hölder continuous in Ω with exponent α ∈ (0,1). For vector functions of two or N-components we denote the above
function spaces by Cm(Ω) and Cm+α(Ω), respectively. Similar notations are used for other standard function spaces and
domains. To show the existence of a solution to (1.1) we use the method of upper and lower solutions which are deﬁned
by the following.
Deﬁnition 2.1. A function u˜ ∈ C4(Ω) ∩ C2(Ω) is called an upper solution of (1.1) if

(
σ(x)u˜
)
 f (x, u˜,u˜) (x ∈ Ω),
u˜(x)
∫
Ω
α(x, ξ)u˜(ξ)dξ, (σu˜)(x)
∫
Ω
β(x, ξ)(σu˜)(ξ)dξ (x ∈ ∂Ω). (2.1)
Similarly, uˆ ∈ C4(Ω) ∩ C2(Ω) is called a lower solution if it satisﬁes (2.1) with inequalities reversed.
A pair of upper and lower solutions u˜, uˆ are said to be ordered if u˜  uˆ and u˜ uˆ. It is obvious that every solution
of (1.1) is an upper solution as well as a lower solution. For a given pair of ordered upper and lower solutions u˜, uˆ we set
〈uˆ, u˜〉 = {u ∈ C(Ω); uˆ  u  u˜},
S = {(u,u) ∈ C(Ω); uˆ  u  u˜, u˜ u uˆ}. (2.2)
Throughout the paper we make the following smoothness hypothesis.
(H1) (i) α(x, ξ) and β(x, ξ) are nonnegative in ∂Ω ×Ω , and they are piecewise continuous in ξ for x ∈ ∂Ω and are in C2+α
in x for ξ ∈ Ω;
(ii) f (x,u,u) is Hölder continuous in x and is continuously differentiable in (u,u) for (u,u) ∈ S .
To prove the existence of a solution we ﬁrst consider the case where f (x,u,u) is nondecreasing in u (but not neces-
sarily in u). Let v = −σu, v˜ = −σu˜ and vˆ = −σuˆ, and let γ ≡ γ (x) be any smooth nonnegative function satisfying
γ max
{
∂ f
∂(u)
(x,u,u); uˆ  u  u˜, u˜ u uˆ
}
. (2.3)
Deﬁne
F0(x,u, v) = (γ /σ )v + f (x,u,−v/σ ). (2.4)
Then we may write problem (1.1) in the equivalent form
−u = v/σ , −v + (γ /σ )v = F0(x,u, v) (x ∈ Ω),
u(x) =
∫
α(x, ξ)u(ξ)dξ, v(x) =
∫
β(x, ξ)v(ξ)dξ (x ∈ ∂Ω). (2.5)Ω Ω
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F0(x,u1, v1) F0(x,u2, v2) whenever u˜  u1  u2  uˆ, v˜  v1  v2  vˆ. (2.6)
Based on this monotone property we can construct a monotone sequence {u(m), v(m)} from the linear iteration process
−u(m) = v(m−1)/σ , −v(m) + (γ /σ )v(m) = F0
(
x,u(m−1), v(m−1)
)
(x ∈ Ω),
u(m)(x) =
∫
Ω
α(x, ξ)u(m−1)(ξ)dξ, v(m)(x) =
∫
Ω
β(x, ξ)v(m−1)(ξ)dξ (x ∈ ∂Ω), (2.7)
using either (u˜, v˜) or (uˆ, vˆ) as the initial iteration (u(0), v(0)). The hypothesis (H) ensures that the sequence {u(m), v(m)} is
well deﬁned, and (u(m), v(m)) is a classical solution of (2.7). Denote the sequence by {u(m), v(m)} if (u(0), v(0)) = (u˜, v˜), and
by {u(m), v(m)} if (u(0), v(0)) = (uˆ, vˆ), and refer to them as maximal and minimal sequences, respectively. Then we have the
following existence theorem.
Theorem 2.1. Let u˜, uˆ be a pair of ordered upper and lower solutions of (1.1), and let Hypothesis (H1) hold. Assume that f (x,u,u)
is nondecreasing in u for (u,u) ∈ S . Then
(i) {u(m), v(m)} converges to a maximal solution (u, v) of (2.5) in S , while {u(m), v(m)} converges to a minimal solution (u, v);
(ii) u and u are the respective maximal and minimal solutions of (1.1) in 〈uˆ, u˜〉 and
(uˆ, vˆ)
(
u(m), v(m)
)

(
u(m+1), v(m+1)
)
 (u, v)
 (u, v)
(
u(m+1), v(m+1)
)

(
u(m), v(m)
)
 (u˜, v˜) (2.8)
for every m = 1,2, . . .; and
(iii) if (u, v) = (u, v) (≡ (u∗, v∗)) then (u∗, v∗) is the unique solution of (2.5) in S , and u∗ is the unique solution of (1.1) in 〈uˆ, u˜〉.
Proof. Let w(1) = u(1) − u(0) and z(1) = v(1) − v(0) . By (2.1), (2.4), (2.7) and (u(0), v(0)) = (uˆ, vˆ), we have
−w(1) = −u(1) + u(0) = vˆ/σ + uˆ = 0 (x ∈ Ω),
−z(1) + (γ /σ )z(1) = F0
(
x,u(0), v(0)
)− (−vˆ + (γ /σ )vˆ)
= f (x, uˆ,−vˆ/σ ) + vˆ = f (x, uˆ,uˆ) − (σuˆ) 0 (x ∈ Ω),
w(1)(x) =
∫
Ω
α(x, ξ)uˆ(ξ)dξ − uˆ(x) 0 (x ∈ Ω),
z(1)(x) =
∫
Ω
β(x, ξ)vˆ(ξ)dξ − vˆ(x) =
∫
Ω
β(x, ξ)(−σuˆ)(ξ)dξ + (σuˆ)(x) 0 (x ∈ ∂Ω).
By the maximum principle for second order elliptic equations, we obtain w(1)  0 and z(1)  0 which leads to u(1)  u(0)
and v(1)  v(0) . A similar argument using the property of an upper solution gives u(1)  u(0) and v(1)  v(0) . Moreover, by
(2.7) and (2.6), the functions w ≡ u(1) − u(1) and z ≡ v(1) − v(1) satisfy
−w = (v(0) − v(0))/σ  0 (x ∈ Ω),
−z + (γ /σ )z = F0
(
x,u(0), v(0)
)− F0(x,u(0), v(0)) 0 (x ∈ Ω),
w(x) =
∫
Ω
α(x, ξ)
(
u(0)(ξ) − u(0)(ξ))dξ  0 (x ∈ ∂Ω),
z(x) =
∫
Ω
β(x, ξ)
(
v(0)(ξ) − v(0)(ξ))dξ  0 (x ∈ ∂Ω).
This leads to w  0 and z  0. The above conclusions show that (u(0), v(0))  (u(1), v(1))  (u(1), v(1))  (u(0), v(0)). It
follows by an induction argument that
(uˆ, vˆ)
(
u(m), v(m)
)

(
u(m+1), v(m+1)
)

(
u(m+1), v(m+1)
)

(
u(m), v(m)
)
 (u˜, v˜)
for every m = 1,2, . . . . This monotone property implies that the pointwise limits
lim
(
u(m), v(m)
)= (u, v), lim (u(m), v(m))= (u, v) (2.9)
m→∞ m→∞
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in (2.5). A regularity argument as that in [16] (see p. 406) shows that these functions satisfy the differential equation in
(2.5). The maximal and minimal property of the solution (u, v) and (u, v) follows from the standard argument in [16]. This
proves the conclusions in (i) and (ii). It is obvious from the maximal and minimal property of (u, v) and (u, v) that (u∗, v∗)
is the unique solution of (2.5) in S and u∗ is the unique solution of (1.1) in 〈uˆ, u˜〉 if (u, v) = (u, v) ≡ (u∗, v∗). This proves
the theorem. 
We next consider the case where f (x,u,u) is not necessarily nondecreasing in u. Let b, c be any constants with
b2  4c, and let
μ = (1/2)(b −√b2 − 4c), μ+ = (1/2)(b +√b2 − 4c). (2.10)
Since μ + μ+ = b, μμ+ = c and(−σ + μ+)(−σu + μu) = σ [(σu) − (μ + μ+)u]+ μμ+u = σ [(σu) − bu]+ cu, (2.11)
the differential equation in (1.1) is equivalent to(−σ + μ+)(−σu + μu) = σ ( f (x,u,u) − bu)+ cu. (2.12)
Let v = μu − σu and assume that μ > −λ0σ and α(x, ξ) = β(x, ξ) ≡ α∗(x, ξ), where λ0 is the smallest eigenvalue of the
eigenvalue problem
φ + λφ = 0 (x ∈ Ω), φ(x) = 0 (x ∈ ∂Ω). (2.13)
Then by deﬁning
F˜ (x,u,u) = σ ( f (x,u,u) − bu)+ cu,
F (x,u, v) = F˜ (x,u, (μu − v)/σ )≡ σ f (x,u, (μu − v)/σ )− b(μu − v) + cu, (2.14)
we may write problem (1.1) as the coupled system
−σu + μu = v, −σv + μ+v = F (x,u, v) (x ∈ Ω),
u(x) =
∫
Ω
α∗(x, ξ)u(ξ)dξ, v(x) =
∫
Ω
α∗(x, ξ)v(ξ)dξ (x ∈ ∂Ω). (2.15)
Hence to show the existence of a solution to (1.1) it suﬃces to do the same for (2.15). For this purpose, we set
v˜ = μu˜ − σu˜, vˆ = μuˆ − σuˆ (2.16)
and make the following hypothesis.
(H2) (i) α(x, ξ) = β(x, ξ) ≡ α∗(x, ξ) on ∂Ω × Ω;
(ii) There exist constants b, c with
b2  4c, b −
√
b2 − 4c > −2λ0σ (2.17)
such that
F (x,u1, v) F (x,u2, v) for uˆ  u2  u1  u˜, vˆ  v  v˜. (2.18)
We ﬁrst show that the pair (u˜, v˜) and (uˆ, vˆ), where v˜ and vˆ are given by (2.16), are ordered upper and lower solutions
of (2.15) in the sense that (u˜, v˜) and (uˆ, vˆ) satisfy (2.15) with the equality sign “=” replaced by the inequality sign “” and
“”, respectively.
Lemma 2.1. Let u˜, uˆ be ordered upper and lower solutions of (1.1), and let (H2)(i) hold. Then (u˜, v˜) and (uˆ, vˆ) are ordered upper and
lower solutions of (2.15).
Proof. It is easily seen from (2.11), (2.14), (2.16) and Deﬁnition 2.1 that
−σv˜ + μ+ v˜ = −σ(μu˜ − σu˜) + μ+(μu˜ − σu˜) = σ ((σu˜) − bu˜)+ cu˜
 σ
(
f (x, u˜,u˜) − bu˜)+ cu˜ = F (x, u˜, v˜) (x ∈ Ω),
u˜(x)
∫
α(∗)(x, ξ)u˜(ξ)dξ, v˜(x)
∫
α∗(x, ξ)v˜(ξ)dξ (x ∈ ∂Ω).
Ω Ω
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of uˆ(x). The ordering relation (u˜, v˜) (uˆ, vˆ) follows from the property of u˜ and uˆ. 
For a given pair of ordered upper and lower solutions (u˜, v˜), (uˆ, vˆ) we set
S∗ = {(u, v) ∈ C(Ω); uˆ  u  u˜, vˆ  v  v˜}. (2.19)
For notational convenience we also set
L(1)u = −σu + μu, L(2)v = −σv + μ+v,
I[w](x) =
∫
Ω
α∗(x, ξ)w(ξ)dξ, F ∗(x,u, v) = γ ∗(x)v + F (x,u, v), (2.20)
where γ ∗(x) is any smooth nonnegative function satisfying
γ ∗(x)max
{
−∂ F
∂v
(x,u, v); (u, v) ∈ S∗
}
. (2.21)
It is clear from (2.18) and (2.21) that
F ∗(x,u1, v1) F ∗(x,u2, v2) whenever uˆ  u2  u1  u˜, vˆ  v2  v1  v˜. (2.22)
In terms of the notations in (2.20), problem (2.15) may be written as
L(1)u = v, L(2)v + γ ∗v = F ∗(x,u, v) (x ∈ Ω),
u(x) = I[u](x), v(x) = I[v](x) (x ∈ ∂Ω). (2.23)
By using either (u˜, v˜) or (uˆ, vˆ) as an initial iteration we can construct a sequence {u(m), v(m)} from the linear iteration
process
L(1)u(m) = v(m−1), L(2)v(m) + γ ∗v(m) = F ∗(x,u(m−1), v(m−1)) (x ∈ Ω),
u(m)(x) = I[u(m−1)](x), v(m)(x) = I[v(m−1)](x) (x ∈ ∂Ω), (2.24)
where m = 1,2, . . . . The assumption μ > −λ0σ ensures that the sequence governed by (2.24) is well deﬁned. Denote the
sequence again by {u(m), v(m)} if (u(0), v(0)) = (u˜, v˜) and by {u(m), v(m)} if (u(0), v(0)) = (uˆ, vˆ), and refer to them as maximal
and minimal sequences, respectively. In the following theorem we show the monotone convergence of these sequences.
Theorem 2.2. Let u˜, uˆ be ordered upper and lower solutions of (1.1), and let Hypotheses (H1), (H2) hold. Then
(i) the maximal sequence {u(m), v(m)} governed by (2.24) converges to a maximal solution (u, v) of (2.23) in S∗ while the minimal
sequences {u(m), v(m)} converges to a minimal solution (u, v);
(ii) u and u are the respective maximal and minimal solutions of (1.1) in 〈uˆ, u˜〉, and the monotone relation (2.8) holds for the present
maximal and minimal sequences; and
(iii) if (u, v) = (u, v)(≡ (u∗, v∗)) then (u∗, v∗) is the unique solution of (2.23) in S∗ , and u∗ is the unique solution of (1.1) in 〈uˆ, u˜〉.
Proof. Let w(1) = u(1) − u(0) = u(1) − uˆ, z(1) = v(1) − v(0) = v(1) − vˆ . By (2.24), (2.20) and Lemma 2.1,
L(1)w(1) = v(0) − (−σuˆ + μuˆ) = vˆ − (−σuˆ + μuˆ) = 0,
L(2)z(1) + γ ∗z(1) = F ∗(x,u(0), v(0))− ((−σvˆ + μ+ vˆ)+ γ ∗ vˆ)= F (x, uˆ, vˆ) − (−σvˆ + μ+ vˆ) 0 (x ∈ Ω),
w(1)(x) = I[u(0)](x) − I[uˆ](x) = 0, z(1)(x) = I[v(0)](x) − I[vˆ](x) = 0 (x ∈ ∂Ω).
This leads to w(1)  0 and z(1)  0 which proves (u(1), v(1))  (u(0), v(0)). A similar argument using the property of an
upper solution gives (u(1), v(1)) (u(0), v(0)). Moreover, by (2.24) and the nondecreasing property (2.22),
L(1)
(
u(1) − u(1))= v(0) − v(0)  0 (x ∈ Ω),
L(2)
(
v(1) − v(1))+ γ ∗(v(1) − v(1))= F ∗(x,u(0), v(0))− F ∗(x,u(0), v(0)) 0 (x ∈ Ω),
u(1) − u(1) = I[u(0)]− I[u(0)] 0, v(1) − v(1) = I[v(0)]− I[v(0)] 0 (x ∈ Ω).
This yields u(1)  u(1) and v(1)  v(1) . The above conclusions show that(
u(0), v(0)
)

(
u(1), v(1)
)

(
u(1), v(1)
)

(
u(0), v(0)
)
.
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This implies that the pointwise limits (u, v), (u, v) in (2.9) exist and satisfy (2.8). Letting m → ∞ in (2.24) and using the
standard regularity argument shows that both (u, v) and (u, v) are solutions of (2.23) (cf. [16]). The remaining proof of the
theorem follows from the same reasoning as that in the proof of Theorem 2.1 and is omitted. 
In the special case of Eq. (1.1)b the function f (x,u,u) in (1.1) is given by
f (x,u,u) = f0(x,u) + b0u − c0u. (2.25)
In this situation, f (x,u,u) is nondecreasing in u if (∂ f0/∂u)(x,u)  c0 for x ∈ Ω , uˆ  u  u˜. In the general case where
this condition is not necessarily satisﬁed we deﬁne a function F0(x,u) by
F0(x,u) = cu + f0(x,u) (2.26)
and write (1.1)b in the equivalent form
(σu) − b0u + c∗u = F0(x,u) (2.27)
where c∗ = c + c0 and c is any constant satisfying
c max
{
−∂ f0
∂u
(x,u); uˆ  u  u˜, x ∈ Ω
}
. (2.28)
It is obvious from (2.28) that F0(x,u) is nondecreasing in u for u ∈ 〈uˆ, u˜〉, and the constants c and c∗ are not necessarily
nonnegative. Assume b0  4c∗ and set
μ0 = (1/2)
(
b0 −
√
b20 − 4c∗
)
, μ+0 = (1/2)
(
b0 +
√
b0 − 4c∗
)
. (2.29)
Then the equation in (2.27) with the boundary condition in (2.15) may be written as
−σu + μ0u = v, −σv + μ+0 v = F0(x,u) (x ∈ Ω),
u(x) =
∫
Ω
α∗(x, ξ)u(ξ)dξ, v(x) =
∫
Ω
α∗(x, ξ)v(ξ)dξ (x ∈ ∂Ω). (2.30)
To ensure the existence of a solution to (2.30) we replace Hypothesis (H2)(ii) by the following weaker condition
(H2)∗ The constants b0 and c∗ = c0 + c in (2.27) satisfy the condition
b20  4c∗, b0 −
√
b20 − 4c∗ > −2λ0σ . (2.31)
Under the above weakened condition we have the following result for Eq. (1.1)b .
Corollary 2.1. Let u˜, uˆ be ordered upper and lower solutions of (1.1)b with the boundary condition in (2.15), and let Hypotheses
(H1), (H2)∗ be satisﬁed. Then the conclusions in (i), (ii) and (iii) of Theorem 2.2 hold true for the sequences {u(m), v(m)}, {u(m), v(m)}
governed by (2.24) with γ ∗ = 0, F ∗(x,u, v) = F0(x,u) and with μ,μ+ replaced by μ0,μ+0 , respectively.
Proof. It is easy to verify that the pair (u˜, v˜), (uˆ, vˆ), where v˜ and vˆ are given by (2.16) with μ replaced by μ0, are ordered
upper and lower solutions of (2.30). Since F0(x,u) is independent of u and is nondecreasing in u for u ∈ 〈uˆ, u˜〉, it has
the monotone nondecreasing property (2.22). It follows from the argument in the proof of Theorem 2.2, where μ,μ+ and
F ∗(x,u, v) are replaced, respectively, by μ0,μ+0 and F0(x,u), that all the conclusions in (i), (ii) and (iii) hold true for
problem (2.30). The equivalence between (2.30) and (1.1)b leads to the conclusion of the theorem. 
If the nonlocal boundary condition in (1.1) is replaced by the multi-point boundary condition (1.1)a then the deﬁnition
of upper and lower solutions remains the same as that in Deﬁnition 2.1 except with the boundary requirements replaced by
u˜(x)
p∑
i=1
αi(x, ξi)u˜(ξi), (σu˜)(x)
p∑
i=1
βi
(
x, ξ ′i
)
(σu˜)
(
ξ ′i
)
(x ∈ ∂Ω),
uˆ(x)
p∑
αi(x, ξi)uˆ(ξi), (σuˆ)(x)
p∑
βi
(
x, ξ ′i
)
(σuˆ)
(
ξ ′i
)
(x ∈ ∂Ω). (2.32)
i=1 i=1
358 C.V. Pao, Y.-M. Wang / J. Math. Anal. Appl. 372 (2010) 351–365Moreover, the boundary conditions in the iteration processes (2.7) and (2.24) for the sequences {u(m), v(m)}, {u(m), v(m)} are
replaced by
u(m)(x) =
p∑
i=1
αi(x, ξi)u
(m−1)(ξi), v(m)(x) =
p∑
i=1
β
(
x, ξ ′i
)
v(m−1)
(
ξ ′i
)
(x ∈ ∂Ω). (2.33)
By the argument in the proof of Theorems 2.1 and 2.2 we have the following results for the multi-point boundary problem
(1.1), (1.1)a .
Corollary 2.2. Let u˜, uˆ be ordered upper and lower solution of (1.1), (1.1)a, and let Hypothesis (H1) be satisﬁedwith respect to α(x, ξi)
and β(x, ξ ′i ). Then the following statements are true for problem (1.1), (1.1)a.
(a) The conclusions in (i), (ii) and (iii) of Theorems 2.1 hold true for the sequences {u(m), v(m)}, {u(m), v(m)} governed by (2.7), (2.33)
if f (x,u,u) is nondecreasing in u for (u,u) ∈ S .
(b) The same conclusions hold true for the sequences {u(m), v(m)}, {u(m), v(m)} governed by (2.24), (2.33) if Hypothesis (H2) hold
with ξi = ξ ′i and α(x, ξi) = β(x, ξi) for x ∈ ∂Ω , i = 1,2, . . . , p.
Proof. The proof follows from the same argument as that in the proofs of Theorems 2.1 and 2.2 for problem (1.1). We omit
the details. 
Remark 2.1. The results of Theorems 2.1, 2.2 and Corollary 2.1 hold true for the nonhomogeneous boundary condition
u(x) =
∫
Ω
α(x, ξ)u(ξ)dξ + h1(x), (σu)(x) =
∫
Ω
β(x, ξ)(σu)(ξ)dξ + h2(x)
where h1(x) and h2(x) are some prescribed smooth functions on ∂Ω . Here the deﬁnition of upper and lower solutions
and the iteration processes (2.7) and (2.24) are with respect to the above boundary condition. The same is true for the
multi-point boundary condition in Corollary 2.2.
3. Uniqueness
Based on the existence of maximal and minimal solutions in the previous section, the uniqueness of a solution is ensured
if u = u. In general, these two solutions do not coincide and problem (1.1) may have multiple solutions. Consider, for
example, the case∫
Ω
α(x, ξ)dξ =
∫
Ω
β(x, ξ)dξ = 1 (x ∈ ∂Ω). (3.1)
If there exist constants ρ1, ρ2 with ρ1 > ρ2 such that f (x,u,0) = 0 for ρ1  u  ρ2 then u˜ = ρ1 and uˆ = ρ2 are ordered
upper and lower solutions, and for any constant ρ satisfying ρ1  ρ  ρ2, u = ρ is a true solution. This implies that under
the condition (3.1) and f (x,u,0) = 0 for ρ1  u  ρ2, problem (1.1) has a continuum of constant solutions. Hence to show
the uniqueness of a solution it is necessary to impose some additional conditions on α(x, ξ), β(x, ξ) and f (x,u,u). A
suﬃcient condition on these functions is given by the following hypothesis.
(H3) (i) α(x, ξ) = β(x, ξ)(≡ α∗(x, ξ)) and∫
Ω
α∗(x, ξ)dξ < 1 for x ∈ ∂Ω; (3.2)
(ii) f (x,u,w) possesses the property
∂ f
∂u
(x,u,w) 0, ∂ f
∂w
(x,u,w) 0 (3.3)
for x ∈ Ω , uˆ  u  u˜ and w between u and u.
Theorem 3.1. Let u˜, uˆ be ordered upper and lower solutions of (1.1), and let Hypotheses (H1), (H2) and (H3) hold. Then problem
(1.1) has a unique solution u∗ in 〈uˆ, u˜〉.
Proof. By Theorem 2.2, problem (1.1) has a maximal solution u and a minimal solution u such that u  u. Let v = −σu,
v = −σu and v = v − v . Since u and u are solutions of (1.1),
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−v = f (x,u,u) (x ∈ Ω), v(x) = I[v] (x ∈ ∂Ω).
A subtraction of the above equations and applying the mean value theorem yield v(x) = I[v](x ∈ ∂Ω) and
−v = f (x,u,u) − f (x,u,u) = ∂ f
∂u
(x, θ1, θ2)(u − u) + ∂ f
∂(u)
(x, θ1, θ2)(u − u),
where θi = θi(x) (i = 1,2) are some intermediate values with u  θ1  u and θ2 between u and u. Since by condi-
tion (3.3),
∂ f
∂u
(x, θ1, θ2) 0 and b∗(x) ≡ ∂ f
∂(u)
(x, θ1, θ2) 0,
we see from u  u, u − u = −(v − v)/σ = −v/σ and condition (3.3) that
−v + (b∗/σ )v  0 (x ∈ Ω), v(x) = I[v] (x ∈ ∂Ω). (3.4)
We show that v(x)  0. Assume, by contradiction, that this were not true. Then v(x) would have a negative minimum at
some point x0 ∈ Ω . Since b∗(x)  0 and by conditions (3.2) and (3.4), v(x) cannot be a negative constant, the maximum
principle implies that x0 ∈ ∂Ω . However, by (3.4) and the minimum property of v(x0)
v(x0) =
∫
Ω
α∗(x0, ξ)v(ξ)dξ 
( ∫
Ω
α∗(x0, ξ)dξ
)
v(x0),
we see from v(x0) < 0 that the above relation is possible only if
∫
Ω
α∗(x0, ξ)dξ  1. This contradicts the condition (3.2)
which shows that v(x) 0. In view of
−u = v/σ  0 (x ∈ Ω), u(x) = I[u] (x ∈ ∂Ω),
where u = u − u  0, the same argument as that for (3.4) gives u  0. This leads to u = u and thus v = v . The uniqueness
of the solution follows from Theorem 2.2. 
In the special case of (1.1)b , the function f (x,u,u) is given by (2.25). In this situation, condition (3.3) is satisﬁed if
b0  0, (∂ f0/∂u)(x,u) c0 for uˆ  u  u˜ and x ∈ Ω. (3.5)
As a consequence of Theorem 2.3 and Theorem 3.1 we have the following result.
Theorem 3.2. Let the conditions in Theorem 2.3 be satisﬁed. If, in addition, conditions (3.2) and (3.5) hold then problem (1.1)b with
the boundary condition in (2.15) has a unique solution u∗ in 〈uˆ, u˜〉.
4. Second-order boundary value problem
By considering problem (1.2) as a special case of (1.1) where f (x,u,u) is independent of u we have the following
deﬁnition of upper and lower solutions.
Deﬁnition 4.1. A pair of functions v˜ , vˆ in C2(Ω) ∩ C(Ω) are called ordered upper and lower solutions of (1.2) if v˜  vˆ and
if
−v˜  g(x, v˜) (x ∈ Ω), v˜(x)
∫
Ω
β(x, ξ)v˜(ξ)dξ (x ∈ ∂Ω) (4.1)
and vˆ satisﬁes (4.1) with inequalities reversed.
Throughout this section we make the following hypothesis.
(H4) (i) β(x, ξ) 0 and is a C2+α-function of x and a piecewise continuous function of ξ for (x, ξ) ∈ ∂Ω × Ω .
(ii) g(x, v) is a Cα-function of x and C1-function of v for x ∈ Ω and vˆ  v  v˜ .
Let γ (x) be any smooth nonnegative function satisfying
γ (x)max
{
−∂ g (x, v); vˆ  v  v˜
}
, (4.2)∂v
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G(x, v) = γ (x)v + g(x, v), I[v](x) =
∫
Ω
β(x, ξ)v(ξ)dξ. (4.3)
Then problem (1.2) is equivalent to
−v + γ v = G(x, v) (x ∈ Ω), v(x) = I[v] (x ∈ ∂Ω). (4.4)
In view of (4.2) and (4.3), G(x, v) is nondecreasing in v for v ∈ 〈vˆ, v˜〉 where 〈vˆ, v˜〉 is deﬁned as that in (2.2). Using either
v˜ or vˆ as the initial iteration we can construct a sequence {v(m)} from the linear iteration process
−v(m) + γ v(m) = G(x, v(m−1)) (x ∈ Ω), v(m)(x) = I[v(m−1)] (x ∈ ∂Ω). (4.5)
Denote the sequence by {v(m)} if v(0) = v˜ and by {v(m)} if v(0) = vˆ . Then as a special case of problem (1.1) we have the
following conclusion (see also [18]).
Theorem 4.1. Let v˜ , vˆ be ordered upper and lower solutions of (1.2), and let Hypothesis (H4) hold. Then the sequence {v(m)} governed
by (4.5) with v(0) = v˜ converges to a maximal solution v of (1.2) in 〈vˆ, v˜〉 while the sequence {v(m)} with v(0) = vˆ converges to
a minimal solution v. Moreover,
vˆ  v(m)  v(m+1)  v  v  v(m+1)  v(m)  v˜ (x ∈ Ω) (4.6)
for every m = 1,2, . . . , and if v = v (≡ v∗) then v∗ is the unique solution of (1.2) in 〈vˆ, v˜〉.
Proof. It is seen from (2.4) that if σ = 1 and f (x,u,−v) ≡ g(x,−v) is independent of u, then by letting γ = γ the function
F0(x,u,−v) in (2.4) becomes F0(x,u,−v) ≡ γ v + g(x, v). This implies that F0(x,u,−v) = G(x, v) and the sequence {v(m)}
in (2.7) (with σ = 1) is independent of u(m−1) and coincides with the sequence governed by (4.5). Since G(x, v) is nonde-
creasing in v for v ∈ 〈vˆ, v˜〉 we conclude from the proof of Theorem 2.1 that the sequence {v(m)} converges to a maximal
solution v , and {v(m)} converges to a minimal solution v , and these sequences satisfy the relation (4.6). It is clear from the
maximal and minimal property of v and v that v∗ is the unique solution of (1.2) in 〈vˆ, v˜〉 if v = v ≡ v∗ . 
In Theorem 4.1 there is no monotone requirement on g(·, v). In case g(x, v) and β(x′, ξ) satisfy either
(a) gv(x, v) 0 and
∫
Ω
β
(
x′, ξ
)
dξ < 1, or
(b) gv(x, v) 0, gv(x, v) ≡ 0 and
∫
Ω
β
(
x′, ξ
)
dξ  1 (4.7)
for vˆ  v  v˜ , x ∈ Ω and x′ ∈ ∂Ω , then we have the following uniqueness result (see [18]).
Theorem 4.2. Let the conditions in Theorem 4.1 be satisﬁed, and let v, v be the maximal and minimal solutions of (1.2) in 〈vˆ, v˜〉. If,
in addition, one of the conditions in (4.7) holds then v = v(≡ v∗) and v∗ is the unique solution of (1.2) in 〈vˆ, v˜〉.
It is seen from Theorem 4.1 that the main requirement for the existence of a solution to (1.2) is the existence of a pair
of ordered upper and lower solutions. In this section we give various suﬃcient conditions on g(x, v) for the construction of
explicit positive upper and lower solutions. Our construction of these functions often makes use of the principle eigenvalue
λ0 and its corresponding positive eigenfunction φ0(x) (normalized so that maxφ0(x) = 1) of (2.13). For the sake of simplicity,
we assume that∫
Ω
β(x, ξ)dξ < 1 for x ∈ ∂Ω. (4.8)
Lemma 4.1. Let Hypothesis (H4) and condition (4.8) hold, and let g(x, v) satisfy one of the following conditions ( for all x ∈ Ω):
(a) g(x,0) 0 and g(x,0) ≡ 0;
(b) There exists a constant δ0 > 0 such that g(x, v) λ0v for 0 v  δ0;
(c) lim infv→0+ g(x,v)v > λ0 .
Then problem (1.2) has a positive lower solution vˆ(x).
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v(0) = 0 is a positive lower solution. It is easy to verify that under condition (b) or condition (c), vˆ = δφ0 is a positive lower
solution for any suﬃciently small δ > 0. 
To construct a positive upper solution we let x∗ ∈ Ω such that φ0(x∗) = maxφ0(x) = 1. It is clear from (2.13) that
x∗ /∈ ∂Ω . Hence there exists a constant ε > 0 such that (εx+ x∗) ∈ Ω for every x ∈ Ω . Deﬁne
φε(x) = φ0
(
εx+ x∗) (x ∈ Ω) (4.9)
and choose ε suﬃciently small such that∫
Ω
β(x, ξ)dξ  φε(x) 1 for all x ∈ Ω. (4.10)
This is possible because of condition (4.8) and φ0(x∗) = 1. Then we have the following.
Lemma 4.2. Let Hypothesis (H4) and condition (4.8) hold, and let g(x, v) satisfy one of the following conditions ( for all x ∈ Ω):
(a′) g(x,ρ) 0 for some constant ρ > 0;
(b′) There exists a constant K > 0 such that g(x, v) K for all v  0;
(c′) limsupv→+∞ g(x,v)v < ε
2λ0,
where ε > 0 is the constant appeared in φε(x). Then problem (1.2) has a positive upper solution v˜(x).
Proof. (a′) It is obvious from (4.8) and g(x,ρ) 0 that v˜ = ρ is an upper solution.
(b′) Consider the linear problem
−z = K (x ∈ Ω), z(x) =
∫
Ω
β(x, ξ)z(ξ)dξ (x ∈ ∂Ω), (4.11)
which is a special case of (1.2) with g(x, v) = K . It is clear from K > 0 that zˆ = 0 is a lower solution of (4.11) and it is not
a true solution. We seek an upper solution in the form z˜ = M + K z1(x), where M > 0 is a constant to be chosen and z1(x)
is the positive solution of the linear Dirichlet problem
−z1 = 1 (x ∈ Ω), z1(x) = 0 (x ∈ ∂Ω). (4.12)
Indeed, since −z˜ = −Kz1 = K in Ω and z˜ = M on ∂Ω , z˜ is an upper solution of (4.11) if
M 
∫
Ω
β(x, ξ)
(
M + K z1(ξ)
)
dξ. (4.13)
The above inequality is equivalent to
(K/M)
∫
Ω
β(x, ξ)z1(ξ)dξ  1−
∫
Ω
β(x, ξ)dξ, (4.14)
which is satisﬁed by a suﬃciently large M . With this choice of M , z˜ = M + K z1 is a positive upper solution of (4.11).
By Theorems 4.1 and 4.2 with g(x, v) = K , problem (4.11) has a unique positive solution z∗ in 〈0, z˜〉. It follows from the
condition in (b′) that v˜ = z∗ is a positive upper solution of (1.2).
(c′) Let v˜ = ρφε(x) for a suﬃciently large constant ρ , where φε(x) is given by (4.9). Then v˜ is a positive upper solution
if
−ρφε  g(x,ρφε) (x ∈ Ω), ρφε(x) ρ
∫
Ω
β(x, ξ)φε(ξ)dξ (x ∈ ∂Ω). (4.15)
Since
φε(x) = φ0
(
εx+ x∗)= ε2x′φ0(x′)= −ε2λ0φ0(x′),
where x′ = εx + x∗ and x′ is the Laplacian with respect to x′ , the differential inequality in (4.15) becomes ε2λ0ρφε 
g(x,ρφε) or equivalently
g(x,ρφε)/(ρφε) ε2λ0.
362 C.V. Pao, Y.-M. Wang / J. Math. Anal. Appl. 372 (2010) 351–365By condition (c′), there exists a large constant ρ0 > 0 such that the above inequality is satisﬁed by every ρ  ρ0. Moreover
by (4.10) and φε(x) 1 we obtain
φε(x)
∫
Ω
β(x, ξ)dξ 
∫
Ω
β(x, ξ)φε(ξ)dξ for x ∈ ∂Ω.
This leads to the boundary inequality in (4.15) which shows that v˜ = ρφε(x) ≡ ρφ0(εx+ x∗) is a positive upper solution. 
As a consequence of the above lemmas and Theorems 4.1 and 4.2 we have the following existence and uniqueness result.
Theorem4.3. Let Hypothesis (H4) and condition (4.8) hold, and let g(x, v) satisfy one of the conditions in (a), (b) and (c) of Lemma 4.1
and one of the conditions (a′), (b′) and (c′) of Lemma 4.2. Then problem (1.2) has a maximal solution v(x) and a minimal solution
v(x) such that vˆ(x)  v(x)  v(x)  v˜(x). If, in addition, gv(x, v)  0 for vˆ  v  v˜ then v(x) = v(x)(≡ v∗(x)) and v∗(x) is the
unique positive solution of (1.2) in 〈vˆ, v˜〉.
If g(x, v) possesses the property
lim inf
v→0+
g(x, v)
v
= +∞, limsup
v→+∞
g(x, v)
v
= 0 (4.16)
then conditions (c) and (c′) are satisﬁed. In this situation, v˜ = ρφε and vˆ = δφ0 are ordered upper and lower solutions. By
Theorem 4.3 we have the following conclusion which is easy to apply in speciﬁc problems.
Theorem 4.4. Let Hypothesis (H4) and conditions (4.8) and (4.16) be satisﬁed. Then problem (1.2) has a maximal solution v(x) and a
minimal solution v(x) such that
δφ0(x) v(x) v(x) ρφε(x) (x ∈ Ω). (4.17)
If, in addition, gv(x, v)  0 for δφ0(x)  v  ρφε(x) then v(x) = v(x)(≡ v∗(x)) and v∗(x) is the unique positive solution in
〈δφ0,ρφε〉.
5. Construction of upper and lower solutions
In this section we construct positive upper and lower solutions for the fourth-order boundary problem (1.1), including the
multi-point boundary problem (1.1), (1.1)a . For this purpose and the existence problem, we make the following hypothesis:
(H5) (i) α(x, ξ) and β(x, ξ) satisfy the condition∫
Ω
α(x, ξ)dξ < 1,
∫
Ω
β(x, ξ)dξ < 1 (x ∈ ∂Ω); (5.1)
(ii) Either f (x,u,u) is nondecreasing in u for (u,u) ∈ S , or α(x, ξ) = β(x, ξ) and f (x,u,u) satisﬁes Hypothesis
(H2)(ii).
In the above hypothesis, the set S is given by (2.2) where u˜ and uˆ are to be constructed.
Let (λ∗, φ∗) be the principle eigenpair of the eigenvalue problem
σφ + λφ = 0 (x ∈ Ω), φ(x) = 0 (x ∈ ∂Ω), (5.2)
and let x∗ be a point in Ω such that φ∗(x∗) = maxφ∗(x) = 1. Deﬁne φ∗ε (x) = φ∗(εx + x∗), where ε > 0 is chosen such that
εx+ x∗ ∈ Ω and
φ∗ε (x) ≡ φ∗
(
εx+ x∗) ∫
Ω
β(x, ξ)dξ (x ∈ ∂Ω). (5.3)
The following lemma gives some suﬃcient conditions on f (x,u,u) for the existence of a positive lower solution.
Lemma 5.1. Let Hypothesis (H1) and condition (5.1) hold, and let f (x,u,u) satisfy one of the following conditions:
(a) f (x,0,0) 0 and f (x,0,0) ≡ 0;
(b) f (x,0,0) ≡ 0 and σ ∂ f
∂u (x,0,0) − λ∗ ∂ f∂(u) (x,0,0) > λ∗2;
(c) lim infu→0+ f (x,u,−(λ
∗/σ )u)
u > λ
∗2/σ .
Then problem (1.1) has a positive lower solution uˆ(x).
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iteration in (2.7) (or (2.24)) it is easy to verify that the component u(1) of the ﬁrst iteration (u(1), v(1)) is a positive lower
solution of (1.1).
(b) Let uˆ = δφ∗ for a suﬃcient small constant δ > 0. By the relation uˆ = δφ∗ = −(λ∗/σ )(δφ∗) and
(σuˆ) = δ(σφ∗)= −δ(λ∗φ∗)= δλ∗(λ∗/σ )φ∗,
we see from σφ∗ = −λ∗φ∗ and φ∗ = 0 on ∂Ω that uˆ is a lower solution if(
λ∗2/σ
)(
δφ∗
)
 f
(
x, δφ∗,−(λ∗/σ )δφ∗),
0
∫
Ω
α(x, ξ)φ∗(ξ)dξ, 0
∫
Ω
β(x, ξ)
(−λ∗φ∗)dξ. (5.4)
Since by the mean-value theorem and f (x,0,0) = 0,
f (x, uˆ,uˆ) = ∂ f
∂u
(x, θ1, θ2)uˆ + ∂ f
∂(u)
(x, θ1, θ2)uˆ,
where (θ1, θ2) is an intermediate value between (0,0) and (uˆ,uˆ), the condition in (b) ensures that there exists a small
constant δ0 > 0 such that
f
(
x, δφ∗,−(λ∗/σ )(δφ∗))= (∂ f
∂u
(x, θ1, θ2) − λ
∗
σ
∂ f
∂(u)
(x, θ1, θ2)
)(
δφ∗
)

(
λ∗2/σ
)(
δφ∗
)
for every δ  δ0. This proves relation (5.4) so that uˆ = δφ∗ is a lower solution.
(c) By condition (c) there exists δ0 > 0 such that (5.4) is satisﬁed by any constant δ  δ0. This shows that uˆ = δφ∗ is a
lower solution. 
It is seen from the proof of Lemma 5.1 that under the conditions in (a), (b) and (c) of the lemma the corresponding
lower solution uˆ is given, respectively, by
(a) uˆ = u(1), uˆ = −v(1);
(b) uˆ = δφ∗, uˆ = −(λ∗/σ )(δφ∗);
(c) uˆ = δφ∗, uˆ = −(λ∗/σ )(δφ∗). (5.5)
Lemma 5.2. Let Hypotheses (H1) and condition (5.1) hold, and let f (x,u,u) satisfy one of the following conditions:
(a′) f (x,ρ0,0) 0 for some constant ρ0 > 0;
(b′) There exists a constant K > 0 such that f (x,u,u) K for all u  0, u  0;
(c′) limsupu→+∞ f (x,u,−(ελ
∗/σ )u)
u < (ε
2λ∗)2/σ ,
where ε is the constant deﬁned in φ∗ε (x) below. Then problem (1.1) has a positive upper solution u˜(x).
Proof. (a′) It is obvious from (5.1) and Deﬁnition 2.1 that u˜ = ρ0 > 0 is an upper solution whenever f (x,ρ0,0) 0.
(b′) Let z(x) be the unique positive solution of the second-order boundary problem (4.11), and let U (x) be the positive
solution of the linear boundary problem
−σU = z(x) (x ∈ Ω), U (x) =
∫
Ω
α(x, ξ)U (ξ)dξ (x ∈ ∂Ω). (5.6)
The existence of a unique positive solution U to (5.6) follows from the proof of Lemma 4.2 for (4.11). Since U = −z/σ  0
and by (4.11) and the condition in (b′),
(σU ) = −z = K  f (x,U ,U ) (x ∈ Ω),
U (x) =
∫
Ω
α(x, ξ)U (ξ)dξ (x ∈ ∂Ω),
σ (U )(x) = −z(x) = −
∫
Ω
β(x, ξ)z(ξ)dξ =
∫
Ω
β(x, ξ)(σU )(ξ)dξ (x ∈ ∂Ω),
we see that u˜ ≡ U is a positive upper solution.
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possesses the property∫
Ω
α(x, ξ)dξ  φ∗ε (x) 1,
∫
Ω
β(x, ξ)dξ  φ∗ε (x) 1 (x ∈ Ω). (5.7)
Since by (5.2),
σu˜ = ρσφ∗ε (x) = −ρε2λ∗φ∗ε (x),
we see that
σ(σu˜) = −ρε2λ∗σφ∗ε (x) = ρ
(
ε2λ∗
)2
φ∗ε (x).
Hence u˜ satisﬁes the differential inequality in (2.1) if(
ε2λ∗
)2(
ρφ∗ε
)
 σ f
(
x,ρφ∗ε ,−
(
ε2λ∗/σ
)(
ρφ∗ε
))
which is equivalent to
f
(
x,ρφ∗ε ,−
(
ε2λ∗/σ
)(
ρφ∗ε
))
/
(
ρφ∗ε
)

(
ε2λ∗
)2
/σ .
By the condition (c′) there exists a large constant ρ > 0 such that the above inequality holds for every ρ  ρ . Moreover
by (5.7),
u˜(x) ρ
∫
Ω
α(x, ξ)φ∗ε (ξ)dξ =
∫
Ω
α(x, ξ)u˜(ξ)dξ,
−σ(u˜)(x) ρε2λ∗
∫
Ω
β(x, ξ)φ∗ε (ξ)dξ = −
∫
Ω
β(x, ξ)(σu˜)(ξ)dξ.
This shows that u˜ satisﬁes the boundary inequalities in (2.1). Hence for any constant ρ  ρ , u˜ = ρφ∗ε (x) is a positive upper
solution. This proves the lemma. 
It is seen from the proof of the above lemma that under the conditions in (a′), (b′) and (c′) the corresponding positive
upper solution u˜ is given by(
a′
)
u˜ = ρ0, u˜ = 0;(
b′
)
u˜ = U , u˜ = −z/σ  0;(
c′
)
u˜ = ρφ∗ε (x) ≡ ρφ∗
(
εx+ x∗), u˜ = −ρ(ε2λ∗/σ )φ∗ε  0 for every ρ  ρ. (5.8)
As a consequence of the above two lemmas and Theorem 2.1 we have the following results.
Theorem 5.1. Let Hypotheses (H1) and (H5) hold, and let f (x,u,u) satisfy one of the conditions in (a), (b) and (c) of Lemma 5.1
and one of the conditions in (a′), (b′) and (c′) of Lemma 5.2. Assume that the pair of lower and upper solutions given in (5.5) and (5.8)
are ordered. Then all the conclusions in (i), (ii) and (iii) of Theorem 2.1 hold true.
If f (x,u,u) possesses the property
lim inf
u→0+
f (x,u,−(λ∗/σ )u)
u
= +∞, limsup
u→+∞
f (x,u,−(ε2λ∗/σ )u)
u
 0 (5.9)
then conditions (c) and (c′) are satisﬁed. In this situation, the pair uˆ = δφ∗(x) and u˜ = ρφ∗ε (x) are lower and upper solutions.
Since
uˆ = −(λ∗/σ )(δφ∗), u˜ = (−ε2λ∗/σ )(ρφ∗ε )
and δ > 0 can be chosen arbitrarily small, the pair uˆ and u˜ are ordered. This observation leads to the following result which
is more convenient to apply in speciﬁc problems.
Theorem 5.2. Let Hypotheses (H1), (H5) hold, and let f (x,u,u) possess the property (5.9). Then problem (1.1) has a positive
maximal solution u(x) and a positive minimal solution u(x) such that
δφ∗(x) u(x) u(x) ρφ∗
(
εx+ x∗) (x ∈ Ω), (5.10)
where δ and ε can be very small and ρ very large.
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2u − b0u + c0u = f0(x,u), (5.11)
where b0 and c0 are positive constants and f0(x,u) is bounded, nonnegative and is nondecreasing in u for u  0 (such as
f0(x,u) = (a + u)/(b + u) for some positive functions a(x) and b(x)). In this case
f (x,u,u) = b0u − c0u + f0(x,u).
It is easy to verify that the above function possesses the property (5.9). Hence if α(x, ξ) and β(x, ξ) satisfy the conditions
in (H1) and (H5) and f0(x,0) ≡ 0 then problem (5.11) with the boundary condition in (1.1) has a positive maximal solution
and a positive minimal solution.
Remark 5.1. It is seen from the proof of Lemma 5.2 that the solution U of (5.6) can be made arbitrarily large by using
a suﬃciently large K (for the solution z of (4.11)). Since δ > 0 can be chosen arbitrarily small and ρ arbitrarily large the
ordering relation uˆ  u˜ and uˆ u˜ are satisﬁed by each pair of nonconstant lower and upper solutions in (5.5) and (5.8).
However, not every pair of uˆ and u˜ in (5.5) and (5.8) are ordered. A simple example is the case uˆ = δφ∗ and u˜ = ρ0 where
uˆ = −λ∗(δφ∗) and u˜ = 0. Here the requirement uˆ u˜ is not fulﬁlled.
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