











海 津 宏 
 
A Study on Stabilization Control of Inverted Pendulum 




   It is important to study an automatic generation technique of the conventional hierarchical rules.                                      
  The educational inverted pendulum is a Single-Input Multiple-Output system.  In the SIMO system  
is difficult to construct by conventional controller which has considering multi -parameters by trial and error. . 
This paper studies to discuss the stabilization control of inverted pendulum using reinforcement learning.                                           
So me resu l t s  o f  co mpu te r  s imu lat ion  are  sho wn to  pro ve th e  e f fec t iven ess  o f  th i s  s imple  mo de l .                                              
         



































    
 


























































= { s1 , s2, … , sn }、エージェントがとりうる行動
の集合を A = { a1 , a2, … , an } とすれば、 環境
下のある状態 s ∈ S において，エージェントのある
行動 a を実行すると，環境は確率的に状態 s' ∈ S
へ遷移する． その遷移確率を Pr{ st+1 = s' | st = s,
 at = a }= Pa(s,s')により表す。このとき環境からエ
ージェントへ報酬 r が確率的に与えられるが、その







step2 各 episode に対して繰り返し 
   1)s を初期化 
step3 各 step に対して繰り返し 
1) エージェントは環境の時刻 t における状
態 st を観測する。 
2)エージェントは任意の行動選択方法に従っ
て行動 at を実行する。 
3)環境から報酬 rt を受け取る。 
4)状態遷移後の状態 st+1 を観測する。 




6)時間 t を t+1 へ進めて手順(3.1)に戻る。 
7)s が終端状態なら手順(2.1)に戻る。 
 
上式において、Q(s,a)は Q 値、s はエージェントが遭
遇している環境の状態、a は状態 s においてエージェ
ントが取りうる行動、r は報酬を、αは学習率(0<α
≦1)、γは割引率(0≦γ<1)を示している。maxaQ(st+
1,a)は、状態 st+1 で取りうる行動の価値(Q 値)が最も
高いものを表している。エージェントが価値関数をど
のように行動選択に反映していくかを示すものが、行






   
３．倒立振子とモデル 









いられている。       
          図３ 倒立振子の概念図 
 
m:棒の質量, 2l:振子長, G:振子の重心,  
M:カート質量, x:カートの変位（座標）, 
:振子の偏角, u:外力,  





















材用課題としても重要である。                 
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] ( )    ただし、N=(4M+m)l/3   















        表 １  倒 立 振 子 の 物 理 定 数 
振子の長さ:2l[m] 1.0  
振子の質量:m[kg] 0.1 
カートの質量:M [kg] 1.0  
x の粘性摩擦係数:   1.0  
 の粘性摩擦係数:   0.1  






ージェントは行動 (制御入力 u)を選択していく。 
行動 u の大きさは 1.0[N]で固定とし、力の方向






 ±1.0[N]の 2 通り。 
3)x が±1.0[m]以上、または  がπ /10 [rad]を超
えた場合は、制御失敗とする 
 3.1)マイナス報酬 r=－5 






















      表３ 報酬ｒの設定例 
 ・ ｜ｘ｜＜0.2, 








    or 
 ・ θ＞π/10 
   罰  





     表４ 結果例一覧 




dx/ｄｔ， dθ/dt 4(b) 
100 
ｘ、θ 4(c) 




dx/ｄｔ， dθ/dt 5(b) 
100 
ｘ、θ 5(c) 
dx/ｄｔ， dθ/dt 5(d) 
学習率α  （γ=0.5 一定） 6(a) 
割引率γ （α=0.5 一定） 6(b) 




るが、step や episode が増加した場合でも、各状態
変数が発散となるよう漸増し、安定化制御や学習効
果は全く確認できない。一方、多尐に関わらず成功









































    図４(a)報酬無し ｘ，θ(episode=1) 
 
 
     
図４(c)報酬無し ｘ，θ(episode=100) 
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      図５(a)報酬有り ｘ，θ(episode=10) 
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