Abstract. The electron drift and ion-acoustic speed in the E region inferred from EISCAT measurements are compared with concurrent STARE radar velocity data to investigate a recent hypothesis by Bahcivan et al. (2005) , that the electrojet irregularity velocity at large flow angles is simply the product of the ion-acoustic speed and the cosine of an angle between the electron flow and the irregularity propagation direction. About 3 000 measurements for flow angles of 50 • -70 • and electron drifts of 400-1500 m/s are considered. It is shown that the correlation coefficient and the slope of the best linear fit line between the predicted STARE velocity (based solely on EISCAT data and the hypothesis of Bahcivan et al. (2005) ) and the measured one are both of the order of ∼0.4. Velocity predictions are somewhat better if one assumes that the irregularity phase velocity is the line-of-sight component of the E×B drift scaled down by a factor ∼0.6 due to off-orthogonality of irregularity propagation (nonzero effective aspect angles of STARE observations).
Introduction
Excitation of meter-scale electrojet irregularities is a wellknown high-latitude phenomenon (e.g. Fejer and Kelley, 1980) . The irregularity properties and mechanisms of their generation have been extensively studied with coherent radars and direct rocket measurements. It is now accepted that the auroral electrojet irregularities are produced through the combined effect of the Farley-Buneman (FB) and gradient-drift (GD) plasma instabilities. Both theory and experiment convincingly show that many clues to the nature of electrojet irregularities can be obtained by studying the Correspondence to: A. V. Koustov (sasha.koustov@usask.ca) irregularity phase velocity variation with the flow angle, the angle of irregularity propagation with respect to the E×B electron flow at the E region heights.
For relatively fast flows, two ranges of flow angles, θ , are traditionally distinguished, inside and outside of the FB instability cone, corresponding to the regions of linearly unstable and decaying waves, respectively. The numeric value for the FB cone angle, θ * , is estimated from the condition cos θ * =C S /V E×B , where C S the ion-acoustic speed of the media and V E×B is the magnitude of the E×B electron flow velocity. For typical conditions in the auroral ionosphere at 100-120 km, θ * is of the order of 40 • and increases up to ∼70 • with the electron flow velocity. Outside the FB instability cone, θ>θ * , it is thought (e.g. Nielsen and Schlegel, 1985; Nielsen et al., 2002) that the irregularity phase velocity can be described by equation
which is consistent with the linear theory of the FB and GD instabilities in its simplest form (Fejer and Kelley, 1980) . Equation (1) implies that the irregularity velocity in a certain direction is a cosine component of the E×B drift. This contrasts strongly with the situation within the FB instability cone, θ<θ * , where the irregularity phase velocity is believed to be independent of θ and close to C S (e.g. Nielsen and Schlegel, 1985) . A number of nonlinear theories support this notion (e.g. Fejer and Kelley, 1980; Schlegel, 1996; Sahr and Fejer, 1996) . The above understanding is supported by a number of coherent radar experiments (such as STARE and others) in which the echo velocity was compared with independent data on the plasma flow and ion-acoustic speed provided by concurrently operating incoherent scatter radars (e.g. Nielsen and Schlegel, 1985; Farley and Providakes, 1989; Kofman and Nielsen, 1990; Haldoupis and Schlegel, 1990; Chen et al., 1995; Foster and Erickson, 2000) . The coherent radar line-of-sight (l-o-s) velocity is the irregularity velocity in a single flow direction, and the irregularity velocity variation with the flow angle can be studied by combining l-o-s measurements for various electrojet directions. Such joint STARE and EISCAT observations, performed more recently, showed significant departures from the above "expected" picture, both at small and large flow angles. At large θ , Kustov and Haldoupis (1992) , Kohl et al. (1992) , Koustov et al. (2002) and Uspensky et al. (2004) presented data indicating that the STARE radar velocity is typically smaller than the E×B electron flow component along the radar beam (velocity is "depressed"). For the STARE radars, the ratio of the observed velocity V r to the electron flow component D=V r /(V E×B · cos θ ) was found to be in the range of 0.3-0.7. The most extended data set considered by Uspensky et al. (2004) indicates that D ∼0.55.
The effect of the velocity "depression" was attributed to nonzero effective aspect angles of observations, due to echo reception from a range of electrojet heights (Uspensky, 1985; Kustov and Haldoupis, 1992; Koustov et al., 2002; Uspensky et al., 2004) . Kustov and Haldoupis (1992) assumed that the irregularity phase velocity follows the linear fluid theory of the FB and GD instabilities that allows irregularity propagation not exactly perpendicular to the magnetic field:
where ν e,i and e,i are the electron and ion collision frequencies with neutrals and the gyrofrequencies and ψ is the off-orthogonality angle (aspect angle in coherent radar observations). Coefficient proportionality β depends strongly on R. For very small off-orthogonality angles R is small (R 1) and β is close to 1. However, in the case of echo reception from a range of electrojet heights (a range of nonzero aspect angles), R can be comparable or even larger than 1. Later HF radar observations by Uspensky et al. (2001) along the flow and by Makarevitch et al. (2002) and Uspensky et al. (2003) at θ ∼90 • (at HF and VHF, respectively) suggested that the ion contribution to the irregularity phase velocity can be important. According to the linear theory of the electrojet instabilities with the ion motion taken into account
where V 0i is the velocity of the ion drift and is the angle between the irregularity propagation direction and the ion drift vector. Unless the angle θ is close to 90 • and R>1, the second term in Eq. (3) is negligible. The important role of the ion motion term was elucidated by Uspensky et al. (2003) who presented a short example of measurements for which the STARE Finland velocity was almost two times larger than the one expected from Eq. (1) and certainly from Eq. (2). The authors termed the effect "the velocity overspeed", which seemed to be strange and inconsistent with the velocity depression phenomenon, but the authors discovered that the effect was observed for the periods of very low density in the E region, so that echoes were very likely received from only large heights where the ion motion contribution to the irregularity phase velocity could indeed be expected. Another expectation from Eq. (3) is that at θ ∼90 • the phase velocity can be close to the l-o-s component of the ion drift. Recently, Makarevich et al. (2005) 1 investigated this expectation by comparing the STARE Finland velocity and the E-region ion drift measured directly by EISCAT. A reasonable agreement between the two was found.
For observations within the FB instability cone, the understanding has been evolving as well. First, it was discovered that the STARE Doppler velocity can be above C S (Kofman and Nielsen, 1990; Haldoupis and Schlegel, 1990) and it changes with the flow angle (Chen et al., 1995) . A more systematic study of both effects has been recently performed by Nielsen et al. (2002) . These authors reported that, along the electron flow direction, the ratio of the l-o-s velocity V r and C S can be as large as 1.2, and the velocity variation with the flow angle can be described by
where the coefficient of proportionality m is of the order of 1.3 and the value of α changes from 0.8 to 0.2 as the electron drift increases from 600 to 1600 m/s. Nielsen et al. (2002) concluded that only at flow angles of ∼40 • (typical angles θ * ) the irregularity phase velocity is close to C S and Eqs.
(1) and (4) produce the same result. According to Nielsen et al. (2002) , well outside the FB cone, the irregularity phase velocity follows Eq. (1), though it should be commented that the data statistics at these flow angles was insignificant in this study. Recently, Bahcivan et al. (2005) proposed a new scenario on the irregularity velocity change with the flow angle. They suggested that the FB irregularities move with the velocity close to C S only at very small flow angles, mostly along the electron flow direction. For all other directions, including θ >θ * , the velocity variation follows
Equation (5) publications. The authors then investigated the STARE data published by Uspensky et al. (2004) . In both cases, it was found that Eq. (5) works reasonable well.
Hypothesis (5) gives theorists a hint on a new physics of irregularity formation, especially outside the FB instability cone, as it relates the irregularity velocity not so much with the electron drift as with the ion-acoustic speed. It is thus fundamentally important to know whether this idea, so far based on a very limited data set, is generally correct. For brevity, we shall call predictions based on Eq. (5) "the C S model".
The purpose of this study is to make a more comprehensive assessment of the suggestion of Bahcivan et al. (2005) by, first, thoroughly reprocessing the data studied by Uspensky et al. (2004) and second, by involving a much more significant data set.
Quantitative analysis of the 1February 1999 event
In their study, Bahcivan et al. (2005) scaled data from the diagrams published by Uspensky et al. (2004) for the Norway radar and analyzed them. It is important to know that the data of Uspensky et al.'s (2004) were smoothed for the purpose of presentation, and this can introduce some error in their assessment. Here we perform more rigorous analysis by working with the original data for both the Norway and Finland radars.
For the reader's convenience, one is reminded that between 11:00 UT and 16:00 UT on 12 February 1999, both STARE radars were operated simultaneously with the EIS-CAT UHF radar working in the CP 1 (field-aligned) mode. The 1-min EISCAT data on the electric field, and electron and ion temperatures were extracted. The values of the ionacoustic speed C S were computed from the electron and ion temperatures at 111 km, assuming the ion mass to be 30 a.m.u., and both electrons and ions are isothermal. The electron E×B velocity magnitude varied between 200 and 1500 m/s while the azimuth was close to the westward orientation.
The STARE radars were working in the usual mode, switching between the double-pulse (DP) and multi-pulse (MP) measurements of the velocity. One cycle of measurements lasted 20 s. In this section we consider DP velocity measurements for the Norway radar and MP data for the Finland radar to be consistent with Uspensky et al. (2004) , who adopted the DP velocities for the Norway radar because the MP data were not as frequent as the DP data (due to several poor lags of the autocorrelation function). Later analysis by Uspensky et al. (2005) showed that the DP Norway velocities are typically ∼1.1 times smaller than the MP velocities, which is not a significant difference for the purposes of the present paper. For the Finland radar, the DP/MP velocity differences are significant, by a factor of 1.7, and we consider only MP data for the Finland radar, similar to Uspensky et al. (2004) .
In this study we had available 1-min EISCAT data and 20-s STARE data. To compare observations with such a different resolution, we decided to interpolate the EISCAT data to increase the statistics so that the joint data would be available every 20 s. In addition, for every STARE MP measurement we used data collected in 5 consecutive 20-s intervals, centered around each 20-s interval, to operate with better STARE autocorrelation functions and decrease the clutter contamination effects discussed by Uspensky et al. (2005) .
2.1 C S model predictions for the height of 111 km Comparing the spread of points in all the diagrams, one can conclude that the Norway data are better clustered than the Finland data. This fact is reflected in the better correlation coefficient for the Norway radar. In terms of velocity magnitude, for the Norway radar (Fig. 1a) , one can notice that the cloud of points is centered slightly above the bisector of ideal agreement at low measured velocities and below the bisector at large measured velocities, consistent with the fact that the slope of the best linear fit line is ∼0.5. For the Finland radar, Fig. 1c , the point clustering is poor, and the best fit line is almost horizontal. There are points with reasonable agreement between predictions and measurements.
In summarizing the analysis of the 12 February 1999 event, one can conclude that the Finland radar data do not support the C S model of Bahcivan et al. (2005) . The claim of these authors on the agreement between the C S model predictions and the observations for the Norway radar data can only be accepted marginally.
C S model comparison for other possible heights of backscatter
One can argue that the above analysis was performed by assuming one echo height of 111 km. This choice might be not the best one as the zero rectilinear aspect angles of observations are achieved at lower heights for both STARE radars . Moreover, the height of STARE echoes was not measured in this experiment and generally it is not well known. For this reason, we assessed the C S model predictions for the Norway radar and for C S values at three potentially possible heights of 99 km, 105 km and 111 km (there is no point in assessing the Finland data as they simply do not support the model, Fig. 1c ). We selected only those moments for which simultaneous data were available at all three heights. Such a selection decreased the total amount of points available for each plot (e.g. compare with the number of points at 111 km in Fig. 1 ), but the selection of simultaneous data at all three heights eliminates many ambiguities. Figure 2 shows scatter plots of C S model predictions versus measured velocity for three heights. The format of the diagram is the same as in Fig. 1 . The data show clear trends: with the height decrease, both the correlation coefficient and the slope of the best fit line deteriorate.
We should note that Uspensky et al. (2003) expected the scatter heights to be around 110 km for this event; at smaller heights the electron density was often too low to receive STARE echoes of significant power. One can conclude that the selection of the height of temperature measurements at 111 km in the C S model is the best choice for this event. This selection might not be the correct one for all other events, though we believe that for the evening sector observations, which are considered in this paper, it is a reasonable one.
Analysis of the entire data set
To make a more reliable assessment of the C S model, we identified a number of joint STARE/EISCAT events for which good quality data were obtained by both systems. Table 1 gives a summary of the events selected. Both EISCAT and STARE data sampling and averaging were the same as for the 12 February 1999 event.
Typical observational conditions
For all the above events, only measurements in the eastward electrojet were considered with positive (negative) Norway (Finland) velocities. The data statistics are smaller for the Finland radar as it detected very few echoes in the three events. In this section we consider MP data for both radars since we believe that they reflect the velocity of the electrojet irregularities better (Uspensky et al., 2005) . Figure 3 is a histogram presentation for the E×B velocity magnitude, ion-acoustic speed and flow angle, according to the EISCAT measurements for all events that were selected for a comparison with STARE velocity data, separately for the Norway and Finland radars. A total of 2085 (1379) joint points is available for the Norway (Finland) radar. The combined data statistics for both radars is almost 3 times larger than the one by Nielsen et al. (2002) and it is much more significant for the specific flow angles of 50 • -70 • . Bahcivan et al. (2005) had just several tens of points. Figure 3 shows that the typical electron E×B velocity was ∼800-1200 m/s and the flow angle was ∼50 • -65 • (at the level of 0.7 from the occurrence maxima). Since plasma drifts were enhanced, the observed values of C S were larger than the nominal speed of 400 m/s, as expected (e.g. Nielsen and Schlegel, 1985) . The histograms of Fig. 3 mean that the selected data set corresponds to the same conditions as the one of Bahcivan et al. (2005) . Nielsen et al. (2002) had generally smaller E×B velocity magnitudes. Comparing the Norway (left) column data and the Finland (right) column data, one notices that the point clustering and the correlation coefficients are somewhat better for the Norway radar but not significantly; the contrast is not as strong as the one for the 12 February 1999 event, implying that performance of the C S model is very comparable for individual radars. Clearly, for both radars, the predicted velocity is overestimated for low measured velocities (points are centered slightly above the bisector) and underestimated for large measured velocities (points are below the bisector). Significant departures of the predictions and measurements occur for measured velocities of >300 m/s, corresponding to ion-acoustic speeds of >600 m/s. One can notice that the points corresponding to observations at 50 • <θ < 60 • (blue colour) align better with the line of ideal agreement. Most of the red points are located above the line of ideal agreement while most of the black and, especially the green points are located below this line.
Discussion
By considering joint STARE/EISCAT data we addressed the question of whether the ∼1-m irregularity phase velocity varies with the flow angle, as predicted by the C S model of Bahcivan et al. (2005) , Eq. (5). We involved a significant amount of measurements at flow angles of θ =50 • -70 • . The correlation coefficient between the expected velocity and the measured one was found to be of the order of 0.4 and the slope of the best linear fit line to be of the order of 0.4. Both parameters are not very high and, technically, cannot be considered as supporting the C S model. Perhaps, the exception is for observations at flow angles of θ<60 • and measured velocities of 250-350 m/s (red and blue points in Fig. 4) ; these data can be rated as supporting the model. One should keep in mind, however, that the data are quite noisy and, in view of this, one cannot reject the C S model entirely, especially because the other models do not perform overly strong. For both radars, the C S model underestimates (overestimates) the measured l-o-s velocity for larger (smaller) velocities, as the points are located below (above) the line of ideal agreement. The trend at large measured velocities (large electron drifts) is especially obvious. The effect of the velocity underestimation at large flow angles would be even more pronounced if the height of scatter was in fact less than the assumed height of 111 km (the C S values drop down at these lower heights, see data in Fig. 2 for 12 February 1999 event). If one assumes that the height of the scatter was above 111 km, the predictions can improve, but still the effect of underestimation is evident. For example, for the Norway radar, for the 12 February 1999 event, if one suggests that the height of scatter was The reason for some velocity underestimation within the C S model, especially for larger flow angles, is not clear. One might think that perhaps the maximum velocity C S is achieved not at the E×B direction, as some theories expect (e.g. Janhunen, 1994; St-Maurice and Hamza, 2001) . To evaluate such a possibility, we computed the correlation coefficient and slope of the best fit line to the data by assuming shifts in the flow angle of the irregularity phase velocity maximum and the E×B direction, θ 0 (positive angle θ 0 was assigned to the direction rotated clockwise (CW) from E×B). The results are presented in Fig. 5 . One can see that the C S model predictions improve for the Finland (Norway) radar with an increase (decrease) of θ 0 . A compromise between the two radar sets seems to be achieved at θ 0 ∼5 • in the clockwise direction. This shift is in the opposite direction with respect to the predictions by Janhunen (1994) . To conclude, one can say that the potential effect of the shift between E×B and the direction of maximum irregularity velocity does not improve the quality of the predictions with the C S model.
In a just published theoretical paper, Bahcivan and Hysell (2006) considered a modified C S model. They suggested that Eq. (5) is valid in the reference frame moving with ions Nielsen and Schlegel (1985) . The dependence V =βV E (β=0.588) used in the model by Uspensky et al. (2004) is shown by the solid line.
(whose velocity is V oi ). This assumption implies that a term of the order of ≈|V oi | cos φ should be added to Eqs. (5). We performed estimates of the effect by considering the exact orientation of the ion velocity vector at 110 km with respect to the STARE radar beams. We found that for the Norway radar, the slope of the best linear fit decreases significantly to 0.16. For the Finland radar, the slope improves to 0.8, but the entire cloud of points shifts well above the expected bisector of perfect agreement between predictions and STARE observations. Our conclusion is that the modified model of Bahcivan and Hysell (2006) does not perform better than the simple C S model (5).
Another obvious concern is whether the irregularity phase velocity indeed changes with the flow angle according to the cosine function, Eq. (5). Nielsen et al. (2002) reported quite a different variation, Eq. (4). We performed velocity predictions according to Eq. (4), Fig. 6 . In Fig. 6a we present the variation of the coefficient proportionality in front of the cosine function in Eq. (4) versus flow angle, according to Nielsen et al. (2002) . In Figs. 6b, c we compare predictions and measurements. The scatter plots in Figs. 6b, c have the same format as in Figs. 4a, c. In this case, overall, the velocity is slightly overestimated, as the majority of points are located well above the line of ideal agreement. The slope of the best fit line is better than in the case of the C S model. The black points, corresponding to 60 • <θ <70 • , demonstrate the best agreement.
Overall, one can say that the empirical Eq.(4) given by Nielsen et al. (2002) describes reasonably well the measured l-o-s velocity of ∼1-m irregularities at large flow angles, with about the same degree of success as the C S model of Bahcivan et al. (2005) . We should warn that Nielsen et al. (2002) used DP velocities for both STARE radars (the pulse separation was 300 µs). They merged them into one data set which might affect the conclusions in view that Uspensky et al. (2005) reported different ratios of the DP velocity to the MP velocity for the Finland and Norway radars, implying that the radars are not equivalent. Clearly, more deliberate investigation is required to decide whether the velocity dependence on θ is indeed a simple cosine function.
There are other areas of concern with the C S model. According to Chen et al. (1995) and Nielsen et al. (2002) , the measured velocity of ∼1-m irregularities is above C S in a broad range of flow angles, a fact that is completely ignored once Eq. (5) is adopted. In this respect, though, it is not clear what determines the flow angles for which type 1 irregularities are excited within the scenario of Bahcivan et al. (2005) . Also, the C S model predictions are only applicable to relatively fast flows; what the expectations are for the irregularity velocity below that FB instability threshold (∼ 400 m/s) is unclear. Finally, there is difficulty in explanation of the velocity over-speed effect (Uspensky et al., 2003) .
We would like to discuss one issue that is important to other studies in which the C S model is used. For the correct model application it is essential that the ion-acoustic speed is estimated properly. Despite the fact that several papers have been devoted to the statistical study of the electron temperatures in the E-region (e.g. Jones et al., 1991) , none of them presents a simple recipe as to how to estimate C S at various heights for given electron velocity magnitude. Nielsen and Schlegel (1985) derived an empirical quadratic equation relating the STARE radar velocity at θ <θ * and the electron flow velocity magnitude
They implied that Eq. (6) also gives an estimate of C S . One has to always remember, however, that this formula is derived for the height of temperature observations of 105 km. It should also be modified if one uses it for morning sector measurements (Nielsen and Schlegel, 1985) . To assess how accurately Eq. (6) describes our observations, we plotted in Fig. 7 the experimental points (EISCAT) and overlaid the dependence C S (V E×B ) given by Eq. (6), as heavy dots. One can recognize in a cloud of points a clear increase in C S with V E×B , as expected from pervious studies, e.g. Jones et al. (1991) . The empirical Eq. (6), the dotted line in Fig. 7 , also shows this trend, but it gives consistently smaller C S for all electron drift magnitudes. A similar comparison is somewhat better for experimental points at 105 km and even better for points at 99 km.
We would like to point out that according to Fig. 7 , one would not expect STARE radar velocities to be larger than 800 m/s, the maximum observed C S values. We note that the C S value of 600 m/s, the critical value starting from which the C S model predictions start to significantly deviate from measurements, corresponds roughly to E×B drifts of 1000 m/s. Schlegel and Thomas (1988) reported ∼1-m irregularity phase velocities larger than 1000 m/s which is inconsistent with the C S model unless the nonisothermality of electron and ion motions in FB waves is considered (Farley and Providakes, 1989) . Even larger velocities of ∼3-m irregularities, as large as ∼2000 m/s, were reported by Unwin and Cummack (1980) in their 14 months of observations in the Southern Hemisphere over Campbell Island, geomagnetic latitudes of 59 • -63 • . They observed high-velocity "spikes" in a band of echoes extending 1 • -1.5 • in magnetic latitude, at the equatorward edge of low density E-layer structures (∼10 10 m −3 ), primarily in the pre-midnight sector. A quick scan through the accessible STARE DP data bank also revealed that the Norway and Finland l-o-s velocities can be as large as ∼1400 m/s and ∼1000 m/s, respectively, for example, on 18 April 2001 at 04:01-04:03 UT (morning sector).
Since the data presented do not support the C S model undoubtedly, we decided to look at other possibilities discussed in the Introduction. One of the widely circulated opinions is that the ∼1-m irregularity phase velocity is simply the cosine component of the E×B electron flow at θ >θ * (e.g. Nielsen et al., 2002) . We consider predictions based on this assumption in Figs. 8a, b (Norway and Finland radars, respectively) which are scatter plots similar to Fig. 4 . In this case, the correlation coefficients and the slopes of the best fit line are better as compared to the C S model ones, but the clouds of points are sitting well above the bisectors, indicating that Eq. (1) severely overestimates the measured velocity of irregularities. This result means that the irregularity phase velocity is smaller than the radar l-o-s component of the E×B velocity, which is in line with earlier findings (e.g. Koustov et al., 2002; Uspensky et al., 2004) .
Another possibility in explaining the data is to use the full expression for the irregularity phase velocity at a certain height, with the ion motion term and the aspect angle effect taken into account according to Eq. (3) (e.g. Kohl et al., 1992) . Results of predictions based on this assumption and the scatter height of 110 km are presented in Figs. 8c, d. One can see that the agreement between predictions and observations is now much better, especially for the Finland radar. The predicted velocity for the Norway radar is strongly underestimated in this case contrary to the velocity overestimation for the Finland radar.
Finally, to explain the relationship between the STARE velocity and electric field at large flow angles, Uspensky et al. (2003 Uspensky et al. ( , 2004 assumed that the irregularity phase velocity follows the full linear dispersion equation for the unstable FB waves (Eq. 3) and the irregularity layer is relatively thick, so that the resultant auroral echo is a combination of scatter from various heights. In a first approximation, such a model, termed the off-orthogonal fluid approach (OOFA) model by Uspensky et al. (2003) , assumes Eq. (2) with values of β of the order of 0.55 (Uspensky et al., 2004) . We applied the OOFA model to the data set available in this study, Figs. 8e, f. We used here Eq. (2) with β=0.588. This choice of β is slightly different from the earlier recommendation by Uspensky et al. (2004) of β=0.55. The reason for our selection is that we used MP data for the Norway radar. The DP Norway velocities, used by Uspensky et al. (2004) , are ∼1.1 times smaller than the MP velocities as was shown recently by Uspensky et al. (2005) . Figures 8e, f show that the OOFA predictions (based solely on EISCAT data) agree reasonably well with the STARE velocity measurements. Observations at θ< 60 • (red and blue points) exhibit better agreement. Comparing the OOFA predictions (Eqs. 2, 3) , Figs. 8e, f, with the simple E×B component assumption (Eq. 1), Figs. 8a, b, one can see that the cloud of points is reasonably well positioned with respect to the bisector, so that there is no systematic velocity overestimation effect. Comparing the correlation coefficients and slopes in Figs. 8e, f with the ones given in Figs. 4a, c for the C S model, one can notice an overall better performance of OOFA and especially for the Finland radar. This is evident in both parameters. The OOFA predictions look better than the ones based on the full linear theory applied to a specific scatter height of 110 km (Figs. 8c, d ), in the sense that the predictions for both radars are reasonable. We can conclude that the OOFA model predictions describe the experimental velocity data (considered in this study) better than the simple l-o-s component assumption and somewhat better than the other theories, namely the C S model of Bahcivan et al. (2005) , the model based on the equation by Nielsen et al. (2002) and the model assuming a scatter from one single height of 110 km.
On the technical side, comparable performance of the C S and OOFA models can be understood as follows. The difference between these models -see Eqs. (2) and (5) -lies in the coefficients in front of the cosine function. Both coefficients increase with the electron drift, and one generally would not expect any agreement between predictions because the dependence C S (V E×B ) is quadratic (Nielsen and Schlegel, 1985 , with a mean slope of ∼0.27, while the dependence β(V E×B ) is linear with a slope of ∼0.6. To illustrate the differences between the models, we plot the function V =βV E×B (β=0.588) in Fig. 7 by a solid line and also indicate the best linear fit line to the C S measurements, a dashed line. The dashed and solid lines in Fig. 7 do not coincide, but the significant differences between the two are evident only for the electron drifts of <600 m/s and >1200 m/s, corresponding to a fraction of the all the data considered.
In passing, we can conclude from Fig. 7 that the OOFA model should predict larger velocities than the C S model at strong electron drifts of >1300 m/s and smaller velocities for weak flows < 500 m/s. Examination of the Norway data in Fig. 4a supports this expectation. For the Finland data, the effect is less evident perhaps because of the generally smaller range of the measured velocities.
Better performance of the OOFA model does not mean that Eq. (2), or better yet Eq. (3), should be accepted as the one adequately describing the phase velocity of the ∼1-m electrojet irregularities at large flow angles, because both the Fig. 8 . The same as in Fig. 4 but for predictions based on the assumption that the irregularity phase velocity is the line-of-sight component of the E×B electron drift, panels (a) and (b), on the assumption that the observed velocity is described by the linear fluid theory applied to the height of 110 km, panels (c) and (d), and on the assumption that the observed velocity is the l-o-s E×B component scaled down because of the aspect angle effect and echo reception from various heights (Uspensky et al., 2004) , panels (e) and (f).
correlation coefficients and slopes are not close to 1. Moreover, for large measured velocities of >500 m/s, the velocity predictions based on EISCAT data are above what is measured, for both STARE radars. We think that perhaps the kinetic effects for the irregularity phase velocity need to be considered (Schlegel, 1983) . If these effects are taken into account, the predicted irregularity phase velocity would be slightly smaller (than the velocity according to the fluid theory) and the match with STARE measurements would be better at large measured velocities (electron drifts). Alternatively, perhaps indeed at large drifts the velocity dependence on the drift magnitude is nonlinear, because the plasma turbulence becomes stronger and stronger. One effect that we have in mind is a change in the electron collision frequencies with an increase in the electron temperature (increase in the electric field magnitude). Our preliminary estimates show that by allowing the coefficient β to vary with the electric field, agreement between the OOFA predictions and observations can be improved significantly. In this case, simple OOFA estimates based on a fixed β are a useful reference frame to reveal nonlinear dependence at fast electron flows. Careful investigation of the effect is the subject of a forthcoming paper.
In criticism of the OOFA model, one can point out that it consistently shows the slopes smaller than 1 at all flow angles, and this effect must be explained. In an attempt to understand it, we investigated the potential role of the ion motion contribution term in Eq. (3). This effect is expected to be important at large flow angles. First, we found that if points with very large flow angles of >70 • are removed from the statistics, the OOFA predictions improve, correlation coefficient becomes CC=0.58 (0.56) and the slope becomes 0.64 (0.63) for the Norway (Finland) radar. As a second step, we investigated the possibility of a shift in the direction of the irregularity phase velocity maximum with respect to the E×B direction. We remind the reader that this is the major expected effect of the ion motion (Uspensky et al., 2003) . Figures 9a , b shows the variation of the correlation coefficient and slope of the best linear fit line for OOFA predictions versus the shift angle θ 0 . A positive angle θ 0 corresponds to the CW rotation from the E×B direction. One can see that a compromise in predictions for both radars is achieved for a minor positive CW shift of ∼3 • . This result implies an insignificant role of ion motions for the flow angles of 50 • -70 • , so that other factors should be considered in explaining the OOFA velocity underestimation.
We think that an effect important for understanding the OOFA velocity underestimation has been considered by Uspensky et al. (1989) . These authors investigated the consequences of different STARE and EISCAT radar scattering volumes; a coherent radar averages over a significant volume while incoherent radar measures are a tiny area of the ionosphere. If the electron density and electric field anticorrelate, which is reasonable to assume for the evening sector observations, then according to Uspensky et al. (1989) , the coherent radar would measure 10-20% smaller velocity, since, in the total received signal, the weight of the sub-areas with a smaller electric field would dominate.
We are not aware of theoretical work supporting the assumption that the ∼1-m irregularity phase velocity is close to the one predicted by the linear theory (with perhaps ion kinetic effects taken into account) at large flow angles. The theory of weak turbulence based on a three-wave interaction assumes this and can be used for justification of the OOFA assumption, though it is not clear to what extent one can use it for strongly driven electrojet conditions. Volosevich and Galperin (1997) proposed a new theory of soliton-like structure formation. The velocity of such structures is proportional to the electron drift and the plasma turbulence level (or irregularity intensity). For large electron drifts/electric fields, the amplitude of electrojet irregularities is saturated (e.g. Nielsen et al., 1988) , implying that the velocity should be proportional to the electron drift velocity. Thus this theory Fig. 9 . The same as in Fig. 5 , except for the model based on the assumption that the observed STARE velocity is the l-o-s component of the E×B drift scaled down due to the aspect angle effect and echo reception from various electrojet heights (Uspensky et al., 2004). gives some support to the linear theory formula. Obviously, more theoretical work is needed.
Finally, we would like to mention that in order to decide more definitively whether the OOFA or the C S model better describes the velocity of electrojet irregularities at large flow angles, further tests are needed. One should focus on measurements at very large electron drifts >1500 m/s for which the models' predictions are quite different. It is also important to study more thoroughly observations at very large flow angles for which all considered models give an underestimation of the velocity (green points in Figs. 4, 6 and 8) . Also, although EISCAT and STARE are very good instruments at the present time, we believe that future coherent radars with better spatial resolution and new phased-array incoherent scatter radars with multi-beam observations can provide data collected with comparable spatial resolution. This would, at least partly, decrease the data spread on diagrams similar to Figs. 4, 6 and 8. 884 M. V. Uspensky et al.: STARE velocity at large flow angles and ion acoustic speed
Conclusions
We considered in this study STARE radar velocities and EIS-CAT data on the electron E×B velocity and ion-acoustic speed in the scattering volume of STARE observations. For a number of events in the afternoon and evening sectors (eastward electrojet) with electron drifts of 400-1500 m/s and flow angles of 50 • -70 • we showed that:
1. The hypothesis of Bahcivan et al. (2005) , that the electrojet irregularity phase velocity is the product of the ion-acoustic speed and the cosine of the flow angle of observations gives the correlation coefficient between measurements and predictions of ∼0.4, and the slope of the linear fit line of ∼0.4. The overall dominating tendency for the underestimation of the irregularity velocity is especially pronounced at large E×B drifts of >1000 m/s.
2. The velocity estimates based on the Bahcivan et al. (2005) hypothesis are of better quality if the considered flow angles are less than 60 • . The estimates deteriorate if the actual height of the echoes is assumed to be less than 111 km.
3. The irregularity phase velocity estimates, based on the assumption that it is the line-of-sight component of the E×B electron drift, disagree severely with the actual STARE data.
4. For the empirical equation of Nielsen et al. (2002) describing the irregularity velocity variation with the flow angle, agreement between the predictions based solely on EISCAT data and STARE measurements is comparable in quality with the predictions based on the hypothesis of Bahcivan et al. (2005) .
5. The observed STARE velocity is best predicted by assuming that the irregularity phase velocity is the lineof-sight component of the E×B electron drift scaled down, due to the off-orthogonality of irregularity propagation (nonzero effective aspect angle of observations) and echo collection from various heights, by a factor of ∼0.5-0.6, as suggested by Uspensky et al. (2004) .
6. Further experimental tests of theoretical predictions with respect to the electrojet irregularity velocity variation with the flow angle have to concentrate on observations at E×B drifts of >1000 m/s and flow angles of more that 60 • . For these conditions, predictions of various theories divert the most.
