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Let F ∈ {R, C, H}. Let Un (F) be the set of unitary matrices in
Mn (F), and let On (F) be the set of orthogonal matrices in Mn (F).
Suppose n  2. We show that every A ∈ Mn (F) can be written as a
sumofmatrices inUn (F) and ofmatrices inOn (F). Let A ∈ Mn (F)
be given and let k  2 be the least integer that is a least upper bound
of the singular values of A. When F = C, we show that A can be
written as a sum of kmatrices from Un (F). When F = R, we show
that ifk  3, thenA canbewrittenas a sumof6orthogonalmatrices;
if k  4, we show that A can bewritten as a sum of k+2 orthogonal
matrices.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
LetF = C (the set of complexnumbers) orF = R (the set of real numbers). Letnbeagivenpositive
integer. We letMn (F) be the set of all n-by-nmatrices with entries in F. We also let Eij ∈ Mn (F) be
the matrix whose (i, j) entry is 1 and all other entries are 0.
We study the sums of unitary matrices and we also study the sums of orthogonal matrices. We
determinewhichmatrices (if any) inMn (F) can bewritten as a sum of unitary or orthogonalmatrices.
We note that the sum of unitary matrices in Mn (C) has been previously studied (see [5] and the
references therein). Moreover, forA, B ∈ Mn (C), sumsof the formUAU∗+VBV∗,whereU, V ∈ Mn (C)
are unitary, have also been studied [4].
We let Un (F) be the set of unitary matrices in Mn (F) and we let On (F) be the set of orthogonal
matrices inMn (F).
We begin with the following observation.
Lemma 1. Let n be a given positive integer. Let G ⊂ Mn (F) be a group under multiplication. Then
A ∈ Mn (F) can be written as a sum of matrices in G if and only if for every Q , P ∈ G, the matrix QAP can
be written as a sum of matrices in G.
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Notice that both Un (F) and On (F) are groups under multiplication.
Letα ∈ F be given. Then Lemma 1 guarantees that for eachQ ∈ G, we have thatαQ can bewritten
as a sum of matrices from G if and only if αI can be written as a sum of matrices from G.
Lemma 2. Let n  2 be a given integer. Let G ⊂ Mn (F) be a group under multiplication. Suppose that G
contains K ≡ diag(1,−1, ...,−1) and the permutation matrices. Then every A ∈ Mn (F) can be written
as a sum of matrices in G if and only if for each α ∈ F, αI can be written as a sum of matrices in G.
Proof. The forward implication is trivial. For the other direction, suppose that for each α ∈ F, αI can
be written as a sum of matrices in G. Now, K ∈ G so that for each α ∈ F, Lemma 1 guarantees that αK
can also be written as a sum of matrices in G. It follows that αE11 = α2 I + α2 K can be written as a sum
of matrices in G. Now, for each 1  i, j  n, notice that Eij = PE11Q for some permutation matrices P
and Q , and that P,Q ∈ G. Therefore, if A ∈ Mn (F), then A can be written as a sum of matrices in G,
as A = [aij] = ∑i,j aijEij . 
2. Sum of orthogonal matrices
The only matrices in O1 (F) are ±1. Hence, not every element of M1 (F) can be written as a sum
of elements in O1 (F). In fact, only the integers can be written as a sum of elements of O1 (F).
2.1. The case F = C
Notice that U1 (C) =
{
eiθ : θ ∈ R
}
. Set C2 ≡
{
eiθ + eiβ : θ, β ∈ R
}
. If θ, β ∈ R are given, then∣∣∣eiθ + eiβ
∣∣∣  2. Hence, C2 ⊂ A2 ≡ {z ∈ C : |z|  2}. We show that A2 ⊂ C2. Let 0  r  2 be
given. Set β = −θ , and choose θ so that 2 cos θ = r. Then eiθ + e−iθ = 2 cos θ = r. If z = reiδ , then
choose β = −θ + 2δ, and choose θ so that 2 cos (θ − δ) = r.
Let k  2be an integer. Set Ck ≡
{∑k
j=1 eiθj : θj ∈ R for j=1, ..., k
}
and setAk≡{z ∈ C : |z|  k}.
We show that for each k, we have Ak = Ck .
First, notice that for each k, we have Ck ⊂ Ak . We now show that Ak ⊂ Ck . If z = reiβ , with
r, β ∈ R and r  0, then
eiθ1 + · · · + eiθk = reiβ if and only if ei(θ1−β) + · · · + ei(θk−β) = r. (1)
Hence, z = reiβ ∈ Ck if and only if r ∈ Ck . For θ1, ..., θk ∈ R, set fk (θ1, ..., θk) ≡ eiθ1 + · · · + eiθk .
The case k = 2 has already been shown. Let k = 3, and suppose 0  r  3. Set θ3 = 0 and
set θ1 = θ = −θ2. Then, f3 (θ1, θ2, θ3) = 1 + 2 cos θ , and θ may be chosen so that 0  r ≡
1 + 2 cos θ  3.
We use mathematical induction to show the general case. The base cases k = 2 and k = 3 have
already been shown. Assume that k > 3 and suppose that Ck = Ak .
Consider fk+1 (θ1, ..., θk, θk+1) ≡ eiθ1+···+eiθk +eiθk+1 . Let z = reiβ be givenwith 0  r  k+1.
We show that r ∈ Ck+1.
First, we show thatA2 ⊆ Ck+1. If k is even, choose θ3 = · · · = θk−1 = 0 and θ4 = · · · = θk = π .
Then fk+1 (θ1, ..., θk, θk+1) = eiθ1 + eiθ2 . If k is odd, choose θ4 = · · · = θk−1 = 0 and θ5 = · · · =
θk = π . Then fk+1 (θ1, ..., θk, θk+1) ≡ eiθ1 + eiθ2 + eiθ3 . In both cases, notice thatA2 ⊆ Ck+1. Hence,
we may assume further that r  1; that is, we need to show that r ∈ Ck+1 for 1  r  k + 1.
Choose θk+1 = 0, so that fk+1 (θ1, ..., θk, θk+1) = fk (θ1, ..., θk) + 1. Now, by our inductive
hypothesis, the equation fk (θ1, ..., θk) + 1 = r has a solution since 0  r − 1  k.
Lemma3. Let k  2be a given integer. LetAk ≡ {z ∈ C : |z|  k} and let Ck ≡
{∑k
j=1 eiθj : θj ∈ R for
j = 1, ..., k}. Then Ak = Ck.
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2.1.1. The case Un (C)
Let α ∈ C be given. Then there exist an integer k  2 and θ1, ..., θk ∈ R such that α =
fk (θ1, ..., θk). Now, notice that αI = fk (θ1, ..., θk) I = eiθ1 I + · · · + eiθk I is a sum of matrices in
Un (C). When n = 1, every α ∈ C can be written as a sum of elements of U1 (C). When n  2,
Lemma 2 guarantees that every A ∈ Mn (C) can be written as a sum of matrices in Un (C).
Lemma 4. Let n be a given positive integer. Then every A ∈ Mn (C) can be written as a sum of matrices
in Un (C).
Let A ∈ Mn (C) be given. We look at the number of matrices that make up the sum A.
Let α ∈ C be given. If |α|  k for some positive integer k, then α ∈ Ak . Moreover, α ∈ Am for
every integer m  k. For any such m, Lemma 3 guarantees that there exist θ1, ..., θm ∈ R such that
α = eiθ1 + · · · + eiθm . However, if |α| > k, then α /∈ Ak and α cannot be written as a sum of k
elements of U1 (C).
Write A = UV (the singular value decomposition of A, see [1, Theorem 7.3.5] or [2, Theorem
3.1.1]), where U, V ∈ Mn (C) are unitary and  = diag(σ1, ..., σn) with σ1  · · ·  σn  0. Let
k be the least integer such that σ1  k. Suppose that k  2. Then, for each l, we have σl ∈ Ak .
Moreover, σ1 /∈ Ak−1. Hence, A cannot be written as a sum of k − 1 unitary matrices. However, for
each l, we have σl = eiθl1 + · · · + eiθlk , where each θl1, ..., θlk ∈ R. For each t = 1, ..., k, set Ut =
diag
(
eiθ1t , ..., eiθnt
)
. Then Ut ∈ Mn (C) is unitary and ∑kt=1 Ut = . Hence, A can be written as a
sum of k unitary matrices.
Suppose that k = 1. If σn = 1, then  = I and A is unitary. If σn = 1, then for each l, we have
σl ∈ A2, and A can be written as a sum of two unitary matrices.
We summarize our results.
Theorem 5. Let A ∈ Mn (C) be given. Let k be the least (positive) integer so that there exist U1, ...,Uk ∈
Un (C) satisfying U1 + · · · + Uk = A.
1. If A is unitary, then k = 1.
2. If A is not unitary and σ1 (A)  2, then k = 2.
3. If m  2 is an integer such that m < σ1 (A)  m + 1, then k = m + 1.
For positive integersm  k, we have Ak ⊆ Am. Hence, every U ∈ Un (C) can be written as a sum
of two or more elements of Un (C). It follows that every A ∈ Mn (C) that can be written as a sum of k
elements of Un (C) can be written as a sum ofm elements of Un (C).
2.1.2. The case On (C)
Let n = 2. Let α, β ∈ C be given. Set
A (α, β) ≡
⎡
⎣ α β
−β α
⎤
⎦ . (2)
Choose β such that α2 + β2 = 1 and notice that A (±α,±β) ∈ O2 (C). Set A1 ≡ A (α, β) and set
A2 ≡ A (α,−β). Then A1 + A2 = 2αI2. Lemma 2 guarantees that every A ∈ M2 (C) can be written
as a sum of matrices from O2 (C).
We look at the case when n = 3. Let α, β ∈ F be given. Set
B (α, β) ≡
⎡
⎢⎢⎢⎣
1 0 0
0 α β
0 −β α
⎤
⎥⎥⎥⎦ , (3)
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set
C (α, β) ≡
⎡
⎢⎢⎢⎣
α 0 β
0 1 0
−β 0 α
⎤
⎥⎥⎥⎦ , (4)
and set
D (α, β) ≡
⎡
⎢⎢⎢⎣
α β 0
−β α 0
0 0 1
⎤
⎥⎥⎥⎦ . (5)
Choose β so that α2 + β2 = 1. Then, B (±α,±β), C (±α,±β), and D (±α,±β) are all elements
of O3 (C). Set B1 ≡ B (α, β), set B2 ≡ B (−α, β), set C1 ≡ C (α, β), set C2 ≡ C (−α, β), set
D1 ≡ D (α, β), and set D2 ≡ D (−α, β). Then, B1 − B2 + C1 − C2 + D1 − D2 = 2αI3. Lemma 2 now
guarantees that every A ∈ M3 (C) can be written as a sum of matrices in O3 (C).
Let n = 2m be a positive even integer, and let δ ∈ C be given. Choose A1, A2 ∈ O2 (C) so that
A1 + A2 = δI2. Set E1 = A1 ⊕ · · · ⊕ A1 (m copies) and set E2 = A2 ⊕ · · · ⊕ A2 (m copies). Then
E1, E2 ∈ O2m (C), and E1 + E2 = δI2m.
Let n = 2m + 1  3 be an odd integer, and let δ ∈ C be given. Choose A1, A2 ∈ O2 (C) so that
A1+A2 = δI2. Also, chooseB1, B2, C1, C2,D1,D2 ∈ O3 (C) such thatB1−B2+C1−C2+D1−D2 = δI3.
Set E1 = A1 ⊕· · ·⊕ A1 ⊕ B1 (m− 1 copies of A1), set E2 = A2 ⊕· · ·⊕ A2 ⊕−B2 (m− 1 copies of A2),
set E3 = I2m−2 ⊕ C1, set E4 = −I2m−2 ⊕ −C2, set E5 = I2m−2 ⊕ D1, and set E6 = −I2m−2 ⊕ −D2.
Then each Ej ∈ O2m+1 (C), and E1 + · · · + E6 = δI2m+1.
Hence, for every α ∈ C and for every integer n  2, αI can be written as a sum of matrices from
On (C). Lemma 4 guarantees that every A ∈ Mn (C) can be written as a sum of matrices fromOn (C).
Theorem 6. Let n  2 be a given integer. Then every A ∈ Mn (C) can be written as a sum of matrices
from On (C).
Suppose that A = Q1 + Q2, where Q1,Q2 ∈ On (C). Then one checks that AAT = Q1ATAQT1 , so
that AAT and ATA are similar. Theorem 13 of [3] ensures that A = QS, where Q is orthogonal and S
is symmetric (or that A has a QS decomposition). Suppose now that has a QS decomposition. Is it
true that A can be written as a sum of two (complex) orthogonal matrices? Take the case n = 1, and
notice that every A ∈ Mn (C) is a scalar and has a QS decomposition. However, only the integers can
be written as a sum of orthogonal matrices in this case.
Lemma 7. Let an integer n  2 and 0 = α ∈ C be given. If αI = Q + V is a sum of two matrices
from On (C), then there exists a skew-symmetric D ∈ Mn (C) such that Q = α2 I + D, V = α2 I − D, and
DDT =
(
1 − α2
4
)
I. Conversely, if there exists a skew-symmetricD ∈ Mn (C) such thatDDT =
(
1 − α2
4
)
I,
then Q ≡ α
2
I + D and V ≡ α
2
I − D are in On (C) and Q + V = αI.
Proof. Let an integer n  2 and 0 = α ∈ C be given. Suppose that αI ∈ Mn (C) can be written as
a sum of two orthogonal matrices, say, αI = Q + V . Write Q = [aij] = [q1 ... qn] and V = [bij] =
[v1 ... vn]. Then, bij = −aij for i = j. Now, for each i = 1, ..., n, we have ∑nj=1 a2ij = qTi qi = 1 =
vTi vi =
∑n
j=1 b2ij = b2ii +
∑n
j =i,j=1 a2ij . Hence, bii = ±aii. Because Q + V = αI and α = 0, we have
bii = aii = α2 . Set D =
[
dij
]
, with dij = aij if i = j, and dii = 0, so that Q = α2 I + D and V = α2 I − D.
Now, since Q and V are orthogonal, we have
QQT = α
2
4
I + α
2
(
D + DT
)
+ DDT = I (6)
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and
VVT = α
2
4
I − α
2
(
D + DT
)
+ DDT = I. (7)
Subtracting Eq. (7) from Eq. (6), we get D = −DT , so that D is skew-symmetric. Moreover, DDT =(
1 − α2
4
)
I.
For the converse, suppose that D ∈ Mn (C) is skew-symmetric and satisfies DDT =
(
1 − α2
4
)
I.
Set Q ≡ α
2
I +D and set V ≡ α
2
I −D. Then one checks that both Q and V are orthogonal matrices and
Q + V = αI. 
If α = 0, then for any orthogonal Q , notice that αI = Q + (−Q) is a sum of two orthogonal
matrices. Let n = 2 and α = 0. Set β ≡
√
1 − α2
4
(either square root). Then D ≡
⎡
⎣ 0 β
−β 0
⎤
⎦is
skew-symmetric and satisfies DDT =
(
1 − α2
4
)
I. Lemma 7 guarantees that αI can be written as a
sum of two orthogonal matrices. If n = 2k and α = 0, set E ≡ D⊕ · · · ⊕ D (k copies) and notice that
E is skew-symmetric and satisfies EET =
(
1 − α2
4
)
I. Hence, if n = 2k and if α is a scalar, then αI can
be written as a sum of two orthogonal matrices.
Theorem 8. Let n be a given positive integer. For each α ∈ C and each orthogonal Q ∈ M2n (C), αQ can
be written as a sum of two orthogonal matrices.
Let an integer n  2 be given. If α ∈ {−2, 0, 2}, then one checks that αI ∈ Mn (C) can be written
as a sum of two orthogonal matrices.
Theorem 9. Let α ∈ C and let a positive integer n be given. Then αI ∈ M2n+1 (C) can be written as a
sum of two matrices from On (C) if and only if α ∈ {−2, 0, 2}.
Proof. For the forward implication, let α ∈ C and let a positive integer n be given. Suppose that
αI ∈ M2n+1 (C) can be written as a sum of two orthogonal matrices. Then α = 0 or α = 0. If
α = 0, then α ∈ {−2, 0, 2}. If α = 0, we show that α = ±2. Lemma 7 guarantees that there exists a
skew-symmetric D ∈ Mn (C) satisfying DDT =
(
1 − α2
4
)
I. Now, since n is odd, the skew-symmetric
D is singular. Hence, DDT is singular and α = ±2.
The backward implication can be shown by direct computation. 
2.2. The case F = R
Notice that On (R) = Un (R). When n = 1, only the integers can be written as a sum of elements
of O1 (R). Suppose that n = 2. We mimic the computations done in the case when F = C. Let
θ ∈ R be given, set α = cos θ , and set β = sin θ . Then A (α, β) in Eq. (2) is an element of O2 (R).
Moreover, A1 + A2 = 2 cos θ I2. Now, for every δ ∈ R, there exist a positive integerm and θ ∈ R such
that 2m cos θ = δ. We conclude that every A ∈ M2 (R) can be written as a sum of an even number of
matrices from O2 (R).
When n = 3, we again mimic the computations done in the case when F = C using α = cos θ
and β = sin θ to show that for every δ ∈ R, thematrix δI3 can be written as a sum of an even number
of matrices from O3 (R).
Let n  4 be a given integer. If n = 2k is even, then write δI2k = δI2 ⊕ · · · ⊕ δI2 (k copies), and
note that each δI2 can be written as a sum of an even number of matrices fromO2 (R). If n = 2k + 1
is odd, then write δI2k+1 = δI2n−2 ⊕ δI3. Now, δI2n−2 can be written as a sum of an even number of
matrices fromO2n−2 (R) and δI3 can be written as a sum of an even number of matrices fromO3 (R).
We conclude that δI2k+1 can be written as a sum of an even number of matrices from O2k+1 (R).
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Hence, Lemma 4 guarantees that for every integer n  2, every A ∈ Mn (R) can be written as a
sum of matrices from On (R).
Theorem 10. Let n  2 be a given integer. Every A ∈ Mn (R) can be written as a sum of matrices from
On (R) = Un (R).
Let n  2 be a given integer and let U ∈ Un (R) be given. Then U ∈ Un (C)∩On (C), that is, a real
orthogonalmatrix is both complex unitary and complex orthogonal. Hence, an A ∈ Mn (R), which is a
sum ofmatrices in Un (R) is both a sum of complex unitarymatrices and a sum of complex orthogonal
matrices. Thus, the restrictions on these cases apply. If k is a positive integer such that σ1 (A) > k,
then A cannot be written as a sum of k real orthogonal matrices.
Letm be a positive integer. Theorem 9 guarantees that I ∈ M2m+1 (C) cannot be written as a sum
of two matrices inO2m+1 (C). Now, I cannot be written as a sum of two matrices fromO2m+1 (R) ⊂
O2m+1 (C). In general, if α /∈ {−2, 0, 2} and if Q ∈ O2m+1 (R), then αQ cannot be written as a sum
of two matrices from O2m+1 (R).
Let n  2 be a given integer, and let A ∈ Mn (R) be given. We now look at the matrices in On (R)
that make up the sum A.
Definition 11. Let θ ∈ R be given. We define
A (θ) ≡
⎡
⎣ cos θ sin θ
− sin θ cos θ
⎤
⎦ and B (θ) ≡
⎡
⎣ cos θ sin θ
sin θ − cos θ
⎤
⎦ . (8)
Set K2 ≡ B (0) and notice that A (0) = I2. Let 0  r, s ∈ R be given, and let k  2 be an integer.
If r, s  k, then Lemma 3 and taking the real and imaginary parts of the equation
eiθ1 + · · · + eiθk = α (9)
show that there exist θ1, ..., θk ∈ R such that A (θ1) + · · · + A (θk) = rI2. Moreover, there exist
β1, ..., βk ∈ R such that B (β1) + · · · + B (βk) = sK2.
Theorem 12. Let a positive integer n and let A ∈ M2n (R) be given. Suppose that k  2 is an integer such
that σ1 (A)  k. Then A can be written as a sum of 2k matrices in O2n (R). Moreover, for every integer
m  2k, the matrix A can be written as a sum of m matrices in O2n (R).
Proof. Let A = UV be a singular value decomposition of A. Then Lemma 1 guarantees that we only
need to concern ourselves with .
For n = 1, notice that diag(σ1, σ2) = sI2 + tK2, where s = 12 (σ1 + σ2) and t = 12 (σ1 − σ2).
Now, 0  t  s  k. Notice that sI2 and tK2 can each be written as a sum of k orthogonal matrices.
Moreover, for each integer p  k, notice that sI2 can be written as a sum of p orthogonal matrices.
Hence, sI2 + tK2 can be written as a sum of p + k orthogonal matrices.
For n > 1,write = diag(σ1, σ2, ..., σ2n−1, σ2n) = diag(σ1, σ2)⊕···⊕ diag(σ2n−1, σ2n). Notice
now that for each j = 1, ..., n, diag(σ2j−1, σ2j) can be written as a sum of 2k orthogonal matrices, say
Pj1, ..., Pj(2k). For each l = 1, ..., 2k, set Ql ≡ P1l ⊕ · · · ⊕ Pnl , and notice that  = Q1 + · · · + Q2k .
Finally, notice that for each integerm  2k and for each j = 1, ..., n, the matrix diag(σ2j−1, σ2j) is
also a sum ofm orthogonal matrices. 
Consider C0 ≡ diag(b, a) with real numbers b  a  0. If b  2, then Theorem 12 ensures that
C0 can be written as a sum of 4 real orthogonal matrices. Moreover, for each integer t  4, C0 can be
written as a sum of t real orthogonal matrices.
Suppose that b  3. If 0  b  2, then Theorem 12 guarantees that C0 can be written as a sum of
4 real orthogonal matrices. Moreover, C0 can also be written as a sum of 5 real orthogonal matrices.
If 2 < b  3, then we look at two cases: (i) 0  a  1 and (ii) 1  a  3. In the first case, set
C1 ≡ C0 − K2. Then 0  b − 1  2 and 0  a + 1 < 2. Notice now that for each integer t  4, C1
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can be written as a sum of t real orthogonal matrices. In the second case, set C1 ≡ C0 − I2. Then we
have 0  a − 1  b − 1  2. Theorem 12 guarantees that for each integer t  4, C1 can be written
as a sum of t real orthogonal matrices. Hence, for each integer t  5, C0 can be written as a sum of t
real orthogonal matrices.
We now use induction to show that if k  2 is an integer satisfying b  k, then for each integer
t  k + 2, C0 can be written as a sum of t real orthogonal matrices.
Suppose that the claim is true for some integer k  3. We show that the claim is true when
0  b  k + 1. If 0  b  k, then our inductive hypothesis guarantees that for each integer
t  k + 2, C0 can be written as a sum of t (and hence, also of t  k + 3) real orthogonal matrices. If
k < b  k + 1, we take a look at two cases: (i) 1  a  k + 1 and (ii) 0  a < 1. In case (i), set
C1 ≡ C0 − I2; and in case (ii), set C1 ≡ C0 − K2.
We summarize our results.
Lemma 13. Let C ∈ M2 (R) be given. Suppose that k  2 is an integer such that σ1 (C)  k. Then for
each integer t  k + 2, C can be written as a sum of t matrices from U2 (R).
Let A ∈ M2n (R) be given, and suppose that the singular values of A are σ1  · · ·  σ2n  0. Set
D ≡ diag(σ1, ..., σ2n). WriteD = diag(σ1, σ2)⊕· · ·⊕ diag(σ2n−1, σ2n). Let k  2 be an integer such
that σ1 (A)  k. Then Lemma 13 guarantees that for each integer t  k+ 2, and for each j = 1, ..., n,
diag
(
σ2j−1, σj
)
can bewritten as a sumof t real orthogonalmatrices. We conclude that for each integer
t  k + 2, A can be written as a sum of t real orthogonal matrices.
Theorem 14. Let n be positive integer, and let A ∈ M2n (R) be given. Suppose that k  2 is an integer
such that σ1 (A)  k. Then for each integer t  k+ 2, A can be written as a sum of t matrices in U2n (R).
Let A ∈ M3 (R) be given. Suppose that A = PQ , with P,Q ∈ O3 (R) and  = diag(a, b, c)
with 0  c  b  a  2. If a = 2, then notice that diag(b, c) can be written as a sum of four
orthogonal matrices. One checks that  can be written as a sum of four real orthogonal matrices.
Suppose a < 2. If c = 0, then  can be written as a sum of four orthogonal matrices. If 0 = c < 2,
then choose θ so that 2 cos θ = c. Notice that A (θ) + A (−θ) = 2 cos θ I2. Set U1 = [1] ⊕ A (θ) and
set U2 = [−1]⊕ A (−θ). Then − (U1 + U2) = diag(a, b − c, 0), which can be written as a sum of
four real orthogonal matrices. Hence, A can be written as a sum of six real orthogonal matrices.
Let n be a given positive integer and let A ∈ M2n+1 (R). Let A=PQ be the singular value de-
composition of A. Suppose that k is a positive integer such that σ1 (A)  k. If k  2, then A can be
written as a sum of at most six matrices in O2n+1 (R). If k > 2 and if σ1 (A)=k, we write = [k]⊕
diag(σ2, σ3)⊕···⊕diag(σ2n, σ2n+1). Notice that eachof the2-by-2matrices canbewrittenas a sumof
k+2 (ormore)orthogonalmatrices. Hence, canbewrittenasa sumofk+2matrices fromO2n+1 (R).
Suppose that σ1 < k. If k = 3, choose θ so that σ1 −2 cos θ = 2. For j = 3, ..., 2n+1, set dj = 1;
if σj  2, then set ej = 1, and if σj < 2, then set ej = −1. Set D = diag(d3, ..., d2n+1) and set E =
diag(e3, ..., e2n+1). Set U1 = A (θ)⊕ D and set U2 = A (−θ)⊕ E. Notice that − (U1 + U2) can be
written as a sum of four orthogonal matrices, so that  is a sum of six orthogonal matrices.
If k  4, choose θ so that σ1 − 2 cos θ = k − 2. Make the same choices for D and E as in the case
k = 3, and also make the same choices for U1 and U2. Notice now that  can be written as a sum of
k + 2 orthogonal matrices.
We summarize our results.
Theorem 15. Let A ∈ M2n+1 (R) be given. Suppose k  2 is an integer such that σ1 (A)  k. If k  3,
then A can be written as a sum of at most six matrices in O2n+1 (R). If k  4, then A can be written as a
sum of k + 2matrices in O2n+1 (R).
Let A ∈ M2n+1 (R) be given. Write A = PQ , with the singular values arranged in decreasing
order, that is, σ1  · · ·  σ2n+1. Let U = diag(u1, ..., u2n+1), where ui = 1 if σi  1 and ui = −1
otherwise. Consider − U. Then, we have subtracted 1 to those singular values that are bigger than
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1 and we have added 1 to the singular values that are less than 1. Suppose that σ1  k and k > 2.
Repeating this process k−3more times results in amatrix whose (diagonal) entries are only between
0 and 2.
Suppose that σ1  2. Then B ≡ diag(σ1, σ2) can be written as a sum of four or more orthogonal
matrices, say B = ∑ti=1 Qi. If t is even, set Pi = Qi ⊕
[
(−1)i+1
]
. Let C = diag(σ1, σ2, σ3) and let
D = ∑ti=1 Pi. Then C − D = diag(0, 0, σ3) can be written as a sum of four orthogonal matrices. If
t is odd and if σ3  1, set Pi = Qi ⊕
[
(−1)i+1
]
. Then C − D = diag(0, 0, σ3 − 1) is a sum of four
orthogonalmatrices. If t is odd and if σ3 < 1, set Pi = Qi ⊕
[
(−1)i
]
. Then C−D = diag(0, 0, σ3 + 1)
is a sum of four orthogonal matrices.
Hence, A can be written as a sum of k + 6 or more orthogonal matrices.
2.3. The case F = H
Let H be the set of quaternions with real coefficients, that is, let H = {a + bi + cj
+dk : a, b, c, d ∈ R}. Let Mn (H) be the set of n-by-n matrices with entries from H. See [6] for
a discussion onMn (H).
Notice that U1 (H) = {z ∈ H : |z| = 1}. Let z = a+ bi+ cj+ dk ∈ H be given. Then z = x+ yj,
where x = a + bi ∈ C and y = c + di ∈ C. Now, x and y can be written as a sum of elements of
U1 (C). Note that if p ∈ U1 (C), then p and pj are elements of U1 (H).
One checks that Un (H) forms a group under multiplication, so that Lemma 1 applies. Let n  2.
Then, xI and yI ∈ Mn (C) can be written as a sum of matrices from Un (C). Now, if U ∈ Un (C), then
U and Uj ∈ Un (H). Hence, zI can be written as a sum of matrices in Un (H). Following the proof of
Lemma 2, this shows thatαE11 can bewritten as a sum ofmatrices from Un (H). Now, for permutation
matrices P,Q ∈ Un (H), notice that P (αE11)Q = αPE11Q , as α ∈ H commutes with real matrices.
Thus, every A ∈ Mn (H) can be written as a sum of matrices from Un (H).
Let A ∈ Mn (H) be given, and write A = UV . Suppose that σ1 (A)  k, and suppose that k  2.
Then  can be written as a sum of k unitary matrices inMn (C). Hence, A can be written as a sum of
kmatrices from Un (H).
Theorem 16. Let n be a given positive integer. Let A ∈ Mn (H) be given. Then A can be written as a sum
of matrices from Un (H). Moreover, if k  2 is an integer such that σ1 (A)  k, then A can be written as a
sum of k matrices from Un (H).
Let A, B ∈ Mn (H) be given. We say that A is orthogonal if AAT = I. Notice that (AB)T is not
necessarily equal to BTAT . When n = 1, the equality fails to hold becausemultiplication of quaternions
is not commutative. Let C =
⎡
⎣
√
2 i
i −√2
⎤
⎦ and let D =
⎡
⎣
√
2 j
j −√2
⎤
⎦. One checks that both C
and D are orthogonal. However, CD =
⎡
⎣ 2 + k
√
2j−√2i√
2i−√2j 2 + k
⎤
⎦ is not orthogonal, that is, the set of
orthogonalmatrices inM2 (H)doesnot formagroupundermultiplication. Letn  2. SetE = C⊕In−2
and set F = D ⊕ In−2. Then, E, F ∈ On (H) but EF /∈ On (H). Hence, On (H) does not form a group
under multiplication.
Let an integer n  2 and let X, Y ∈ Mn (R). Then X + Y i ∈ Mn (C) can be written as a sum of
matrices from On (C). Similarly, X + Y j can be written as a sum of matrices from On (R+ Rj) and
X + Yk can be written as a sum of matrices from On (R+ Rk). Hence, every A ∈ Mn (H) can be
written as a sum of matrices from On (H).
Theorem 17. Let n  2 be a given integer. Let A ∈ Mn (H) be given. Then A can be written as a sum of
matrices from On (H).
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