In this paper, two recently introduced parameter identification (PID) methods are applied to the real-time estimation of aerodynamic coefficients from the flight data of the NASA F/A-18 HARV aircraft. The study specifically addresses the computational effort for each PID technique, which can be a decisive factor for on-line real-time application purposes. The results are also compared with off-line parameter identification results obtained through the well-known Maximum Likelihood method as well as wind tunnel data. Following a coding for the two on-line methods organized to minimize the computations, the required on-line computational effort associated with the frequency domain PID method is shown to be lower than that with the time domain PID method by almost one order of magnitude. The overall results show that two on-line PID methods exhibit consistent performance. The frequency domain-based method seems to provide estimates closer to the Maximum Likelihood and wind tunnel results for both longitudinal and lateral/directional dynamics.
Nomenclature

Introduction
Aircraft parameter identification (PID) from flight data has usually been conducted as a postflight analysis. The Maximum Likelihood method has been one of the most widely used approaches among several statistical methods. [1] [2] [3] In recent years, drastic increases in the available onboard computational power have allowed the flight control community to consider the on-line application of parameter identification techniques. In particular, the on-line extension of the PID process has immediate and potentially important applications for the control of time-varying aircraft systems such as an aircraft subjected to substantial changes in dynamic and aerodynamic characteristics. A fast convergence of the parameters to be estimated is clearly a critical point for this type of application. Moreover, it is known that the performance of an on-line PID method is adversely affected by the presence of noise and unmodeled aircraft dynamics.
Like off-line PID approaches, on-line PID methods can be formulated either in the time domain or in the frequency domain. In the time domain, most on-line PID techniques use the gradient scheme such as the Least Squares (LS) algorithms in lieu of techniques based on the Hessian because of their convergence robustness and lower computational effort. Therefore on-line time domain PID techniques mainly include variations of the LS regression method, such as Recursive Least Square (RLS), 4, 5) RLS with a forgetting factor, 6) a Modified Sequential Least Square (MSLS), 7) a realtime Batch Least Squares (BLS), 8, 9) and Extended Kalman Filtering (EKF).
10)
The real-time applications of any of these methods present a sizeable challenge because of a combination of the unavoidable presence of system and measurement noises, the lack of information for PID purposes in the flight data (such as a prolonged steady state flight condition), and the potential unavailability of independent control inputs-a necessary condition for accurate PID-as a result of the interactions with the closed-loop control laws. Analytical approaches to handle some of these problems include the use of temporal and spatial constraints such as forgetting factors and/or the use of a short set of flight data.
Another potential problem with the previous time-domain PID techniques may be the lack of a reliable parameter for an on-line assessment of the accuracy of the estimates because of the presence of unmodeled noise. This problem may be of critical interest, since the on-line real-time PID estimates are supposed to be used by the flight control laws for specific control purposes.
In trying to overcome some or all of the problems described above, two on-line techniques, one time-domain based and one frequency-domain based, have recently been introduced 13, 17, 18) and improved by the authors. [20] [21] [22] The primary objective of this study is to conduct a detailed comparison of the performance of these two PID techniques by the use of flight data from the NASA F/A-18 HARV aircraft relative to specific PID maneuvers. In particular, the comparison is performed with emphasis on the following parameters: -Convergence time for the parameters to be estimated; -CPU and memory requirements (for implementation on the on-board computer); -On-line computed variance of the estimation error.
The paper is organized as follows. The next section briefly reviews the mathematical model used for the NASA F/A-18 HARV aircraft. The following sections review the two online PID methods. Another section discusses the comparison of the methods in terms of the estimates for both the longitudinal and lateral/directional parameters. A final section summarizes the paper with conclusions and recommendations.
Mathematical Modeling of the NASA F/A-18 HARV Aircraft Dynamics
The NASA F/A-18 HARV is a high alpha testbed aircraft that was used in the high alpha technology program at Dryden Flight Research Center. The HARV is from a preproduction model F/A-18 aircraft built by the former McDonnellDouglas Corp. Conventional control surfaces include stabilators, rudders, ailerons, leading-edge flaps, trailing-edge flaps, and speed brake. An additional thrust-vectoring system was added to the aircraft for the research purposes of the HARV program to increase the regime of stable flight up to α = 70
• and aircraft maneuverability at high angles of attack. The three views of F/A-18 HARV are shown in Fig. 1 , and the mass and geometric characteristics are listed in Table  1 .
The aircraft dynamics are modeled in the body-axis equations of motion as follows: (6) where T is the installed thrust and d TV is the longitudinal distance of the location of the thrust vectoring vanes. The component buildup for the total longitudinal and lateraldirectional stability and control derivatives is given by
The accelerations at the center of gravity are related to those at different locations with the following relationships:
where x ai , y ai , z ai (i = x, y, z) are the coordinates of the location of the i-th accelerometer on the aircraft. With the representations (7)- (12), the nonlinear dynamics are linearized as follows:
These equations will be used in the frequency domain PID below.
A Frequency Domain-Based Real-Time PID Method
The first on-line PID method implemented in this study is a frequency-based single-step technique by the use of discrete Time Fourier Transform (DTFT). [11] [12] [13] [14] The method that is called Fourier Transform Regression (FTR) takes a linear regression analysis on Fourier transformed linear equations and is described below.
A general form for each of the linearized equations (16)- (21) is given by
where A and B are known constant vectors and Θ is an unknown constant vector to be estimated. For example, in Eq. (16) we would have
Sampling the input and motion variables at time t = k t, we have
Applying the Discrete Time Fourier Transform (DTFT) 15) to the above samples, we have
wherex
As in the general LS regression method, the measurements of the vectors x, y, and z can be used to set up a cost function having the coefficients of Θ as an argument. In particular, one can form the m algebraic equations that hold over a set of frequency points
Introducing a complex error vector ε, which accounts for noise and nonlinearities, these equations can be rewritten in the general form Y = X Θ + ε with obvious definitions for Y , X , and Θ. Thus the problem can be formulated as a LS regression problem with the following complex cost function:
The solution is given as follows:
where * indicates a complex conjugate transpose. Note that the cost function is made of a summation over m frequencies of interest. Moreover, the covariance matrix of the estimates ofΘ is computed as
(29) where σ 2 (Θ) is the equation error variance and can be estimated on-line usinĝ
where p is the number of parameters to be estimated and m is the number of frequency points. 16) Furthermore, the standard deviation of the estimation error for the l-th unknown in Θ can be evaluated as the square root of the (l, l) coefficient of the covariance matrix. This standard deviation can provide an on-line assessment of the accuracy of the estimates of the parameter.
The type of required on-line calculations should also be analyzed for an assessment of the computational effort. For a given frequency, ω n , the DTFT at the k-th time step is related to the DTFT at the (k − 1)-th time step as follows:
Therefore the on-line computation ofx k (ω n ) requires a reasonably low computational effort. Also, the scheme requires only a fixed memory space forx k (ω) even if it is updated at every step. Furthermore, a very important characteristic of this technique is that the time domain data from previous flight maneuvers -containing good information for PID purposes -can still be used by simply iterating the calculation of the DTFT. Thus the FTR approach allows for retaining all the PID results from previous time steps and provides the necessary flexibility to follow changes in the system dynamics.
In terms of frequency range, the m frequencies over which the cost function is evaluated can be selected as being evenly spaced between ω min and ω max . Typically, the rigid body dynamics frequency range for the subject aircraft can be selected, which allows higher frequency noise and/or structural interference to be filtered out. Since the DTFT is recursively computed, the part of the algorithm requiring the most computational effort is the inversion of the matrix Re(X T X ), which can be performed by using the Singular Value Decomposition (SVD). In particular, for each vector Θ of parameters to be estimated, one SVD (O[n 3 ]flops) of the matrix Re(X T X ) (average size 6 by 6) must be performed for each computation step.
A Time Domain-Based Real-Time PID Method
Among time domain-based PID techniques, the LS algorithm is the most widely used approach. This method relies on linear algebra and leads to an elegant formulation and a straightforward analysis. The reliability of the method comes from the propriety that a pseudo-inverse solution for Trans. Japan Soc. Aero. Space Sci. a set of overdetermined linear equations is optimal in the least-squares sense.
For the purpose of on-line estimation within real-time applications, this method is usually modified to the RLS algorithm to get the information from the data being updated; it is well known that an adaptive algorithm with informationdependent data forgetting can also be added. 6) However, the RLS method has not always shown consistent accuracy for aircraft PID purposes; an additional problem is the lack of a reliable computation of the variance of the error of estimates to be used within a logic to decide on their accuracy.
An alternative method in the time domain is the Locally Weighted Regression (LWR) PID algorithm. This method is essentially an LS method modified with local weighting 17, 18) and the retention scheme of most valuable data to the current flight point can be added. 20, 22) First let us consider an ordinary linear regression problem:
where Y ∈ R n is the measurement vector, X ∈ R n× p is the matrix of independent variables that denote the given flight point, Θ ∈ R p is the parameter vector to be estimated, and ε is the measurement error vector with zero mean and cov{ε} = σ 2 I . For aircraft PID purposes, we have to consider six equations related to the 6 aerodynamic coefficients C X , C Y , C Z , C l , C m , C n as given in Eqs. (1)- (6) .
Consider, for example, the coefficient C m ; at a given time step, C m can be evaluated by the use of Eq. (5) from the available measurements of motion and input variables. If the computation for n data points is repeated the measurement vector Y ∈ R n , a vector of n values of C m , will be formulated. Each row of X , with size p, is given by the measurements of the motion and input dynamic variables 1, α, q, δ e , δ le f , δ te f , δ sa , δ pv at each data point. Note that constant 1 is included in each vector to estimate C m 0 . By iterating the process for n data points, the complete matrix X is evaluated. The vector with the unknown parameters to be estimated, Θ, contains the aerodynamic stability and control derivatives in Eq. (5), that is,
The solution to the PID problem is given in the LS sense 16) bŷ
To obtain estimates that are focused on the current flight point within the flight envelope, a weighting matrix can be introduced in the above equation so that more importance can be placed on the equations containing data points closer to the current point. For this purpose, the elements of the diagonal weighting matrix can be given by
where d i is the norm of the difference between the current flight point and the i-th one, and k is a time varying "Gaussian window width" that increases as the variance increases.
Similarly, k decreases when the variances decrease so that W becomes more selective, thus placing more weight on the data points that are closer to the current point.
With the multiplication by the weighting matrix, the problem is redefined as:
The goal is to find the value of Θ minimizing the following weighted sum of square errors:
The solution to this problem 17, 18) is given by:
It can be shown that this solution is such that the weighted error vector
is unbiased. The covariance matrix of the solution is given by:
Furthermore, it can be shown that an optimal estimation for σ 2 is given as follows:
Note that this value can be easily calculated on-line and thus the standard deviation of estimation error ofΘ can be calculated on-line as the square root of the covariance matrix cov{Θ}, usingσ 2 in lieu of σ 2 . Typically, on-line estimation problems impose constraints on the size of the data matrix D = W X. Therefore, once the number of rows in D reaches its maximum predefined value, the problem arises of which rows in D should be replaced by the new data. A simple strategy would be to delete the oldest row, or the one that is in temporal space farthest from the current one. However, this strategy could cause the deletion of a row that contains information of value to the estimation, thus inducing ill conditioning and an increase in the estimation variances.
An enhanced approach used in this study is to delete the row of D that brings less information for the estimation process so that when the row is replaced, it is very likely that the new set of rows will provide more information. This would then cause a decrease for the variances of the estimates. This goal will be achieved by replacing the row of D, whose deletion will cause the trace of (D T D) −1 to increase the least, since the least trace may mean that (D T D) −1 is the most well conditioned. In turn, this will decrease the variances of the estimated parameters. For that purpose, let us denote D as follows:
and applying the matrix inversion lemma:
Thus
where V SV T is the Singular Value Decomposition (SVD) of P. The problem is then reduced to find the particular row H among all the rows of D maximizing the trace above. With
where G j is the j-th element of G and s j is the j-th diagonal element of S. Thus this trace can easily be calculated, and the row to be deleted is the one that gives the maximum value of this trace among the rows. In terms of computational requirements, the data is accumulated until the number of data points reaches a predefined value. Then for each of the force and moment equations, the linear regression with a set of weighted data will be performed at every user-selected number of steps, and the deletion of a row and replacement with a new row can be done at every step to retain the best data for PID purposes. An SVD is executed whenever one deletes a row and inverts the matrix X T W 2 X (average size 6 by 6).
Comparison of Two Real-Time PID Results
In this section, two PID schemes are applied to estimate the aerodynamic coefficients from the NASA F/A-18 HARV flight data, and the results are compared with on-line realtime applications in mind.
Furthermore, the results have been compared with the results of the Maximum Likelihood method (the well-known off-line PID method) as well as with available wind tunnel values whenever possible. The analysis was conducted for both the longitudinal and the lateral-directional dynamics, with PID maneuvers conducted at α ranging from 20 to 40 degrees. The results of the longitudinal analysis are shown in Figs. 2 to 5 , and the results of the lateral/directional dynamics are shown in Figs. 6 to 9. Figure 2 shows the longitudinal time histories for a PID maneuver conducted at α=30 degrees with independent PID inputs for the different control surfaces and thrust vectoring shown in Fig. 3 . The control inputs -designed for a previous PID research effort by the use of the Maximum Likelihood method -feature sequential deflections for trailing edge flaps, symmetric ailerons, symmetric elevators, and pitch vanes. 19) A couple of plots comparing between the two on-line PID methods together with the results from the Maximum Likelihood and the wind tunnel estimates are shown in Figs. 4 and 5. A more detailed and quantitative assessment of the comparison of the performance from the different methods is provided in Table 2 for two longitudinal maneuvers. Note that the aerodynamic coefficient C L is the one along the stability axes calculated with C L = −C Z cos α 0 − C X sin α 0 ; A similar trend is noticed for the results from the analysis of the lateral/directional dynamics. Figure 6 shows the lateral/directional time histories for a PID maneuver conducted at α = 30 degrees, with independent PID inputs for the different control surfaces and thrust vectoring shown in Fig. 7 . In this case the maneuver features sequential deflections for asymmetric ailerons, rudder, differential asymmetric elevators, and yaw vanes. 19) Once again, the estimates for the first 2.5 seconds are not reported because of the initial large tran- sient. Figures 8 and 9 indicate that the estimates from the FTR method are closer to the wind tunnel and/or Maximum Likelihood estimates than the LWR estimates are for each of the aerodynamic coefficients. A more detailed and quantitative assessment of the comparison of the performance from the different methods is shown in Table 3 for two lateral/directional maneuvers. In particular Tables 2 and 3 provide additional information such as the standard deviation of error of the estimates. An additional important result provided in the tables is a comparison of the required computational effort for the two on-line PID methods. It is seen that the FTR method requires approximately 7.5%-16% of the LWR method in CPU time for the longitudinal and lateraldirectional analysis, respectively. The major computational burden in LWR comes from the deletion and replacement of rows. If this process is done more scarcely or removed for fast computation, however, the results worsen. On the other Trans. Japan Soc. Aero. Space Sci. hand, it is seen that the FTR scheme requires a very small amount of computation with acceptable accuracy and thus seems more appropriate for real-time PID purpose.
Conclusions
This paper has described a comparative study focused on the performances of two different PID techniques for real-time estimates of aerodynamic coefficients from flight data. The results from these PID methods were then compared with previous results using the Maximum Likelihood method, the most widely used approach for off-line batchtype PID analysis. Whenever possible, the PID estimates from all these methods were also compared with available wind tunnel estimates. A detailed comparative study was performed by the use of two maneuvers each for the longitudinal and lateral/directional dynamics of NASA F/A-18 HARV aircraft. The results show that the frequency domainbased method provides more consistent results for both longitudinal and lateral/directional parameters for the specific data considered in this study. Furthermore, this method has shown to require only a fraction of the CPU necessary for the time domain method.
