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Abstract: - Support Vector Machines (SVM) is one such machine learning technique that learns the decision
surface through a process of discrimination and has a good generalization capacity [6]. SVMs have been
proven to be successful classiﬁers on several classical pattern recogntion problems [9, 11]. In this paper, one
of the ﬁrst applications of Support Vector Machines (SVM) technique for the problem of keyword spotting
is presented. It classiﬁes the correct and the incorrect keywords by using linear and Radial Basis Function
kernels. This is a ﬁrst work proposed to use SVM in keyword spotting in order to improve recognition and
rejection accuracy. The obtained results are very promising. The Equal ErrorRate (EER) for thelinear kernel
is about 16,34% compared to 15,23% obtained by the radial basis function kernel.
Key-Words: - speech recognition, keyword spotting, hidden Markov model, support vector machines, radial
basis function kernel, linear kernel
1 Introduction
Signiﬁcant progress has been made in the devel-
opment of Automatic Speech Recognition (ASR)
technology for continuous speech. However, for
widespread consumer applications, handling spon-
taneous speech, as opposed to strictly prescribed
command words and phrases, remains a challenge
in the deployment of ASR technology. In particular,
the characteristics of spontaneous speech heavily
contribute to the acoustic mismatch between speech
data used to train a system and the speech input to
a system during its operation. Spontaneous speech
tendsto contain out-of-vocabulary words and disﬂu-
encies such as ﬁlled pauses and false starts.
A recognizer must thus be able, in ﬁrst time to
spot a keyword embedded in speech, in second time
to reject speech that does not include any valid key-
word. However, word spotting and word rejection
are interrelated such that a good word-spotting ca-
pability necessarily implies a good rejection perfor-
mance.
Several rejection approaches have been sug-
gested in previous research efforts, for rejection
of putative hits in keyword spotting, for detection
of out-of-vocabulary, and for utterance rejection
[15, 16]. For example, we can ﬁnd the ﬁller (or
garbage) models which are generally employed to
act as a sink for out-of-vocabulary events and back-
ground noises. Conﬁdence measure is also sup-
posed to represent the reliability of the hypothesis.
It can be used in a post-processing procedure that
rejects the less reliable hypotheses by thresholding
the computed conﬁdence measure[8, 10].
In this paper, a new support vector machine
based method is proposed for keyword spotting.
The SVMs are gaining popularity due to many at-
tractive features and promising empirical perfor-
mance. The formulation embodies the Structural
Risk Minimisation (SRM) principle, as opposed
to the Empirical Risk Minimisation (ERM) ap-
proach commonly employed within statistical learn-
ing methods. SRM minimises an upper bound on
the generalisation error, as opposed to ERM which
minimises the error on the training data. It is this
difference which equips SVMs with a greater po-
tential to generalise, which is our goal in keyword
spotting. The SVM can be applied to both classiﬁ-
cation and regression problems.[1, 4, 7, 13].
The organisation ofthis paperis asfollows : Sec-
tion 2 gives a brief description of the basic princi-
ples of the SVM. The details concerning database
and recognition system are given in section 3. In
section 4, we present the way we use SVM for key-
word spotting. Experimental results are described
in section 5, and conclusions are given in section 6.2 Support Vector Machines (SVM)
Support vector machines have been recently intro-
duced as a new technique for solving pattern recog-
nition problems [14, 17, 18]. They perform pattern
recognition between two point classes by ﬁnding a
decision, determined by certain points of the train-
ing set, termed support vectors. This surface, which
in some feature space of possibility inﬁnite dimen-
sion can be seen as a hyperplane. It is obtained from
the solution of the problem of quadratic program-
ming that depends on regularization parameter.
2.1 The linear separable case
Consider the problem of separating the set of train-
ing vectors belonging to two separated classes,
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The goal is to ﬁnd the hyperplane that separates
thepositive fromthe negative examples; theone that
maximizes the margin would generalise better as
compared to other possible separating hyperplanes.
A separating hyperplane in canonical form must
satisfy the following conditions :
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The optimal separating hyperplane is given by max-
imizing the margin
T given by the equation :
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T , one need to minimize :
e
f
￿
,
￿
g
￿
,
6
h
d
The solution to the optimisation problem is given
by the saddle point of the Lagrange functional (La-
grangian)
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Where
k
are the Lagrange multipliers. The La-
grangian has to be minimized with respect to
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0. This problem can easily be trans-
formed into the dual problem, and hence the solu-
tion is given by :
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2.2 The non-linear separable case
In this case, the set of training vectors of two classes
are non-linearly separable. To solve this problem,
Cortex and Vapnik [3] introduce non-negative vari-
ables,
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, which measure the miss-classiﬁcation
errors. The optimisation problem is now treated as
a minimization of the classiﬁcation error [8]. The
separating hyperplane must satisfy the following in-
equality :
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The generalised optimal separating hyperplane is
determined by the vector
, , that minimizes the
functional,
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and C are constants.
The dual problem corresponding to this case is
slightly different from the linear separable case, the
goal now is to maximize :
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￿2.3 Kernel support vector machines
In the case where a linear boundary is inappropri-
ate, the SVM can map the input vector into a high
dimensional space throughfunction
￿
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, where the
SVM constructs a linear hyperplane in the high di-
mensional space.
Since ﬁnding the SVM solutions involve the dot
products of the sample vectors
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tions play a very important role in avoiding explicit
producing the mappings, and avoiding the curse of
dimensionality, so that
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i.e., thedotproduct in thathigh dimensionalspaceis
equivalent to a kernel function of the current space
[2, 12] .
In the linear and non-linear cases, the optimal
separating hyperplane deﬁned by
,
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termined as follows :
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Some widely used kernels are :
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3 Database and recognition system
3.1 Database
For training, we use 5300 sentences of the French
BREF80 database, pronounced by 80 speakers.
These sentences are recorded at 16 KHz with 16
bits. This is a general purposedatabase, and the sen-
tences have no relationship with our application.
The test database contains one hour of record-
ing speech of radio braodcast news at 16 kHz. It is
segmented into fragments of duration is 20s. This
recorded speech have been pronounced by several
speakers (different from the speakers of the training
database). In our application we choose 10 different
keywords.
3.2 Recognition system
The recognizer used in this work is a speaker in-
dependent Hidden Markov Model (HMM) system.
The modeled unit is the phone, each phone is rep-
resented by 3-state, strictly left-to-right, continuous
density HMM. A word is represented by the con-
catenation of phone models. The number of proba-
bility density function (pdf) per state is determined
during the training phase [5].
The parameterization is based on MFCC (Mel-
Frequency Cepstral Coefﬁcients) parameters. The
user can modify this parameterization : size of the
analyzing window, shift, number of triangular ﬁl-
ters, lower and upper frequency cut-off of the ﬁlter
bank, and number of the cepstral coefﬁcients. Fi-
nally the delta (the ﬁrst derivation) and acceleration
coefﬁcients (the secondderivation) areadded. In the
following experiments, the acoustic feature vectors
are built as follows : 32ms frames with a frame shift
of 10ms, each frame is passed through a set of 24
triangular band-pass ﬁlter resulting in a vector of 35
features, namely 11 static mel-cepstral coefﬁcients
(
￿
q is removed), 12 delta and 12 delta delta coefﬁ-
cients.
In the recognition phase, we adjust parameters in
order to have no deletion keywords (as consequence
we obtained a great number of insertion keywords).
4 SVM for keyword Spotting
In this section, we describe the way we have utilised
the SVM for the keyword detection. After the
recognition phase, the goal is to classify a sequence
of detected keywords into correct and incorrect key-
words.
For each keyword, we compute the frames as-
signed to each phone state and extract the acoustic
features. In order to have good information about
the correctness of a word hypothesis, we must use
the feature parameters of each word. In this case
we choose the logarithm of the acoustic observation
likelihood
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For each phone in the spoken utterance, we com-
pute the acoustic observation likelihood,
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using Viterbi algorithm, then we obtain for each
word a feature vector of dimension equals to the
number of phones in it.
Thus, for each keyword (insertion keyword, rec-
ognizedcorrectkeyword) wecomputea featurevec-
tor which is used as input for the SVM. However,
SVM system need the same number of input for all
keywords. For this reason, we ﬁx the size of the in-
put vector SVM as the largest word size. In case of
shorter words, we complete the feature vector with
zeros.
In our work the insertion keyword belongs to the
class labelled -1 and the correct keyword is assigned
to the class labelled +1. Thus, we classify the cor-
rect and the incorrect keywords.
The SvmFu package was used for these ex-
periments. It is available as freeware on :
http://www.kernel-machines.org/
5 Experimental Results
The database used in the second phase of our ex-
periments (after the recognition phase) is composed
of 600 keywords for the training data, and 560
keywords for the test data. In this work, we use
linear and Radial Basis Function (RBF) kernels.
To evaluate the performances of our recognizers,
we use two evaluation rates :
‡ The False Acceptance Rate also called False
Alarm Rate (FAR). It is deﬁned by the equa-
tion :
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‡ The False Rejection Rate (FRR). FRR is
deﬁned by the equation :
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Plotting a graph of FRR versus FAR gives a
Receiver Operating Characteristics (ROC) graph.
Figure 1: ROC curves on test data using a linear
kernel by varying the value of C
Figure 2: ROC curves on test data using a RBF ker-
nel by varying the value of
¢
The resulting ROC curves, using linear
SVM by varying the value of the parameter
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1.The Equal Error Rate (EER) which is given by
FAR=FRR, is about 16,34% obtained by linear
kernel in case
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We try all combinations. We present in Table 1
best results obtained by different values of the pair
￿
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Table 1: Recognition accuracy for RBF kernel SVM
by varying the value of the pair (C,
¢ )
(C,
¢ ) ACC (in %)
(0.01, 100) 88,96
(0.1, 200) 89,67
(1, 50) 90,56
(1, 90) 93,23
(1, 130) 92,52
(10, 145) 93.95
(10, 185) 94,66
(10, 225) 93.23
(100, 200) 92,23
(100, 240) 93,59
(100, 280) 92,59
As shown in Table 1, a recognition accuracy of
94,66 % was obtained with
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to achieve next experi-
ments for the RBF kernel SVM.
Figure 2 presents ROC curves corresponding
to the performance obtained using RBF kernel by
varying the value of the parameter
¢ , with
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As mentioned, in our experiments, we test
several values of
¢ , but in order to alleviate the
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curves for
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These results demonstrate that the performance
of the RBF kernel are better than results obtained
for the linear SVM.
The EER concerning the RBF kernel is about
15,23% compared to 16,34% obtained by the linear
kernel.
6 Conclusion
This paper presents the results achieved by SVM
techniques for the keyword spotting problem using
linearand RBFkernels. Takinginto accountthat is a
ﬁrst approach using support vector machine in key-
word spotting, the results obtained seem to be very
promising. In the near future, feature vector will be
adjusted for each keyword in order to have more in-
formation about it. Other different kernel types and
parameters will be experimented.
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