Traditional undergraduate program mes in physics rely on a number of sim plifications. One is the emphasis on linear systems; another is the belief that systems with a few degrees of freedom exhibit a deterministic behaviour, while those with many degrees of freedom can be treated using statistical methods only. Linear systems are attractive be cause they are conceptually simple and mathematically easy to solve so it is tempting to employ linear models to describe phenomena. These systems possess the important property of su perposition whereby any linear combi nation of solutions is also a solution. Using this property one can easily fit the solution to appropriate initial conditions. However, the simplicity of linear models seriously limits their predictive power. Since any multiple of a solution to a linear differential equation is also a solution, it is impossible to set a scale to a system described by a linear equation. Initial conditions set the scale. For in stance, the differential equation descri bing molecular oscillations (with an amplitude of the order of Angstrom units) is the same as that for the me chanical vibrations of a macroscopic mass-spring system (with an amplitude of the order of centimeters). A nonlinear equation on the other hand, sets a scale to the physical process that it describes. For example, unitarity is a nonlinear rela tion involving the scattering amplitude. Indeed, there is an upper bound on scattering cross sections called the Froissart bound stipulating that total cross sections cannot increase with energy faster than the square of the logarithm. Unitarity is a key input to this upper bound.
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Almost all of the interesting problems in physics involve nonlinear equations of motion. Eeing well-trained in the solution of linear problems, one usually tries to solve a nonlinear problem by considering it as a perturbation of an exactly solvable (and usually linear) proProfessor Avedis Hacinliyan is with the Department of Physics, Faculty of Science and Letters, Istanbul Technical University, MaslakIstanbul 80626. He is mainly interested in the theoretical aspects of chaotic phenomena observed in a broad range of disciplines.
blem. The convergence properties of these perturbative solutions are often not discussed. For instance, most quan tum mechanics textbooks cite the anharmonic oscillator problem as an example of perturbation theory, even though it is well known that the pertur bative solution based on an harmonic oscillator is divergent for all values of the perturbing quartic potential.
The two body problem (the motion of two bodies under the influence of their mutual gravitational attraction) can be solved exactly. The next simplest pro blem in celestial mechanics, namely the three body problem, cannot be solved exactly. A perturbative treatment based upon an expansion about a stable equili brium point must also be used. The rela tion between a system of coupled non linear oscillators and the three body problem comes from the fact that close to points of stable equilibrium, dynami cal systems can be approximated as oscillators. However, nonlinear oscilla tors involve frequency addition and the shifting of frequencies as a function of amplitude. As frequencies are added and shifted, it may happen that two very small terms can be driven into resonance. It is interesting to note that using the perturbative approach, the ultimate fate of the solar system is decided by the behaviour of very small terms on the order of 10'12.
The KAM Theorem
The properties of nonlinear oscillators near equilibrium points led Poincaré and others to investigate the topology of the phase space for Hamiltonian sys tems near equilibrium. The most fruitful approach was to classify equilibrium points, investigate their stability and discuss motion near these points. Birkhoff demonstrated the existence of both stable and unstable equilibrium points whenever there exists a rational frequency ratio between two frequen ces in a system. Work by Liapunov, Smale and others yielded nonlocal criteria for stability but these required the formulation of a function which depends on the details of the dynamical system, and for which a general recipe is not available. One must therefore rely on perturbation theory for the formula tion. Kolmogorov, Arnold and Moser (KAM) used superconvergent methods to analyse the topology of the phase space for Hamiltonian systems per turbed away from integrable ones and the KAM theorem gives a qualitative description of the behaviour of phase space near equilibrium points. In under standing the theorem, it is useful to recall that in a Hamiltonian system, the state of the system is given by a state vector of 2n dimensions, where n is the number of degrees of freedom. The vec tor contains the generalized coordinates and momenta and its evolution with time, t, is given by
For an autonomous system, f does not explicitly depend on time so the state of the system is in a (2n-1) dimen sional subspace. It is possible to look at a Poincaré surface of section by examin ing an arbitrary projection of x in a 2n-2 dimensional subspace. The evolution of the system can be traced as the set of points, y, on the surface of a section with each point yi derived from the pre vious one by an iteration,
Yi+ l = F(yi)
A fixed point is a point which goes into itself under the iteration. In an integra ble system there will be additional rela tions between the state vector variables such that the orbits fall on tori in the phase space, or on closed curves on the surface of a section. A fixed point is the limiting point of recurring orbits, with an elliptic stable fixed point being sur rounded by a family of nonintersecting periodic orbits and a separatrix; and a hyperbolic fixed point being stable in only one direction.
For example, in the case of a pendu lum, the lower position is an elliptic fixed point; it is surrounded by inte gral curves of given energy. When the energy is sufficiently large, a second unstable equilibrium point is reached at the upper position. This is a hyperbolic fixed point where the motion can either continue as an oscillation (if the pendu lum turns back), or as a rotation (if it carries on in the same direction).
The KAM theorem states that along an elliptic fixed point, the majority of the tori maintain their topology if the sys tem is perturbed away from equilibrium. Flowever, the tori begin to intersect and divide the phase space into cells or chains as the perturbation grows stron ger. Some of the cells are empty while some of them are full so points collect in them at random (Fig. 1) .
Two possible sources of misunder standing of the theorem must be clari fied. First, it is not a "proof" of the ergodic theorem since a finite number of the trajectories remain regular. Fur thermore, there exist non-Hamiltonian systems (where the theorem is not valid) in which ergodicity can be proved. Second, it cannot be the basis of a "hidden variable" approach to quantum mechanics, because the standard quan tum prescriptions apply to integrable systems.
The KAM theorem did not attract the attention of the physics community until advances in numerical techniques enabled one to investigate (numerically) the behaviour of coupled nonlinear oscillators. It turned out that rather sim ple analyses could be used to model meteorological, turbulent and astrophysical phenomena. However, their beha viour was anything but simple. As an example, Fig. 2 shows the surfaces of sections for the Henon-Heiles potential which is a two dimensional system with the Hamiltonian
The Figure gives bound orbits for E ≤ 1/6 and it is clearly seen that there are definite orbits at low energies. As the energy increases, the phase space divi des into empty and full cells.
A Revolution in Chaos?
These interesting results attracted considerable attention and scientists began to realize the extent to which apparently "simple" systems produced seemingly random or "chaotic" beha viour. Some authorities have claimed that this has led to a "chaos revolution" in that the way science views nature has changed. A popular book [1] by Gleick gives a detailed and exciting, but perhaps over-romanticised, exposition of these developments. He suggested that along with relativity and quantum mechanics, chaos is one of the three revolutions for which this century will be remembered.
It is, perhaps, an overstatement to assert that chaos itself represents a scientific revolution. In fact an inter disciplinary area referred to by names such as nonlinear dynamics and chaos theory has grown rapidly owing to developments in computer technology and in the use of geometrical and topo logical methods [2, 3] . These powerful tools enabled researchers to attack difficult problems in dynamics. Deve lopments in computer hardware gave us both the supercomputers which could perform a very large number of calcula tions in a short time, and the personal calculators and computers which put inexpensive computing power in every one's hand. Parallel developments in software yielded algorithms for the integration of systems over long inter vals of time, the simulation of systems, and the graphical demonstration of results. Finally, new mathematical tech niques gave the reassurance that com puter results were correct.
The results are surprising. Nonintegrable problems with as few as two degrees of freedom have yielded phase spaces containing regions in which some properties of multiple orbits are random. On the other hand, simulations of systems comprising masses connec ted by nonlinear springs gave results
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For graduate students and postdoc toral fellows, an intensive introduc tion to "complex" behavior in mathe matical, physical and living systems. that are inconsistent with the equipartition hypothesis since, under certain initial conditions, the energy is concen trated within a few selected modes. This corresponds to a collective beha viour of the system which, in spite of the system's many degrees of freedom, is not "chaotic".
It is now understood that chaotic be haviour results from a strong depen dence on initial conditions. If an error propagates exponentially as a dynami cal system develops in time, then near by trajectories diverge exponentially and the orbit depends sensitively on the initial state. A very small randomness (due to an error of measurement for instance) in the initial state is sufficient for this to occur.
It is also now realised that period dou bling is one of the most prominent me chanisms for transitions from order to chaos. Feigenbaum has shown the uni versality of the period doubling mecha nism and it has become clear that pro blems in several different fields of phy sics (e.g. response in semiconductor junctions, the behaviour of a hydrogen atom in a magnetic field, motion of elec trons in axi-symmetric crystal fields, molecular vibrations, turbulence, atmo spheric physics, plasma dynamics, evo lution of the so-called "mixmaster universe" -an homogeneous, aniso tropic, Bianchi-type cosmological solu tion to Einstein's equations) all exhibit this type of chaotic behaviour. In a way, the revolution is not chaos itself, but the various advances which have permitted scientists in different fields to formulate and solve nonlinear models. Chaotic Phenomena It is not easy to give a precise mean ing to the term "chaos". Some of the different phenomena which can be la belled "chaotic" are [4] : a) Irregular behaviour arising from the stochastic nature of a process, e.g. nu clear decay; b) Irregular behaviour arising from sour ces of noise external to a system; c) Irregular behaviour arising from the stochastic nature of the model used for a process. For example, in trying to understand the behaviour of a gas, it is practically impossible to write equa tions of motion for each of the 1020 atoms involved. Even if one develops supercomputers and algorithms suita ble for the solution of such an enormous system, and we obtain the expressions for the time dependence of the coordi nates of each atom, it is not clear how this information can be used meaning fully without taking a statistical aver age. If one is committed to a statistical interpretation, one may as well adopt a statistical approach at the outset. An hypothesis such as stosszahlenansatz (collision number ansatz) must be ac cepted, committing one to follow the macroscopic states of the system and leave the microscopic states in a state of atomic or molecular chaos. d) Irregular behaviour arising from a natural or artificial limitation on the means for observing a system. Natural limitation is typified by the uncertainity principle and an artificially imposed limi tation by the observation of an other wise deterministic system in a coarse grained space. The most frequently quoted example of the latter is the dou bling map given by xn+1 = 2xn mod 1. The equation is completely determinis tic, with the solution xn = 2nxo mod 1. A simple way to understand this solu tion is to expand xo in a binary fraction where each of the x's are obtained by right-shifting this binary fraction and discarding the integer part. Clearly, O ≤ xn < 1. If one chooses to observe the system in a "coarse grained" space of two cells, O ≤ x < 1/2 and 1/2 ≤ x < 1, the sequence of results is quite ran dom in that it is generally impossible to predict a digit from the one before it for a non-rational starting number. e) Irregular behaviour which does not involve any of the causes mentioned above. In such systems, chaotic beha viour appears without requiring the presence of additional noise sources or stochastic processes.
A Unifying Principle
In physics, one usually looks for unifying principles, as for example, the Laplace equation that makes a linear theory applicable to many fields. It is remarkable that the nonlinear effect in all of the phenomena listed above can be described in terms of simple models that lead to chaotic behaviour. On a microscopic level, the origin of chaos lies in the sensitive dependence on initial conditions, and the assertion of an inability to make measurements that are more precise than those implied by the uncertainly principle.
What then is the attribute which ini tiates a sensitive dependence on initial conditions? We have seen that integrability makes the orbits of a dynamical system lie on tori in phase space. We also know that continuous symmetry in a problem leads to the existence of an integral; when symmetry is broken, the system loses the integral associated with the symmetry and chaotic beha viour sets in. The detailed mechanism of symmetry breaking may differ from one case to another, but the gross fea tures can be described in terms of chaos. It is the breaking of rotational symmetry in 2, 3 or 4 dimensions that is one of the common characteristics in many chaotic problems cited above.
The motion of a hydrogen atom in a magnetic field [5] is a simple problem which illustrates all of these properties. Furthermore, it is not a contrived model but a truly physical system where it is possible to compare theoretical cal culations with experimental observa tions. The transitions from order to chaos depend on a single parameter, namely the magnetic field strength, which can be experimentally adjusted. The Hamiltonian (where y is related to the strength of the magnetic field) H = p2/2 -1/r + yLx/2 + y2 (x2 + y2)/8 = E shows the transition from a fully spheri cal symmetry to cylindrical symmetry as the magnetic field is turned on. Upon introducing semi-parabolic coordinates, one obtains the Hamiltonian Ho = p2u /2 + p2v /2 + (u2 + v2)/2 + Xu2v2(u2 + v2) 8 = 2ε where λ = y2/(-2E)1/2 and ε = 1/(-2E)1/2. This Hamiltonian has a scaling invariance so that the classical dynamics depend only on one parameter, β = λε2 = y2/( -2E)3/2. Poincaré surfaces of sec- tions for py = 0 using Eu = p2 + u2 ver sus Φ = arctan (pu/u) as coordinates are plotted in Fig. 3 for β = 0.8 and β = 70 (taken from Ref. 5). The transition from a nearly regular motion with a few KAM regions to fully chaotic motion is apparent. The fixed point corresponds to a circular orbit in a plane perpendicu lar to the magnetic field.
It should be mentioned that chaotic behaviour in Hamiltonian systems re sults from a transition from an integra ble to a non-integrable system under perturbations which break the symme try that leads to the integral. An integral places the trajectory on a subspace of the phase space. In non-Hamiltonian systems, the Liouville theorem is not applicable and dissipation will cause one to access a subspace of the phase space. Forced nonlinear systems with dissipation will access trajectories called strange attractors in such sub spaces. Sets of nearby trajectories end up in these attractors so information about initial conditions is lost.
Conclusions
The stability properties of systems must be well understood in order to study the transition to chaos. Another important aspect is the extraction of in formation about a system from expe rimentally observed frequency data. In spite of these shortcomings, recent de velopments in the theory of chaos per mit a better understanding of nonlinear systems. It is necessary to let some of them filter into physics curricula where undergraduate instruction in classical mechanics presently concentrates on linear, integrable systems.
