Abstract: Structured illumination microscopy (SIM) is a widefield super-resolution technique in fluorescent imaging. For an artifact-free reconstruction, some crucial parameters should be known with high accuracy. However, the initial phase and modulation factor of illumination pattern cannot be guaranteed with enough precision experimentally, so they have to be retrieved from the acquired data. We propose a fast and robust method to compute these two parameters and then the coefficients of frequency components can be normalized. We analyze the performance of this method using simulated data and experimental data. The results demonstrate that the coefficients normalization has important effect on the improvement of reconstruction image. Compared with widefield resolution (216 nm), the lateral resolution of SIM can achieve 97 nm.
Introduction
Due to the finite aperture size of imaging system, the high frequency information will be lost, and the resolution of the imaging system is restricted by abbe diffraction limit. In the past two decades, several techniques had been developed to broken this limit [1] . Stimulated emission depletion (STED) microscopy uses a ring-shaped depletion spot to reduce the fluorescence emission to a sub-diffraction region [2] - [5] . Stochastic optical reconstruction microscopy (STORM) and photoactivated localization microscopy (PALM) rely on the single molecule localization and composition with nanometer precision [6] - [8] . Structured illumination microscopy (SIM) is a widefield super-resolution imaging technique which using sinusoidal pattern to illuminate the sample. The normally unobservable high information can be computed mathematically from the observed images, and the lateral resolution increases theoretically by a factor of two beyond the classical microscopy [9] - [13] . Compared to other super-resolution techniques, the attractive features of SIM are the widespread availability of dyes and staining protocols for labeling specimens and the multicolor imaging enabling the study of the spatial relationship within the surrounding cellular contexts.
The main concept of SIM is straightforward, but the post-process reconstruction algorithm is quite complex. Several attempts aim at improving the performance of SIM reconstruction, such as the determination of the shifting phase [14] - [16] , the apodization filter [17] , the blind-SIM algorithm [18] , [19] , the maximum a posteriori probability image reconstruction (MAP-SIM) [20] , the optical sectioning based on SIM (OS-SIM) [21] , [22] , and so on. Specifically, this paper is aimed at normalizing the coefficients of frequency components, which has a significant impact on reconstruction result but is barely discussed in other literatures in detail. We propose a novel algorithm to normalize coefficients by calculating the modulation factor and initial phase of the illumination pattern. Through simulated and experimental analysis, a better resolution of reconstruction result can be achieved.
SIM Imaging Principle
Structure illumination microscopy is a linear, translation-invariant optical system. The observed data is a convolution of the distribution of fluorescent emission with PSF (Point Spread Function):
where S( r ) is the fluorescent density distribution of specimen, I ( r ) is the illumination intensity, and H ( r ) is system PSF. In SIM system, the illumination intensity is generally sinusoidal striped pattern, which can be generated by spatial light modulation (SLM). The patterns are created by interference of two beams(±1 order) or three beams (0, and ±1 order) for the 2D and 3D illumination respectively. In this paper, we use 2D illumination mode to describe the reconstruction algorithm:
where p xy is lateral spatial frequency of illumination, c 1 is modulation factor of illumination. The Fourier transform of I ( r ) is:Ĩ
where m = 0, ±1 c 0 = 1 c −1 = c 1 .
Combining (1) and (3), the observed data in frequency space is:
where
is the optical transfer function (OTF). As seen in (4), a single raw data is a sum of three different information components, one for each index m. These frequency components can be separated by changing the phase ϕ, i.e., shifting the illumination laterally. In order to extend lateral resolution evenly, the illumination pattern generally are rotated ±120
• with respect to the first orientation. Here the index d indicates illumination orientation and index n indicates shift phase. For each orientation, the phase can be expressed as ϕ = ϕ d + ϕ n , where ϕ d is the initial phase and ϕ n is the shifting phase. The raw data in frequency space can be rewritten as:
where d = 1, 2, 3; ϕ n = 2πn/3; n = 0, 1, 2; m = 0, ±1. The classical resolution limit of optical imaging system is determined by the OTF, which has a finite support region in frequency space [see Fig. 1(a) ]. The spectrum of 2D illumination pattern relative to OTF are shown in Fig. 1(b) . The observable frequency content in one direction is composed of three circular regions [see Fig. 1(c) ]. Note that due to moiré effect, the high frequency information beyond the system OTF can be observed. Finally, all frequency components in three directions are used to construct the super-resolution image [see Fig. 1(d) ]. The SIM reconstruction algorithm can be sectioned into six steps: (1) data preprocessing; (2) separation of frequency components; (3) determination of illumination pattern vector; (4) calculation of system OTF; (5) normalization of coefficients; (6) deconvolution and components combining. The step (5) is the core of this article and will be discussed in detail.
Reconstruction Algorithm

Data Preprocessing
Attributed to minor fluctuations of light source and camera exposure time, the reconstructed image sometimes contain slight patterned artifacts. It is suggested to normalize each image of one complete imaging sequence such that the average intensity of all images in this sequence is same [23] . So as a precaution against edge-related artifacts, the raw data are typically preprocessed by boundary expanding and blurring.
Separation of Frequency Components
A raw data is a sum of three different information components. At the premise of the known shifting phases with high precision, we can obtain these frequency components DD d,m ( k) by solving a linear equation for each orientation.
Determination of Illumination Pattern Vector
For the separated frequency component, the zero frequency of specimen is located at k = m p d . By the Fourier transform properties, the zero frequency of an image equals to all of the intensity values of this image, soS(0) S ( k)( k = 0). For most natural samples, we can get a good assumption:
By accurately searching the maxima of |DD d,m ( k)|, and locating it to subpixel using weighted centroid algorithm, then the spatial frequency and orientation of illumination pattern can be obtained with sufficient accuracy.
Calculation of OTF
The system OTF is an important parameter for reconstruction algorithm. It's difficult to obtain a well-shaped OTF by measuring PSF using fluorescent bead due to the noise and the non-ideal point source. In this paper, the PSF will be modeled as an Airy disk, leading to an OTF of the form:
where k is the spatial frequency and k c is cutoff frequency of the system.
Normalization of Coefficients
We know that each frequency component has a different coefficient c d,m e i mϕ d , so the uniform and correct frequency of specimen can only be obtained when all these coefficients are normalized. Firstly, central component in other orientations should be compared with the first central component: 
After matching components based on central spectrum, the side spectrum for m = ±1 should be matched with central spectrum as a reference. This process is done in three steps:
1) Firstly, according to Fourier phase shift theorem:
the side component in real space multiplies with phase gradient matrix e ±i 2π p r , and then be transformed to frequency space to get the shifted side spectrum:
In the same way, the shifted OTF expression O ( k + m p d ) can be obtained. 2) Secondly, for each orientation and each side spectrum, we can get expressions A and B :
The two expressions would be expected to contain the same valueS( 
Note that, for one orientation, the calculated parameters s for m = 1 and for m = −1 are conjugated. Thus, coefficients of all the spectrum components are normalized to a same constant factor c 1,0 .
Explicitly, the values of the two expressions A and B at each pixel within the overlap constitute a data pair (a i , b i ) of complex numbers, which would be proportional to each other, i.e., b i = s * a i . The proportionality constant s is estimated by complex linear regression as (a * i b i )/ |a i | 2 . However as the existence of noise and error, we must sifting data pairs with smaller error for calculating.
Firstly, the spectrum shifting based on fourier phase shifting theory (9) will introduce calculation error inevitably. As a case study of PSF and OTF, let PSF is a rotationally symmetric real matrix, its Fourier transform (OTF) should be rotationally symmetric, so the O TF ( k − p ) should also be a real matrix and rotationally symmetric about k = p . But due to discrete pixel and limited sampling number, there must be inevitable calculation error. In the simulation test, the shifted OTF is a complex matrix, and its absolute value and phase error are shown as Fig. 2. From Fig. 2 , we can see that the calculation phase error introduced by Fourier phase shifting is negligible when the absolute value of OTF is larger than 10 −4 , whereas it's significant when the absolute of OTF is close to 0. So in the coefficients normalization step, the valid data pairs should cut away those data with too small absolute value.
Although b i is proportional to a i in theory, considering the existence of noise, the ratio |b i |/|a i | have many singular points, as shown in Fig. 3(a) . In order to suppress the error influence, we filter out those data pairs whose ratio |b i |/|a i | deviated from the value of maximum probability. Eventually the ratio distribution of left data pairs are presented in Fig. 3(b) . We can see that after data sifting, the ratio is concentrated in a smaller range and the number of data reduces to 3000 from 14500.
Deconvolution and Components Combining
For optical imaging system, deconvolution algorithm is a crucial way to improve the imaging quality. Each unshifted spectrum component DD d,m ( k) is separately multiplied by its corresponding wiener deconvolution filter, Then the filtered spectrum component is:
where w is wiener parameter and generally be taken to be a constant and adjusted empirically according to SNR. The central frequency of sample is located at k = m p d , so the filtered spectrum components should be shifted to correct position according to Fourier phase shifting principle (9), then we can
Note that the shifted spectrum maybe beyond the scope of spectrum, in order to accommodate the increased resolution, it's necessary to provide space for shifting information or equivalently to decrease the real space pixel size. One way to realize this goal is padding the spectrum data with zeros (generally extended to double size of its original). The sums are taken over all of the frequency components for each m and each orientation, and the estimation of the super-resolution sample informationŜ( k) can be expressed as:
where A ( k) is an apodization function used to filter the high-frequency noise. In this paper, A ( k) is a standard OTF with the expanding cutoff frequency. The super-resolution SIM result is obtained by applying inverse Fourier transform toŜ( k). The SIM reconstruction algorithm as described in the manuscript is coded into a Matlab-based function, called as SIM-RA.
Experiment
We developed a structured illumination microscope using a fringe projection scheme that combines a spatial light modulator (SLM) with laser illumination. In order to prove the necessity of coefficients normalization and the effectiveness of the reconstruction algorithm, we obtain the raw data of microspheres and biological sample tested on our own SIM system. The microsphere is 100 nm-diameter and the sample is BPAE cells. 2D illumination mode, a 60X/1.49 NA oil immersion objective and 488 nm laser excitation are used in imaging. For this sample and illumination light, the central wavelength of emission is 528 nm. According to theory, the predicted resolution of widefield microscopy is 0.61λ/NA = 216 nm.
Applying the SIM-RA algorithm to raw data, we can obtain two results: one reconstructed image with coefficients normalization step and another image without coefficients normalization step. For better comparison, we present the deconvolution result by using Richardson-Lucy algorithm and the wide-field result by summing all raw data. Fig. 4 presents the experimental results of microspheres, (a1) and (a2) are SIM reconstructed results without and with coefficients normalization respectively; (a3) is the deconvolution result of wide-field image (a4); (b1)-(b4) and (c1)-(c4) are local zooms of (a1)-(a4); The line-scans of a selected individual microsphere in (a2),(a3) and (a4) and their Gaussian fitting are plotted in (e). Without the coefficients normalization, the spectrum components are summed up with inconsistent coefficients and then will produce serious artifact, which lead to the reconstructed image deterioration with almost wrong sample information. As shown in (a1), (b1) and (c1), the microspheres are no longer circular. Obviously, the deconvolution and SIM results have higher resolution compared with wide-field result, and owing to the well-performing system and reconstruction algorithm, they have very weak artifacts. There is an oval feature in the (b3), which is clearly separated as two spheres in (b2). Similarly, a nearly circular feature in the (c3), that is much larger than one sphere, is divided into three conjoint spheres in (c2). Therefore, the resolution of SIM is higher than deconvolution. The Gaussian fitting results show that the FWHM of SIM is 97 nm, which is much better than that of conventional (FWHM 228 nm) and deconvolution microscopy (FWHM 141 nm).
Similarly, 2D SIM data are obtained with BPAE cells slice (F36924). Applying the SIM-RA algorithm to the raw data, four images are presented in Fig. 5 : the SIM reconstructed image without coefficients normalization (a1), the image with coefficients normalization (a2), the deconvolution result (a3) and widefield image (a4). The line-scans in (a2),(a3) and (a4) are plotted in (b). Compared with (a3) and (a4), some high-frequency details of specimen can be readily observed from (a2), which can also be proved from (b). From Fig. 5 (a1) , we can see that the fine structures of specimen are almost sheltered in serious artifacts owing to missing the step of coefficients normalization.
Discussion
Deconvolution is an important part of SIM reconstruction algorithm, so those factors introducing artifacts in deconvolution also have impact on SIM result [24] . Besides, there are more factors leading to image degradation in SIM. Firstly, the determination of the pattern vector and shifting phase of the illumination relate directly to the accuracy of spectrum restoration and separation of frequency components, respectively. The honeycomb artifacts will be introduced by the out-of-focus background, which can be suppressed by applying notch filter confined to just these frequencies but maybe sacrificing some resolution. In addition, reconstruction algorithm requires knowledge of the optical transfer function (OTF), thereinto, how rapidly OTF rolls off toward zero is even more important than where it reaches zero [25] . In this work, we present all the details about SIM reconstruction algorithm. Specifically, the coefficients normalization by calculating the initial phase and modulation has been discussed. Through the coefficients normalization, all the spectrum components have the same coefficient, so it makes sense that summing across all of them to obtain the estimation of the specimen frequency. Following this, we demonstrate the efficacy of this method to control the artifacts and enhance the resolution. Note that, the SIM-RA reconstruction algorithm applies to the two-dimensional slice data not only with 2D illumination mode but also with 3D illumination mode. For the three-dimensional raw data, further refinement is needed, which is an ongoing project of the authors.
