Purpose: X-ray-guided oncological interventions could benefit from the availability of simultaneously acquired nuclear images during the procedure. To this end, a real-time, hybrid fluoroscopic and nuclear imaging device, consisting of an X-ray c-arm combined with gamma imaging capability, is currently being developed (Beijst C, Elschot M, Viergever MA, de Jong HW. Radiol. 2015;278:232-238). The setup comprises four gamma cameras placed adjacent to the X-ray tube. The four camera views are used to reconstruct an intermediate three-dimensional image, which is subsequently converted to a virtual nuclear projection image that overlaps with the X-ray image. The purpose of the present simulation study is to evaluate the impact of gamma camera collimator choice (parallel hole versus pinhole) on the quality of the virtual nuclear image. Methods: Simulation studies were performed with a digital image quality phantom including realistic noise and resolution effects, with a dynamic frame acquisition time of 1 s and a total activity of 150 MBq. Projections were simulated for 3, 5, and 7 mm pinholes and for three parallel hole collimators (low-energy all-purpose (LEAP), low-energy high-resolution (LEHR) and low-energy ultrahigh-resolution (LEUHR)). Intermediate reconstruction was performed with maximum likelihood expectation-maximization (MLEM) with point spread function (PSF) modeling. In the virtual projection derived therefrom, contrast, noise level, and detectability were determined and compared with the ideal projection, that is, as if a gamma camera were located at the position of the X-ray detector. Furthermore, image deformations and spatial resolution were quantified. Additionally, simultaneous fluoroscopic and nuclear images of a sphere phantom were acquired with a physical prototype system and compared with the simulations. Results: For small hot spots, contrast is comparable for all simulated collimators. Noise levels are, however, 3 to 8 times higher in pinhole geometries than in parallel hole geometries. This results in higher contrast-to-noise ratios for parallel hole geometries. Smaller spheres can thus be detected with parallel hole collimators than with pinhole collimators (17 mm vs 28 mm). Pinhole geometries show larger image deformations than parallel hole geometries. Spatial resolution varied between 1.25 cm for the 3 mm pinhole and 4 cm for the LEAP collimator. The simulation method was successfully validated by the experiments with the physical prototype. Conclusion: A real-time hybrid fluoroscopic and nuclear imaging device is currently being developed. Image quality of nuclear images obtained with different collimators was compared in terms of contrast, noise, and detectability. Parallel hole collimators showed lower noise and better detectability than pinhole collimators.
INTRODUCTION
Hybrid imaging modalities, like single photon emission computed tomography (SPECT)/computed tomography (CT) and positron emission tomography (PET)/CT, have revolutionized oncological imaging in the past decades, combining anatomical and molecular information for improved diagnostic power. 1, 2 In these modalities, CT and SPECT or PET operate in sequence, after which an overlay or fusion image is created. Although PET/CTs have been used in interventional settings, 3 the closed gantry and sequential imaging are suboptimal for interventional procedures. Moreover, an X-ray c-arm is often preferred over a CT scanner for guidance of interventions. Therefore, a real-time, simultaneous fluoroscopic and nuclear imaging device, consisting of a c-arm with gamma image capability, could be more fitting for an interventional setting. Such a system, in which fluoroscopic X-ray imaging is combined with four gamma cameras, is currently being developed by our group. 4 The objective of the hybrid imaging device is to give a quick insight into radionuclide distributions using live images rather than providing static images with the highest diagnostic image quality. Image-guided procedures, such as sentinel node procedures 5 or liver radioembolization, 6 could benefit from the availability of live hybrid images during interventions by providing the physician with additional information. For example, during liver radioembolization procedures, assessment of complete or partial liver treatment could be performed, as well as possible lung shunting or other extrahepatic depositions. 7 Simultaneous fluoroscopic and nuclear imaging of the same field of view (FOV) requires an X-ray tube, an X-ray detector, and a gamma camera with collimator. Placing these components in one line results in blocking the line of sight of either one of the modalities. This problem can be overcome by acquiring projections from a number of gamma cameras symmetrically placed around the X-ray tube to create stereoscopic views of the FOV [ Fig. 1(a) ]. These projections can then be converted to a virtual projection that overlaps with the X-ray image. This conversion can be implemented as a two-step process. First, a three-dimensional image is reconstructed form the nuclear projections, after which the virtual projection is calculated from the reconstruction.
Reconstruction of one concurrent nuclear image from a small number of projections with low count statistics is a challenge in our new modality. Nuclear image quality of the hybrid image is affected by resolution and count statistics of the acquired nuclear projections. To perform imaging with short frame durations, high gamma ray detection efficiency is required. However, increasing the efficiency comes at the expense of a decreased resolution. 8 Both efficiency and resolution are dependent on the collimator design and the position of the gamma camera with respect to the radioactive source.
The four gamma cameras of the hybrid imaging device can be equipped with parallel hole or pinhole collimators. Pinholes may allow a compact design, whereas parallel hole collimators preserve counts at a larger distance. Earlier, we reported about a first pragmatic prototype that relied on one large gamma camera placed behind the X-ray tube, with four pinholes (5 mm diameter) placed next to the X-ray tube. 4 With this prototype, we showcased the fundamental feasibility of acquiring hybrid images of the same FOV using simple phantom experiments. Now, before constructing a clinical device, the optimal collimator type and parameters need to be established. The purpose of this simulation study was to evaluate the impact of collimator choice on nuclear image quality of the virtual projection.
MATERIALS AND METHODS

2.A. Collimator geometry
In the current prototype, four 5 mm pinholes in combination with one large gamma camera are used [ Fig. 1(b) ]. 4 A more flexible design can be obtained by using four smaller gamma cameras instead of one large gamma camera. In addition, nuclear image quality might be improved by using gamma cameras with parallel hole collimators or pinholes with a different diameter. In order to investigate which collimator geometry would perform best, six options are considered in the present simulation study: three parallel hole collimators and three pinhole collimators. Parallel hole collimators have the advantage of a high sensitivity compared with pinhole collimators, which yields higher count statistics. However, this comes at the expense of a lower resolution. On the other hand, pinhole collimators can be used with smaller gamma cameras by virtue of potential minification. This allows for a more compact design [ Fig. 2(b) ], which is beneficial from a mechanical point of view. However, pinhole collimators may be limited in terms of sensitivity and resolution when operated in minification mode compared with parallel hole collimators at larger distances.
8,9 Table I shows the parameters of the simulated parallel hole collimators. A low-energy all-purpose (LEAP), a lowenergy high-resolution (LEHR), and a low-energy ultra-highresolution (LEUHR) parallel hole collimators are simulated with four gamma cameras of 30.72 by 30.72 cm each. The gamma cameras are placed around the X-ray tube at 75 cm from the X-ray detector. The gamma camera with collimator is rotated such that the center of the collimator is looking toward the center of the reconstructed three-dimensional activity distribution. Figure 2 (a) shows a schematic drawing of the parallel hole collimator geometry.
Pinholes with a diameter of 3, 5 and 7 mm are simulated with the four pinholes placed at 75 cm from the X-ray detector. The gamma cameras of 15.36 by 15.36 cm are placed at a distance of 30 cm from the pinhole. Pinholes are placed such that the center of the FOV is projected onto the center of the detector. Figure 2 (b) shows a schematic drawing of the pinhole collimator geometry.
As a reference, the current physical prototype [ Fig. 1(b) ] is also simulated. In the prototype, a pinhole diameter of 5 mm is used, with the pinholes placed at 77.76 cm from the X-ray detector. The gamma camera is placed at a distance of 38.90 cm from the pinholes. The pinholes are placed such that the center of the FOV is imaged in all four projections.
2.B. Digital phantom
The digital phantom used in this study consists of a cylinder of 20 cm diameter and 4.56 cm height with spheres of 13, 17, 22, 28, and 37 mm diameter, respectively. This phantom mimics part of the liver, and the volume of the cylinder (1432 milliliter) roughly corresponds to the volume of activity accumulation in liver radioembolization. The sphere sizes correspond to the five largest spheres of the NEMA 2007/IEC 2008 Positron Emission Tomography Image Quality Phantom, which is designed for evaluation of reconstructed image quality. 10 The lesion-to-background activity is set to 10:1, which is a common ratio in radioembolization studies. 11 The central slice of the phantom is shown in Fig. 3 .
2.C. Simulation of virtual projection
Projections of the digital image quality phantom are simulated using a rotation-based projector 12 including noise and resolution effects, with an acquisition time of 1 s and a total activity of 150 MBq. The number of simulated counts is based on the analytical collimator sensitivity, assuming the phantom with 150 MBq in the center of the FOV taking into account the yield of 99m Tc. 8 The calculated sensitivities were validated by comparison with the sensitivities reported in system specifications. 13 This could represent typical values for live guidance of a radioembolization procedure. In the scout step of the procedure, 150 MBq of 99m Tc-labeled macroaggregated albumin (MAA) is used. All activity is expected to lodge in the liver (predominantly in the tumors) in a volume of typically 1000 -1500 milliliter. To create a perfectly overlapping hybrid image, the four nuclear projections are combined into one concurrent projection (Fig. 4) . The four projections are first reconstructed into a three-dimensional activity distribution using a maximum likelihood expectation-maximization (MLEM) algorithm. 14 Collimator blurring effects are modeled in the forward and backward projector as a distance-dependent two-dimensional convolution with an analytically determined Gaussian point spread function (PSF). 15 For parallel hole collimators, the full-width-at-half-maximum (FWHM) of the distance-dependent PSF is modeled as:
with d the hole diameter, l eff ¼ l À 2=l the effective length of the collimator holes, l the collimator hole length, l the attenuation coefficient of lead at 140 keV, and b the distance from the radiation source to the gamma camera. 8 For pinhole collimators, the FWHM of the distance-dependent PSF is modeled as:
where
with d eff the effective pinhole diameter, d the pinhole diameter, l the distance from the pinhole to the gamma camera, l the attenuation coefficient of lead at 140 keV, and a the opening angle of the pinhole (90 degrees). 8 Intrinsic resolution of the gamma camera is simulated as a two-dimensional convolution with a 3.8 mm FWHM Gaussian. Scatter and attenuation effects are not incorporated into the forward and backward projectors. Apart from noise, the forward projector is identical for simulation of projections and reconstruction of the activity distribution. The three-dimensional activity distribution is subsequently projected onto the X-ray detector using a cone beam projection. No collimator blurring, attenuation, or scatter effects are modeled in this cone beam projector. This results in a projection, called the virtual projection, which is geometrically equal to the X-ray projection. Image quality is evaluated on the virtual projection, since this will be displayed during interventions.
The digital phantom is sampled on a grid of 256 9 256 9 256 voxels with 1.2 9 1.2 9 1.2 mm 3 voxel size. Projections are simulated on a grid of 128 9 128 pixels with 2.4 9 2.4 mm 2 pixel size and reconstructed to a volume of 64 9 64 9 64 voxels with 4.8 9 4.8 9 4.8 mm 3 voxel size to reduce computation time. The virtual projection is calculated on a grid of 64 9 64 pixels with 4.8 9 4.8 mm 2 pixel size.
Image quality is dependent on the number of iterations used during reconstruction. 16 MLEM is known to increase noise level when more iterations are used, while contrast becomes better with more iterations. 17 The optimal number of iterations per collimator geometry is defined as the number of iterations needed to reach convergence of the 37 mm sphere contrast. That is, contrast of the 37 mm sphere in the virtual projection increases less than 0.1% by doing an extra iteration. The number of iterations needed to reach convergence is not only dependent on the collimator geometry, but also on the noise realization of the simulated projections. Therefore, we choose to determine the optimal number of iterations in a simulation without noise.
All simulations are performed with MATLAB 2014b (The MathWorks, Inc., Natick, Massachusetts, United States).
2.D. Evaluation of nuclear image quality
As a measure of image quality, image contrast, noise, and detectability are calculated. In addition, spatial resolution and image distortions are quantified. The presence and severity of artifact levels are reported.
Image reconstruction from four projections can lead to image distortions. These distortions are quantified by estimating the error in locating the five spheres of the phantom in the virtual projection. The center of mass of each sphere in the virtual projection is determined for all collimator geometries. The error in locating each sphere is then calculated as the absolute distance between the center of mass in the virtual projection and the expected position obtained from a direct, noise-free cone beam projection.
For each sphere in the virtual projection, contrast (C) is calculated as:
where C s denotes the mean pixel value in the sphere region of interest (ROI) and C B denotes the mean pixel value in the background ROI. Two-dimensional sphere ROI masks are created by thresholding the cone beam projection of the phantom. The background ROI is defined as the entire projection of the phantom minus the sphere ROIs. To avoid influence of partial volume effects, the background ROI is binary eroded to create a 2 cm margin around the spheres and the phantom edge. As a measure of image noise, the coefficient of variation (CV) is calculated as:
with r b the standard deviation in the background ROI.
In real-time guidance of oncological procedures, the detectability of small accumulations of activity in a region with background activity is important when tumors cannot be identified on the X-ray image. Accurate identification of a hot spot can only be achieved when the hot spot can be reliably distinguished from the background. Visibility of the spheres in the phantom is assessed by calculating the contrast-to-noise ratio (CNR) as:
The minimally detectable sphere size is determined according to the Rose criterion, 18 which states that the CNR of a lesion has to be larger than five to be detectable.
For comparison purposes, the ideal projection is also constructed and compared with the simulations. The ideal projection is defined as the projection obtained as if there was a gamma camera with a cone beam collimator focusing on the X-ray focal spot at the same position as the X-ray detector, hence capable of directly acquiring gamma images using the X-ray geometry. A low-energy cone beam collimator is simulated with a hole diameter of 1.53 mm, a septal length of 35 mm, and a septal thickness of 0.16 mm. Count statistics of a single detector are lower than of four detectors combined. Therefore, the ideal projection is postfiltered with a 5 mm FWHM Gaussian to account for differences in noise levels owing to lower count statistics. Contrast, noise level, and detectability of the ideal projection are determined in ten simulations of 1 s acquisition time.
2.E. Spatial resolution
A set of digital phantoms consisting of two point sources of 0.5 cm diameter placed 1 to 6 cm apart, with steps of 0.25 cm, is defined to quantify spatial resolution. The two point sources are positioned in the center of the phantom. This results in a set of 21 spatial resolution phantoms. For each collimator geometry, virtual projections of all spatial resolution phantoms are simulated with 3600 s acquisition time and a total activity of 100 MBq 99m Tc. We define spatial resolution as the minimum distance required between two point sources to be imaged as separate points. To quantify spatial resolution, a profile plot of the center pixel row through the two point sources is made. Two point sources are considered to be separable if the minimum number of counts between the two peaks is less than half the average peak value.
2.F. Comparison of simulated and acquired images
To illustrate the applicability and realism of the simulations, acquisitions of a sphere of 40 mm diameter with 10.7 MBq of 99m Tc against a background of 0.03 MBq per milliliter are performed with the prototype (Fig. 5) . Ten acquisitions of 1 s are performed. Virtual projections are created with 10 MLEM iterations to avoid noise amplification in the background. Fluoroscopic images are acquired with a 43 kV tube voltage and a 0.16 mA tube current. For visual purposes, a hybrid image is created by overlaying the virtual projection with the acquired X-ray image.
In
Simulations of the parallel hole geometry projections are validated with Monte Carlo simulated projections (Utrecht Monte Carlo System (UMCS) and MCNPX). 15, 19, 20 Nuclear projections of the digital image quality phantom were simulated for the LEUHR collimator geometry with Monte Carlo, including all physics in the phantom and detector. The energy window was set to 140 keV AE 15%. Ten acquisitions of 1 s were simulated and reconstructed with identical number of iterations and projectors as in our simulations. Virtual projections from Monte Carlo simulated projections and from our model are compared visually as well as in terms of contrast in the largest sphere and noise levels.
2.G. Qualitative assessment of simultaneous fluoroscopic and nuclear images
In addition to static acquisitions, simultaneous fluoroscopic and nuclear images of a dynamic scene are acquired. During acquisition, a syringe is filled with 41 MBq of 99m Tc with activity flowing through a small tube from outside the FOV. Nuclear images are acquired with a frame rate of 2 frames per second and reconstructed with 10 MLEM iterations. Fluoroscopic images are acquired during the entire acquisition time with a 43 kV tube voltage and a 0.16 mA tube current. Hybrid images are created at 5 frames per second. For visual purposes, the nuclear images are supersampled to match the fluoroscopic images in the temporal domain. 4, 21 3. RESULTS
3.A. Optimal number of iterations
Convergence of contrast in the largest sphere in noise-free simulations is achieved in 87 iterations for the LEAP collimator, in 49 iterations for the LEHR collimator, and in 33 iterations for the LEUHR collimator. For the 3, 5, and 7 mm pinhole collimators, 20, 33, and 41 iterations are needed, respectively. Projections of the prototype geometry are reconstructed with 27 iterations. Mean computation time of a single virtual projection is approximately 3 seconds. Figure 6 shows the virtual projections for all simulated collimator geometries and for the ideal projection. In parallel hole geometries, reconstruction artifacts at the sides of the phantom can be observed. Furthermore, slight deformation of the background cylinder is observed, causing the spheres to appear more toward the edges of the cylinder. The differences between the theoretical position and the reconstructed center of gravity for all sphere sizes and collimator geometries are shown in Fig. 7 . Differences of locations are larger for pinhole collimator geometries than for parallel hole geometries. In general, the error in locating a sphere becomes larger with increasing sphere size. Projections of parallel hole geometries appear more homogeneous than projections of pinhole geometries. Visually, the LEUHR geometry compares best against the ideal projection. Figure 8 shows that contrast increases with sphere size for all simulated geometries. In general, contrast is slightly higher with pinhole geometries than with parallel hole geometries. Contrast is only in the 13 mm sphere higher in the ideal projection than in the simulated geometries. For the 22, 28 and 37 mm spheres, highest contrast is achieved with the 7 mm pinhole. In the 37 mm sphere, contrast is up to 20% lower with 3 mm pinholes than with parallel hole collimators or pinholes of 5 and 7 mm.
3.B. Image deformation and artifacts
3.C. Image contrast and noise
Image noise is 3 to 8 times higher in pinhole geometries than in parallel hole geometries [ Fig. 9(a) ]. Noise level in the virtual projections of the parallel hole collimator geometries is comparable with the noise level in the filtered ideal projection. For a fair comparison of image contrast, virtual projections of pinhole geometries are filtered with a 30 mm FWHM postreconstruction filter to approximately the noise level of the parallel hole collimators (CV % 0.17, Fig. 9(b)) . At equal noise level, contrast is substantially lower with pinhole collimators than with parallel hole collimator geometries. 
3.D. Detectability
Spheres are considered detectable when their CNR is larger than five. 18 From Fig. 10 , it is apparent that the 37 mm sphere can be reliably distinguished from the background in all simulated collimator geometries except for the 3 mm pinhole. Spheres from 17 mm and larger can be detected with all parallel hole collimators. In the ideal projection, also the 13 mm sphere is detectable. For the 3 mm pinhole collimator, none of the spheres can be reliably distinguished from the background noise.
3.E. Spatial resolution
Two point sources can be imaged separable if they are placed 4 cm apart for the LEAP collimator, 3.25 cm apart for the LEHR collimator and 2.75 cm apart for the LEUHR collimator. For the 3, 5, and 7 mm pinholes, point sources must be placed 1.25, 1.75, and 2.25 cm apart, respectively. The prototype has a spatial resolution of 1.50 cm. Figure 11 shows the virtual projection and profile plot of the 2.75 cm spatial resolution phantom obtained with the LEUHR collimator in which the two point sources can just be separated.
3.F. Comparison of simulated and acquired images
Measured and simulated simultaneous fluoroscopic and nuclear images of the 40 mm sphere phantom are shown in Fig. 12 . Visual agreement between measured and simulated hybrid images is high. Contrast is slightly higher in the simulated virtual projection (17.58 AE 4.19) than in the virtual projection constructed from the measured projections (15.89 AE 4.43). Noise levels are comparable between the simulations and the measurements (2.32 and 2.08, respectively).
Virtual projections of the digital image quality phantom obtained with Monte Carlo and with our simulations are shown in Fig. 13 . The contrast in the largest sphere is 4.07 AE 0.19 in the virtual projection originating from Monte Carlo, slightly lower than the contrast of 4.78 AE 0.17 in our simulations. Noise levels are slightly higher in the Monte Carlo projections (0.40 AE 0.09) than in our simulations (0.32 AE 0.08). Visual inspection of the images shows a good spatial and temporal overlay.
3.G. Qualitative assessment of simultaneous fluoroscopic and nuclear images
DISCUSSION
In hybrid fluoroscopic and nuclear imaging, collimator choice influences nuclear image quality in terms of resolution and sensitivity. Virtual projections obtained with six different collimators were simulated and compared in terms of contrast, noise, and detectability. Parallel hole collimators showed higher contrast, lower noise levels, and better detectability than pinhole collimators. In addition, simulations were verified with phantom measurements on the prototype system. 3 Virtual projections of a digital image quality phantom were simulated for six collimator geometries and compared with the ideal projection. For spheres smaller than 17 mm, none of the simulated collimator geometries could meet the contrast and CNR levels of the ideal projection. The ideal projection illustrates the achievable image quality without an X-ray detector obstructing the line of sight. However, the purpose of the hybrid imaging device is guiding interventional procedures rather than providing images with the highest diagnostic image quality. Slightly compromised contrast and CNR levels, as observed in the present study with parallel hole collimator geometries, may be acceptable for the aimed application.
By using parallel hole collimators, sensitivity can be improved by a factor of 7 to 22 with respect to the 5 mm pinholes of the prototype. On the other hand, collimator resolution is up to four times higher with pinholes. It is apparent from the simulations that, in terms of noise and detectability, the better counting statistics of the parallel hole collimators outweigh the superior resolution of the pinhole collimators.
The number of iterations is determined by the convergence rate of the contrast of the largest sphere. We have also investigated the noise-contrast trade-off for the different collimator geometries. This revealed that selecting the number of iterations based on noise-contrast trade-off does not lead to different results.
Besides parallel hole or pinhole collimators, usage of diverging or converging collimators might be considered. Diverging collimators share the advantage of minification with pinhole collimators, but exhibit an even lower resolution than parallel hole collimators. Converging collimators have a high sensitivity, but require an impractically large detector area to fully cover the FOV. Therefore, these collimator types are not expected to improve nuclear image quality compared with the current prototype. However, the usage of slant hole collimators with nonrotated gamma cameras might be an alternative for parallel hole collimators with rotated gamma cameras. Image quality will be comparable with parallel hole collimators, while nonrotated gamma cameras might be easier to mount on a c-arm. Ideally, freedom of operation of the c-arm should not be hampered by the addition of gamma cameras to the system. Therefore, the gamma cameras are placed at a relatively large distance from the patient, leading to projections with low counting statistics. Count statistics could be improved by placing the gamma cameras closer to the patient or by using more gamma cameras. However, both options could obstruct the working area of the interventional radiologist and limit the mobility of the system.
Count statistics, as well as nuclear image quality, are improved by using parallel hole collimators instead of pinhole collimators. However, this results in a less compact design, since larger gamma cameras are needed. The extra weight of the larger gamma cameras could be compensated for by a counterweight, while mobility can be guaranteed by adding a driving motor to the c-arm.
Nuclear image quality is affected by the reconstruction of the intermediate three-dimensional activity distribution. Due to the iterative nature of MLEM reconstruction, the algorithm is inherently slow. Faster construction of the virtual projection could be obtained by direct combination of the four projections in Fourier space without estimating the threedimensional activity distribution or by performing traditional filtered backprojection. 22 Results of experiments not presented in this paper indicated that both the number of projections and the angular coverage were insufficient for this type of reconstruction.
Reconstruction of the intermediate three-dimensional activity distribution from a limited number of projections and a limited angular coverage is a challenging task. Iterative algorithms based on total variation minimization have been fairly successful for few-view CT image reconstruction 23, 24 as well as for SPECT imaging. 25, 26 Total variation minimization encourages piecewise constant objects, while preserving edges. 27 Simulations, not presented in this paper, showed that total variation minimization did not improve nuclear image quality, since noise amplitude was larger than edge contrast.
Limitations of the simulations include that no scatter and attenuation effects were modeled in the forward projector used to simulate initial projections. This has no effect on the simulations with our digital image quality phantom, since this phantom is assumed to have equal attenuation coefficients in the hot spots and in the background. However, scatter and attenuation do affect image contrast in the projections of the sphere phantom obtained with the prototype. In liver radioembolization, gamma rays will be attenuated through a tissue layer of approximately 5 cm, reducing the number of counts by a factor of 2. This results in a higher noise level and lower contrast. Application of triple-energy window scatter correction will compensate for the loss in contrast, but at the same time increases noise levels. 28 Nuclear image quality as presented here for 1 s acquisition time might in clinical practice be comparable to acquisition times of 2-3 s. On the other hand, our phantom was placed at the most extreme distance from the gamma cameras, yielding a worst case scenario in terms of resolution and counts. In future research regarding simulations of clinical relevant situations, scatter and attenuation effects will be incorporated into the forward projector.
Because of the limited number of projections and the limited angular coverage, artifacts and image distortions were observed in the virtual projections. Image distortions cause the spheres to appear more to the edge of the phantom and are expected to appear in reconstructions of limited angular coverage when the iteration number is low. 29 In general, increasing the number of iterations is impractical in view of increasing noise levels. The observed artifacts at the sides of the phantom in the virtual projections of parallel hole geometries are likely caused by propagation of small interpolation errors introduced during rotation of the three-dimensional activity distribution in the forward and backward projectors. Artifacts were mainly observed outside the phantom, which implies they do not influence contrast and noise levels.
In the current prototype, software and hardware were not optimized for speed. Mean reconstruction time of a single virtual projection was approximately 3 seconds. This only allows retrospective construction of the virtual projection. Parallel processing on graphical processing units can substantially accelerate reconstruction times. 30 Therefore, real-time processing appears feasible when software and hardware are optimized for speed.
In the present simulation study, matched projectors are used for the generation of projections and reconstruction of the three-dimensional activity distribution. This represents the ideal situation, in which the true system matrix is known. In practice, the true system matrix is unknown, which might lead to nuclear images of lower quality than presented here. However, noise was added to the projections, thus avoiding a truly matched system. Although the projectors were still matched, noise is dominant in the simulations due to the short acquisition times. Therefore, we believe that the noisy projections differ enough from the original projection to allow the use of matched projectors. In addition, the effect of (un)matched projectors was investigated by simulations with Monte Carlo generated projections. These Monte Carlo simulations differed significantly from the basic projector in the reconstruction by including more detailed collimator modeling and attenuation and scatter effects. Still, this resulted in comparable values for contrast and noise as compared with simulations using the basic projector. We expect that potential differences may be minimized by calibrating the system. 29 Moreover, these errors will likely affect parallel hole and pinhole collimators similarly, so that the conclusions of this study remain valid.
CONCLUSION
In hybrid fluoroscopic and nuclear imaging, collimator choice influences nuclear image quality in terms of resolution and sensitivity. Image quality of nuclear images obtained with six different collimators was compared with the current prototype and the ideal projection by means of simulations. Parallel hole collimators showed lower noise and better detectability than pinhole collimators. Of the parallel hole collimators, the LEUHR collimator showed the best spatial resolution, with comparable values for contrast, noise, and detectability. Simulations were verified in terms of contrast and noise level by hybrid imaging of a phantom.
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