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Pour un ope´rateur borne´ T d’un espace de Hilbert H dans lui-meˆme, nous
montrons que si 0 =2 sgðTÞ; le spectre ge´ne´ralise´ de T, alors
distð0; sgðTÞÞ ¼ supfgðXTX1Þ; X ; X1 2 BðHÞg
¼ supfgðXTX1Þ; 04X ;X1 2 BðHÞg
¼ supfgðeATeAÞ; A ¼ An 2 BðHÞg
ou` distð0;sgðTÞÞ est la distance de ze´ro a` sgðTÞ et gðTÞ de´signe la conorme
de T. Dans le cas ou` T est semi-Fredholm, on trouve les formules de distances
suivantes:
distð0; sSFðTÞÞ ¼ supfgeðXTX
1Þ; X ;X1 2 BðHÞg
¼ supfgeðXTX
1Þ; 04X ;X1 2 BðHÞg
¼ supfgeðe
ATeAÞ; A ¼ An 2 BðHÞg
ou` sSFðTÞ et geðTÞ de´note respectivement le spectre semi-Fredholm et la conorme
essentielle de T : Nous montrons aussi que si T est un ope´rateur borne´ d’un espace de
Banach E dans lui-meˆme et si 0 2 sðTÞ; le spectre de T ; est un poˆle d’ordre d51 de la
re´solvante de T alors il existe S 2 BðEÞ inverse ge´ne´ralise´ de Td (i.e. Td STd ¼ Td )
commutant avec T et tel que
distð0;sðTÞ=f0gÞ ¼
1
rðSÞ
1
d
;
ou` rðSÞ de´signe le rayon spectral de S: Dans cette formule, prendre S ¼ 0 et distð0;
sðTÞ=f0gÞ ¼ 1 si T est nilpotent. # 2002 Elsevier Science (USA)
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MOSTAFA MBEKHTA2321. INTRODUCTION
Dans ce travail H de´signera un espace de Hilbert (complexe) et BðHÞ
l’alge`bre des ope´rateurs borne´s de H dans lui-meˆme. Pour T 2 BðHÞ; on
notera NðTÞ et RðTÞ respectivement le noyau et l’image de T :
Un ope´rateur S 2 BðHÞ est dit inverse ge´ne´ralise´ de T si TST ¼ T et
STS ¼ S: Dans ce cas on dira que T admet un inverse ge´ne´ralise´. Notons
que dans cette de´ﬁnition la premie`re e´galite´ est ne´cessaire et sufﬁsante pour
que T admette un inverse ge´ne´ralise´ (voir [5, 9, 10, 17]).
Dans [2, 16, 17], on trouve une ge´ne´ralisation du spectre de T ; sðTÞ;
consistant a` remplacer la notion d’inversibilite´ par l’existance d’un ‘‘inverse
ge´ne´ralise´ analytique’’. Plus pre´cisement, l’ensemble re´gulier de T sera note´
regðTÞ et par de´ﬁnition:
regðTÞ :¼ fl 2 C; il existe Ul un voisinage de l et une fonction
Rð:Þ : Ul ! BðHÞ; analytique et tel que pour tout m 2 Ul;
RðmÞ soit un inverse ge´ne´ralise´ de T  mIg:
Alors le spectre ge´ne´ralise´ de T ;sgðTÞ; est le complementaire de regðTÞ
dans C: Le The´ore`me 2.6 [16], montre que ‘‘0 2 regðTÞ si et seulement si T
admet un inverse ge´ne´ralise´ et pour tout n50; NðTnÞ 
 RðTÞ’’.
Pour plus de de´tails sur les caracte´risations et les proprie´te´s du spectre
ge´ne´ralise´ voir [2, 16, 17].
Il est bien connu que si 0 =2 sðTÞ alors
distð0;sðTÞÞ ¼
1
rðT1Þ
;
ou` rðT1Þ est le rayon spectral de l’ope´rateur T1:
Re´cemment Badea et Mbekhta [3], ont donne´ une formule de distance au
spectre ge´ne´ralise´ analogue a` la formule pre´cedente.
TheŁ oreØ me 1.1 (Badea et Mbekhta [3, The´ore`me 2.3]). Soit T 2 BðHÞ
avec 0 =2 sgðTÞ alors
distð0; sgðTÞÞ ¼ sup
1
rðSÞ
; TST ¼ T
 
:
Signalons que le The´ore`me 1.1 donne une re´ponse positive dans BðHÞ a`
une conjecture pose´e par Zema´nek [24].
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donnons d’autres formules de distances au spectre ge´ne´ralise´ en fonction de
la conorme de l’orbite de conjugaison de T (voir The´ore`me 2.1).
D’autre part, a` la ﬁn de cette section (cf. The´ore`me 2.8), nous montrons
que si T 2 BðEÞ; E un espace de Banach, et si 0 2 sðTÞ est un poˆle d’ordre
d51 de la re´solvante de T alors il existe S 2 BðEÞ inverse ge´ne´ralise´ de Td
commutant avec T et tel que
distð0;sðTÞ=f0gÞ ¼
1
rðSÞ
1
d
;
dans cette formule, prendre S ¼ 0 et distð0;sðTÞ=f0gÞ ¼ 1 si T est
nilpotent.
Dans le paragraphe 3, on s’interesse a` la classe des ope´rateurs semi-
Fredholm. Un ope´rateur T 2 BðHÞ est dit semi-Fredholm si l’image de T est
ferme´e et minfdimðNðTÞÞ; codimðRðTÞÞgo1:
Notons par sSFðTÞ; le spectre semi-Fredholm de T ; de´ﬁni par sSFðTÞ :¼
fl 2 C; T  lI n’est pas semi-Fredholmg: Zema´nek [22, 23] et Tylli [21] ont
donne´ une formule pour la distance au spectre semi-Fredholm, en fonction
du comportement asymptotique de certaines quantite´s lie´es aux ope´rateurs
semi-Fredholm. Mbekhta et Paul [19], ont obtenus la meˆme formule en
fonction du comportement asymptotique de la conorme essentielle. Dans ce
paragraphe, nous donnons d’autres formules de distances au spectre semi-
Fredholm en fonction de la conorme essentielle de l’orbite de conjugaison
de T :
Finalement dans le paragraphe 4, nous posons quelques proble`mes.
2. FORMULES DE DISTANCE AU SPECTRE GE´NE´RALISE´
Rappelons la de´ﬁnition et quelques proprie´te´s de la conorme d’un
ope´rateur T 2 BðHÞ; note´e par gðTÞ et par de´ﬁnition:
gðTÞ :¼ inffjjTxjj; x 2 NðTÞ? et jjxjj ¼ 1g ðgðTÞ ¼ þ1 si T ¼ 0Þ:
Alors (cf. [2, 7, 12, 13])
gðTÞ > 0 si et seulement si RðTÞ est ferme´; ð1Þ
gðTÞ ¼ gðTnÞ: ð2Þ
Le re´sultat essentiel de ce paragraphe est le The´ore`me suivant.
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distð0;sgðTÞÞ ¼ supfgðXTX1Þ; X ; X1 2 BðHÞg
¼ supfgðXTX1Þ; 04X ; X1 2 BðHÞg
¼ supfgðeATeAÞ; A ¼ An 2 BðHÞg:
Remarque. (i) Apostol [2, The´ore`me 3.2] et Mbekhta [17, The´ore`me 3.1],
ont montre´ inde´pendament que si 0 =2 sgðTÞ alors
distð0;sgðTÞÞ ¼ lim
n!1
gðTnÞ
1
n:
(ii) En ge´ne´ral le supremum dans le The´ore`me 2.1 n’est pas atteint. En
effet si T 2 BðHÞ inversible et si le supremum dans le The´ore`me 2.1 est
atteint, alors le The´ore`me 1.1 impliquerait rðT1Þ ¼ rðX0T1X10 Þ ¼ jjX0
T1X10 jj pour un certain X0; X
1
0 2 BðHÞ; d’ou` on en de´duirait que tout
ope´rateur inversible est similaire a` un ope´rateur S ve´riﬁant rðSÞ ¼ jjSjj: Ce
qui est e´videmment faux en ge´ne´ral.
Pour la de´monstration du The´ore`me 2.1 on aura besoin des Lemmes
suivants. Le premier Lemme se trouve dans [6, Lemme 4].
Lemme 2.2. Soit T ; S 2 BðHÞ alors les propositions suivantes sont vraies
(i) TST ¼ T ) gðTÞ5 1jjSjj;
(ii) S est un inverse ge´ne´ralise´ de T si et seulement si XSX1 est un
inverse ge´ne´ralise´ de XTX1 pour tout X ; X1 2 BðHÞ si et seulement si il
existe X0; X10 2 BðHÞ tel que X0SX
1
0 soit un inverse ge´ne´ralise´ de X0TX
1
0 :
De´monstration. (i) Si TST ¼ T alors pour tout x 2 H; Tx ¼ TSTx:
D’ou`, x STx 2 NðTÞ: Par conse´quent distðx; NðTÞÞ ¼ distðSTx; NðTÞÞ4jj
STxjj4jjSjjjjTxjj: Maintenant l’ine´galite´ dans (i) se de´duit de la de´ﬁnition de
la conorme.
(ii) Une simple ve´riﬁcation. ]
Lemme 2.3. Soit T 2 BðHÞ avec 0 =2 sgðTÞ alors
Bð0; gðTÞÞ ¼ fl 2 C; jljogðTÞg 
 regðTÞ:
De´monstration. D’apre`s [10, The´ore`me 2], gðTÞ ¼ 1jjTþjj ou` T
þ est
l’inverse de Moore–Penrose de T (voir la Section 4 a` la ﬁn de ce travail).
Donc Bð0; gðTÞÞ ¼ Bð0; 1jjTþjjÞ: Soit l 2 Bð0; gðTÞÞ alors I  lT
þ est inversible
dans BðHÞ: Posons RðlÞ ¼ ðI  lTþÞ1Tþ ¼ TþðI  lTþÞ1: Alors la
FORMULES DE DISTANCE AU SPECTRE GE´NE´RALISE´ 235fonction Rð:Þ est analytique dans Bð0; gðTÞÞ et on ve´riﬁe´ que pour tout
l 2 Bð0; gðTÞÞ; RðlÞ est un inverse ge´ne´ralise´ de T  lI (voir [16, The´ore`me
2.6, ðiiÞ implique ðiÞ]). ]
Lemme 2.4. Soit T 2 BðHÞ alors pour tout X ; X1 2 BðHÞ;
sgðTÞ ¼ sgðXTX1Þ:
De´monstration. Une simple ve´riﬁcation. ]
De´monstration du The´ore`me 2.1. En utilisant les Lemmes 2.4 et 2.3, on
voit facilement que pour tout X ; X1 2 BðHÞ;
distð0; sgðTÞÞ ¼ distð0;sgðXTX1ÞÞ5gðXTX1Þ:
D’ou`
distð0; sgðTÞÞ5 supfgðXTX1Þ; X ; X1 2 BðHÞg
5 supfgðXTX1Þ; 04X ; X1 2 BðHÞg
5 supfgðeATeAÞ; A ¼ An 2 BðHÞg:
Montrons l’autre ine´galite´. Soit S 2 BðHÞ avec TST ¼ T : Alors, le Lemme
2.2, implique que, pour tout X ; X1 2 BðHÞ;
gðXTX1Þ5
1
jjXSX1jj
: ð3Þ
Soit maintenant e > 0 arbitraire. Alors rð S
rðSÞþeÞo1: Par le The´ore`me de
Rota [20, The´ore`me 2], il existe Xe 2 BðHÞ inversible tel que
jjXeSX1e jj4rðSÞ þ e: ð4Þ
Puisque Xe est inversible, par la de´composition polaire, il existe un
ope´rateur unitaire U 2 BðHÞ tel que Xe ¼ U jXej; ou` jXej ¼ ðX ne XeÞ
1
2: D’ou`,
jXej est inversible et positif. Donc il existe a > 0 tel que sðjXejÞ 
 ½a;1½: Par
conse´quent on peut de´ﬁnir le logarithme de jXej: Soit Ae ¼ logðjXejÞ: Alors
jXej ¼ eAe et jXej1 ¼ eAe :
Comme U est unitaire, jjeAeSeAe jj ¼ jjXeSX1e jj:
D’ou`, en utilisant (3) et (4) on voit sans difﬁculte´ que
gðeAeTeAeÞ5
1
rðSÞ þ e
:
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supfgðeATeAÞ; A ¼ An 2 BðHÞg5
1
rðSÞ þ e
:
Or, e > 0 est arbitraire. Donc pour tout S 2 BðHÞ ve´riﬁant TST ¼ T ;
supfgðeATeAÞ; A ¼ An 2 BðHÞg5
1
rðSÞ
:
Par conse´quent, en appliquant le The´ore`me 1.1 on obtient
supfgðeATeAÞ; A ¼ An 2 BðHÞg5supf 1
rðSÞ; TST ¼ Tg ¼ distð0; sgðTÞÞ:
Ce qui ache`ve la de´monstration du The´ore`me. ]
Posons sðTÞ :¼ supfgðXTX1Þ; X ; X1 2 BðHÞg: Alors on a le corollaire
suivant
Corollaire 2.5. Soit T 2 BðHÞ avec 0 =2 sgðTÞ:
Alors pour tout n51; sðTnÞ ¼ sðTÞn
De´monstration. Soit n51: Alors, par [17, Proposition 3.7]), 0 =2 sgðTnÞ:
En utilisant le The´ore`me 2.1 et [17, The´ore`me 3.1], on obtient
sðTnÞ ¼ lim
k!1
ðgðTknÞ
1
knÞn ¼ sðTÞn: ]
Makai et Zema`nek [15], ont e´tudie le module de surjectivite´ de T ; note´
qðTÞ; et le module d’injectivite´ (ou minimal) de T ; note´ mðTÞ; par de´ﬁnition:
qðTÞ :¼ supfe > 0; eBð0; 1Þ 
 TBð0; 1Þg et mðTÞ :¼ inffjjTxjj; jjxjj ¼ 1g:
Alors il est facile de voir que
qðTÞ > 0, T est surjectif ;
mðTÞ > 0, T est injectif a` image ferme´e;
qðTnÞ ¼ mðTÞ et qðTÞ ¼ mðTnÞ:
D’autre part, il est clair que
mðTÞ > 0) mðTÞ ¼ gðTÞ ðpuisque T est injectifÞ;
qðTÞ > 0)qðTÞ¼gðTÞ ðpuisque qðTÞ¼mðTnÞ > 0 implique gðTÞ¼gðTnÞ¼
mðTnÞ ¼ qðTÞÞ:
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SurðTÞ :¼ supfe > 0; T  lI est surjectif pour tout jljoeg et
InjðTÞ :¼ supfe > 0; T  lI est injectif a` image ferme´e pour tout jljoeg:
Alors, on trouve dans [15], les re´sultats suivants:
SurðTÞ ¼ lim
n!1
qðTnÞ
1
n et InjðTÞ ¼ lim
n!1
mðTnÞ
1
n:
TheŁ oreØ me 2.6. Pour T 2 BðHÞ; on a
ðiÞ SurðTÞ ¼ supfqðXTX1Þ; X ; X1 2 BðHÞg
¼ supfqðXTX1Þ; 04X ; X1 2 BðHÞg
¼ supfqðeATeAÞ; A ¼ An 2 BðHÞg;
ðiiÞ InjðTÞ ¼ supfmðXTX1Þ; X ; X1 2 BðHÞg
¼ supfmðXTX1Þ; 04X ; X1 2 BðHÞg
¼ supfmðeATeAÞ; A ¼ An 2 BðHÞg:
De´monstration. Il sufﬁt de remarquer que qðTÞ ¼ 0 si et seulement si
supfqðXTX1Þ; X ; X1 2 BðHÞg ¼ 0 et aussi mðTÞ ¼ 0 si et seulement si
supfmðXTX1Þ; X ; X1 2 BðHÞg ¼ 0: Et, d’autre part, si qðTÞ > 0 (resp.
mðTÞ > 0) alors qðTÞ ¼ gðTÞ (resp. mðTÞ ¼ gðTÞ). Maintenant pour conclure
on utilise le The´ore`me 2.1. ]
Remarque. Le meˆme argument utilise´ dans la remarque (ii) qui suit le
The´ore`me 2.1, montre que le supremum dans le The´ore`me 2.6, n’est pas
atteint en ge´ne´ral.
Labrousse a introduit et a e´tudie´ les ope´rateurs quasi-Fredholm (cf. [14]).
Dans ce travaille nous donnons une de´ﬁnition e´quivalente a` cette classe, plus
adapte´e a` notre contexte (voir [14, The´ore`me 3.2.2]).
D !efinition. Un ope´rateur T 2 BðHÞ est dit quasi-Fredholm de degre´
d51 (et on note T 2 qFðdÞÞ si il existe M et N deux sous-espaces ferme´s de
H tels que
(a) H ¼ M N;
(b) TðMÞ 
 M et 0 2 regðT jMÞ;
(c) TðNÞ 
 N et T jN est nilpotent de degre´ d:
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associe´e a` T
Remarque. (i) T. Kato a montre´ que les ope´rateurs semi-Fredholm
admettent une de´composition de Kato de degre´ ﬁni (cf. [12. The´ore`me 4]).
Un autre exemple important d’ope´rateurs quasi-Fredholm, c’est les
ope´rateurs ayant ze´ro comme poˆle d’ordre ﬁni de la re´solvante.
(ii) Le Corollaire 3.9 du [17], montre que si T est quasi-Fredholm alors
distð0; sgðTÞ =f0gÞ ¼ lim
n!1
gðTnÞ
1
n:
Exemple. L’exemple qui suit montre qu’on ne peut pas avoir des
formules de distance analogues a` celles du The´ore`me 2.1 pour les ope´rateurs
quasi-Fredholm.
Soit H ¼ C2 et T ¼
1 0
1 0
 
: Alors T2 ¼ T ; sðTÞ ¼ f0; 1g et
H ¼ RðTÞ NðTÞ: Donc, 0 2 sðTÞ est un poˆle d’ordre 1 de la re´solvante
de T : Un simple calcul montre que gðTÞ ¼
ﬃﬃﬃ
2
p
et l’inverse de
Moore–Penrose Tþ de T est donne´ par la matrice Tþ ¼
1=2 1=2
0 0
 
:
Par conse´quent,
distð0;sðTÞ =f0gÞ ¼ 1o 1
rðTþÞ
¼ 24sup
1
rðSÞ
; TST ¼ T
 
;
et d’autre part,
distð0; sðTÞ=f0gÞ ¼ 1ogðTÞ ¼
ﬃﬃﬃ
2
p
4supfgðXTX1Þ; X ; X1 2 BðHÞg:
Le The´ore`me suivant donne une formule de distance pour les ope´rateurs
quasi-Fredholm.
TheŁ oreØ me 2.7. Soit T 2 BðHÞ un ope´rateur quasi-Fredholm de degre´
d51 et soit ðM ; NÞ une de´composition de Kato de degre´ d51 associe´e a` T.
Notons par Md :¼ fS 2 BðHÞ; TdSTd ¼ Td et SðMÞ 
 Mg: Alors
distð0;sgðTÞ=f0gÞ ¼ sup
1
rðSÞ
; S 2Md
  1
d
;
dans cette formule, prendre S ¼ 0 et distð0;sgðTÞ=f0gÞ ¼ 1 si T est nilpotent.
De´monstration. La de´monstration se fait en deux e´tapes.
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T0 ¼ T jM 2 BðMÞ; alors regðT0Þ ¼ regðTÞ [ f0g: D’ou`, par le The´ore`me 1.1,
on a
distð0;sgðTÞ=f0gÞ ¼ distð0;sgðT0ÞÞ ¼ sup
1
rðS0Þ
; T0S0T0 ¼ T0; S0 2 BðMÞ
 
:
Soit maintenant S0 2 BðMÞ un inverse ge´ne´ralise´ de T0 2 BðMÞ: Posons
S ¼
S0 0
0 0
 
2 BðHÞ; par rapport a` la de´composition H ¼ M N: Alors
il est facile de voir que S 2M1 et rðSÞ ¼ rðS0Þ: D’ou`, on obtient l’ine´galite´,
distð0;sgðTÞ=f0gÞ4sup
1
rðSÞ
; S 2M1
 
:
Montrons l’autre ine´galite´. Soit S 2M1 et S0 ¼ SjM 2 BðMÞ: Alors on a,
T ¼
T0 0
0 0
 !
et S ¼
S0 *
0 *
 !
;
par rapport a` la de´composition H ¼ M  NðN 
 NðTÞÞ: Il s’en suit
que S0 2 BðMÞ est un inverse ge´ne´ralise´ de T0 2 BðMÞ et que pour tout
n51;
Sn ¼
Sn0 *
0 *
 !
et jjSnjj5jjSn0 jj:
D’ou`,
1
rðSÞ
4
1
rðS0Þ
4distð0;sgðTÞ=f0gÞ:
Par conse´quent, pour tout S 2M1;
1
rðSÞ
4distð0;sgðTÞ=f0gÞ:
Et donc,
sup
1
rðSÞ
; S 2M1
 
4distð0;sgðTÞ=f0gÞ;
et la premie`re e´tape est de´montre´e.
Deuxie`me e´tape, le cas d51: Supposons donc que T 2 qFðdÞ et posons
A ¼ Td : Alors A 2 qFð1Þ: En appliquant la premie`re e´tape a` A et en
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obtient
ðdistð0;sgðTÞ=f0gÞÞ
d ¼ ðdistð0;sgðTd Þ=f0gÞÞ ¼ sup
1
rðSÞ
; S 2Md
 
;
et le The´ore`me est de´montre´. ]
Remarque. (i) L’exemple pre´ce´dent montre qu’on ne peut pas prendre le
supremum sur tout les inverses ge´ne´ralise´s de Td dans le The´ore`me 2.7.
D’autre part, il est clair que la formule de distance dans la The´oe`me 2.7, ne
depend pas du choix de la de´composition de Kato associe´e a` T : Il serait
naturel de remplacer dans l’e´nonce´ du The´ore`me 2.7 la condition
‘‘SðMÞ 
 M’’ par une condition independante du choix de la de´composition
de Kato associe´e a` T (voir la Section 4, Proble`me 2).
(ii) Le The´ore`me suivant montre que dans le cas particulier, ou` ze´ro est
un poˆle d’ordre ﬁni de la re´solvante, le supremum dans le The´ore`me 2.7 est
atteint.
TheŁ oreØ me 2.8. Soit E un espace de Banach et T 2 BðEÞ tel que 0 2 sðTÞ
soit un poˆle d’ordre d51 alors il existe S 2 BðEÞ inverse ge´ne´ralise´ de Td
commutant avec T et tel que:
distð0;sðTÞ=f0gÞ ¼
1
rðSÞ
1
d
;
dans cette formule, prendre S ¼ 0 et distð0;sðTÞ=f0gÞ ¼ 1 si T est nilpotent.
De´monstration. La de´monstration se fait en deux e´tapes.
Premie`re e´tape, le cas d ¼ 1: Supposons donc que ze´ro est un poˆle simple
de la re´solvante de T et soit P 2 BðEÞ la projection sur RðTÞ suivant la
de´composition E ¼ RðTÞ NðTÞ: Comme T1 ¼ T : RðTÞ ! RðTÞ est
inversible, posons S ¼ T11 P 2 BðEÞ: Alors il est facile de voir que TST ¼
T ; STS ¼ S et TS ¼ ST ¼ P: D’ou`, TP ¼ PT ¼ T et SP ¼ PS ¼ S:
D’autre part, on ve´riﬁe´ facilement que si la0; alors
ðT  lIÞP ¼ lTðl1I  SÞP ¼ lðl1I  SÞTP:
Par conse´quent, si la0; alors
T  lI jRðPÞ est inversible , lTðl
1I  SÞjRðPÞ est inversible
, l1I  SjRðPÞ est inversible:
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1I  SjNðPÞ ¼ l
1I jNðPÞ; il re´sulte que
si la0 alors T  lI est inversible dans BðEÞ si est seulement si S  l1I est
inversible dans BðEÞ:
D’ou`, sðTÞ=f0g ¼ fl1 2 C; l 2 sðSÞg:
Par conse´quent,
distð0;sðTÞ=f0gÞ ¼
1
rðSÞ
:
Deuxie`me e´tape, le cas d51: Supposons donc que ze´ro est un poˆle d’ordre
d51 (i.e. E ¼ RðTdÞ NðTdÞ) et posons A ¼ Td : Alors, ze´ro est un poˆle
simple de la re´solvante de A (i.e. E ¼ RðAÞ NðAÞ). Appliquant la premie`re
e´tape a` l’ope´rateur A: Alors il existe S 2 BðEÞ tel que ASA ¼ A; TS ¼ ST
(par construction de S) et distð0;sðAÞ=f0gÞ ¼ 1
rðSÞ:
Maintenant, en utilisant le The´ore`me de l’application spectrale, on voit
que distð0;sðAÞ=f0gÞ ¼ distð0; sðTdÞ=f0gÞ ¼ ðdistð0;sðTÞ=f0gÞÞd : Par conse´-
quent,
distð0;sðTÞ=f0gÞ ¼
1
rðSÞ
1
d
:
Et le The´ore`me est de´montre´. ]
3. FORMULES DE DISTANCE AU SPECTRE SEMI-FREDHOLM
Rappelons la de´ﬁnition et quelques proprie´te´s de la conorme essentielle
d’un ope´rateur. Si A est une Cn-alge`bre et a 2 A; notons par La : A ! A
l’ope´rateur de multiplication a` gauche, de´ﬁni par Lax ¼ ax si x 2 A: Alors la
conorme de a 2 A sera par de´ﬁnition gðaÞ :¼ gðLaÞ: Dans [9, 10, 18], on
trouve les re´sultats suivants, si a 2 A alors
gðaÞ ¼ inffsðjajÞ=f0gg; ou´ jaj ¼ ðanaÞ
1
2; ð5Þ
gðaÞ2 ¼ gðjajÞ2 ¼ gðanaÞ ¼ gðaanÞ ¼ gðjanjÞ2 ¼ gðanÞ2: ð6Þ
Soit KðHÞ l’ide´al des ope´rateurs compacts et CðHÞ ¼ BðHÞ=KðHÞ
l’alge`bre de Calkin (voir [8]). Soit p : BðHÞ ! CðHÞ la surjection
canonique. Alors CðHÞ munie de la norme essentielle jjT jje ¼ jjpðTÞjj; est
une Cn-alge`bre. Soit T 2 BðHÞ: Alors gðpðTÞÞ sera appele´e la conorme
essentielle de T et sera note´e geðTÞ (cf. [19]). Le The´ore`me 1 du [19], montre
le lien entre la conorme et la conorme essentielle:
geðTÞ ¼ supfgðT þ KÞ; K 2 KðHÞg; ð7Þ
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existe K 2 KðHÞ tel que
geðTÞ ¼ gðT þ KÞ: ð8Þ
Lemme 3.1. Soit T 2 BðHÞ avec 0 =2 sSFðTÞ alors
Bð0; geðTÞÞ ¼ fl 2 C; jljogeðTÞg 
 rSFðTÞ ¼ C=sSFðTÞ:
De´monstration. Voir [19, Corollaire 5]. ]
Lemme 3.2. Soit T 2 BðHÞ alors pour tout X ; X1 2 BðHÞ;
sSFðTÞ ¼ sSFðXTX1Þ:
De´monstration. Une simple ve´riﬁcation. ]
Le re´sultat essentiel de ce paragraphe est le The´ore`me suivant.
TheŁ oreØ me 3.3. Soit T 2 BðHÞ avec 0 =2 sSFðTÞ alors
distð0; sSFðTÞÞ ¼ supfgeðXTX
1Þ; X ; X1 2 BðHÞg
¼ supfgeðXTX
1Þ; 04X ; X1 2 BðHÞg
¼ supfgeðe
ATeAÞ; A ¼ An 2 BðHÞg:
De´monstration. En utilisant les Lemmes 3.1 et 3.2, on voit facilement
que pour tout X ; X1 2 BðHÞ;
distð0;sSFðTÞÞ5geðXTX
1Þ:
D’ou`,
distð0;sSFðTÞÞ5supfgeðXTX
1Þ; X ; X1 2 BðHÞg
5 supfgeðXTX
1Þ; 04X ; X1 2 BðHÞg
5 supfgeðe
ATeAÞ; A ¼ An 2 BðHÞg:
Montrons l’autre ine´galite´. Notons d’abord,
rmðTÞ :¼ fl 2 rSFðTÞ; T  lI est inversible a´ droite ou a´ gaucheg:
Alors par le The´ore`me d’Apostol [1, The´ore`me 4.5], (voir aussi [11, Chap.
3]), il existe un ope´rateur compact K 2 BðHÞ tel que rSFðTÞ ¼ rmðT þ KÞ:
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Corollaire 2.6]), le The´ore`me 2.1, et (7), on obtient
distð0; sSFðTÞÞ ¼ distð0;C=rmðT þ KÞÞ
¼ sup
1
rðSÞ
; ðT þ KÞSðT þ KÞ ¼ T þ K
 
¼ sup gðeAðT þ KÞeAÞ; A ¼ An 2 BðHÞ
	 

¼ sup gðeATeA þ eAKeAÞ; A ¼ An 2 BðHÞ
	 

4 supfgeðe
ATeAÞ; A ¼ An 2 BðHÞg;
et le The´ore`me est de´montre´. ]
Si a 2 A une Cn-alge`bre, alors on pose par de´ﬁnition mðaÞ :¼ mðLaÞ:
Lemme 3.4. Soit a 2 A alors les conditions suivantes sont e´quivalentes
(i) mðaÞ > 0;
(ii) La est injectif a` image ferme´e,
(iii) il existe b 2 A tel que ba ¼ 1:
Et, dans ce cas mðaÞ ¼ gðaÞ:
De´monstration. L’e´quivalence ðiÞ , ðiiÞ est bien connue.
ðiiÞ ) ðiiiÞ Puisque RðLaÞ ¼ aA est ferme´, il existe b 2 A tel que aba ¼ a
(voir [9, The´ore`me 8]). D’ou` að1 baÞ ¼ 0 et donc 1 ba 2 NðLaÞ ¼ f0g:
Par conce´quent, ba ¼ 1:
ðiiiÞ ) ðiÞ pour x 2 A avec jjxjj ¼ 1; on a 1 ¼ jjxjj ¼ jjbaxjj4jjbjj jjaxjj:
D’ou`, 1jjbjj4jjaxjj pour tout x 2 A avec jjxjj ¼ 1: Il s’en suit que mðaÞ5
1
jjbjj > 0:
L’e´galite´ mðaÞ ¼ gðaÞ est claire, puisque La est injectif. ]
Si A ¼ CðHÞ l’alge`bre de Calkin, alors pour T 2 BðHÞ; mðpðTÞÞ sera
note´e meðTÞ et sera appele´e le module minimal essentiel de T (voir [4]).
Notons:
FþðHÞ :¼ fT 2 BðHÞ; RðTÞ ferme´ et dimðNðTÞÞo1g;
sþðTÞ :¼ fl 2 C; T  lI =2 FþðHÞg
et
FðHÞ :¼ fT 2 BðHÞ; RðTÞ ferme´ et codimðRðTÞÞo1g;
sðTÞ :¼ fl 2 C; T  lI =2 FðHÞg:
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The´ore`me 2]).
Lemme 3.5. Soit T 2 BðHÞ alors les conditions suivantes sont e´quivalentes
(i) meðTÞ > 0;
(ii) LpðTÞ est injectif a` image ferme´e,
(iii) il existe B 2 BðHÞ tel que pðBTÞ ¼ pðIÞ;
(iv) T 2 FþðHÞ: Et, dans ce cas meðTÞ ¼ geðTÞ:
Par dualite´, on obtient
Lemme 3.6. Soit T 2 BðHÞ alors les conditions suivantes sont
e´quivalentes
(i) meðTnÞ > 0;
(ii) LpðTÞ surjectif,
(iii) il existe B 2 BðHÞ tel que pðTBÞ ¼ pðIÞ;
(iv) T 2 FðHÞ:
Et, dans ce cas meðTnÞ ¼ geðTÞ:
Remarque. Les Lemmes 3.5 et 3.6 montrent que si T est semi-Fredholm
alors geðTÞ ¼ maxfmeðTÞ; meðT
nÞg; et si T est Fredholm (i.e. T 2 FðHÞ :¼
FþðHÞ \ FðHÞ) alors geðTÞ ¼ meðTÞ ¼ meðT
nÞ:
Notons le spectre essentiel de T par seðTÞ :¼ fl 2 C; T  lI =2 FðHÞg;
alors seðTÞ ¼ sþðTÞ [ sðTÞ: D’autre part, par la continuite´ de l’indice, la
frontie`re du spectre essentiel de T ; @seðTÞ 
 sþðTÞ \ sðTÞ:
TheŁ oreØ me 3.7. Soit T 2 BðHÞ alors on a les implications suivantes,
ðiÞ T 2 FþðHÞ ) distð0;sþðTÞÞ ¼ supfmeðXTX1Þ; X ; X1 2 BðHÞg
¼ supfmeðXTX1Þ; 04X ; X1 2 BðHÞg
¼ supfmeðeATeAÞ; A ¼ An 2 BðHÞg;
ðiiÞ T 2 FðHÞ ) distð0; sðTÞÞ ¼ supfmeðXTnX1Þ; X ; X1 2 BðHÞg
¼ supfmeðXTnX1Þ; 04X ; X1 2 BðHÞg
¼ supfmeðeATneAÞ; A ¼ An 2 BðHÞg;
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1Þ; X ; X1 2 BðHÞg
¼ supfgeðXTX
1Þ; 04X ; X1 2 BðHÞg
¼ supfgeðe
ATeAÞ; A ¼ An 2 BðHÞg:
De´monstration. On utilise la remarque pre´ce´dente et le The´ore`me
3.3. ]
4. PROBLE`MES
Dans ce paragraphe, on propose quelques proble`mes ouverts.
Proble`me 1. Supposons qu’il existe e > 0 et d > 0 tels que geðT  lIÞ5d
pour tout jljoe; est-ce que il existe e0 > 0; d0 > 0 et K 2 KðHÞ tels que
gðT þ K  lIÞ5d0 pour tout jljoe0?
Remarque. La formule (8) est une solution du proble`me du rele`vement
de la conorme essentielle. Le Proble`me 1, est un proble`me de rele`vement
uniforme de la conorme essentielle.
Les The´ore`mes 2.7 et 2.8 sugge´rent les deux proble`mes suivants:
Proble`me 2. Peut-on remplacer dans le The´ore`me 2.7, l’ensemble Md
par Rd :¼ fS 2 BðHÞ; TdSTd ¼ Td et SðR1ðTÞÞ 
 R1ðTÞg?
ou´ R1ðTÞ ¼
\
n50
RðTnÞ:
Proble`me 3. Soit T est un ope´rateur quasi-Fredholm de degre´ d51: Est-
ce que il existe S 2 BðHÞ tel que TdSTd ¼ Td et distð0; sgðTÞ=f0gÞ ¼ 1
rðSÞ
1
d
?
Remarque. Si la re´ponse aux Proble`mes 2 et 3 est oui pour d ¼ 1 alors la
re´ponse est aussi oui pour tout d51: En effet, il sufﬁt de remarquer que
T 2 qFðdÞ ) Td 2 qFð1Þ: En suite appliquer les meˆmes arguments utilise´s
dans la de´monstration du The´ore`me 2.7.
Proble`me 4. Est-ce que le supremum dans le The´ore`me 1.1 est atteint?
Remarque. Si la re´ponse au Proble`me 4 est oui alors, en utilisant la
de´composition de Kato, on peut de´montrer que la re´ponse au Proble`me 3
est aussi oui.
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T ¼ T ; TþTTþ ¼ Tþ; ðTTþÞn ¼ TTþ et ðTþTÞn ¼ TþT :
En ge´ne´ral, l’inverse ge´ne´ralise´ n’est pas unique. Par contre, l’inverse de
Moore–Penrose est unique et on a (cf. [9, 10, 19]),
pðTþÞ ¼ pðTÞþ; gðTÞ ¼
1
jjTþjj
et geðTÞ ¼
1
jjpðTþÞjj
:
Proble`me 5. Est-ce que l’implication suivante,
0 2 regðTÞ ) lim
n!1
jjðTnÞþjj
1
n ¼ lim
n!1
jjðTþÞnjj
1
n
est vraie?
Remarque. Si la re´ponse au Proble`me 5 est oui alors le supremum dans
le The´ore`me 1.1 est atteint (voir Proble`me 4) et on a distð0;sgðTÞÞ ¼ 1rðTþÞ:
Proble`me 6. Supposons que A ¼ An 2 BðHÞ et 0 2 regðTÞ: Est-ce que
jjeATþeAjj ¼ jjðeATeAÞþjj?
Proble`me 7. Est-ce que l’implication suivante,
0 2 regðTÞ ) distð0;sgðTÞÞ ¼ sup
1
jjeATþeAjj
; A ¼ An 2 BðHÞ
 
est vraie?
Remarque. Si la re´ponse au Proble`me 6 est oui alors la re´ponse au
Proble`me 7 est aussi oui.
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