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The representation theory of S,, is applied to prove that for any P.I. algebra, 
FS, contains a certain two-sided ideal of identities, provided that n is big 
enough. In characteristic zero this yields Amitsur’s sr*[x] theorem together with 
explicit I and k. The same methods yield an explicit identity for A @ B. 
Modular representations of S, are used to extend those results to an arbitrary 
characteristic, 
In [l], Amitsur showed that any P.I. algebra that satisfies an identity of 
degree d, satisfies some identity of the form Q[x] where I GZ d. Here 
is the standard polynomial of degree d. Although Amitsur and the late A. 
Robinson showed that the exponent k depends on d (unpublished), no effective 
way was known to compute k and thus to write an explicit identity for A. 
In [9] the present author showed that if A and B are two P.I. algebras, then 
A @ B is a P.I. algebra. Again, the problem of constructing an actual identity 
for A @ B was yet to be solved. 
The main tool in the proof of the A @ B theorem was the sequence c, of 
codimensions of a P.I. algebra A, and the exponential estimate c, < 01” of 
its rate-of-growth [9, Theorem 4.71. In fact, by using a recursive formula 
it was shown there that if A satisfies an identity of degree d, then LY < 3 . 4d-3. 
Using the same formula, Klein and the present author improved this estimate, 
in [6], to LY. < 3 . (d2 - 7d + 16). Latyshev, [7], gave a simpler proof of that 
exponential theorem, and in fact improved the estimate to a < (d - 1)2. 
In Section 1 we present his proof. 
25 
0021-8693/78/0511-0025$02.00/0 
Copyright 0 1978 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
26 AMITAI REGEV 
It was shown in [8], as well as in some other papers by Olsson and the present 
author, that the representation theory of the symmetric groups S,, can be 
apphed to certain problems of P.I. algebras. The basic device for such an 
application is the realization of the elements of the group algebra FS,, by 
polynomials. In Section 2 we study such polynomials that correspond to Young 
diagrams and show that they are “almost” products of standard polynomials. 
In Section 3 we use the “hook formula” and Stirling’s formula to approximate 
the degrees associated with some sequences of Young diagrams. These results 
are applied in Section 4 to prove the main result: For any P.I. algebra, FS, 
contains a certain two-sided ideal of identities, provided n is big enough 
(Theorem 4.2). This theorem is then applied to derive Amitsur’s s~~<[x:] theorem 
in characteristic zero, together with explicit 2 and R (Theorem 4.3). These 
same methods are then used to construct an explicit identity for il @ B. The 
theory of the modular representations of S, is used to extend these results 
to arbitrary characteristic. 
We wish to thank William Beckner for his essential help with the analytic 
computations of Section 3. We also wish to thank Gordon James who revealed 
to us some of the secrets of the modular representations of S, , and thus enabled 
us to extend our results to any characteristic. 
1 
We introduce here Latyshev’s proof for the exponential bound of codimen- 
sions. 
THEOREM 1.1. Let A be an algebra satisfying a polynomial identity of degree d, 
and let a, be its codimensions, then 
Proof (Latyshev). We use the notations introduced in [8] and [9]: V,, 3 FS, , 
F(X) is the free polynomial algebra, Q _C F(x) the T-ideal of identities of A, 
Qn = Q n KY and a, = dim VJQ,, . We identify cr E S, with the monomial 
M&, )...) x,) = xol .** xon E u. 
DEFINITION 1.2. Let 1 < d < n be integers and let u E S, . We call u 
“d-bad” if there exists a sequence 1 < ir < ..* < id < n such that cr(il) > 
... > u(&). Otherwise u is “d-good”; i.e., if for every sequence 1 < ir < ... < 
id < n there exists 1 < Y < d - 1 such that u(iY) < u(iv+l). The monomial 
M,(X) is d-good (bad) when 0 is d-good (bad). 
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THEOREM 1.3. With the above notations, V, is spanned, module Qn , by the 
d-good monomials. 
Proof. The monomials are well ordered by the left lexicographic order. 
We show that if M,,(x) is d-bad, then, modulo Qla , MO is a linear combination 
of smaller monomials. By assumption, there exist 1 < ii < ... < id < n such 
that u(ii) > ... > u(&). Factorize M,(x) accordingly: 
Now, the algebra A satisfies the identity 
Yl “‘Yd = c %lYdl) “‘*Ydd 
nil 
nEs,j 
(mod Q). 
Substitute yj -+ (q,q .-.) and multiply from the left by a to obtain 
M,(x) = 1 an - a * (~~(i~,~,) ...) *a. (xo(incd,) a*.> (mod 8). 
ll#l 
llES,j 
It is easy to see that all the monomials on the right are smaller than M,(x), 
in the above lexicographic order, which therefore completes the proof. 
DEFINITION 1.4. Denote P, = {l,..., n} and let (3 E S, . Then u induces a 
partial order <,, on P, , defined by: 
a <c b if and only if a < b and u(a) < u(b). 
Note. Clearly, <0 is a partial order. If u E S, is d-good, then among any 
d elements of P, , at least two are comparable by <0 . 
DILWORTH’S THEOREM. Let P be a partially ordered set such that for any d 
elements from P, at least two are comparable. Then P = &=r Ci is a disjoint 
union of 1 < d - 1 chains. 
For the proof we refer the reader to [4, Chap. 71. 
Dilworth’s theorem is used here to estimate the number of d-good permuta- 
tions in S, . 
Let n > d - 1 and assume that u E S, is d-good. Then P, = U:=, Ci 
where the Ci’s are disjoint, # o , <,, chains, and 1 < d - 1. Since n > d - 1, 
by decomposing some of the Ci’s if necessary, we may assume that 1 = d - 1. 
To the (ordered) decomposition P, = ufli Ci we associate a function8 P, + 
Pdml , defined by: f(x) = i if and only if x E Ci . Obviously, f is onto Pdpl . 
Denote 
FnSdpl = {f: P, -+ Pdpl /f is onto). 
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DEFINITION 1.5. Let f, g EF,,+~ . Then f wg if and only if there exists 
7 E Sdel such that g = 7 0 f. 
Trivially, N is an equivalence relation and each equivalence class has 
(d - l)! elements. 
DEFINITION 1.6. The (ordered) decomposition P, = ufzi Ci is regular if 
(1) Ci n Cj = 0 if i # j, Ci # 0 for all i, 
(2) if ai = min,,c-x}, then i < j implies ai < ui . 
f E Fn,d--l is regular if the corresponding decomposition is regular. 
Note. Clearly, every equivalence class of Fnsdpl contains a unique regular 
element. Also, #Fn,d--l < (d - 1)“; hence 
COROLLARY 1.7. The number of (d - l)-reguZur decompositions of P,, is 
<(d - l)“/(d - l)!. 
THEOREM 1.8. Let n > d, then the number of d-good permutations in S, is 
<[l/(d - l)!] . (d - 1)2”. 
Proof. If 0 E S, is d-good, we saw that we can associate to it a (d - I)- 
regular decomposition P, = (Fit Ci , where each C, # o is a <U chain. 
Correspond 
and denote u(CJ = Di . Obviously, P, = (JfI: Di is a disjoint union of 
nonempty sets and there exists a unique permutation q E S,-, such that 
Dllcj) = Hj defines a (d - 1)-regular decomposition 
d-l d-l d-l 
P, = u Di = u D,,(j) = u Hi * 
i=l j=l i=l 
Correspond u + 0::; Hj -fP’ and u -+ 7. Finally, correspond 
u + (f Y, f 4’9 71). 
It is easy to check that this last correspondence is one to one, so we obtain 
the following upper bound: 
the number of d-good permutations is < ld- ‘jn ‘.(d- l)! 
(d - l)! 1 ’ 
This completes the proof of Theorem 1.8. 
As a consequence of Theorems 1.3 and 1.8 we have Theorem 1.1. 
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2 
In this section we describe the polynomials that correspond to Young 
diagrams. 
In [8], Olsson and the present author introduced the identification 
which induced the identification: 
V, = {multilinear and homogeneous polynomials in xi ,..., x, of degree n> 
= FS, = the group algebra of the symmetric group S, . 
Multiplication in V, (a new one) was induced by that of FS,, , and one can 
easily check the validity of the following two basic properties of that multi- 
plication: 
and therefore, if f(xr ,,.., 3%) E V,, , then 
uf (x1 >*--, 4 = f (%, ,-*-, %,). 
(2) arl = wh+l = &T(l) ... xJO>~ = (Yl .-Ynh =Ydl) “‘Ydd 7 (%(d ==Yi>. 
That is, multiplication by a permutation from the left amounts to the sub- 
stitution that corresponds to that permutation (hence, if Q C F(x) is a T-ideal, 
Qn = Q n V, is a left ideal in V,). Multiplication by a permutation from 
the right amounts to changing the order in every monomial by that permutation. 
Since every element of FS, is realized by a polynomial (in V,), our aim 
now is to describe the polynomials that correspond to a Young diagram. 
Let X spar, D(A) the corresponding Young diagram, T(h) a Young table 
based on D(h), and e, = e,o) the semiidempotent that corresponds to T(h) 
[2, Chap. 41. If S, 1 C is the group of column permutations of T(h), S,, > R 
the row permutations, then e, = CpeR p(J& sgn(u) . u). Write 
zcsgn(4 * u = C C-1)” * 0 = ~c(-l)W& ,..., 4 =f (x1 ,..., xn), 
OCC 
then 
eA(xl 9***, %> = c f(%(l, j-e., X&L)). 
OER 
We shall see that in general, f (x1 ,..., x,) is “almost” a product of standard 
polynomials. 
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Among the n! tables based on D(X), choose the following 
T&9 = 
II h, 
i.e., the numbers are in increasing order in the columns which are ordered 
from left to right. This table decomposes P, = (l,..., n} = HI u **a u H, 
where Hi = {h, + *.. + hi-l + l,..., h, + ... + h,}, h, = 0, and #Hi = hi. 
Also, C = S,1(H,) x ... x S,jH,), h w ere S,(H,) = (u E S, \ u(j) =jifj $ Hi}. 
Hence 
and in this case, f(x) is indeed a product of standard polynomials. Finally, 
Let now T(h) be an arbitrary table based on D(X), with e, the corresponding 
semiidempotent, then there exists 71 E S, such that e,, = q-fe,,,r), or 
4x1 ,‘-a, 4 = rl-%dxl ,..., x,J)v. The right-hand side of this equation 
can be computed from e&X) by applying the previous properties 1 (for 7-l) 
and 2 (for 7). 
Let us identify now some of the xi’s in e,,h(X) and then study the resulting 
polynomial. First, rename the variables by 
(Xl ,..., x,) = (x11 ,..., Xlhl 9 x21 ,..., X2hz 7..., XZl >..*> %q)' 
to get 
f 61 ,.*a, x,) = f (Xij) = Q&11 ,..*, QLJ ... ShJ% 1...> +ql. 
Now, the group R of row permutations of T,(h) is the direct product of the 
h, permutation groups of the rows of T,,(A): if p E R, then p = p(l) ... #*I) 
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where po) is a permutation of the ith row of T,(h). It is obvious that pIi) permutes 
only xii , xsi ,... and we can thus compute p .f(xij). 
Substitute and identify: 
X ll=x,,*.*=x,,=y,, X12=X22=“‘=y2,...,Xlhl=XZh,=“‘=yh~. 
Under this substitution we have 
LEMMA 2.1. For any p E R 
Proof. Write p = p(l) ..* p%) as before, then our claim follows from the 
fact that p(i) permutes only the variables xii , xsi ,... which are all substituted 
by (the same) yi . 
COROLLARY 2.2. With the previous notation 
To@) f-) eoA = eo,,&i) 
and substituting xii + yj , we have 
where mi = the length of the ith row of D(A). 
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In this section we study the rate-of-growth of the degrees of some sequences 
of Young diagrams. 
Assume that F is a field, Char F = 0, and consider X E Par(n). Then X defines, 
via Young diagrams and tables, the irreducible character xn with degree d,, , 
and d,, is also the dimension of any minimal one-sided ideal in I,, , where I,, 
is the (unique) two-sided ideal in FS, that corresponds to h. This dimension 
can be computed explicitly by the “Hook-Formula” (see [5, p. Sl]), which 
is due to Frame, Robinson, and Thrall. We now compare the rate of growth 
of dA , for some sequences of partitions /\ E Par(n), n + co, with that of a given 
exponential sequence. 
LEMMA 3.1. Let 1, k be integers, 2 < 1, P/2 < k -+ co (hence 1 < k) and 
n = 1. k. Let h = (k,..., k) = (kz) or h = (lk) spar and let dA = dz, be the 
degree of xh . Then 
dA > A, . (;)““-“” . lzk . [I _ (z2 - ‘1z2 + ‘) * ;] , 
4W51/1-3 
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where 
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A, = (I - l)(Z - 2)2 *.. (2)Z-2 + i&J-’ . P2. 
Note. It can be shown that 
d, N AL . (1/k)‘12-1)‘2 . P”. 
We first prove: 
LEMMA 3.2. Let k, a, b be real numbers such that k > b 3 a > 0, 
a+b-l&l,andk>(b-a)(a+b-1)/2.Then 
T(k + a) > 1 b-a 
0 [ F(k + b) ’ k 
1 _ (b - a)(a + b - 1) 
2k 19 
where I’(z) is the Gamma function. 
Proof. We need to show that 
(b - a) In k - In [ 1 - (b - ‘)(;k+ b - ‘) ] > In T(k + b) - In T(k + a). 
But 
o < (b - a>@ + b - 1) < 1 
2k 
implies 
---In I- 
L 
(b - a)(a + b - 1) 
2k l- 
, (b - aXa + b - 1) 
2k ’ 
so it suffices to show that 
(b - a) [In k + a +ik- ’ ] >, In T(k + b) - In T(k + a). 
Let #(x) = (d/d%) In r(z) = r’(.z)/r(z). We will show that 
#(k + b) - #(k + a) > 9 [ 1 - a +2i- ’ ] . 
The following classical expression for C/J(Z) was given by Binet: 
1 #(z) = In z - - - 2 
22 s dy (t2 + zz)~eznt - 1) dt 
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(see Wittaker and Watson, “A Course of Modern Analysis,” pp. 250-251). 
Because of the monotonicity of the integral in Bit-ret’s expression, 
#(k + b) - #(k + a) 2 ln(k + b) - 2(k f b) - W + a) -t ’ 2(k + a) 
= ln(k + 6) - ln(k + a> + k (k +baika+ b) . 
Hence it suffices to show 
ln(k + b) - ln(k + a) + ; (k +bajka+ b) >, 
or, by rearranging terms, 
In (1 + i) - In (1 + 5) - y + i [($’ - (:)‘I 
>&-a 1 
1--p- 2 [ (k + a;@ + 4 I ’ 
Let x = b/k, y = u/k. Then 1 > x > y > 0. The left-hand side of the 
above inequality can be written as an integral: 
I 
5 W2 z 
-dw = 
y NW S[ 
1 
yTqz-- 
1 + w] dw 
4(x-y)[1- (l+l(l +yJ 
Under the condition a + b - 1 > 1 we have (X + y)/4 3 1/2k, so it suffices 
to show that 
G(x, Y) = Iv= & dw> 
x2 - y2 
4 [l- 
(1 + $1 +y> 1 = H(xYy)* 
We now show that this inequality holds for all x > y > 0. Since G(y, y) = 
H(y, y) = 0, it is enough to show that (a/&) G(x, y) 3 (a/&) H(x, y): 
X2 x2-y2 
->-5 1-(l+x)l(l+Y) + 4 . 1+x [ 1 (1 + x2;(I +r> ’ 
which easily follows from 
(x - y)” + 2Q-41 + y) > 0. 
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So we have found under the given conditions that 
f(k) = gJ(k -;- b) - #(k + u) - q [l - a +ik- l] 2 0. 
Then F(m) - F(K) 7:: Jrf(t) dt > 0 for m >, k, where 
F(k) = In T(k + b) - In F(k + a) - (b - a) [In k + a ‘lk- ’ ] . 
By Stirling’s formula, 
(here g(z) E h(z) if lim,,, g(z)/h(z) = 1); hence r(z + CZ)/~(Z + 6) N (l/z)“-” 
and 
j& (In r(m + a) - In r(m + b) + (b - a) In m) = 0. 
It follows that lim,,,,F[m) --= 0. S ince F(m) >, F(k) for m > k, we have 
F(k) 9 0: 
’ ‘lka ’ ] > In T(k + b) - In F(k + a), 
which proves Lemma 3.2. Q.E.D. 
We now turn to the proof of Lemma 3.1. 
Proof. Since the partitions (kz) and (P) are conjugate, their characters 
have the same degree. We choose to work with X = (k$ whose Young diagram 
D(h) is an I x k rectangle. By filling in this diagram with its “hook numbers” 
we obtain 
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One observes that on the diagonals J fl the hook numbers are the same. Since 
I < k, we clearly have 
(kZ)! (1 - l)(Z - 2)2 *.* (2)1-2 
dm = (k!)Z . (k + l)t+r .a* (Iz + 1 - 2)2 * (K t 2 - 1) 
= Bz - 
(kl)! 
k! . (k + l)! *** (K + z - I)! 
F(KZ T 1) 
= Bz . r(k + 1) r(K + 2) .-. F(k + I) 
where B1 = (I - I)(1 - 2)2 ... (2)z-2. 
By Gauss’s multiplication formula 
(see E. Artin, “The Gamma Function,” p. 24). So 
d, =B,.Z.k. 
= AZ . 21” . 
k.r(k).r(k+f)...r(k+tl) 
lyk + 1) . q/z $ 2) *** r(K + 2) 
z-1 
= A,Zt” . n 
rjk+q 
3=1 W +j + 1) ’ 
because M(k) = r(k + I). 
Let a = j/Z, b = j + 1. Since K > 1 > j + 1 we have k > b > a > 0. Also 
u + b - 1 = j + 1 + (j/Z) - 1 > j 3 1. Finally, 
(b - @)(a + b - 1) = 
jZ+j++- f" 
i 1 
< 
j2 +j -t 1 
2 2 2 
<z2--++<(<( 
2 ‘. 2 -. ’ 
We can therefore apply Lemma 3.2 to each factor: 
j2+j+f- (2L)’ 
2k I. 
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Now, 
o < i2+i+f- (-$)” < 1 
2k 
Therefore L-1 j2+j+$- (f)” 31--c 
j=l 2k 
- 1)(212 + 1) 1 
= 1 - (12 121 E, 
Also 
and we thus have 
dA = d,, > A, . II” . (;)(-2 . [l - Q2 - ‘g2 + l) * ;] . Q.E.D. 
COROLLARY 3.3. Let 01 > 0 be any real number, 1 > 01 an integer and let 
d,, be the previous dimensions as k -+ 00. Then we can efJectively compute K = 
.K(a, 1) such that for every k > K, d,, > 01~~. 
Proof. Obvious. 
We compute K(ol, Z) in one special case: 
THEOREM 3.4. Let A be a P.I. algebra satisfying an identity of degree d, 
c, its codimensions, and 1 = (d - 1)2 + 1. Let k, = k,(Z) be a number such 
that for any k 3 k, , k/Ink > (Z2 - 1)/2 and let K(d) = max{P/3, k,}. Then, 
for any k >, K(d), d,, = d,, > elk . 
Proof. If d = 2 then c, < 1 and there is nothing to prove. 
Assume 3 < d, so 5 < 1 and let k > K(d). Then k > Z3/3, so that 
and 
1 _ (P - 1)(212 + 1) 1 
121 
p; 
dlk >, (+) . (!.)“‘-‘“” . It”. 
Since 1 >, 5, A, > 2 so dlk > (l/k)(zz-1)/2 . ZLk. 
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By Theorem 1.1, (d - 1)2fl > c, . Hence it suffices to show 
0 1 ~z*-l)‘z(/z)k > (d _ 1)2Zk, z
or 
Z 
k -In (d” 1)” 3 ( 1 
+ln k. 
Now, (Z/(d - 1)2)z = [l + (l/(d - 1)2)](d-1)2+1 > e. Hence ln[Z/(d - 1)2]z > 1 
so that K In[Z/(d - 1)2]z > k. 
Finally, k 3 [(Z2 - I)/21 In k since by assumption k/in k > (Z2 - 1)/2. 
Note. Since k/In k > k112, we can choose K(d) = Z4/4 (Z4/4 > P/3). 
Remark. Let a > 0 be an integer and consider the following sequence 
of “triangular” partitions: 
X(k) = (1 + Ku,..., 1 + 2a, 1 + a, 1) EPar(n), n = (k + Nak + 2) 
2 ’ 
Let dA(k) be the corresponding degrees. By methods similar to those used in 
the proof of Lemma 3.1 one can show that as k --+ co (hence n -+ co), dAIK, 
goes to infinity faster than any given exponential sequence (Y”. 
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We apply now the previous results to construct actual identities in an arbitrary 
P.I. algebra (Amitsur’s s~~[x] theorem) and in particular in A @B where 
A, B are two P.I. algebras. Our main result, however, is the existence of a 
(big) two-sided ideal inside the left ideal Qn C V, . We begin with 
LEMMA 4.1. Let F be a jield, Q C F<x> a T-ideal, c, its codimensions, and 
Q,, = Q n V,, . Assume that h E Par(n) satisfies dA 2 c, and that the corresponding 
character X~ of FS, is irreducible. Then Qn I I,, , where IA is the two-sided ideal 
in V,, that corresponds to the partitions h. 
Proof. Let JA # (0) be any minimal left ideal contained in I,, . Since xh 
is irreducible, dim JA = dh . If JA g Qn , then JA n Qn = (0), hence 
d,, = dim J,, < dim V,/Q,, = c, , 
a contradiction. It follows that JA C Qn for any such J,, . But Ih is the sum of 
its minimal left ideals, hence Ih C Qn . Q.E.D. 
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Combining the results of the previous sections with Lemma 4.1, we obtain 
our main result: 
THEOREM 4.2. Let F be a jield of any characteristic and let (0) # Q -CF(x> 
be a T-ideal, Qn = Q n V, . Assume there is an 0 + f (x) E Q of degree d. 
Then there exists n = n(d) and /\ E Par(n) (both can be effectively computed) 
such that Qn I IA . 
Proof. Let c, = c%(Q) be the codimensions. By Theorem 1.1, c, < 
[l/(d - l)!](d - l)212. 
Case 1. Char F = 0. Hence xn is irreducible for every X E Par(n). Let 
01 = (d - 1)2, I = 01 + 1, and K > K(Z, a) = K(d) as in Theorem 3.4. Hence, 
if h = (V) or (Zk), then dA = d,, + >&“andbyLemma4.1,Q,11Aforn = Z.k. 
Case 2. CharF = o > 0. It is well known that the modular representa- 
tions that correspond to some X spar may become reducible. However, 
“Nakayama’s Conjecture” supplies us with partitions h whose modular repre- 
sentations remain irreducible (and whose degrees d,+ can be computed by the 
hook formula). “Nakayama’s Conjecture” is a theorem that was proved by 
Brauer [3] and Robinson [lo] and it gives a sufficient condition for the modular 
representation p,, , X E Par(n), to remain irreducible. The condition is that if 
D(h) is the Young diagram of A and we remove any part of length p from its 
rim, then what remains is not a Young diagram. 
In particular, the following sequence of partitions h x (1 f rZ(p -- I),..., 
1 + 2(p - I), p, 1) satisfies the above condition and we can use Lemma 4.1, 
since the sequence dh eventually exceeds any given exponential sequence oln 
(Remark of Section 3). (1.E.D. 
By a theorem of Amitsur, if A satisfies some polynomial identity, then A 
satisfies szp[x] = 0 for some 1 and k. If CharF = 0, we deduce Amitsur’s 
theorem from Theorem 4.2, together with an effective way of computing I 
and k. This is done in 
THEOREM 4.3. Let F be a field of characteristic zero and let A be an algebra 
satisfying an identity of degree d. Let 1 = (d - 1)2 + 1 and K = k(d) as in 
Theorem 3.4. Then for any k > K, A satisjies the identities s:[x] = 0 and 
s~“[x] = 0. In particular, we can choose k = 14/4. 
Proof. Let I = (d - 1)2 + 1, k 2 k(d), and X = (kz) or X = (I”). By 
Case 1 of the previous theorem, Qrlc 1 In . Consider, for example, X == (kl). 
Then D(X) is an 1 x k rectangle. Since I,+ is two sided, we can fill in D(h) 
arbitrarily with the numbers 1,2,. . , Zk, and the semiidempotent that corresponds 
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to the resulting Young table will belong to Ih , and hence to Qlk . As in Section 2, 
we choose 
and use Corollary 2.2 to conclude that 
(k!)7 sIf$c] E QIp * . 
Since Char F = 0, we have 
~tbl E Quc . Q.E.D. 
Remarks. (a) If CharF = p, we can use the diagrams /\ = (1 -1 (p - l)k,..., 
1 + (p - I), 1) (Theorem 4.2, Case 2) together with the Young tables T,,(A), 
given in Section 2, to effectively construct an explicit polynomial identity 
for the P.I. algebra A. 
(b) In Amitsur’s original proof of the sLL[x] theorem, I = d. 
Next, we construct an actual identity for A OF B where A, B are two P.I. 
algebras. The existence of identities in A @B was shown in [9]. The proof 
of Theorem 5.1 in that paper can be slightly modified as to yield 
THEOREM 4.4. Let A, B be two P.I. algebras, a,, 6, their codimensions, 
and let c, be the codimensions of A @ B. Then c, < a, * 6, . 
Now, if the degrees of some identities of A and B are given, say d for A 
and h for B, then c, < [(d - l)(h - l)]““. Theorem 4.3 or the above remark 
(a) can now be used to construct an explicit identity for A @ B. If Char F = 0, 
choose I = [(d - I)(h - I)]” + I, k = Z4/4 to conclude-as before-that 
sLlz[x] = 0 is an identity for A @ B. 
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