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1. Introduction
In the theory of gradient ﬂows developed in [1] one may ﬁnd two competing weak formulations of the basic equation
u˙ = −∇ϕ(u) (1.1)
on e.g. a Riemannian manifold, both of which prompt for generalizations to more general metric spaces (X,d). The ﬁrst is
the notion of a curve (a,b)  t → ut ∈ X of maximal slope w.r.t. the potential function ϕ : X → (−∞,∞] satisfying
ϕ(ut)
′ −1
2
∣∣u′t∣∣2 − 12 g2(ut) for a.e. t ∈ (a,b) (1.2)
where g : X → [0,∞] is an upper gradient of ϕ and
∣∣u′t∣∣= limsup
ε→0
d(ut+ε,ut)
ε
is the metric derivative of the curve u, cf. [1, Deﬁnition 1.3]. The second notion applies when e.g. ϕ is geodesically α-convex
(for the notion of convexity in metric spaces, see [12]). In this case a curve (a,b)  t → ut ∈ X is called a solution to the
evolution variational inequality (EVI) (cf. [1, Eq. (11.0.3)]) if for all v ∈ dom(ϕ)
1
2
d
dt
d2(ut, v) + α
2
d2(ut, v) ϕ(v) − ϕ(ut) for a.e. t ∈ (a,b), (1.3)
and it is a simple exercise to check that in the smooth Riemannian situation all three notions coincide, cf. [1, Theorem 11.1.4].
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this note we want to point out that the validity of (1.3) for a large enough collection of curves may impose strong regularity
conditions also on the base space (X,d). This is formulated as Theorem 3.6 below, treating the simple case when (X,d) is
assumed a Banach space which then must be Hilbertian provided we ﬁnd suﬃciently many EVI curves. Seen as a negative
result this suggests that (1.3) does not really make much sense except in a Hilbertian or Riemannian situation, whereas (1.2)
is known to induce a much richer theory.1 For a related result for Finsler manifolds, we refer to [13]. Considering (1.2) in
non-Hilbertian Banach spaces leads to the so-called doubly nonlinear evolution inclusions, see [1, Proposition 1.4.1] and [16].
2. EVI curves
Let (X,‖ · ‖) be a Banach space. Let ϕ : X → (−∞,+∞] be a proper, lower semi-continuous function on X . As usually,
dom(ϕ) := {x ∈ X | ϕ(x) < +∞}.
Deﬁnition 2.1. Let α ∈ R. We say that ϕ is α-convex if
x → ϕ(x) − α
2
‖x‖2
is convex.
Deﬁnition 2.2. We say that a function u : I → X (where I is a real interval) satisﬁes an evolution variational inequality (EVI)
with respect to ϕ and α ∈ R if ut ∈ dom(ϕ) for every t ∈ I and
1
2
eαt‖ut − z‖2 − 1
2
eαs‖us − z‖2 
( t∫
s
eαr dr
)[
ϕ(z) − ϕ(ut)
]
(2.1)
for all z ∈ X and for all s, t ∈ I with s < t .
We denote the set of curves that satisfy an evolution variational inequality with respect to ϕ and α by Flowα(ϕ).
We note that by [10, Section 3], (2.1) is equivalent to
1
2
d+
dt
‖ut − z‖2 + α
2
‖ut − z‖2  ϕ(z) − ϕ(ut) ∀t ∈ I, ∀z, (2.2)
where
d+
dt
f (t) := limsup
h→0+
1
h
(
f (t + h) − f (t)), t ∈ I,
for any function f : I → R.
According to [9, Proposition 1.1], each u ∈ Flowα(ϕ) satisﬁes that
t → ϕ(ut) is nonincreasing,
u ∈ AC loc(I; X), (2.3)
and, under our lower semi-continuity hypothesis for ϕ , u ∈ Flowα(ϕ) is equivalent to ϕ ◦ u ∈ L1loc(I) and
1
2
‖ut − z‖2 − 1
2
‖us − z‖2 +
t∫
s
α
2
‖ur − z‖2 dr 
t∫
s
[
ϕ(z) − ϕ(ur)
]
dr (2.4)
for all z ∈ X and for all s, t ∈ I with s < t .
If X has the Radon–Nikodým property (e.g. if it is reﬂexive), then it follows from absolute continuity that there exists a
negligible set N ⊂ I such that u is differentiable in I \ N with derivative in L1loc(I; X), see e.g. [1, Remark 1.1.3]. Let s0 ∈ I
such that u is differentiable in s0. Let J : X → 2X∗ be the normalized duality map, where (X∗,‖ · ‖∗) is the Banach space dual
of X . In other words,
y ∈ J (x) iff X∗ 〈y, x〉X = ‖y‖2∗ = ‖x‖2.
1 As an example consider X = Rd equipped with the standard p-norm ‖x‖p = (∑ |xi |p)1/p and ϕ(x) = 12 ∑ x2i , where (1.2) is equivalent to u˙ =
−‖u‖2−pp (|u1|p−1 sgn(u1), . . . , |ud|p−1 sgn(ud)) and (1.3) admits only the trivial solution u = 0.
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see [5, Proposition I.4.7, Theorem I.4.12]. It follows from (2.4) and the subdifferentiability of 12‖ · ‖2 that for all w ∈ J (us0 − z)
X∗ 〈w,ut − us0〉X +
t∫
s0
α
2
‖ur − z‖2 dr 
t∫
s0
[
ϕ(z) − ϕ(ur)
]
dr ∀z. (2.5)
Dividing by t − s0 and passing to the limit t → s0+ gives for any w ∈ J (us0 − z)
X∗ 〈w, u˙s0 〉X +
α
2
‖us0 − z‖2  ϕ(z) − ϕ(us0) ∀z. (2.6)
The limit
lim
t→s0+
1
t − s0
t∫
s0
[
ϕ(z) − ϕ(ur)
]
dr
exists because
lim
r→s0+
ϕ(ur) = ϕ(us0)
by the lower semi-continuity of ϕ and (2.3).
3. The main result
Deﬁnition 3.1. Let D ⊂ X . Let x ∈ dom(ϕ). The left D-Gâteaux subgradient ∂−D ϕ(x) ⊂ X∗ is deﬁned by
y ∈ ∂−D ϕ(x) iff lim inft→0−
ϕ(x+ th) − ϕ(x)
t
 X∗ 〈y,h〉X ∀h ∈ D.
If D = {x ∈ X | ‖x‖ 1}, then ∂−X ϕ(x) is the local subgradient which coincides with the usual subgradient ∂ϕ(x) whenever
ϕ is convex and Gâteaux differentiable in x. We note that our results below remain true, if one replaces “lim inft→0−” in
Deﬁnition 3.1 by “limsupt→0−”.
Deﬁnition 3.2. Deﬁne Γα(ϕ) by
(s,u) ∈ Γα(ϕ) iff s ∈ dom(u), u ∈ Flowα(ϕ) and us is differentiable at s.
Hypothesis 3.3. There exist sets D,U ⊂ X such that D is dense in the closed unit ball of X and U is open in X such that
dom(ϕ) ∩ U = ∅ and for any x ∈ dom(ϕ) ∩ U and for any h ∈ D , there exists δ > 0 such that x− εh ∈ dom(ϕ) ∩ U for every
ε ∈ (0, δ). Moreover, ϕ is left D-Gâteaux subdifferentiable in some non-void subset G ⊂ dom(ϕ) ∩ U , where{
us
∣∣ (s,u) ∈ Γα(ϕ)}∩ G = ∅ (3.1)
and
X0 :=
{
u˙s
∣∣ (s,u) ∈ Γα(ϕ), us ∈ G} (3.2)
is a weakly dense subset of X .
Remark 3.4. Suppose that dom(ϕ) = U and ϕ is continuous and convex. If X is a weak Asplund space, e.g. if X is reﬂexive,
then according to results from [15], ϕ is both sided Gâteaux differentiable on a dense Gδ-set. In this case, for Hypothesis 3.3
to hold, we need only to verify (3.2).
3.1. Example: The heat ﬂow
Let us convince ourselves that Hypothesis 3.3 is meaningful. Consider X = L2(Ω, dx) for some bounded subdomain
Ω ⊂ Rd with suﬃciently smooth boundary. We write H10 = H10(Ω, dx). Deﬁne ϕ : L2 → [0,+∞] by
ϕ(u) :=
{
1
2
∫
Ω
|∇u|2 dx, if u ∈ H10,
+∞, if u ∈ L2 \ H10.
By Poincaré inequality, ‖ · ‖0 := √ϕ(·) is an equivalent norm of H10. Let C > 0 be the Poincaré constant of Ω , i.e.
C‖u‖0  ‖u‖ ∀u ∈ H10.
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1
0 w.r.t. the
inner product coming from ‖ · ‖0 which is the Dirichlet Laplacian
−	 : H10 → H−1.
At each point u ∈ H10 ∩ H2, we ﬁnd f := −	u ∈ L2 such that
lim
t→0
ϕ(u + th) − ϕ(u)
t
= H−1
〈
Dϕ(u),h
〉
H10
=
∫
Ω
〈∇u,∇h〉dx = (h, f )L2 ∀h ∈ H10. (3.3)
Let {Tt}t0 be the L2-contraction C0-semigroup associated to −	.
We claim that ϕ satisﬁes Hypothesis 3.3. Clearly, dom(ϕ) = H10. Set X = U = L2, D = {u ∈ H10 | ‖u‖ 1} and G = H10 ∩H2.
Let x ∈ G . (3.3) veriﬁes the D-Gâteaux subdifferentiability of ϕ . By the theory of semigroups, Ttx is differentiable in t and it
holds that
d
dt
Ttx = 	Ttx, (3.4)
see e.g. [14]. Let z ∈ L2. By the subdifferentiability of ϕ in G and the differentiability of the L2-norm, we get from
1
2
d
dt
‖Ttx− z‖2 = (Ttx− z,	Ttx)L2  ϕ(z) − ϕ(Ttx) (3.5)
that (2.2) is satisﬁed for t → Ttx, t  0. Hence (t, T ·x) ∈ Γ0(ϕ) for t  0.
Since Ttx ∈ G , (3.1) is satisﬁed. By Poincaré inequality, the quadratic form ϕ associated to −	  H10 ∩ H2 is bounded
and coercive in H10 (see Remark 3.5 below for the terminology) and therefore −	 : H10 → H−1 is a surjective isometry by
the Lax–Milgram theorem. Then −	  H10 ∩ H2 has full range in L2, see e.g. [17, p. 27]. As a consequence, taking (3.4) into
account, (3.2) is satisﬁed for s = 0.
Remark 3.5. Let X be a Hilbert space and let V be another Hilbert space such that V is densely and continuously embedded
into X . Let a : V × V → R be a symmetric quadratic form which is bounded, i.e. there exists a constant M > 0 such that∣∣a(u, v)∣∣ M‖u‖V ‖v‖V ∀u, v ∈ V
and coercive, i.e. there exists a constant k > 0, such that
a(u,u) k‖u‖2V ∀u ∈ V .
Let
ϕ(u) :=
{ 1
2a(u,u), if u ∈ V ,
+∞, if u ∈ X \ V .
Then Hypothesis 3.3 is satisﬁed for ϕ .
The proof follows essentially the steps above. We refer to [17, Ch. 2] for the related facts.
Theorem 3.6. Suppose that ϕ : X → (−∞,+∞] is proper and l.s.c. on the Banach space X. Suppose that (ϕ,dom(ϕ)) and Flowα(ϕ)
satisfy Hypothesis 3.3. Suppose either that D = −D or that the norm of (X,‖ · ‖) is both sided Gâteaux differentiable everywhere
except in the origin (i.e. X is smooth).
Then X is a Hilbert space and ∂−D ϕ is single-valued on G such that for (s,u) ∈ Γα(ϕ) with us ∈ G we have that
u˙s = −∂−D ϕ(us).
Moreover, if U = X and G is dense in dom(ϕ), then ϕ is α-convex.
Regarding the second part of the above theorem, under the additional assumption of a “ﬂow-property”, it is possible to
derive convexity of ϕ directly from the EVI without assuming the regularity on ϕ stated in Hypothesis 3.3 as seen in the
following:
Remark 3.7. Suppose that dom(ϕ) is dense in X and that ϕ is bounded from below. Suppose for simplicity that I = [0,+∞)
and that for each x ∈ X there exists ux ∈ Flowα(ϕ) such that
(i) x → uxt is continuous for x ∈ X , t  0,
(ii) ux = uuxt for x ∈ X , t,h 0,t+h h
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(iv) uXt ⊂ dom(ϕ) for t > 0.
Then ϕ is geodesically α-convex, i.e. for x, y ∈ X ,
ϕ
(
(1− s)x+ sy) (1− s)ϕ(x) + sϕ(y) − α
2
s(1− s)‖x− y‖2 ∀s ∈ [0,1], (3.6)
compare with (4.6) below. The proof can be found in [10, Theorem 3.2]. In fact, if X is a Hilbert space, geodesic α-convexity
is equivalent to α-convexity.
Proof of Theorem 3.6. Let (s0,u) ∈ Γα(ϕ) ∩ G , ξ ∈ X0 such that ξ = u˙s0 , which exist by (3.1). Set x := us0 .
Let h ∈ D . According to Hypothesis 3.3, pick δ > 0 such that
z := x− εh ∈ dom(ϕ) ∩ U ∀ε ∈ (0, δ). (3.7)
Plugging into (2.6), we get that for w ∈ J (h), by homogeneity,
X∗ 〈εw, ξ〉X +
α
2
‖εh‖2  ϕ(x− εh) − ϕ(x) < +∞ ∀ε ∈ (0, δ).
Furthermore, after multiplying with −1,
X∗ 〈−w, ξ〉X −
εα
2
‖h‖2  ϕ(x− εh) − ϕ(x)−ε ∀w ∈ J (h), ∀ε ∈ (0, δ).
For y ∈ ∂−D ϕ(x), we have that (t = −ε)
X∗ 〈−w, ξ〉X  lim inf
t→0−
ϕ(x+ th) − ϕ(x)
t
 X∗ 〈y,h〉X ∀w ∈ J (h).
Assume ﬁrst that D = −D . Then we can replace h by −h to get by homogeneity of J that
X∗ 〈w, ξ〉X  X∗ 〈y,−h〉X ∀h ∈ D, ∀w ∈ J (h).
Hence
X∗ 〈w, ξ〉X = X∗ 〈y,−h〉X ∀h ∈ D, ∀w ∈ J (h).
Since D is assumed to be dense in the closed unit ball BX (0,1) and J is norm-to-weak∗ upper semi-continuous (see [15,
Proposition 2.5]), we get that
X∗
〈− j(h), ξ 〉X = X∗ 〈y,h〉X ∀h ∈ BX (0,1),
where j(h) ∈ J (h) is some selection (depending on the limit procedure). Alternatively, the above closure could be achieved
by the maximal monotonicity of J , weak∗-compactness and Minty’s trick.
Hence
X∗
〈− j(h), ξ 〉X = X∗ 〈y,h〉X ∀h ∈ S X (0,1), (3.8)
where S X (0,1) denotes the centered unit sphere of X .
Suppose now that X is smooth but not necessarily that D = −D . Then the duality map j = J is single-valued by [15,
Example 2.26]. As above, we have that
X∗
〈− j(h), ξ 〉X  X∗ 〈y,h〉X ∀h ∈ D.
Since D is assumed to be dense in the closed unit ball BX (0,1) and J is norm-to-weak∗ upper semi-continuous (and hence
norm-to-weak∗ continuous by [15, Proposition 2.8]), we get that
X∗
〈− j(h), ξ 〉X  X∗ 〈y,h〉X ∀h ∈ BX (0,1).
Replacing h by −h yields
X∗
〈
j(h), ξ
〉
X  X∗ 〈y,−h〉X ∀h ∈ BX (0,1),
hence
X∗
〈− j(h), ξ 〉X = X∗ 〈y,h〉X ∀h ∈ S X (0,1),
where S X (0,1) denotes the centered unit sphere of X , which is (3.8) again.
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X∗
〈
j′(h), ξ
〉
X = X∗ 〈−y,h〉X ∀h ∈ X, (3.9)
i.e.,
j′(u) :=
{‖u‖ j( u‖u‖ ), u = 0,
0, u = 0.
Eq. (3.9) is true for any ξ ∈ X0, and the choice of j′ in (3.9) does not depend on ξ . By weak density of X0, we ﬁnd that
j′ is a linear selection of the normalized duality map J . By [2, (6.7’)] this is equivalent to ‖ · ‖ being a Hilbertian norm and
J being the Riesz map.
Let us identify X with X∗ . Setting h = −ξ yields
‖ξ‖2 = (y,−ξ)X
and
‖ξ‖ ‖y‖.
Also,
‖y‖ = sup
‖h‖1
∣∣(y,h)X ∣∣= sup
‖h‖1
∣∣(h,−ξ)X ∣∣ ‖ξ‖.
Hence
y = −ξ
and so
∂−D ϕ(x) = −ξ,
proving the single-valuedness.
We are left with proving α-convexity of ϕ , if U = X . Since we are in the Hilbert space situation, (2.6) becomes
(
x− z, ξ(x))X + α2 ‖x− z‖2 + ϕ(x) ϕ(z) ∀z ∈ X,
where x ∈ G and ξ(x) = ξ ∈ X0 are as above. By the parallelogram law,(
x− z, ξ(x))X − α(z, x)X + ϕ(x) + α2 ‖x‖2  ϕ(z) − α2 ‖z‖2 ∀z ∈ X .
Here we use that G is dense in dom(ϕ) to get that
sup
x∈G
[(
x− z, ξ(x))X − α(z, x)X + ϕ(x) + α2 ‖x‖2
]
= ϕ(z) − α
2
‖z‖2 ∀z ∈ X,
where the supporting point is x = z. Hence ϕ − α2 ‖ · ‖2 is convex as a pointwise supremum of aﬃne functions, see e.g. [3,
Theorem 9.3.5]. 
4. Consequences
Let u : I → X be any function. Suppose that the following limit exists for some s ∈ I
lim
t→s+ X∗
〈
y,
ut − us
t − s
〉
X
∀y ∈ X∗
and is ﬁnite. Then u is called weakly right differentiable at s and the above limit deﬁnes an element in X which we denote
by
d+,w
ds
us
and call the weak right derivative of u at s.
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points of weak right differentiability of ut , i.e. we reformulate Hypothesis 3.3 with Γα replaced by
(s,u) ∈ Γ +α (ϕ) iff u ∈ Flowα(ϕ) and
d+,w
ds
us exists.
Therefore, let us deﬁne:
Hypothesis 4.2. There exist sets D,U ⊂ X such that D is dense in the closed unit ball of X and U is open in X such that
dom(ϕ) ∩ U = ∅ and for any x ∈ dom(ϕ) ∩ U and for any h ∈ D , there exists δ > 0 such that x− εh ∈ dom(ϕ) ∩ U for every
ε ∈ (0, δ). Moreover, ϕ is left D-Gâteaux subdifferentiable in some non-void subset G ⊂ dom(ϕ) ∩ U , where{
us
∣∣ (s,u) ∈ Γ +α (ϕ)}∩ G = ∅, (4.1)
and
X0 :=
{
d+,w
ds
us
∣∣∣ (s,u) ∈ Γ +α (ϕ), us ∈ G
}
(4.2)
is a weakly dense subset of X .
The conclusion of Theorem 3.6 remains true under the assumption of Hypothesis 4.2.
Proposition 4.3. Suppose that X is a smooth reﬂexive Banach space. Let ϕ be everywhere Fréchet differentiable in X such that
∇ϕ : X → X∗ is surjective.
Then the following statements are equivalent for any α ∈ R:
(i) X1 :=⋃u∈Flowα(ϕ)⋃s∈I {us} is dense in X.
(ii) X is a Hilbert space and ϕ is α-convex.
Then, in fact, X1 = X.
Proof. Assume (i). We would like to verify Hypothesis 4.2. Set D := BX (0,1), G = U = X . The ﬁrst part of the hypothesis is
clear by Fréchet differentiability. Since ϕ is continuous and deﬁned everywhere on X , the limit in (2.6) always exists and
is ﬁnite. In other words, Γ +α (ϕ) = I × Flowα(ϕ). (4.1) follows. By the proof of Theorem 3.6, we deduce (without employing
(4.2)) that
X∗
〈
J (h),−ξ 〉X = X∗ 〈y,h〉X ∀h ∈ X, (4.3)
where ξ := d+,wdt ut and y := ∇ϕ(ut) and J : X → X∗ is the single-valued normalized duality map of X (due to smoothness).
Setting h = −ξ yields
‖ξ‖2 = X∗ 〈y,−ξ 〉X
and
‖ξ‖ ‖y‖∗.
Also,
‖y‖∗ = sup
‖h‖1
∣∣
X∗ 〈y,h〉X
∣∣= sup
‖h‖1
∣∣
X∗
〈
J (h),−ξ 〉X ∣∣ ‖ξ‖.
Hence
y ∈ J (−ξ)
and therefore
∇ϕ(ut) = J
(
−d
+,w
dt
ut
)
.
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J−1
(∇ϕ(ut))= −d+,w
dt
ut .
Since J is maximal monotone, J−1 is maximal monotone as well. By reﬂexivity of X , J−1 equals the duality map of X∗ . We
get that
J−1
(∇ϕ(ut))= −d+,w
dt
ut .
And hence by the preceding discussion, for each x ∈ X1 there is ξ ∈ X0 such that
J−1
(∇ϕ(x))= −ξ. (4.4)
We claim that the map
F : x → J−1(∇ϕ(x)), (4.5)
is norm-to-weak∗ continuous and surjective. Indeed, surjectivity follows from coercivity of J−1 and the assumption. By
Fréchet differentiability, ∇ϕ is norm-to-norm continuous. J−1 is norm-to-weak continuous again by reﬂexivity, see [15,
p. 20].
Noting that surjective continuous maps preserve density of subsets, we combine (4.4) and (4.5) to get that (i) implies
the weak density of X0 in X . This veriﬁes (4.2) so that (ii) follows from Theorem 3.6 together with Remark 4.1.
The converse implication “(ii) ⇒ (i)” follows from [6, Theorem 3.2], see also [8, Remark 1.9]. 
Note that if α > 0, we do not need to assume the surjectivity of the gradient in the direction “(ii) ⇒ (i)” by [4, Theo-
rem 3.3].
Recall that the local slope |∂ϕ|(x) of ϕ at x ∈ X is deﬁned by
|∂ϕ|(x) :=
{
limsupy→x
(ϕ(x)−ϕ(y))+
‖x−y‖ , if x is not isolated in dom(ϕ),
+∞, otherwise.
Set dom(|∂ϕ|) := {x ∈ dom(ϕ) | |∂ϕ|(x) < ∞}.
The next theorem can be found in [1, Theorem 4.0.4]. For related results we refer to [6–8].
Theorem 4.4. Let X be a Banach space. Let ϕ : X → (−∞,+∞] be proper, l.s.c.
Suppose that there exists α ∈ R such that for every x, y, z ∈ dom(ϕ), there exists a map γ : [0,1] → dom(ϕ) satisfying γ (0) = x,
γ (1) = y for which the following inequality holds:
1
2h
∥∥z − γ (t)∥∥2 + ϕ(γ (t)) (1− t)[ 1
2h
‖z − x‖2 + ϕ(x)
]
+ t
[
1
2h
‖z − y‖2 + ϕ(y)
]
−
(
1
h
+ α
)
1
2
t(t − 1)‖x− y‖2, (4.6)
for every t ∈ (0,1) and every h > 0 such that 1+ αh > 0.
Suppose that there exist x∗ ∈ dom(ϕ), r∗ > 0 and m∗ ∈ R such that ϕ(y)m∗ for every y ∈ X satisfying ‖x∗ − y‖ r∗ .
Then Flowα(ϕ) is non-empty and⋃
u∈Flowα(ϕ)
{u0} = dom
(|∂ϕ|), (4.7)
and if α = 0 in the above condition,⋃
u∈Flow0(ϕ)
{u0} = dom(ϕ). (4.8)
We would like to illustrate the connection between the above result and Proposition 4.3. Let X be a non-Hilbertian
Banach space with Fréchet differentiable norm. Set
ϕ(x) := 1
2
‖x‖2.
Obviously, ϕ is 1-convex and Fréchet differentiable so that
dom
(|∂ϕ|)= dom(ϕ) = X .
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1
2h
∥∥z − (1− t)x+ ty∥∥2 + 1
2
∥∥(1− t)x+ ty∥∥2
 (1− t)
[
1
2h
‖z − x‖2 + 1
2
‖x‖2
]
+ t
[
1
2h
‖z − y‖2 + 1
2
‖y‖2
]
−
(
1
h
+ 1
)
1
2
t(t − 1)‖x− y‖2, (4.9)
for all t ∈ (0,1), h > 0, x, y, z ∈ X . However, for z = 0, h = 1, (4.9) is known to characterize Hilbert spaces, see [11]. As
a consequence, by means of standard Banach space geodesics γ (t) = (1 − t)x + ty, we cannot expect to verify (4.7) with
the help of Theorem 4.4 for the square of the norm. If we could, however, verify (4.6) for some other curve γ˜ (the lower
boundedness condition follows for the square of norm) this would imply that X is a Hilbert space by Proposition 4.3. We
get the following
Corollary 4.5. Suppose ϕ is a Fréchet differentiable function on a smooth reﬂexive Banach space X such that ϕ satisﬁes the hypotheses
of Theorem 4.4. Then:
(i) If ∇ϕ is surjective, then X is a Hilbert space.
(ii) If α > 0 and X is a Hilbert space, then ϕ is α-convex and ∇ϕ is surjective.
Generally speaking, we do not expect to get suﬃciently many directions u˙0 in any other than the Hilbert space situation.
4.1. Example: The p-Laplacian evolution
Let 1 < p,q < ∞, p = 2. Consider Lq = Lq(Ω, dx) for some bounded subdomain Ω ⊂ Rd . Suppose that the dense and
continuous inclusion
W 1,p0 (Ω) ⊂ Lq(Ω)
holds. Suppose also that we have a Poincaré-type inequality (with constant C > 0)
C‖∇u‖Lp  ‖u‖Lq ∀u ∈ W 1,p0 (Ω). (4.10)
Deﬁne ψ : Lq → [0,+∞] by
ψ(u) :=
{
1
p
∫
Ω
|∇u|p dx, if u ∈ W 1,p0 (Ω),
+∞, if u ∈ Lq \ W 1,p0 (Ω).
It is well known that ϕ := ψ W 1,p0 is Fréchet differentiable in W 1,p0 with differential given by
(W 1,p0 )
∗
〈
Dϕ(u),h
〉
W 1,p0
=
∫
Ω
〈|∇u|p−2∇u,∇h〉dx.
Proposition 4.6. Suppose that in the above situation, (4.10) holds.
Let D := {u ∈ W 1,p0 | ‖u‖Lq  1}, U := Lq, G = dom(∂ψ) ⊂ W 1,p0 . Then conditions (3.1), (3.2) hold if and only if q = 2.
Proof. We note that in our situation, Dϕ = ∂ψ on G = dom(∂ψ). Therefore Hypothesis 3.3 holds for U , D , G as above,
α = 0. Hence by Theorem 3.6, q = 2.
Conversely, if q = 2, there is a nonlinear semigroup
t → St
such that St leaves dom ∂ψ invariant and
d
dt
Stx = −∂ψ(Stx),
see [18, Theorem 31.A]. Hence, since G = dom ∂ψ is dense in domψ by the theory of subdifferentials, we can verify the
following. Let z ∈ L2, x ∈ G . By the subdifferentiability of ψ in G and the differentiability of the L2-norm, we get from
1
2
d
dt
‖Stx− z‖2 =
(
z − Stx, ∂ψ(Stx)
)
L2 ψ(z) − ψ(Stx) (4.11)
that (2.2) is satisﬁed for t → Stx, t  0. Hence (t, S ·x) ∈ Γ0(ψ) for t  0. By Poincaré inequality (4.10), ψ is coercive and
hence ∂ψ has full range in L2. Hence (3.2) is veriﬁed. 
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C‖u‖V  ‖u‖X ∀u ∈ V .
Suppose ϕ : V → R is everywhere Gâteaux differentiable. Deﬁne
ψ(u) :=
{
ϕ(u), if u ∈ V ,
+∞, if u ∈ X \ V .
Suppose that there exists a continuous nondecreasing function N : [0,∞) → [0,∞) with N(x) = 0 iff x = 0 and
limt→∞ N(t)/t = +∞ such that
ϕ(u) N
(‖u‖V ) ∀u ∈ V .
Then ψ is proper and l.s.c. by closed sub-level sets. Also, ψ is coercive. As above, one can prove that (3.1), (3.2) with U = X ,
D = {u ∈ V | ‖u‖X  1} and G = dom(∂−D ψ) are equivalent to X being a Hilbert space and ϕ being α-convex. Indeed, the
p-Laplacian is seen to be a special case.
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