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Diego José Lasso Guamán1, Jefferson Ricardo Puchaicela Condoy1, Manuel Rafael Jaya Duche2 
 
Resumen Abstract 
El presente artículo tiene como objetivo evaluar 
el desempeño de un prototipo de red definida 
por software (SDN), el estudio está enfocado a 
través del uso de herramientas de código abierto 
para la gestión de red con controladores SDN 
(OpenDayLight, ONOS y Floodlight) y para la 
emulación del entorno (Mininet). Además del 
uso de métricas para el análisis de rendimiento 
como latencia, conectividad, pérdida de 
paquetes, intercambio de mensajes, throughput, 
disponibilidad del controlador SDN y el 
desempeño en base a servicios de red como 
streaming, tasa de transferencia en ftp y servicio 
web. Los principales resultados muestran que el 
desempeño de la red está relacionado con 
capacidades del controlador SDN, además que 
cada uno destaca en diferentes parámetros de 
rendimiento siendo OpenDayLight el que mejor 
desempeñó en medidas de QoS, obteniendo un 
promedio de 0,936 ms con una tendencia a 
variar por debajo o encima de 0,72 ms y 1,97% 
en pérdida de paquetes.  
 
Palabras Clave: Redes definidas por software, 
rendimiento de red, OpenFlow, servicios de red. 
The aim of this article is to evaluate the 
performance of a software-defined network 
prototype (SDN), the study is focused through 
the use of open-source tools for network 
management with SDN controllers 
(OpenDayLight, ONOS and Floodlight) and 
for environment emulation (Mininet). In 
addition to the use of metrics for performance 
analysis such as latency, connectivity, packet 
loss, message exchange, throughput, SDN 
controller availability and performance based 
on network services such as streaming, ftp 
transfer rate and web service. The main results 
show that network performance is related to 
SDN controller capabilities, and that each 
controller excels in different performance 
parameters, with OpenDayLight performing 
best in QoS measures, averaging 0.936 ms with 
a tendency to vary below or above 0.72 ms and 
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En la última década, el crecimiento de las redes 
a nivel global ha sido inevitable por el 
aumento continuo de usuarios, dispositivos, y 
nuevas aplicaciones [1]. Ocasionando que las 
redes tradicionales se compongan de un gran 
número de dispositivos de interconexión, y 
éstos, demanden una mayor necesidad de 
requerimientos como: ancho de banda, agilidad 
en la red a través de la introducción de nuevos 
servicios o dispositivos de forma rápida sin 
alterar el funcionamiento de red, mayor 
almacenamiento, recursos que la arquitectura de 
red tradicional no puede satisfacer eficazmente 
[2].   
Esto deriva en problemas de capacidad, 
escalabilidad, dificultad en la gestión y control 
centralizado, problemas en el establecimiento de 
políticas de seguridad, además, de una alta 
dependencia en proveedores [3]. Para lo cual, se 
ha desarrollado la tecnología SDN (Redes 
Definidas por Software), siendo una nueva 
tecnología que se diseñó para enfrentar los retos 
actuales y futuros dentro de las redes de 
telecomunicaciones, especialmente para brindar 
una solución a los problemas de las redes 
tradicionales a través de una nueva visión a la 
administración de las redes de datos [3]. Por lo 
tanto, implementar SDN permite obtener redes 
flexibles, adaptables y expandibles donde se 
reducirán notoriamente los costos de 
implementación y operación [4]. SDN presenta 
un gran crecimiento y tendencia a nivel 
mundial [5], principalmente por todas las 
características y ventajas que muestran y la 
relevancia de su nuevo paradigma de red que va 
tomando mayor fuerza sobre las redes 
tradicionales. Se espera que a futuro SDN brinde 
una mayor eficiencia en las redes y que se acople 
correctamente junto a otros estándares como el 
5G y el Internet de las cosas (IoT).  
Sin embargo, el carácter aún novedoso de 
esta arquitectura exige profundizar en un estudio 
detallado acerca del desempeño y funcionalidad 
que presentan este nuevo tipo de redes [6]. 
La conceptualización de SDN donde 
menciona la separación entre el plano de datos y 
el plano de control, logrando como resultado que 
el plano de control funcione totalmente 
independiente a la vez que sea programable y 
centralizado. Muchos de los conmutadores 
tradicionales operan el plano de datos y el plano 
de control en el mismo dispositivo. Además, el 
plano de datos tiene como funcionalidad el 
reenvió de paquetes a diferencia del plano de 
control que se responsabiliza de controlar el 
flujo de tráfico, implementando directivas y 
reglas para toda la red [7]. 
SDN utiliza el protocolo OpenFlow el cual 
le permite controlar los flujos, eligiendo las 
rutas que sigan sus paquetes de un conmutador 
[8]. Por ende, se incluyó la arquitectura de tres 
capas de SDN que se presenta a continuación 
y se la observa en la Figura 1. 
 
 
Figura 1. Estructura de tres capas SDN 
• Capa Aplicación: SDN utiliza la API 
para la comunicación con diferentes 
aplicaciones y programas que 
contengan en esta capa. Estas 
aplicaciones puedes ser empresariales 
o de administración de red [9] 
• Capa de Control: Recolecta toda la 
información relacionada con la red de 
los componentes hardware y presenta 
una vista global de la red a la capa 
aplicación [7]. 
• Capa de Datos: Contiene a los 
dispositivos SDN tanto físicos como 
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virtuales que realizan conmutación y 
renvió de paquetes, por ejemplo, 
switches, enrutadores, etc [10]. 
Las capas se comunican una hacia otra a 
través de 2 interfaces: Southbound o Interfaz 
hacia el sur que permite la conexión entre la capa 
de datos y el plano de control (Controlador 
SDN) y la Northbound  o Interfaz hacia el norte 
que permite la conexión entre el plano de control 
hacia las aplicaciones [10], [11], [12]. 
En consecuencia, el presente documento 
plantea y evalúa el desempeño de un prototipo 
de red basado en SDN que tenga los parámetros 
de una topología personalizada bajo el 
protocolo OpenFlow con la utilización de 
servicios de red dentro de su arquitectura tales 
como Ftp, Web y Video Streaming. Además, se 
han considerado tres controladores de código 
abierto que son: OpenDayLight (ODL) [13], 
Open Network Operating System (ONOS) [14], 
Floodlight [15]. Estos controladores fueron 
elegidos en función de su popularidad y sus 
características como se muestra en la tabla 1, 
todo esto llevado a cabo dentro de un entorno 
virtual.  
 
Tabla 1. Principales características de los controladores 
SDN seleccionados [16]. 
 ODL Floodlight ONOS 
Lenguaje 
Programación 
Java Java Java 




1.0 - 1.3 
OpenFlow 
1.0 - 1.3 
OpenFlow 




















Licencia EPL 1.0 Apache 2.0  Apache 2.0 
Documentación Buena Buena Buena 





Web UI Web UI, 
CLI 
 
La organización de este documento muestra 
los siguientes ítems de la siguiente manera. El 
Ítem 2 proporciona los trabajos relacionados 
sobre el rendimiento entre los controladores. El 
Ítem 3 detalla los materiales y describe la 
metodología realizada para este documento. El 
Ítem 4 describe los resultados y discusión 
obtenidos a través de las métricas. El Ítem 5 da 
a conocer los trabajos futuros y el Ítem 6 
concluye el documento. 
2. Trabajos Relacionados 
K. Arahunashi, S. Neethu, H. V. Ravish 
Aradhya [7] han realizado una comparación del 
rendimiento entre los controladores SDN 
Floodlight, OpenDayLight, Ryu enfocado en 
topologías por defecto que vienen dentro de 
Mininet y la relación de los controladores en 
términos de retardo y rendimiento. Los autores 
resumieron que al tabular la información el 
controlador Floodlight es adecuado para evitar 
menor retardo en comparación a Ryu y 
OpenDayLight. 
Ahmed Hassan, Ahmed Alhassan, Fathia 
Izzeldean [17] evalúan los controladores 
Floodlight y OpenDayLight dentro del entorno 
de emulación Ofnet en términos de generación 
de flujo, latencia media de configuración y los 
mensajes de flujo entre controladores. 
Concluyendo que OpenDayLight maneja flujos 
estáticos en los paquetes de los mensajes 
logrando así superar en términos de latencia 
promedio a Floodlight. 
C.Fancy, M.Pushpalatha [18] analizan las 
características de los controladores POX y 
Floodlight en términos de retardo y throughput 
enfocado en las topologías de estrella, lineal, 
árbol dentro del programa de emulación 
Mininet. Se concluye que el controlador 
Floodlight supera al controlador POX en 
términos de rendimiento especialmente en 
latencia puesto que llega a ser 31 veces más 
rápido que POX. 
En [19] se realiza el esquema de la 
arquitectura SDN y se detalla el desempeño de 
una red definida por software en base a tres 
parámetros que son latencia, fluctuación y 
rendimiento, esto se realiza en el protocolo 
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OpenFlow y con elemento de reenvío genérico 
programable a través de un controlador 
concluyendo que las SDN representan un 
cambio drástico en la arquitectura de redes e 
implantando hacia las redes de siguiente 
generación. 
L. Mamushiane, A. Lysko, S. Diamini 
realiza una comparación de los principales 
controladores SDN de código abierto Onos, 
Ryu, Floodlight, OpenDayLight en términos de 
rendimiento neto de controlador con la 
herramienta llamada Cbench, los autores 
recomiendan la adopción de OpenDayLight 
puesto que tiene más funciones en términos de 
soporte de proveedores de interfaces [20]. 
A. L. Stancu, S. Halunga, A. Vulpe, G. 
Suciu, O. Fratu y E. C. Popovici [21] realizaron 
pruebas de rendimiento en los controladores 
POX, Ryu, ODL y ONOS, considerando la 
topología árbol para su red y encontraron que 
ONOS logra un mejor rendimiento, con los 
anchos de banda que exceden 9 Gbps.  
3. Materiales y Métodos 
Para la elaboración del artículo, se plantea la 
metodología descriptiva [22], que detallará el 
prototipo de red definida por software a utilizar, 
sus materiales y su respectivo análisis en base a 
características medibles a través de métricas de 
red. El equipamiento utilizado es el siguiente: 
 
• Máquina Física HP-8Gb de RAM 
• Máquinas virtuales Ubuntu 16.04 de 
3Gb RAM 
• Controlador SDN OpenDayLight 
• Controlador SDN Floodlight  
• Controlador SDN ONOS 
• Emulador Mininet. 
La red se desarrollará y ejecutará a través 
del programa Mininet y el funcionamiento del 
mismo será dirigido a través de los 
controladores OpenDayLight, Floodlight y 
ONOS puesto que en la investigación [4] se 
indican que los 3 controladores SDN son los más 
ocupados en la actualidad. Posteriormente se 
realiza su respectiva evaluación de rendimiento. 
El esquema del controlador – emulador 
(Mininet) es el siguiente: 
 
 
Figura 2. Esquema del entorno a utilizar 
 
3.1. Escenario 
Para el desarrollo de la arquitectura de red del 
prototipo se ha utilizado el modelo jerárquico de 
tres capas: núcleo, distribución y acceso. Pues, 
el tener la división de estas capas hace que cada 
capa cumpla con funciones específicas, 
simplificando el diseño de la red [23]. Dado que 
esta arquitectura se administra y expande con 
gran facilidad teniendo enlaces redundantes 
entre sus dispositivos. Donde se describe cada 








• Capa de acceso: Se encuentran los puntos 
finales y los usuarios que tienen acceso 
directo a la red. 
• Capa de distribución: Agrega capas de 
acceso proporcionando conectividad a los 
servicios que se maneje. 
• Capa de núcleo: Conocido como el 
backbone de alta velocidad de la red e 
interconecta a la capa de distribución, pues 
debe estar disponible y redundante para la 
red. 
 
Con respecto a los servicios FTP, HTTP y 
Streaming conectados a la red del prototipo se 
deben levantar dentro del sistema operativo para 
que la virtualización basada en procesos que 
utiliza Mininet pueda heredar los servicios en 
los hosts emulados [24].  
En el caso del servicio de Streaming se 
instala la aplicación VLC, misma que se 
utilizará para la emisión de videos con el 
protocolo de transporte en tiempo real. 
 
3.2. Evaluación del Desempeño 
Para la evaluación del prototipo de red indicado, 
se obtuvieron como referencia las métricas de: 
latencia, tasa de transferencia de datos, 
conectividad, pérdida de paquetes, intercambio 
de mensajes, throughput y disponibilidad de 
controlador. La evaluación se realizó ejecutando 
un controlador a la vez. 
 
3.2.1. Latencia 
Para medir la latencia se utilizó el comando 
ping, el cual permite crear solicitudes ICMP 
entre dos hosts, especificando el host de origen 
y el host de destino [7].  
 
 
Figura 4. Ejecución del comando ping 
 
En el prototipo presentado se enviaron 50 
solicitudes ping de un tamaño de 65507 bytes 
(tamaño máximo permitido por Ubuntu) y el 
valor por defecto de 64 bytes, esto a través del 
comando: ping <dir_origen> -c 50 -s 65507 
<dir_origen>. 
 
3.2.2. Tasa de transferencia de datos 
Desde la terminal de Mininet se ejecuta el 
comando xterm <nombre_host> para abrir la 
línea de comandos de cada host emulado, una 
vez abierto la terminal se procede a realizar una 
conexión entre el servidor FTP y un host cliente 




Figura 5. Inicio del servicio FTP 
 
Una vez realizada la conexión FTP 
correctamente, se procede a enviar 3 archivos de 
diferente tamaño (1, 10,100 Megabytes) entre el 
servidor y el cliente. 
 
3.2.3. Conectividad y Pérdida de paquetes 
Para determinar la cantidad de paquetes 
perdidos se utiliza la herramienta pingall que 
viene por defecto dentro de Mininet y permite 
realizar una verificación de conexión entre todos 
los nodos existentes en la red a través de un ping 
[25]. Este parámetro se mide principalmente 
cuando inicia la red, es decir, cuando se instalan 
los flujos de red dentro de cada switch y cuando 





Figura 6.  Ejecución del comando pingall 
 
3.2.4. Intercambio de mensajes 
Se utiliza la herramienta de análisis wireshark, 
para el filtro de paquetes, especialmente para 
aquellos de tipo OpenFlow para la conectividad 
controlador – red y los paquetes ICMP para 
determinar la conectividad entre host – host. 
 
 
Figura 7. Visualización de protocolos ICMP y OpenFlow 
 
3.2.5. Throughput 
Para determinar el throughput se utiliza la 
herramienta iperf permitiendo determinar la 
cantidad de flujo tanto para TCP como UDP, 
esto realiza a través del comando iperf -s -p 5566 
-i para el servidor y el comando iperf –c 
<ip_servidor> -p 5566 -t para el cliente en donde 
-s significa que se habilita el modo servidor, -i 
el intervalo de tiempo en segundos de medición 
en este caso 1 segundo, -p para especificar bajo 
que puerto se realizara la conexión, -c para 
habilitar el modo cliente y -t para determinar el 
tiempo de duración de la prueba. 
 
 




Figura 9. Ejecución del comando Iperf en la terminal del cliente 
 
 
Figura 10. Datos de Throughput almacenado en el archivo 
dato_throughput.txt 
A través del uso de tuberías, el lenguaje awk 
y Shell de Linux, el comando explicado en el 
párrafo anterior se puede guardar dentro de un 
archivo para su obtención de datos relevantes a 
través del comando: cat ‘dato_throughput’ | grep 
sec | head -15 | tr - " " | awk '{print $4, $8}' > 
datos.txt 
 
3.2.6. Disponibilidad de controlador 
Se utiliza la herramienta top para ver un resumen 
cada 3 segundos del estado del sistema es decir 
los procesos que se ejecutan [26], en este caso 
permitió observar el tamaño de los procesos que 
ocupa cada controlador mientras la red está 
activa y ejecutándose. 
 
 




Para la transmisión de streaming se utilizó el 
programa VLC y el xterm proporcionado por 
Mininet, dentro de los clientes se utiliza el 
comando:  
• su -<usuario>: para cambiar de root a 
usuario normal y poder ejecutar vlc con 
la ip de la topología  
• vlc rtp://@ip_destino:9001 para indicar 
la dirección ip que transmite el stream 
Para el servidor stream se abre la terminal y 
se ejecuta los siguientes comandos: 
• su -<usuario>: para cambiar de root a 
usuario normal y poder ejecutar vlc con 
la ip de la topología 
• cvlc /.../nombre_archivo.mp4 --sout 
'#rtp{proto=udp,mux=ts,dst=ip_destin
o,port=9001}'  en donde se especifica 
el protocolo a ocupar, la dirección de 
emisión y el puerto de transmisión. 
 
Figura 12. Inicio de servicio Streaming 
 
 
3.2.8. Servicio Web 
Para el servicio HTTP se optó por utilizar el 
módulo SimpleHTTPServer que viene por 
defecto dentro de la librería de Python de 
Ubuntu y a su vez permite la ejecución de un 
servicio de http simple para realizar pruebas a 
través de dirección local. Y a través de 
wireshark se analizaron los paquetes con 
tiempos de respuesta de HTTP. 
 
 
Figura 13. Inicio de servicio Web 
 
3.2.9. Jitter 
Para el jitter (variación en la latencia) 
igualmente se utilizó la herramienta iperf 
ejecutando una prueba con UDP con el comando 
iperf -c <ip_servidor> -u <tráfico UDP>. 
 
 
Figura 14. Jitter obtenido a través del tráfico UDP. 
4. Resultados y Discusión 
En base a la topología de red indicada y las 
configuraciones mencionadas, se procede a 
realizar la evaluación del prototipo de red, 
obteniendo así los siguientes resultados. 
La tabla 2 y tabla 3 proporciona valores de 
tiempo de un ping entre los distintos puntos de 
la red teniendo en cuenta dos tamaños de bytes 
un máximo y un mínimo tanto para el protocolo 







Figura 15. Comparación de latencia en controladores SDN bajo 
direccionamiento ipv4 
 
Teniendo como mejor resultado de latencia 
en IPv4 el controlador ODL proporcionando a la 
topología un 29,90% de tiempo menor en 
comparación al controlador ONOS y 13,12% al 
controlador Floodlight en paquetes de 65507 
bytes. Además de un 31,48% menor a ONOS y 
40,5% menor a Floodlight en paquetes de 56 
bytes. Además ODL presento una desviación 




Figura 16. Comparación de latencia en controladores SDN bajo 
direccionamiento ipv6 
 
Dentro del protocolo IPv6 el controlador 
ODL se mantiene como el más rápido en 
términos de latencia siendo 39% menor que 
Floodlight y 10% menor que ONOS en paquetes 
de 65507 bytes, además de 63% menor a ONOS 
y 50% menor a Floodlight en paquetes de 56 
bytes. 
Para el caso de la transferencia de datos en 
el servidor FTP se obtiene la información de la 
tabla 3, donde (V) es la velocidad de transmisión 
y (T) es el tiempo de envío de archivo, 
expresado en [MB/s] y [seg] respectivamente. 
 
Tabla 4: Tiempo y velocidad de envío de archivos 
 ODL    Floodlight            ONOS 
V T V T V T 
Archivo 
1 
5,823 0,17 9,312 0,11 29,128 0,03 
Archivo 
2 
6,982 1,37 48,871 0,15 23,378 0,43 
Archivo 
3 
6,305 15,07 60,251 0,79 29,468 3,39 
 
Figura 17. Comparación de velocidad en controladores SDN 
 












65507 3,622 52,056 14,629 
56 0,433 10,254 0,936 
Floodlight  
65507 0,307 245,428 16,838 
56 0,084 21,805 1,573 
ONOS 
65507 0,601 252,484 20,870 
56 0,083 39,998 1,366 
 











65507 3,940 35,636 12,549 
56 0,462 1,952 0,805 
Floodlight 
ipv6 
65507 0,496 569,346 20,637 
56 0,104 30,352 2,180 
ONOS ipv6 
65507 0,746 6,935 13,921 




Se obtuvo un desempeño notable del 
controlador Floodlight permitiendo mayores 
velocidades de transmisión de archivos grandes 
con un promedio 39,478 MB/s equivalente a un 
83,86% más que ODL y 30,79% que ONOS, sin 
embargo, ONOS logró una mayor velocidad en 
cuanto a archivos ligeros. 
 
Figura 18. Comparación en (%) de pérdida de paquetes en 
controladores SDN 
 
Referente a la pérdida de paquetes el 
controlador ODL fue el que menor pérdida 
presentó durante la instalación de flujo de datos 
con un 1,97%, seguido del controlador 
Floodlight con un 7,51% y ONOS con 12,09% 
de un total de 306 paquetes enviados, como se 
indica en la tabla 5.  
 






ODL 6 0 
Floodlight 23 1 
ONOS 37 0 
 
 
Figura 19. Comparación de throughput en controladores SDN 
para tráfico TCP 
 
En el throughput con TCP el controlador 
ONOS presentó un promedio de 9,39 Gbps con 
una desviación estándar de 0,79 Gbps, el 
controlador Floodlight presento un promedio de 
6,24 Gbps con una desviación de 0,95 Gbps y 
ODL presento 10,08 Gbps con desviación 
estándar de 0,59 Gbps. El mejor desempeño se 
realizó a través del controlador ODL con un 
aumento de 62% a comparación de Floodlight y 




Figura 20. Comparación de throughput en controladores SDN 
para tráfico UDP 
 
En el throughput con UDP los tres 
controladores se mantuvieron en un promedio de 
10 Gbps y una desviación estándar de 0,041 
Gbps para ONOS, 0,019 Gbps para Floodlight y 
0,047 Gbps para ODL. 
 
 
Figura 21. Comparación en (%) de disponibilidad en 
controladores SDN 
 
Referente a la disponibilidad del 
controlador enfocado en la red para la topología 
presentada el controlador que mejor tuvo 
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desempeño fue el Floodlight ocupando un 5,9% 
de la CPU total y un 11,6% de la memoria total. 
 
 
Figura 22. Comparación de controladores SDN con el uso del 
servicio streaming 
 
Para el servicio de streaming el controlador 
que mejor se desempeñó dentro de la topología 
fue el controlador ONOS obteniendo una media 
de 40,43 paquetes por segundo dentro de la 
transmisión con una tendencia a variar por 
debajo o encima de 14,40 paquetes, 
incrementando un 33% en comparación de 





Figura 23. Comparación del jitter en controladores SDN 
 
El jitter del controlador ONOS presento una 
diferencia de 0,01545 milisegundos con 
respecto a Floodlight y 0,017 milisegundos con 
respecto a ODL y con una desviación estándar 
de 0,020 milisegundos para ONOS, 0,036 
milisegundos para Floodlight y 0,010 
milisegundos para ODL. 
 
Tabla 6: Tiempo de respuesta en el Servicio Web 







Figura 24. Comparación en (%) de tiempo de respuesta en 
controladores SDN 
 
Para el servicio web se enfocó en los 
tiempos de respuesta de cada controlador a 
través de la herramienta wireshark obteniendo 
así que el controlador ODL presentó un mejor 
tiempo de respuesta con 18,43% menor a 
Floodlight y 27,97% menor a ONOS. 
5. Trabajos futuros 
En líneas futuras de investigación se puede 
realizar la evaluación del rendimiento de una red 
SDN enfocada en un escenario IoT (Internet de 
las cosas) en tecnologías como 6LoWPAN, con 
el uso de controladores SDN y la herramienta 
Mininet-IoT para determinar los beneficios que 
producen ambos entornos tecnológicos. 
6. Conclusiones 
El desempeño de una red SDN tiene una relación 
con los recursos computacionales como el CPU 
y la memoria que tiene asignado el controlador 
de red, esto se puede observar en la figura N° 19 
el controlador OpenDayLight generó un mayor 
consumo de recursos de la máquina del 
controlador consumiendo un promedio de 
87,86% el CPU y un 67,27% más de memoria 
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que los otros controladores, ocasionando que 
presente mejores resultados en los parámetros 
principales de QoS con 0,936 milisegundos en 
términos de latencia con tamaños de paquetes 
predeterminados de 64 bytes y una pérdida 
inicial de paquetes de 1,97% como se muestra 
en las tablas 2, 3 y 5. 
La tecnología SDN va tomando mayor 
fuerza y crecimiento a través de los años en las 
redes de comunicaciones de datos por ende es 
necesario saber que controlador conlleva un 
mejor rendimiento para las diferentes topologías 
de red, en la presente investigación con el 
prototipo de red definida por software se 
observa que cada controlador a pesar de que se 
basan en la misma arquitectura y 
funcionamiento destacan en diferentes 
parámetros de rendimiento propuestos, sin 
embargo, en línea general el controlador 
OpenDayLight presenta un mejor desempeño 
dentro de la red por lo tanto puede ser utilizado 
dentro de topologías de redes similares al 
prototipo indicado en este documento. 
Servicios tales como FTP, WEB y 
STREAMING son unos de los tantos servicios 
para poder determinar el comportamiento en el 
rendimiento de redes SDN pues, el prototipo 
utilizó un modelo jerárquico de tres capas para 
tener un modelo de red escalable donde se le 
atribuyó estos servicios. Además, una de las 
ventajas que tiene el uso de un modelo 
jerárquico de tres capas es la relación 
costo/beneficio y que al combinarlo con SDN 
hace que se dé acogida al uso de infraestructuras 
de software de libre distribución para quienes lo 
apliquen en sus compañías. 
En las pruebas realizadas con 
direccionamiento IPv4 e IPv6 y el uso de los tres 
controladores SDN ejecutados uno a la vez, se 
manifestó que, aunque IPv6 tiene un encabezado 
más grande a diferencia de IPv4 que tiene menos 
campos que procesar, sus porcentajes en las 
métricas del prototipo en los distintos 
controladores hace conocer el rendimiento de 
éstos protocolos, donde en ipv6 su latencia fue 
de 12.549 [ms], mientras que en ipv4 su latencia 
fue de 14,629 [ms] para enviar paquetes con un 
tamaño de 65507 bytes, resultado a que IPv6 
combinado con SDN tengan un 14,22% menor a 
ipv4 y sea considerado para futuras 
implementaciones. 
Los resultados conseguidos dentro de esta 
investigación permitieron mostrar el potencial 
de las redes definidas por software 
especialmente con una interacción de servicios 
de red es decir los diferentes tiempos y 
velocidades que los controladores de red 
emplean para el envío y recepción de archivos 
con FTP, cantidad de paquetes enviados en la 
reproducción de video STREAMING y tiempos 
de respuesta en servicio WEB además de la 
importancia que tienen las herramientas de 
código abierto (Open Source) con este nuevo 
paradigma de redes que a futuro crearán una 
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