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Abstract
The new generation of wireless networks (e.g., WiMAX, LTE-Advanced, Cognitive
Radio) support many high resource-consuming services (e.g., VoIP, video conference,
multiplayer interactive gaming, multimedia streaming, digital video broadcasting,
mobile commerce). The main problem of such networks is that the bandwidth is
limited, besides to be subject to fading process, and shared among multiple users.
Therefore, a combination of sophisticated transmission techniques (e.g., OFDMA)
and proper packet scheduling algorithms is necessary, in order to provide applications
with suitable quality of service.
This Thesis addresses the problem of traffic scheduling in Point-to-Multipoint
OFDMA-based systems. We formally prove that in such systems, even a simple
scheduling problem of a Service Class at a time, is NP-complete, therefore, compu-
tationally intractable. An optimal solution is unfeasible in term of time, thus, fast
and simple scheduling heuristics are needed. First, we address the Best Effort traffic
scheduling issue, in a system adopting variable-length Frames, with the objective of
producing a legal schedule (i.e., the one meeting all system constraints) of minimum
length. Besides, we present fast and simple heuristics, which generate suboptimal
solutions, and evaluate their performance in the average case, as in the worst one.
Then, we investigate the scheduling of Real Time traffic, with the objective of meet-
ing as many deadlines as possible, or equivalently, minimizing the packet drop ratio.
Specifically, we propose two scheduling heuristics, which apply two different resource
allocation mechanisms, and evaluate their average-case performance by means of a
simulation experiment.
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Chapter 1
Introduction
Abstract
In this Chapter, we introduce our research area, the background of the problems we
face, and the original solutions we propose. In Section 1.1, we present new genera-
tion of wireless networks adopting OFDMA technique. Section 1.2 points out some
features of OFDMA scheme. Wireless services and their quality of service require-
ments are illustrated in Section 1.3, and the traffic scheduling issue is introduced in
Section 1.4. Section 1.5 is devoted to present the goal of the Thesis, and finally, the
organization of the Thesis in Section 1.6 terminates the Chapter.
Wireless systems are pervading our everyday life more and more. The main
advantage of wireless networking is its ubiquitous nature (anyone, anywhere, any-
time), thus freeing users from the slavery of fixed settlements for accessing the
system. Using wireless technologies is a natural choice in environments where ca-
ble is not feasible or economically convenient (e.g., rural areas), or where users are
moving entities (e.g., vehicular). For this and other reasons, wireless technologies
continuously evolve, affecting many facets of our society, offering services in a va-
riety of contexts, like communication, education, entertainment, social networking,
medicine, healthcare, location, commerce, security and defense, etc. Actually, this is
much a feedback loop: the more the wireless technology grows, offering increasingly
complex services, the more the new generation of applications and services asks for
technology improvement, in order to meet their greater requests of resources.
Just think, for example, the evolution of cellular networks. The first generation
(1G) of mobile telephony, in the 80s, was intended primarily for voice transmission,
completely based on analogical infrastructure. In 90s, the second generation (2G) in-
troduced digital transmissions. In the new millennium, request of transmitting also
data applications over cellular networks, brought to an evolution of the two previous
generations of mobile telephony in the third one (3G), allowing simultaneous use of
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speech and data services. Then, the intention of carrying multimedia capabilities,
such as high-speed data access and video conferencing over the handset, has driven
to the development of the fourth generation of mobile telephony (4G), that is an all-
IP based network, with an extremely high available bandwidth [145, 146, 147, 148].
New wireless applications and services emerge on an almost daily basis, and
network operators (e.g., carrier and service providers, broadcasters, cable compa-
nies, and others) always seek effective strategies to move to new standards, upgrade
infrastructure, deploy advanced wireless technologies. This process has led to the
current “scenario” of wireless networks, given by powerful systems able to provide
broadband wireless access (BWA) towards a large amount of heterogeneous and
sophisticated services and applications for business and consumer markets, e.g., en-
hanced Internet links, digital television and radio broadcast reception, high-quality
streaming video, mobile commerce (m-commerce), including the ability to make
payments, etc. These services are very consuming in terms of network resources,
such as, the bandwidth. [3, 4].
The main problem in wireless systems is that the bandwidth is limited, com-
pared with the huge demand by many different services. Therefore, it must be
shared among many users. Moreover, a wireless channel in these systems is not per-
fect, instead it is subject to errors, and these errors can be also location-dependent,
in the sense that a particular frequency may be accessible by some users but not by
others, since they can experience different fading characteristics. For these and other
reasons, an intensive research on how increasing and exploiting better the bandwidth
in wireless systems has led to several transmission technologies, the most promising
one being the so called OFDMA (Orthogonal Frequency Division Multiple Access)
[153, 67, 38, 13].
The OFDMA is one of the key techniques for channel access in current wire-
less systems. Such technology is able to tackle and even take advantage of chan-
nel weaknesses, thanks to the high degree of flexibility in allocating narrow band
and orthogonal frequencies, and its strong characteristics against frequency selective
fading. The wireless network which more than others has successfully shown the ex-
ploitation of OFDMA technique has been the IEEE 802.16 Standard, first in the
“e” amendment (the mobile version of WiMAX) [103, 44], and then, in the current
“m” one (the combined fixed and mobile version of WiMAX) [98]. Many works have
been presented in literature, dealing with the problem of how exploiting OFDMA
technique in order to properly and effectively allocate network resources to more
and more exigent, and bandwidth-consuming services (see Chapter 2). Most cur-
rent wireless networks adopts OFDMA as bandwidth access mechanism by wireless
services. The next Section introduces some of these promising wireless networks.
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1.1 Wireless Networks adopting OFDMA
Many wireless networks, some already implemented and merchandized, and oth-
ers under development and standardization, use OFDMA technique at Physical
Layer. Most important are presented in the following.
1.1.1 IEEE 802.16x/WiMAX Family of Networks
WiMAX (Worldwide Interoperability for Microwave Access) refers to both a
technology and an industry standard: the work of an industry coalition of network
and equipment suppliers, the “WiMAX Forum”, that have agreed to develop inter-
operable broadband wireless access systems based on a common standard (IEEE
802.16), for point-to-multipoint transmissions [45, 46]. The family of standards
802.16x provides fixed and mobile, point-to-multipoint and multipoint-to-multipoint
metropolitan broadband wireless access (MBWA), to a variety of current multimedia
applications, such as video and audio streaming and real-time, online gaming, video
conferencing, video telephony, VoIP (Voice-over-IP), TVIP (Television-over-IP), in-
stant messaging, FTP, web surfing, emailing, etc.
These technologies have been presented as an alternative to the cable (e.g., DSL)
and cellular systems, to solve the “last mile” problem. They are also considered a
key technology to bridge the “digital divide” gap, reaching rural and under-served
areas, where using wired connection is unfeasible or economically not convenient
[69]. The current version of the standard, 802.16-2009 one, uses the OFDMA air
interface below 11GHz, and is able to provide point-to-mutipoint, fixed and mobile
broadband wireless access, without line-of-sight (NLOS), over a range of 6 miles
(∼ 10Km) and with peak data rates of 128 Mbit/s downlink and 56 Mbit/s uplink
over 20 MHz wide channels [104]. The IEEE 802.16m evolution of 802.16e (Mobile
WiMAX) is under development, with the objective to fulfill the IMT-Advanced
criteria of 1 Gbit/s for stationary reception and 100 Mbit/s for mobile reception, in
order to be considered a 4G system [98].
This family of standards natively supports Quality of Service (QoS) at MAC
Layer, that is a mechanism to control different services requirements, such as delay,
packet loss, jitter, etc [102]. This mechanism groups different services, such as voice,
video, streaming, real-time, in several “Class of Services”, each class representing
the requirements of the specific service. For example, a VoIP service would want to
transmit fixed-size data amount at constant time intervals, whereas, video streaming
does not have big delay requirements but it needs a minimum bandwidth guarantee.
Basically, when the Base Station establishes a connection with a user, the MAC layer
decides at which class the service belongs to, individuating its specific requirements
of QoS (delay, minimum bandwidth, etc.), that remain settled until the connection
closure. Other networks, like WiFi, UMTS, etc., do not natively support a mecha-
nism of QoS, therefore it has to be completely implemented by service and network
providers, applying own personal merchandizing policies. Anyway, even if the stan-
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dard provides a mechanism of QoS to identify the specific service requirements, it
does not defines the scheduling algorithm that decides on the prioritization of the
traffic and its allocation on the frequency band.
1.1.2 IEEE 802.11x/WiFi Family of Networks
The 802.11a/n standards are commonly referred to as Wi-Fi, for wireless fidelity
[150, 155]. In 1999, the “Wi-Fi Alliance” developed and promoted a worldwide
standard for localized, high-speed wireless networking. Today, most new laptop
computers come equipped with the technology that allows wireless access to the
Internet using Wi-Fi technology. The 802.11 family is a Wireless Local Area Net-
works (WLANs) operating on unlicensed spectrum, using radio frequencies in the
free 2.4, 3.6 and 5 GHz spectrum bands. Wi-Fi provides high-speed Internet ac-
cess for personal computers and hand-held devices and is also used by businesses to
link computer-based communications within a local area. Links are connected to a
high-speed wire-line (land-line) either at a business location or through hot-spots.
Hot-spots are typically located in homes or convenient public locations, including
airports and cafe´ [92]. Originally, 802.11 standards were written for indoor wireless
networks. Many vendors built proprietary MAC and PHY systems that extended
these capabilities to outdoor networks. Some of these systems used a single carrier.
Several leveraged OFDM and capabilities, and others chose WCDMA or UMTS
approaches. The goal was to create effective outdoor networks. This is a very frag-
mented marketplace. The present version of the standard, 802.11n one [50], is a
recent amendment which improves upon the previous 802.11 standards by adding
Multiple-Input Multiple-Output (MIMO) antennas. 802.11n operates on both the
2.4GHz and the lesser used 5GHz bands. The IEEE approved the amendment that
was published in October 2009. Actually, 802.11 standard does not consider the
OFDMA mechanism at physical layer, but many recent works and studies go in
this direction, demonstrating that it is possible to incorporate OFDMA in 802.11n,
holding backward compatibility with legacy devices [35].
1.1.3 4G Cellular Networks
Mobile communications became generally available to businesses and consumers
in the 1980s. The “first generation” (1G) was built on analog technologies [145].
Second generation (2G) wireless devices are characterized by digitized delivery sys-
tems [146]. Third generation (3G) mobile technology represents significant advances
in cell phone services and technology [147]. 3G and 4G networks provide capacity
for broadband applications that include video and mobile (transportable) televi-
sion. Specifically, 4G represents the changeover to all-IP packed-switched networks,
mobile ultra-broadband access (gigabit speed) and multiple carrier transmission
(OFDMA), in combination with MIMO, e.g., multiple antennas, dynamic channel
allocation and channel-dependent scheduling [148]. Those mobile technologies, aim-
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ing to candidate themselves as 4G systems, need to comply with the IMT-Advanced
(International Mobile Telecommunication) requirements [139]. An IMT-Advanced
compliant cellular system must have target peak data rates of up to approximately
100 Mbit/s for high mobility such as mobile access and up to approximately 1 Gbit/s
for low mobility such as nomadic/local wireless access, according to the ITU (In-
ternational Telecommunication Union) requirements [140]. Scalable bandwidths up
to at least 40MHz should be provided. For example, LTE-Advanced (Long-Term-
Evolution) is a candidate for IMT-Advanced standard, formally submitted by the
3GPP (3rd Generation Partnership Project) organization to ITU-T (Telecommuni-
cation Standardization Sector) in the fall 2009, and expected to be released in 2012
[110]. The target of 3GPP LTE-Advanced is to reach and surpass the ITU require-
ments. LTE-Advanced is not a new technology, but rather an enhancement and
improvement of the existing LTE network, with upgrades that make it to comply to
the ITU requirements [152]. For example, some features that make LTE-Advanced
performing better than LTE, are the following: peak data rates in downlink around 1
Gbps, and in uplink around 500 Mbps; spectrum efficiency three times greater than
LTE (thanks to the ability to support scalable bandwidth use and spectrum aggre-
gation); cell edge user throughput twice than LTE [111]. LTE-Advanced is called an
optimized mobile OFDMA solution, because it leverages wider bandwidths to pro-
vide very high data rates, incorporating several technologies, such as advanced an-
tenna techniques (MIMO), SDMA (Spatial Diversity Multiple Access) and OFDMA
modulation schemes.
1.1.4 IEEE 802.22 Standard
IEEE 802.22 is a standard for Wireless Regional Area Network (WRAN) using
“white spaces” in the TV frequency spectrum [151, 21]. Several studies indeed, car-
ried on frequencies used by TV broadcast and wireless microphones, have demon-
strated that such frequencies are unused by such devices, for around the 50% of
the time [154, 130, 17]. Therefore, they could be used for other purposes, when
they are released by legitimate users. Wireless devices intended to use these white
spaces, must be designed in order to detect the presence of existing signals, such
as TV stations and other legitimate wireless users, and to then avoid the use of
these frequencies. Such technology is called “Cognitive Radio” (CR) [149, 8]. The
development of the IEEE 802.22 WRAN standard is aimed at using cognitive radio
techniques to allow sharing of geographically unused spectrum allocated to the tele-
vision broadcast service, on a non-interfering basis, to bring broadband access to
hard-to-reach, low population density areas, rural environments, etc. It is the first
worldwide effort to define a standardized air interface based on CR techniques for
the opportunistic use of television bands on a non-interfering basis. IEEE 802.22
WRANs are designed to operate in the TV broadcast bands while assuring that no
harmful interference is caused to the incumbent operation, i.e., digital TV and ana-
log TV broadcasting, and low power licensed devices such as wireless microphones.
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In such networks, measures to avoid interferences, such as dynamic spectrum sensing
and dynamic power control, are mandatory. The initial drafts of the 802.22 stan-
dard specify that the network should operate in a point-to-multipoint basis, where a
Base Station (BS) controls the medium access for all the CPEs (Customer-Premises
Equipment) attached to it [105]. One key feature of the WRAN Base Stations is
that they will be capable of performing a distributed sensing : the CPEs will be
sensing and sending periodic reports to the BS, informing it about what they sense.
Considering the information gathered, the BS will decide whether to interrupt the
transmissions over the channel, or on the contrary, stay transmitting. Another im-
portant aspect of this technology is the use of a flexible physical layer, being able to
adapt to different conditions and also jump from channel to channel without errors
in transmission or losing clients. This flexibility is also required for being able to
dynamically adjust the bandwidth, modulation and coding schemes. OFDMA will
be the modulation scheme for transmission in up and downlinks. With OFDMA it
will be possible to achieve this fast adaptation needed for the BS’s and CPEs.
1.1.5 Network Topology
The standards of wireless technologies presented above define two possible net-
work topologies: the “Point-to-Multipoint” (PMP) topology, and the “Multipoint-
to-Mutipoint” (MPM), or “mesh”, one. Therefore, there exists the mesh version of
WiMAX, Wi-Fi, LTE-Advanced, etc., even if, from a network implementation point
of view, the mesh mode is considered an optional one. After all, the PMP oper-
ational mode fits a typical broadband wireless scenario, where multiple users are
served by one centralized service provider so that they can access external networks
(e.g., the Internet) or services (e.g., VoIP, TVIP, Video on Demand, Digital Video
Broadcasting, etc.). Figure 1.1 illustrates topologies for 802.16/WiMAX network,
but the concept can be generalized to other networks.
Point-to-Multipoint (PMP)
In a PMP topology (see Figure 1.1(a)), a Base Station (BS) manages a set of user
stations (also called, Subscriber Stations, or SS) located within the same antenna
sector (also called, a cell) in a broadcast manner, with all user stations receiving the
same transmission from the BS. Transmissions from user stations are directed to and
centrally coordinated by the BS. Direct transmissions are not allowed among users
within the cell and towards others, without the BS supervision. Each transmission
coming from and directed to a user must pass through the BS.
Multipoint-to-Multipoint (MPM)
In a MPM topology, traffic can be routed by the BS through other user stations
(i.e., centralized mesh, see Figure 1.1(b)) or can occur directly among user stations
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Figure 1.1: Network Topologies
(i.e., distributed mesh, see Figure 1.1(c)). This mode allows a connection over sev-
eral hops and a tree network topology can be formed.
Since PMP is mostly the topology adopted in next generation wireless networks,
this Thesis is about systems employing such configuration. Therefore, next Section
introduces some important aspects of OFDMA technique adopted in PMP wireless
systems.
1.2 OFDMA Technique
With the advent of WiMAX, terms such as OFDM, OFDMA and scalable OFDMA
(sOFDMA) have all become buzzwords and submitted to the standardization pro-
cess. The marketplace today seems to have decided that OFDMA technique (more
than OFDM one) offers real advantages for broadband wireless transmission [67].
Moreover, other terms such as Fast Fourier Transform (FFT), Time Division Du-
plexing (TDD), and Frequency Division Duplexing (FDD), play an important role
in the middle of this modulation scheme. Basically, an OFDMA mechanism is based
on two principles:
• Using OFDM. Orthogonal Frequency Division Multiplexing belongs to a fam-
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ily of transmission schemes called multi-carrier modulation, which is based on
the idea of dividing a given high-bit-rate data stream into several parallel
lower bit-rate streams, and modulating each stream on separate orthogonal
frequencies, often called “sub-carriers”, or “tones”. Orthogonality between
sub-carriers eliminates interferences between adjacent sub-carriers. Therefore,
OFDM works by splitting the radio signal into multiple smaller sub-signals,
that are then transmitted simultaneously at different frequencies to the re-
ceiver. OFDM signal of both transmitter and receiver is implemented in dis-
crete time using IFFT (Inverse Fast Fourier Transform) and FFT, respec-
tively. Therefore, in an OFDM system, resources are available in the time
domain by means of FFT symbols, and in the frequency domain by means
of sub-carriers. Multi-carrier transmissions allow a user to transmit its data
over those set of frequencies that is more suitable to gain the highest data-
rate. Since multi-carrier and orthogonality features allow to control noise and
multi-path threats, then OFDM scheme (OFDMA, as well) enables Non-Line-
Of-Sight (NLOS) transmissions.
Figure 1.2: OFDM and OFDMA techniques
• Applying “Multiple Access” to OFDM. In order to have multiple user
transmissions at the same time, an OFDM signal can be composed by many
user signals, giving the frequency division multiple access. Basically, the
OFDM modulation mechanism is associated with “multiple access” schemes,
such as, TDMA (Time Division Multiple Access), or FDMA (Frequency Divi-
sion Multiple Access). The technique resulting from this combination is called
OFDMA, which attempts to optimize channel access by many simultaneous
users through breaking a signal into “sub-channels” and allocating them to
different users simultaneously. Therefore, in a OFDMA system, time and fre-
quency resources are logically organized into “sub-channels”, to be allocated
to individual users. Thus, OFDMA is a multiple-access/multiplexing scheme
that provides multiple access from multiple users, by means of sub-channels
[44]. Figure 1.2 illustrates OFDM and OFDMA principles. In OFDM systems,
only a single user can transmit simultaneously on several sub-channels, whereas
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in OFDMA systems, multiple users can transmit simultaneously on different
sub-channels. The OFDMA technique can exploit the “multiuser diversity”
principle, whereby different sub-channels show different fading to users, there-
fore the same sub-channel can be perceived as a high rate one for one user,
and as a low rate one for another user. Thus, using sub-channelization, it is
possible to transmit in those sub-channels that are perceived in “good” state
by the involved users.
1.2.1 OFDMA and Adaptive Modulation and Coding (AMC)
Adaptive modulation and coding on different sub-carriers is another feature in
OFDMA systems [100], resulting in a different bit rate for each user, depending on
its position in the cell, as well as the radio condition it experiences. For instance,
users away from the Base Station experience lower throughput. Due to the nature
of wireless media, the channel state condition keeps changing over time, prevent-
ing the continuous use of highly bandwidth-efficient modulation and requesting for
an Adaptive Modulation and Coding (AMC) scheme. The idea behind AMC is to
dynamically adapt the modulation and coding scheme to the channel conditions
so as to achieve the highest spectral efficiency all the time. Adaptive modulation
changes the coding scheme and/or modulation method depending on channel state
information, given by the Channel Quality Indicator (CQI) detected by the BS or
user Stations. In OFDMA, modulation and/or coding can be chosen differently for
each sub-carrier, and can also change with time. For example, the 802.16/WiMAX
network can use either low efficiency modulations (BPSK with coding rate 1/2) and
very high efficiency ones (64-QAM with coding rate 3/4), depending on the Signal-
to-Noise Ratio (SNR). If the SNR decreases, change is made to a more robust mod-
ulation and coding, to improve the performance (data throughput), otherwise a less
robust profile can be picked up. Figure 1.3 shows that users with better SNR (closer
Figure 1.3: Adaptive Modulation and Coding schemes
to the BS) get higher order modulation, those farther from the BS get lower order
modulation, ensuring the best performance for each user within the BS coverage.
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1.2.2 OFDMA and Duplexing Techniques
In a Point-to-MultiPoint (PMP) system, OFDMA technique can be combined
with a duplexing technique, e.g., Time Division Duplexing (TDD) or Frequency
Division Duplexing (FDD). The duplexing method divides the physical communica-
tion medium (i.e., the channel), in Downlink (DL) and Uplink (UL) communication
channels. The DL channel carries transmissions from the Base Station (BS) to
users, whereas, UL channel carries transmissions from users to the BS. All wireless
standards support both FDD and TDD techniques:
• Frequency Division Duplexing (FDD)
In FDD system, the DL and UL channels operate on separate frequencies (see
Figure 1.4), they are overlapped in the time domain [68]. A fixed duration
Figure 1.4: Frequency Division Duplex and Half-Frequency Division Duplex modes
“Frame” is used for both DL and UL transmissions. This allows simultaneous
use of both full-duplex Subscriber Stations (SSs), which can transmit and re-
ceive simultaneously and, optionally, half-duplex SSs (H-FDD for Half-duplex
Frequency Division Duplex), which cannot. A full-duplex SS is capable of
continuously listening to the DL channel, while a half-duplex SS can listen to
the DL channel only when it is not transmitting on the UL channel [39].
• Time Division Duplexing (TDD)
In the case of TDD, the DL and UL transmissions share the same frequency
band but they take place at different times. A TDD Frame (see Figure 1.5)
Figure 1.5: Time Division Duplex Frame
has a fixed duration and contains one DL and one UL sub-frame. The Frame
is divided into an integer number of “Time Slots” (TSs), which help to easily
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partition the bandwidth. The Frame is not necessarily divided into two equal
parts. The TDD framing is adaptive, so that the bandwidth allocated to DL
transmission versus the UL, can be changed, depending on amount of traffic
in the directions. The split between the UL and DL is a system parameter,
and 802.16-2005 standard states that it is controlled at higher layers within
the system [68, 39].
Comparing the two modes, a fixed duration Frame is used for both DL and UL
transmissions in FDD, while the TDD distribution is adaptive. Mobile WiMAX
provides various services such as World Wide Web (WWW), voice, video, and data
and this kind of traffic becomes asymmetric, very dynamic and unbalanced between
the UL and DL stream volumes. Therefore, to provide the highest transport effi-
ciency, TDD is preferred over FDD because it offers more flexibility in changing the
UL and DL bandwidth ratio according to the dynamic traffic pattern [68].
1.2.3 TDD/OFDMA Frame Structure
Most promising wireless systems adopts a combination of OFDMA and TDD. In
OFDMA Physical Layer, the Frame format takes into account that data mapping
is performed over two dimensions: time and frequency. Figure 1.6 illustrates the
Figure 1.6: Example of an OFDMA Frame in the TDD mode
OFDMA Frame structure for a TDD implementation. Downlink (DL) and uplink
(UL) transmissions are sent through the DL and UL subframes separated by Trans-
mit/Receive and Receive/Transmit Transition Gaps (TTG and RTG, respectively)
to prevent DL and UL transmission collisions [44].
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DL-Subframe
The DL-subframe contains several information broadcast by the Base Station
(BS) to the Mobile Stations (MS). The Preamble, used for synchronization, is the
first OFDM symbol of the Frame. Frame Control Header (FCH) provides the Frame
configuration information such as Mobile Application Part (MAP) message length,
and coding scheme and usable subchannels. The DL-MAP is a MAC management
message that defines burst start times and profiles for time division multiple access
(TDMA) by a MS on the DL. Information in the DL-MAP is about the current
Frame (the one in which the DL-MAP message is sent). The UL-MAP (Uplink
MAP) is a set of information that defines the entire UL access for all MSs during a
scheduling interval [103]. It contains the output of the scheduling policy applied by
the BS for traffic prioritization and bandwidth request opportunities for the MSs.
An UL-MAP n can serve either Frame n+ 1 or Frame n [44].
UL-Subframe
The UL-subframe contains information from the MSs to the BS. The UL Ranging
subchannel for example, is allocated for MSs to perform initial/periodic/handover
ranging, power adjustment and bandwidth requests. Other subchannels are specifi-
cally allocated to individual MS for payload data transmissions [44].
1.3 Wireless Services and their QoS Requirements
Current wireless communication technologies can support a variety of services
and applications, even in mobility context, such as speech/music, VoIP (Voice-Over-
IP), IPTV (IP-Television), video phone, audio and video streaming, VoD (Video-
On-Demand), interactive gaming, instant messaging, web browsing, emailing, etc
[64]. Such services have different requirements of “Quality of Service” (QoS), in
term of bandwidth (throughput), tolerated delay (latency), steady jitter, packet
loss (error rate), etc., and wireless systems have to deal with the fulfillment of them.
Modern networks need to implement a QoS mechanism, in order to meet heteroge-
neous service requirements [116]. A QoS mechanism refers to a broad collection of
networking technologies and techniques. The goal of a QoS mechanism is to give
the network the ability to deliver predictable results for offered services. A mecha-
nism of QoS is really complex to define, and also to manage, because it can involve
several layers of the network. For example, it could be possible a collaboration be-
tween frequency allocation at Physical Layer, and traffic prioritization at MAC layer.
Moreover, most wireless networks do not have a standardized mechanism of QoS.
By the way, one of the few technologies that provides a standardized mechanism of
QoS is WiMAX/802.16 [102]. A common way to manage a QoS mechanism consists
in classifying wireless services in various classes of priority, which can be treated
differently. Accordingly, depending on the priority given from the service providers
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to the corresponding class, one kind of service can be favored over another. For ex-
ample, surfing the global Internet (web browsing) could be treated as a low-priority
service, since it does not have particular requirements in terms of latency, whereas, a
video conference could be considered a high-priority service, since it needs a limited
delay. Anyway, each service provider can define its own services prioritization order.
1.3.1 QoS Parameters
The first feature of QoS management in a wireless network is to provide a mech-
anism that makes customers satisfied by using the offered services. Different stan-
dardization groups, like ITU, ETSI and 3GPP, provide treatments for modern mul-
timedia services, even though this world is continuously in evolution and growth.
Figure 1.7: Performance targets for audio and video applications as considered by
ITU-T
The main work elaborated by ITU is published in “Recommendations G.1010” [1],
where the “ITU-T Study Group 12” provides an indication of suitable performance
targets for audio and video applications (see Figure 1.7), and for data applications
(see Figure 1.8).
Based on such performance requirements, ITU-T maps applications onto axes
of packet loss and delay, as shown in Figure 1.9. The size and shape of the boxes
provide a general indication of the limit of delay and information loss tolerable for
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Figure 1.8: Performance targets for data applications as considered by ITU-T
each application class. This mapping is then formalized in Figure 1.10, to provide
a recommended model for end-user QoS categories, where applications have been
classified in eight groups, according to error tolerance and delay. It is intended
that these categories form the basis for defining realistic QoS classes for underlying
transport networks, and associated QoS control mechanisms. The next Subsection
presents the QoS classes subdivision adopted for example, by the QoS mechanism
in 802.16/WiMAX networks, but these classes could be either adopted by other
wireless technologies.
Therefore, some organizations and institutions, e.g., ITU-U, give some guidelines
for defining a mechanism of QoS. From the real implementation network point of
view, each system can define and use its own parameters of QoS. The most impor-
tant parameters of QoS that are presently taken care by “real-world” implemented
wireless systems, are the following:
• Traffic priority. The value of this parameter specifies the priority assigned
to the QoS class to which the traffic belongs. Usually, the highest priority is
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Figure 1.9: Mapping of user-centric QoS requirements as considered by ITU-T
Figure 1.10: Model for user-centric QoS categories defined by ITU-T
given to the “Hard Real Time Class”, whereas the lowest priority is given to
the “Best Effort Class”.
• Maximum packet drop ratio or minimum deadline miss ratio. For
applications like VoIP, videophone, video conference, etc., missing a certain
number of deadlines means to make the service useless for the receiver. In-
deed, a delay in the received packet is equivalent to not receiving it at all,
because the packet is dropped. Therefore, for such services with hard real-
time requirements, meeting as many deadlines as possible, is mandatory in
a network environment. Actually, a certain number of missed deadlines is
tolerated by such services, for example, a percentage not greater than 10%.
• Maximum latency. Latency (or delay) is the amount of time it takes a
packet to reach the receiving endpoint after being transmitted from the sending
endpoint. This time period is termed “end-to-end delay”. Effectively, some
Real Time services (e.g., video MPEG, instant messaging, interactive gaming,
etc.) do not have a real deadline, in the sense that they can admit a certain
delay without suffering severe degradation.
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• Tolerated jitter. Jitter (or delay-variance) is the difference in the end-to-end
latency between packets. For example, if one packet requires 100 milliseconds
(ms) to traverse the network from the source-endpoint to the destination-
endpoint and the following packet requires 125 ms to make the same trip,
then the jitter is 25 ms. The accumulation of jitter will eventually lead to
data errors. Some services, like speech, audio and video streaming, require to
the system keeping the jitter under control.
• Minimum reserved traffic rate. This parameter indicates that some ser-
vices, in general delay-tolerant ones (e.g., MPEG video, instant messaging,
FTP, etc.) require a minimum data rate even during network congestion.
• Maximum sustained traffic rate. This parameter defines the peak infor-
mation rate of the service. This parameter is defined for all services.
• Vendor-specific QoS parameters. Each service provider can define its own
parameters of QoS, depending on the needs of its customers and of the market.
For example, fairness between services and revenue gain could be two of them.
1.3.2 QoS Classes
Classifying wireless services into several classes, facilitates the mechanism of
bandwidth sharing between users that have different expectations in terms of qual-
ity of service. Therefore, for example, a real-time application, such as a video call,
should be prioritized in bandwidth allocation with respect to FTP or email appli-
cations. One of the greatest challenges in networks today is how to simultaneously
satisfy different requests of quality of service with limited and shared bandwidth.
Through the years, QoS mechanisms have become more and more sophisticated,
and now, there exist QoS mechanisms for small W-LANs up to giant networks (e.g.,
W-MAN, W-RAN, etc.). For example, 802.16/WiMAX networks group wireless
services in five categories, generally called “QoS Classes”, depending on the specific
requirements of QoS:
1. Unsolicited Grant Services (UGS). They are those services with strict de-
lay requirements, like CBR (Constant-Bit-Rate) applications, phone call, VoIP
(without silence suppression), videophone, videoconference, business transac-
tions. In VoIP, for example, providing a quality of service means being able
to listen and speak in a clear and continuous way, without unwanted noise
and jerks. Quality depends on the following factors: data loss, consistent de-
lay characteristics (jitter) and latency (leading to echo). These services are
real-time data streams, consisting of fixed-size data packets issued at periodic
intervals. In order to provide a suitable quality level at such services, the
system has to guarantee a certain bandwidth at constant time intervals.
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2. Extended Real-time Polling Services (ertPS). They are designed for
real-time traffic with variable data rate, such as VoIP service with silence
suppression, for which the bandwidth is granted at constant time intervals,
but data packets are variable-sized.
3. Real-time Polling Services (rtPS). They are those services generating
variable-sized data packets on a periodic basis, and having inflexible latency
and throughput requirements. In order to provide the proper quality for such
services, the system has to supply them with the opportunity to ask for band-
width at constant time intervals. This would be the case, for example, for
VBR (Variable-Bit-Rate) applications, and MPEG video transmission.
4. Non-Real-time Polling Services (nrtPS). They are services supporting
delay-tolerant data streams consisting of variable-sized data packets for which
a minimum transmission data rate is generally required. For example, stan-
dard Internet traffic that requires high throughput, and traffic that requires
variable-size data grants on a regular basis, such as high-bandwidth FTP.
5. Best Effort services (BE). They are services supporting data streams for
which no minimum service guarantee is generally required and therefore may
be handled on a best available basis. For example, standard Internet traffic
such as Web browsing, e-mail, or instant messaging.
The classification of services in different classes, with the objective of identifying
specific traffic requirements, is defined by 802.16/WiMAX networks in their mech-
anism of QoS [102, 133], but it could be also applied by other wireless technologies,
such as WiFi, LTE-Advanced, cellular networks, etc. Actually, even if a classifica-
tion is generally accepted for identifying service requirements, this does not mean
that a universally accepted mechanism to satisfy such requirements exists. There-
fore, 802.16/WiMAX networks implement, for example, their own mechanism of
QoS, which associates each user request of service with a specific Qos class connec-
tion identifier (CID), that remains set until the end of the service. This association
between the kind of service and its corresponding class, defines the mechanism by
which the service can request bandwidth for its transmissions, until the closure of
the service. Therefore, a VoIP service, for instance, performs its request of band-
width only the first time, when it establishes the connection with the Base Station,
because the QoS mechanism at the BS, already knows that a VoIP service has
fixed-size data amount to be transmitted at constant time intervals. Non real-time
services instead, have to contend each other for requesting bandwidth, each time
they need to transmit data. Anyway, although the mechanism of QoS defines how
a service class can perform its requests of bandwidth, it does not define the traffic
scheduling algorithm, which is the real actuator of the bandwidth allocation to ser-
vices. Other wireless technologies, such as WiFi, cellular networks, etc. do not have
a standardized mechanism of QoS. Therefore, in practice, all services have exactly
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the same level of QoS in such networks. They need to implement the whole mech-
anism of QoS from scratch, including a traffic scheduling algorithm. Anyway, the
new amendment IEEE 802.11ae, foreseen for December 2011, should define a native
mechanism of QoS. This thesis assumes the service classification in five QoS classes
as adopted by 802.16/WiMAX networks.
The following Section presents an introduction of one of the most important
component of a QoS mechanism in a wireless system, that is the service scheduling
algorithm. More details will be given in Chapter 2.
1.4 Wireless Services Scheduling
A wireless system, without a standardized mechanism of QoS, should implement
its own one, and also define specific parameters of QoS, in order to pursuit the
intended goal, like system throughput, fairness between users, etc. One of the most
important and universally recognized instruments for providing QoS in any wireless
system is the traffic scheduling facility. The objective of this “module” is to apply
a specific scheduling policy (i.e., a scheduling algorithm) in order to establish a
priority for allocating network resources (i.e., frequency and time) to the different
kind of traffic (i.e., services). Even in a wireless system where the mechanism of
QoS is standardized, like in WiMAX/802.16, such traffic prioritization policy is not
settled in advance by the Standard of the technology. Instead, it is left open to
different implementations by network and service providers, to fulfill their specific
requirements: in other words, it is driven by the communication market. In a wireless
environment, a scheduling algorithm is the method by which several users asking
to transmit their data flows, are given access to network resources (frequency and
time). Bandwidth and time are limited and shared resources, contended by several
users. Thus, a mechanism to solve such dispute is mandatory, in order to satisfy the
QoS requirements. Scheduling algorithms in wireless systems is a very large and hot
area of research: many algorithms and resource allocation policies and mechanisms
have been proposed in the last twenty years. Some of them have been inherited from
other contexts, such as wired networks, operating systems, and adapted to several
kind of wireless environments (e.g., mobile, sensor, cellular, vehicular, etc.), others
have been thought and defined for specific technologies, such as OFDMA-based
systems. The large number of scheduling algorithms proposed in literature for wire-
line networks (e.g., Round Robin, Fair Queuing, Proportional Fair, Earliest Due
Date, etc.) cannot be directly applied to wireless networks because of fundamental
differences between these two types of networks. A wireless channel is subject to
time- and location-dependent signal attenuation, fading, interference, and noise,
that result in bursty errors and time-varying channel capacities. Moreover, in a
mobile environment, another challenge is the maximization of the battery life for
mobile users. The next Chapter gives an overview of the most important scheduling
algorithms in OFDMA based systems.
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1.5 Goal of the Thesis
We investigate the traffic scheduling issue in Point-to-Multipoint OFDMA-based
systems. We formally prove that very basic traffic scheduling problems, such as
the scheduling of one class of service at a time (specifically in our investigation,
Best Effort traffic and Real Time one), are NP-complete, and thus computation-
ally intractable. An optimal solution is timely unfeasible, therefore, simple and fast
scheduling heuristics are required.
The next generation broadband wireless access (BWA) networks (e.g., 802.16/
WiMAX, 802.11n/WiFi, LTE-Advanced/4G, 802.22/WRAN, etc.) offers a vari-
ety of services in our everyday life. These applications (e.g., VoIP, videophone,
videoconference, IPTV, streaming audio and video, VoD, interactive gaming, in-
stant messaging, web browsing, emailing) are very resource-consuming and they
have different and often conflicting requirements of quality of service (e.g., delay,
throughput, packet drop ratio, bandwidth, etc.) to be satisfied. On the other hand,
the wireless system resource, that is the channel, is limited and must be shared
among many user transmissions.
Intensive research devoted to increasing the bandwidth provided by wireless
systems has led to the development of several transmission techniques, the most
promising being the so called OFDMA one. For instance, many networks, such
as 802.16/WiMAX, LTE-Advanced, etc., adopt the OFDMA technique at Physical
Layer. In OFDMA-based systems, the frequency channel is divided into a number
of orthogonal subcarriers, which are grouped in subchannels for an easier system
management. Such subchannels are then assigned to users for transmission. Dif-
ferent subchannels show different fading to the users, since the signal reflects and
refracts against different physical obstacles in the environment. Moreover, since
users can be located in different positions around the environment, experiencing
different multi-path, the same subchannel can be perceived as a high transmission
rate one for one user, and as a low transmission rate one for another user. This
principle is known as “multiuser diversity”, and it can be used to efficiently allocate
the bandwidth, allowing users to transmit their traffic only over subchannels in a
“good” state. Moreover, the “multiple access” principle allows to allocate multiple
users on different subchannels in the same time slot, thus to increase the transmis-
sion opportunity for the users.
Anyway, sophisticated transmission techniques such as OFDMA would be useless
and ineffective in these systems with scarce resources, if they are not associated with
a proper “traffic scheduling algorithm”, which must meet the “system constraints”
(e.g., a subchannel can be allocated to one user at most, in each time slot), and
optimize a given “cost function” (e.g., system throughput, delay minimization, fair-
ness, etc.). A packet scheduling algorithm collects the transmission requests issued
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by users in a fixed-time period (generally, given by one Frame), and allocates such
requests on subchannels and time slots in subsequent times (i.e., Frames), meeting
system constraints and optimizing an objective function.
In literature, the problem of traffic scheduling in OFDMA-based systems has
been extensively studied, and many algorithms are proposed for scheduling different
kind of services, with several objective functions, such as limiting delay for Real
Time traffic, maximizing the system throughput, granting the fairness among dif-
ferent services, avoiding indefinite waiting for low priority traffic, etc. This is a
tough business, and very often, scheduling algorithms that allocate different kind of
traffic needs to accept a compromise among different requirements of heterogeneous
services.
In this Thesis, we consider more basic traffic scheduling problems than those
studied earlier. Nevertheless, we show that these very basic problems are very dif-
ficult to tackle. The system under investigation is a Point-to-Multipoint (PMP)
one (see Figure 1.1(a)), composed by a Base Station (BS) and several users who
ask to communicate to each other. All communications among users are centrally
coordinated by the BS that takes all decisions regarding the allocation of user trans-
missions on the channel, either in uplink (i.e., from users to the BS) than in downlink
(i.e., from the BS to users). For the sake of clarity, we consider all communications
to take place within the cell controlled by the BS. The system applies a combination
of OFDMA and TDD techniques at Physical Layer, thus the channel is divided into
sub-carriers (in the frequency domain) and time slots (in the time domain). We are
interested on uplink scheduling algorithms performed by the BS, the ones schedul-
ing users traffic towards the BS. An uplink scheduling algorithm decides on which
sub-carriers and time slots the users can transmit their traffic, meeting all system
constraints, and achieving an objective function. We consider a “single-service”
system, the one supporting only one class of traffic at a time. In our investigation,
we treat Best Effort traffic and Real Time one. Specifically, we investigate two
problems:
• The first problem we study is called Minimum Length OFDMA Scheduling or
MLOS for short, and it has been published in MSWiM ′09 [97].
This work considers the scheduling problem of “Best Effort” (BE) services in
a system adopting variable-length Frames, with the objective of producing a
minimum length schedule. We assume that different Frames can have differ-
ent length, namely can be formed by different number of time slots. For the
best of our knowledge, previous works in literature mostly considered systems
adopting fixed length Frames, being more easy to manage, but we notice that
this leads to an inefficient system utilization, especially when the traffic is not
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high. In effect, the (fixed) length of the schedule could be too large with re-
spect to the traffic actually allocated, leaving some empty time slots at the
end of the Frame. A variable-length Frame enables to dynamically adapt the
schedule length to the traffic amount present on the network. The objective
of our problem is to produce a legal schedule (i.e., the one meeting all system
constraints) with minimum length. This lead to a better system exploitation.
This approach generates also secondary results, such as the channel transmis-
sion rate maximization and fairness among users, since all user requests are
allocated.
We formally prove that MLOS problem is NP-complete, even in a very re-
stricted case, namely that one in which we ask whether a given set of traffic
requests can be scheduled in one time slot, or it is required a greater number
of time slots. This rules out the possibility to optimally solve the problem in
polynomial time, thus we propose four fast and simple heuristic algorithms,
giving suboptimal solutions. Moreover, we show that our proposed heuristics
in the worst case, cannot be approximated to within a constant factor, with
respect to an optimal schedule length. By means of a simulation experiment,
we shows that the proposed heuristics have average performance within 10% of
a simple Lower Bound on the schedule length, and so a fortiori of the optimal
(minimal) schedule length.
• The second problem we investigate refers to the scheduling of “Real Time”
(RT) services (e.g., constant-bit-rate applications, VoIP, voice call), with the
objective of meeting as many deadlines as possible, or equivalently, minimizing
the deadline miss ratio. This work has been published in PM2HW 2N ’10 (a
satellite workshop of MSWiM ′10) [30].
Most works in literature, concerning the scheduling of Real Time traffic in
OFDMA-based systems, dealt with problems such as minimizing the delay, or
fairly distributing the delay among users. For the best of our knowledge, those
objective functions achieved in previous works are different from the our, that
is keeping the “deadline miss ratio” below a given threshold for RT services.
We derive from MLOS that such problem is NP-complete too, even in a very
simple case, when all users have a deadline equal to one time slot, and it is
asked to minimize the number of missed deadlines.
We propose two scheduling heuristics: W-EDF (Weighted-Earliest Deadline
First) and S-EDF (Sliding-Earliest Deadline First). These algorithms decide
on the allocation priority of user requests on subchannels and time slots, tak-
ing into account several known parameters about the users and their service
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requests, such as the available carriers transmission rate, the traffic amount,
and deadlines requirements. These parameters are combined together by our
heuristics with the aim of establishing a priority order to schedule service re-
quests. Specifically, we compare two real-time traffic allocation strategies: the
“time slot-per-time slot” scheme, and the “deadline-per-deadline” one. The
first strategy is applied by W-EDF heuristic that allocates one time slot at a
time, in sequence. It does not allocate the next time slot before to have com-
pletely allocated the previous one. In the second strategy, applied by S-EDF
heuristic, any time slots can be allocated within a period (and deadline) of the
service. Which time slot to allocate depends on which user has the highest
priority, the one to be scheduled first.
We evaluate the average-case performance of our proposed heuristics by means
of a simulation experiment, computing the Deadline Miss Ratio (DMR), rep-
resenting the percentage of missed deadlines with respect to total amount, the
Maximum Missed Deadlines (MMD), representing the percentage of missed
deadlines for the user who missed most, and the User Miss Ratio (UMR),
representing the percentage of users who missed more than 5% of their dead-
lines. Simulation results show that the S-EDF policy performs better than the
W-EDF one, in the average-case, since it has a wider overview on user request
properties (i.e., traffic amount, deadline, and subcarrier transmission rate).
In this Thesis, we address the issue of scheduling Best Effort and Real Time
traffic, dealing with the problem of satisfying their requirements of Quality of Ser-
vice, that are, user transmission rate maximization for the former class, and missed
deadline minimization for the second one. There exist, of course, other important
parameters of QoS, which could be satisfied for new generation of wireless services,
such as a fair distribution of transmission opportunities among users, latency min-
imization, etc. Anyway, an exhaustive discussion about all of them is beyond the
scope of our work. The main contribution of this Thesis is to demonstrate that
even to satisfy the requirements of one Class of Service at a time is a NP-complete
problem.
The average-case performance of the heuristics we proposed in this Thesis are
evaluated by means a simulation experiment. We implement an handmade simula-
tor with the aim of testing heuristics behaviour, in relation to the adopted traffic
scheduling policy. We do not use existing simulators (e.g., ns2/ns3, OPNET, Net-
Sim), since we are not interested on testing all network protocol layers, but just
the scheduling algorithms behaviour. Moreover, simulating all the network actions
is time consuming, as well as being out of our purpose. Considering the Physi-
cal Layer, we are not concerned about the simulation of all physical parameters,
such as, power, modulation, coding, synchronization, but just the generation of the
“sub-channel transmission rate” for the users, that is expressed by “unit of traffic
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over time slot”. The most important components we implement in our simulator
are basically the following: the scheduling algorithm behaviour, the network traffic
generator, the sub-channel transmission rate, and the multiple access mechanism of
OFDMA technique. We do not enter into the details of such implementation, be-
cause the simulator is just an instrument for testing the behaviour of traffic schedul-
ing algorithms.
1.6 Organization of the Thesis
The Thesis is organized in six Chapters and two Appendices. In Chapter 1, we
introduce the background and our research topic, the problems we faced, and the
original proposed solutions. We present the new generation of wireless technologies
adopting the OFDMA technique, introduce some features of the OFDMA scheme,
illustrate wireless services and their quality of service requirements, and introduce
the traffic scheduling issue. Section 1.5 is devoted to present the goal of the Thesis.
In Chapter 2, we detail the traffic scheduling issue in OFDMA-based systems,
illustrate the scheduling role within a mechanism of QoS, highlight off-line, on-line,
centralized and distributed scheduling, and uplink and downlink one, and survey
most important works on scheduling algorithms in OFDMA-based systems presented
in literature.
Chapter 3 presents the model of the system under investigation, illustrates the
characteristics of the considered traffic, and introduces terminology, notations and
definitions that are used in our investigation. We give the general assumptions
made on the system, about network topology, transmission technique, bandwidth,
services, and uplink scheduling issue, and about the the traffic.
We introduce, in Chapter 4, the first work we investigate, called MLOS, dealing
with the problem of scheduling Best Effort traffic in a system adopting variable-
length Frames. The objective of our problem is to produce a legale schedule (i.e.,
the one meeting all system constraints) with minimum length. We formally prove
that the problem is NP-complete, and present simple and fast suboptimal heuristics.
We highlight that such heuristics cannot be approximated to within a constant factor
with respect to an optimal schedule length. Moreover, we evaluate their average-
case performance by means a simulation experiment. The result of this study has
been published in [97].
Chapter 5 presents our second work, which investigates the Real Time traffic
scheduling problem, with the objective of meeting as many deadlines as possible,
or equivalently, minimizing the packet drop ratio. We propose two heuristics, that
apply two different resource allocation mechanisms, and evaluate their average-case
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performance by means a simulation experiment, computing some metrics, such as
the deadline miss ratio. This work has been published in [30].
Finally, in Chapter 6, conclusions, work in progress and topics for future stud-
ies are driven. Appendix A collects all simulation results of MLOS problem, and
Appendix B shows simulation results of Real Time traffic scheduling problem.
Chapter 2
Scheduling in OFDMA-based
Systems
Abstract
In this Chapter, we detail the traffic scheduling issue in OFDMA-based systems, and
give an overview of most important works presented in literature on this question.
Section 2.1 illustrates the scheduling role within a mechanism of QoS, highlighting
centralized and distributed scheduling, and uplink and downlink one. Section 2.2
focuses on centralized scheduling algorithms, emphasizing different strategies, such
as, those satisfying various service requirements contemporarily, and those meeting
deadline or delay constraints of Real Time services.
The new generation of wireless networks (e.g., 802.16m/WiMAX, LTE Advanced/
4G, 802.11n/Wi-Fi, 802.22/WRAN) provide broadband wireless access to multi-
media services (e.g., VoIP, TVIP, videophone, videoconference, video-on-demand,
telemetering, mobile e-commerce, online interactive gaming, instant messaging, web
browsing). Such services require different parameters of QoS to be satisfied, depend-
ing on the specific characteristic of the traffic. For example, interactive applications,
such as voice, VoIP, videophone, videoconference, require the packet drop ratio to be
kept below a maximum value. Audio and video streaming services, such as broad-
casting applications, tolerate up to a maximum value for delay and a steady jitter.
Other bandwidth-intensive consuming applications, such as Web Browsing, peer-to-
peer, Torrent, require a minimum data rate (throughput) and fairness [1, 102]. In
such a variegated services scenario, providing QoS guarantees to different applica-
tions represents one of the most challenging issues, for new generation of wireless
networks. A proper mechanism of QoS deals with this question.
The use of sophisticated techniques, such as OFDMA at Physical Layer, can help
the mechanism of QoS to face up many problems, such as, increasing the system per-
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formance, and allocating the bandwidth to different services more efficiently. Indeed,
user services can benefit from the OFDMA ability to manage the limited bandwidth
dynamically and efficiently, using a principle called “opportunistic resource alloca-
tion”. This principle exploits in turn, two others abilities held by OFDMA-based
systems: the “multiple access” ability, and the “multiuser-diversity” characteristic.
The former consists on splitting the bandwidth (the resource to allocate) in sub-
channels, and then allocating them to different users in the same time slot. The
second exploits the fact that users can experience different transmission rates over
the same sub-channels. Therefore, in conclusion, a bandwidth allocation strategy
(e.g., a traffic scheduling algorithm) could decide to allocate those sub-channels en-
abling higher transmission rates for users. In other words, an opportunistic-based
scheduling algorithm assigns resources to users having better link quality.
Moreover, other characteristics of the OFDMA technique [67, 102] allow to ef-
ficiently manage the bandwidth, such as for example, the ability to adapt the
dimension of sub-channels (e.g., varying the number of sub-carries composing a
sub-channel), or to change the digital modulation (e.g., BPSK, QPSK, 16-QAM,
64-QAM) and the coding scheme (e.g., CC, ZT CC, CTC, BTC) in the burst pro-
files. The burst profile is given by a combination of Modulation and Coding Scheme
(MCS). The burst profiles are used for the link adaptation procedure, and the choice
between them or, equivalently, between different MCSs is a powerful tool. Specif-
ically, choosing the MCS most suitable for the state of the radio channel, at each
instant, leads to an optimal (highest) average data rate. This is the so-called link
adaptation procedure [102], that could be implemented at MAC layer, even if the
burst profile allocation is about physical transmission. The link adaptation algo-
rithm is not specified either by wireless network standards (such as IEEE 802.16x)
that define the burst profile parameters. It is left to vendors or operators, like traffic
scheduling algorithms are as well.
2.1 The Scheduling Role
A core function of a QoS mechanism at MAC layer is represented by the “schedul-
ing algorithm”, which is committing to satisfy several traffic requirements. The traf-
fic scheduling role is twofold: providing every service if possible with the suitable
quality of service, and achieving, at the same time, the best system performance.
For example, in a system where users are sending emails and making vocal calls,
a scheduling algorithm needs to pursuit a compromise between delay minimization
required by real-time calls, and throughput maximization required by the system.
In OFDMA-based systems, where the bandwidth is flipped in sub-channels, and
time is divided in equal-length time slots, grouped in fixed-size Frames, a scheduling
algorithm decides which sub-channels and time slots have to be allocated to the
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service requests collected by the Base Station, in order to accomplish a specific
“scheduling policy”. Exploiting the multiple access mechanism provided by OFDMA
technique, the scheduling algorithm can allow multiple users to transmit their own
data over different sub-channels in the same time slot. A specific scheduling policy
is adopted by the scheduler on the BS for deciding the order and priority by which
different services should be allocated over sub-channels and time slots. Scheduling
policies are driven essentially by the satisfaction of QoS parameters. For example,
a service provider can decide to give highest transmission priority to Real Time
applications (e.g., VoIP and video-calls), otherwise, it can choice to provide fair
transmission opportunity to all services.
Although traffic scheduling algorithms are used in all wireless systems, this The-
sis focuses on those systems adopting OFDMA technique. Such networks can be
organized in two topologies (see Subsection 1.1.5): Point-to-Multipoint (PMP) or
Multipoint-to-Multipoint (MPM) (also called mesh). Therefore, scheduling algo-
rithms can be “centralized” or “distributed”. Generally speaking, a mesh mode can
support both type of scheduling.
2.1.1 Scheduling Algorithms in Point-to-Multipoint Systems
In a Point-to-Mutipoint (PMP) network, a centralized scheduling algorithm is
performed on the Base Station (BS), that controls all communications occurring
among user stations within its cell. Therefore, the BS is the center of the system,
and traffic transmissions may take place only between the BS and user stations,
under its supervision. The BS is responsible for collecting transmission requests
by sender users, running the scheduling algorithm, and broadcasting the produced
schedule to senders, and user service data to destinations. Therefore, the BS has to
perform an “uplink scheduling”, for allocating user transmissions on the channel in
uplink (UL) direction, and a “downlink scheduling”, for allocating BS transmissions
on the channel in downlink (DL) direction. In case the system uses a Time Division
Duplexing (TDD) air interface (as in most implementations of current networks),
time is divided into equal length “time slots”, and then grouped into UL and DL
sub-frames, with movable boundary. UL sub-frame and DL sub-frame form together
a fixed-length “Frame”, with a duration of few milliseconds. A movable boundary
between DL and UL sub-frames, indicates that the dimension of these sub-frames
can change, depending on traffic amount in DL and UL directions. The BS is
responsible for allocating both frequency and time slots. This Thesis considers such
combination of OFDMA/TDD, as it is the most used in current wireless networks.
The BS collects user service requests in each Frame, and schedules them in UL
and DL directions, applying a scheduling policy, so as to satisfy QoS requirements.
In downlink direction, only the BS communicates toward user stations, using a
broadcast transmission, whereas in uplink, all user stations can transmit to the BS.
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Uplink Scheduling
The Base Station (BS) collects all transmission requests, issued by users in a
given Frame, in order to efficiently manage the bandwidth allocation. Since the BS
receives many request of transmission by several users, it has to apply an uplink
(UL) scheduling algorithm, in order to determine on which sub-channels and time
slots each user can transmit its own data in UL sub-frame. A centralized scheduling
algorithm applies a traffic prioritization policy, in order to prevent users from having
to compete for access to UL channel. Therefore, the BS creates an allocation order
by which users can transmit on UL direction.
Downlink Scheduling
After having collected user transmission requests, the BS performs the schedul-
ing algorithm, and broadcast to destination users the produced schedule (control
packets), and payload data received from transmitting users (data packets). Such
information is broadcasted by the BS to users on DL sub-frame, and each receiv-
ing user picks up only information destined to itself. Therefore, the BS is the only
device transmitting in downlink direction, thus, it does not have to coordinate its
communications with other transmitters.
An Example of centralized scheduling in a PMP system
Figure 2.1 shows an example of PMP system, where there is a BS and two user
stations, S1 and S2, asking to communicate with other user stations, R1 and R2,
respectively. For the sake of clarity, S1 and S2 only transmit data and perform
periodic requests of bandwidth (like in real-time services), and R1 and R2 only re-
ceive data. The system uses the TDD mode for accessing the bandwidth. Therefore,
the “Frame” is divided in a “Downlink sub-frame”, carrying transmissions from the
BS to users, and an “Uplink sub-frame”, carrying transmissions from users to the
BS. The figure shows the content of three consecutive Frames, when the system is
working at full stretch: “Frame n − 1”, “Frame n” and “Frame n + 1”. For exam-
ple, in “Uplink sub-frame” of Frame n − 1, users S1 and S2 send data to the BS
destined to users R1 and R2 respectively, in accordance with the schedule sent by
the BS in “Downlink sub-frame” of the same Frame. Moreover, they send request
of bandwidth for the next Frame. In “Downlink sub-frame” of Frame n + 1, the
BS sends the schedule to S1 and S2, for the request of bandwidth sent by S1 and
S2 in “Frame n − 1”. Moreover, it continues to send data to R1 and R2, received
from S1 and S2, respectively, in the previous Frames. Therefore, the scheduling at
the BS has two commitments: scheduling the sender users transmissions directed to
receiver users (uplink scheduling), and the BS transmissions directed to the sender
users (for communicating schedule result) and to receiver users (for communicating
data from the senders). Anyway, since the BS does not have to compete to anyone
for accessing the channel in downlink, the challenging task is how to allocate a large
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(a) The system structure
(b) Frame structure
Figure 2.1: In a Point-to-Multipoint system, all communications between users are
controlled by the Base Station
number of users that want to transmit their data within a limited time. The example
we presented above, is a simplified version of a real centralized system. For the sake
of clarity, we assume that all communications take place within the cell controlled
by the BS. Actually, the BS has also to coordinate the transmissions coming from
and directed to outside the supervised cell.
Since the huge literature presented in the last ten years (when the first network
using OFDMA technique appeared, i.e., 802.16/WiMAX) shows a greater interest
on “centralized” scheduling, this Thesis focuses on point-to-multipoint networks,
where a centralized scheduling is adopted. Section 2.2 presents an overview of some
centralized scheduling algorithms, just to give an idea of such a research area. A
complete survey on this subject is beyond the purposes of this Thesis, and would
require several hundreds of pages.
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2.1.2 Scheduling Algorithms in Multipoint-to-Multipoint Sys-
tems
A distributed scheduling algorithm is usually adopted by systems organized as
a Multipoint-to-Multipoint (MPM) or mesh topology, where traffic can be routed
through other user stations, until the Base Station (i.e., Centralized Mesh), and can
even take place only among user stations (i.e., Distributed Mesh). In MPM topology,
user stations can communicate their own data to each other directly, they are not
required to transmit ahead their data to the BS (which could even not be present).
In a distributed environment all users are peers, and they compete for trans-
mission opportunities, there is not an arbiter to solve such contentions. Therefore,
distributed resource allocation algorithms rely on random access and collision avoid-
ance/resolution schemes, in order to coordinate user transmissions and resource dis-
tribution. Although the mesh mode exhibits better flexibility and scalability, the
distributed channel access control is more complex, because every user node has to
compute its own transmission time without global information.
Probably one of the first works that theoretically investigated IEEE 802.16 mesh
mode scheduling performance, is carried out by Cao et al. in [20]. The authors de-
veloped a stochastic model to analyze the control channel performance. This model
investigates the effect induced by variation of important parameters on the system
performance, like the total node number, exponent value, and network topology.
An opportunistic multichannel Aloha scheme was proposed for OFDMA in [16],
where each user performs a request for obtaining a set of sub-channels above a cer-
tain threshold (in a way similar to slotted Aloha), and if the request message collides,
collided sub-channels are abandoned. In other words, collision resolution was not
considered in [16]. A similar scheme was proposed in [31]. A fast collision reso-
lution method was studied in [164] for OFDMA, where collided users, rather than
procrastinate for a random time, switch immediately to a random sub-channel so
that collision may be resolved faster in the frequency domain. However, sub-channel
state information was not considered in the back-off decision in [164]. Other works
on distributed scheduling algorithms applied on OFDMA-based systems (e.g., Cog-
nitive Radios, Long Term Evolution technology, etc.) are in [34, 127, 159].
A centralized scheduling algorithm adopted by a MPM system is generally similar
to the scheduling of PMP mode with the exception that user stations (nodes) form
a mesh network. It is a combination of centralized scheduling performed by the BS
and the multi-hop and non-line-of-size (NLOS) feature of the mesh mode.
A very important objective of centralized scheduling algorithms in mesh networks
is achieving fairness to ensure that nodes receive acceptable shares of resources, re-
gardless the number of hops from the Base Station (BS). Indeed, if a particular
node is more than two hops away from the BS, then a connection of this node might
not send or receive traffic at all (i.e., the connection may starve). This is not only
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unfair but undesirable, as well. On the other hand, multi-hop wireless networks can
increase the bandwidth utilization using the same channel in different parts of the
networks. Therefore, the challenge of scheduling in a mesh network is twofold: (1)
ensuring every connection to get equal access from the network, irrespective of their
locations, and (2) achieving optimum bandwidth utilization to increase the overall
network throughput [101].
Kim and Ganz [78], proposed a transmission scheduling algorithm that achieves
high channel efficiency and provides hard fair access to all nodes. Weiling et al.
[128], proposed a distributed resource allocation scheme that hierarchically decou-
ple the subcarrier and power allocation problem into two subproblems, applied on
two levels: access-point-level scheduling (sub-carriers are roughly allocated by the
central unit to different access points), and user-level scheduling (a further sub-
carrier and power allocation is performed by each Access Point for its underlying
users). The objective of such hierarchical scheme is to maximize the system rate
under the constraints of each users minimum rate, total transmit power, and fairness.
Another important classification of scheduling algorithms is between “off-line”
versus “on-line” algorithms, presented in the following Subsection. This classifica-
tion is based on the fact that wireless networks can be very dynamic environments,
where users enter and exit the system very frequently, and ask for services with
heterogeneous QoS requirements, and where carriers transmission rates may change
very quickly. On the other side, real implemented wireless networks are more inter-
ested in obtaining high system performance.
2.1.3 Off-line and On-line Scheduling Algorithms
In wireless networks, the channel condition can change more or less slowly in
time, depending on the fading, user position, interposed obstacles between users,
multi-path, weather situation, user mobility, etc. Specifically, subcarriers in OFDMA-
based systems can allow different transmission rates to different users, depending
on their location and period of transmission in the environment. Roughly speaking,
these changes can affect the channel transmission rate, making some subcarriers
very good for traffic transmission in a given time, and very bad soon after. More-
over, users enter and exit a cell more or less frequently, requesting the system to
satisfy the suitable level of quality of service for their own applications. Basically,
the degree of dynamism in a wireless network can affect the decision to use off-line
or on-line scheduling algorithms.
Off-line algorithms implicates that the scheduler has to know the system model
during the scheduling period, that is, for example, knowing the subcarriers trans-
mission rate for the users, and their traffic QoS requirements. For example, in a
system organized as a fixed-length Frame one, the scheduling period is given by one
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Frame, during the which it is supposed the system model (e.g., subcarriers trans-
mission rate and traffic requirements) to be known and unchangeable. During a
Frame, the scheduler collects the user traffic transmission requests and gets to know
about user transmission rate over the channel. Using these known information, the
scheduler applies the traffic scheduling policy. A Frame is given by a very short pe-
riod of time, 5 or 10 milliseconds. Therefore, off-line scheduling algorithms assume
that the system model is stable and unchanged during such period of time. Off-line
algorithms have all information they need at execution time, concerning user traffic
requirements and subcarrier transmission rate, in order to optimally allocate user
requests in the Frame. During the scheduling period of a Frame, incoming requests
from other users will not be considered, they will be processed in the next Frame.
On-line algorithms could be the right choice to take in a wireless network
crowded by heterogeneous users, and where the channel condition changes very
quickly [138]. In these dynamical systems, a great amount of users access and exit
the system very frequently, asking the scheduling algorithm to satisfy heterogeneous
requirements of QoS for their applications. Moreover, subcarriers transmission rate
changes very quickly as well due to high users mobility. In such context, an algo-
rithm is “on-line” in the sense that, when a user transmission request arrives at the
Base Station, the channel condition for the requesting user at the time of transmis-
sion is disclosed to the Base Station. In the on-line case, user requests arrive over
time and the scheduling algorithm have to take its decisions about resource alloca-
tion without knowledge of future requests, none assumption is made about future
packet arrivals. Incoming requests for users will not be blocked, instead they are
processed as they arrive, one by one [9]. An on-line algorithm takes the best decision
possible, at the moment it is run, based on limited information it collected, about
user requests and subcarriers rate. Using on-line algorithms, the decision on traffic
allocation over subcarriers is based on “local” knowledge of user requirements and
subcarrier transmission rate, at the moment of scheduling execution. This means
that on-line algorithms are forced to make decisions that may later turn out not to
be optimal.
Off-line algorithms can do much better job of resource allocation, since they
assume to have a wider overview and full knowledge of user requests and subcar-
riers condition, over a period of time (e.g., one Frame). However, they introduce
a scheduling delay (or latency) which may not be practical for a wireless system.
Thanks to full knowledge about traffic and channel conditions, off-line algorithms
are able to give an optimal solution of the traffic scheduling problem, even though in
OFDMA-based systems, such problem is proved to be NP-Complete (see Chapter 4),
and heuristic algorithms are required. On the other hand, on-line algorithms have
to work using limited information about traffic and channel conditions. Therefore,
they are more computational complicated, and they generate excessive messaging
overhead between users and the Base Station, and surely, they are more distant
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from being optimal, but faster. The most important difference between off-line and
on-line algorithms is that, in the second one, once the scheduling decision has been
taken, the resulting subcarrier allocation to users cannot be revoked.
In this Thesis we consider off-line scheduling algorithms, and formally prove that
finding an optimal solution for such algorithms is a computationally intractable
commitment, since the problem is NP-complete (see Chapter 4). Therefore, we
propose fast and simple heuristics, like most of the literature did in OFDMA-based
systems, since they are faster, less computationally complicated, and usually they
give an acceptable suboptimal result. Anyway, off-line heuristics have more extensive
knowledge about user service requirements and channel condition, compared to on-
line algorithms. An exaustive discussion about off-line versus on-line algorithms
would require another Thesis, and is out of our purpose.
Most works in literature have focused more on centralized scheduling algorithms
than the distributed ones, thus, the following Section is totally dedicated to them.
2.2 Centralized Scheduling Algorithms in PMP
Systems
Many traffic scheduling algorithms have been extensively studied and proposed
in literature, with the objective of providing different QoS parameters in wireless
systems adopting or not OFDMA technique.
Since the main goal of a scheduling algorithm is to satisfy the QoS requirements
for different services, it makes sense to organize these algorithms depending on the
type of QoS parameters that must be met. Therefore, there are some algorithms
that aim to satisfy several service requirements at the same time, and others that
attempt to control delay of Real Time services, or avoid that Best Effort services
indefinitely wait in the queue. For example, videoconferencing (i.e., variable-bit-rate
application) has a delay bound of 40−90 ms, and an accepted loss rate of 10−3 [43].
In contrast, non real-time applications, like Web browsing and File transfer, require
a stringent loss rate of 10−8, but can stand large delays. Anyway, such decisions are
basically driven by service providers and market law. What are the most important
QoS parameters to be met depends on the priority given to services, which in turn
depends on the priority given to customers, who pay for using such services.
The following Subsections present an overview of centralized scheduling algo-
rithms, grouped according to their ability to satisfy specific requirements of QoS for
different kind of traffic.
2.2.1 Scheduling policies for multi-services traffic
In next generation wireless networks, a key question is how to simultaneously
satisfy different requirements of QoS for various services. Most scheduling algorithms
presented in literature provided differentiated QoS to different service classes. Since
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802.16/WiMAX is the network that mostly contributed to the success of OFDMA
technique, many works on traffic scheduling in OFDMA-based systems refer to this
network, or consider it as case study.
In [124], Ryu et al. proposed an urgency and efficiency based packet scheduling
(UEPS) algorithm, which is able to schedule Real Time (RT) and Non-Real Time
(NRT) traffic, at the same time. Such algorithm determines scheduling priorities,
applying a combination of the urgency and efficiency factors. The urgency factor is
given by a time-utility function, reflecting the approaching deadline for the packet.
The efficiency one, is given by the current status of the selected channel with respect
to the average one. The objective of the UEPS algorithm is to maximize throughput
for NRT traffic, while satisfying QoS requirements for RT traffic, such as packet delay
and packets loss ratio.
Other works (e.g., [6, 5]) assumed that deadline-sensitive (DS) users have a
higher priority than the Best Effort (BE) ones. For example, Agarwal et al. pro-
posed in [6], a resource allocation schemes that first computes the minimum system
resources to just meet the deadline-requirements of DS users, and then, optimally
distributes the remaining system resources (if any) between the BE users, follow-
ing some scheduling heuristics (e.g., Queue Proportional Scheduling, Best Channel
Highest Possible Rate, etc.). In [160], Ding et al. proposed a scheduling algorithm
that gives highest priority to WiMAX services like UGS and ertPS, allocating fixed
slots to them first, because of their constant-rate requirements. Then, the resid-
ual slots are scheduled for the other three QoS classes (i.e., rtPS, nrtPS and BE).
This algorithm is performed in two phases. In the first phase, a scheduling priority
function is defined, by a combination of three factors: the sub-channels quality as
perceived by the user, the quality deviation on sub-channels, and the user connection
QoS satisfaction factor. In the second phase, a Maximum Deviation Channel First
(MDCF) scheme is defined, for determining the number and the allocation order of
sub-channels. Specifically, high value of the satisfaction factor, indicates that the
corresponding connection should send a packet in the current Frame, in order to
avoid its deadline to be expired, and the next Frame to be totally allocated. The
MDCF scheme begins to allocate those sub-channels that the user perceives better
with respect to the other users, for improving system performances.
Other works ([135, 158, 88, 115]) consider a MAC-PHY cross-layer scheduling
scheme that joins together packet scheduling and sub-channel allocation. Usually,
such schemes consider a combination of QoS requirements for services at MAC layer
(e.g., delay bound, fairness, minimum and maximum rate guarantees, packet loss,
etc.) and channel state information at PHY layer (Signal-to-Noise Ratio (SNR),
power allocation requirements, etc.). Pujolle et al. [136] propose an intelligent
Medium Access Control layer that adapts with Physical layer in response to differ-
ent QoS requirements of different services, a mixture of Real Time and non-Real
Time services. Specifically, based on an adaptive scheduling mechanism combined
with slot allocation scheme, fair and efficient QoS guarantees in terms of maxi-
mum delay requirement for Real Time services and minimum reserved data rate
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for non-Real Time services are achieved. Lin et al. designed in [163] a MAC-layer
uplink/downlink bandwidth allocation algorithm that is QoS/PHY-aware. Their
work takes into account the adaptive modulation and coding scheme (MCS), up-
link and downlink traffic volume, and QoS parameters of all service classes. They
proposed a bandwidth allocation algorithm (Highest Urgency First, or HUF) that
decides on the service flow allocation using a urgency factor (U-factor), which is a
mix of latency, priority and fairness requirements. In [112], the authors developed a
queue- and channel-aware model, where the queue-length-based packet scheduler is
complemented by a cross-layer OFDMA slot allocation mechanism that adapts to
channel conditions at the destination mobile stations.
Another group of scheduling algorithms, called “opportunistic”, exploits the con-
cept of “multiuser diversity gain” for supporting heterogeneous QoS requirements.
Opportunistic scheduling is a way to improve spectrum efficiency by exploiting time-
varying channel conditions. From an information-theoretic viewpoint, Knopp and
Humblet showed, in [81], that the system capacity is maximized by exploiting in-
herent multiuser diversity gain in the wireless channel. The basic idea is to schedule
a single user with the best instantaneous channel condition to transmit at any one
time. In this context, it is also important to consider the tradeoff between wireless
resource efficiency and level of satisfaction among individual users (fairness). Fair-
ness criteria is critical to the scheduling problem in wireless networks. For example,
allowing only users close to the base station to transmit at high transmission rate
may result in very high throughput, but sacrifice the transmission of other users.
In [90], Shroff et al. developed a unified opportunistic scheduling framework for
multimedia communication in a cellular system, while providing three long-term
QoS/fairness guarantees-temporal fairness, utilitarian fairness, and minimum per-
formance guarantees. Other works on opportunistic scheduling are in [167, 132, 143].
Packet Fair Queuing (PFQ) policies, successfully adopted in wire-line networks
for controlling congestion in datagram networks [2, 109, 120], are also applied in
wireless networks, but with added considerations. Generally speaking, “fair queu-
ing” is a technique that allows each flow passing through a network device to have a
fair share of network resources. Adapting wire-line fair queueing algorithms to the
wireless domain is not straightforward, because of the unique problems in wireless
channels, such as, location-dependent and bursty errors, channel contention, joint
scheduling of uplink and downlink flows in a wireless cell. Srikanth et al. proposed,
in [129], a fair scheduling policy for wireless networks which tries to approximate
the WFQ (Weighted Fair Queueing) policy of the wire-line network [2]. To make
efficient use of the wireless bandwidth, the scheduling policy, in [129], defers trans-
mission of packets from sessions with poor quantity wireless channels. Ramanathan
and Agrawal proposed, in [108], a simple approach, called Server Based Fairness
Approach (SBFA), where a long-term fairness guarantees are provided, by supple-
menting the bandwidth given to sessions which have not received satisfactory service
in the short-term, due to poor quality of their wireless channel. To efficiently keep
track of the amount of supplemental bandwidth for each session, the paper intro-
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duces the concept of a long-term fairness server.
In wireless systems providing different Service Classes, the Deficit Fair Priority
Queueing (DFPQ) policy could be also adopted as a scheduling mechanism, instead
of the simple Priority Queueing (PQ). The strict PQ leads to starvation of low
priority service, when the higher priority service is heavy. Instead, DFPQ improves
the fairness between services with different QoS requirements. In [72], Chen et
al. proposed a DFPQ algorithm, which uses a two-tier architecture. The first
tier ensures that low priority data streams will have the opportunity to transmit
packets. The second tier uses a multiple queue mechanism, and applies a different
packet scheduling algorithm according to each queue characteristic. The drawback
of this algorithm is that the transmission of low priority data streams may interrupt
the transmission of high priority data streams. Safa et al. extended, in [117], the
scheduling architecture presented in [72], with a proposal of a preemptive DFPQ
scheduling algorithm, that can enhance the performance of the DFPQ one, and fix
the problem of the scheme presented in [72].
Min et al. investigated in [83] an hybrid scheduling scheme, which integrates
the PQ (Priority Queue) and WFQ (Weighted Fair Queueing) principles for QoS
differentiation in multi-service communication networks. In the hybrid scheduling
system, one traffic flow has the highest priority over the others, and the low priority
flows are served according to the WFQ scheduling policy.
Simplicity of implementation and rapidity of execution represent other param-
eters that have been taken into consideration by scheduling algorithms presented
in literature. Indeed, schemes for fair queuing that achieved nearly perfect fairness
are expensive to implement. Cheaper approximations of such schemes exhibit un-
fair behavior. Varghese and Shreedhar [125] noticed that in wired networks a Fair
Queueing policy is too expensive to implement. However, a simple Round Robin
(RR) algorithm can be unfair when different flows use different packet sizes. There-
fore, they proposed a Deficit Round Robin (DRR) schemes that avoids this problem
by keeping a per-flow state, that measures the deficit, or past unfairness. Basically,
in DRR, each flow has its own queue, and these queues are served in a RR fashion. In
each service round the number of packets served in each queue is determined by two
parameters: deficit counter (DC) and quantum size (QS). DRR is basically a credit-
based scheduling policy. The QS determines how much credit, in number of bits or
bytes, is given to a flow in each round, and DC keeps a record of the total credit
received less the credit used. They demonstrated that DRR policy provides near-
perfect throughput fairness, with O(1) packet processing. Madhow et al. noticed,
in [24], that though DRR can handle variable-length packet, like WFQ schemes do,
and has lower complexity than WFQ schemes, its short-term fairness properties are
worse than WFQ schemes. DRR is also not worst-case fair (as WF 2Q is instead
[19]), and it has inefficient latency tuning characteristics. A direct way to see this is
to note that DRR boils down to the classical Weighted Round Robin (WRR), when
packet sizes are fixed, and hence exhibits the scheduling properties of the latter. In
contrast to this, the authors devised modifications of the weighted Round Robin
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discipline, that preserve the good scheduling properties of the best WFQ schemes,
such as WF 2Q [19], and proposed two categories of schedulers, namely List-based
WRR and Multi-class WRR, that are based on WRR service discipline. Lenzini
et al. [26] implemented Weighted Round Robin (WRR) and Deficit Round Robin
(DRR) to evaluate the IEEE 802.16 MAC layer ability to effectively support QoS
requirements of the multi-class traffic. Some works that analyzed DRR as traffic
scheduling policy in WiMAX systems are in [10, 18]. Jain et al. investigated, in
[23], two fair scheduling algorithms, namely, General Processor Sharing (GPS) and
Deficit Round Robin (DRR) in the context of Mobile WiMAX networks. Indeed,
in wireless networks, especially wireless broadband networks, such as, IEEE 802.16e
Mobile WiMAX, the link capacity can change over time, and also depends on the
user location. Moreover, Mobile WiMAX allows packet fragmentation to achieve full
Frame utilization, which violates the packet-based service concept of DRR. There-
fore, the traditional DRR can not be directly used in such networks. So, the authors
introduced Deficit Round Robin with Fragmentation (DRRF) algorithm, in order
to allocate resources in a fair manner, while allowing for varying link capacity.
In [119], the authors provided an overview of a number of popular queue schedul-
ing disciplines: first-in-first-out queueing (FIFO), Priority Queueing (PQ), Fair
Queueing (FQ), Weighted Fair Queueing (WFQ), Weighted Round-Robin Queueing
(WRR) and Deficit Weighted Round-Robin Queueing (DWRR).
When users contend for accessing networking resources, it is important for re-
sources to be allocated or scheduled “fairly”. Proportional Fair (PF) scheduling
algorithms are originally proposed in the network scheduling context by Kelly et al.
[40], to introduce a trade-off between high system throughput and users fairness.
Indeed, algorithms which optimize the overall system performance may not be fair
in allocating transmission rate to different users [169, 89]. Moreover, in wireless
networks that are able to support Real and non-Real Time services simultaneously,
“fairness” is not referred only to transmission rate, but also to delay, packet drop
ratio, transmission power (to several parameters of QoS). In proportional fairness,
the scheduling tries to allocate resources such that the percentage of satisfied de-
mands of different users are the same (or as close to each other as possible). Singh
and Sharma considered in [126] that, when resources are insufficient to satisfy the
QoS of all users, then the scheduling issue is to satisfy their requirements, in a fair
way. Therefore, they developed scheduling algorithms that provide QoS to different
users efficiently and fairly. Other works that apply fairness in OFDMA systems are
[36, 53, 96, 114]. Ephremides et al. [137, 49] proposed a resource allocation algo-
rithm for OFDMA-based wireless systems, supporting heterogeneous traffic, that
provides proportional fairness among users, and short-term rate guarantees to Real
Time users. Han et al. apply, in [168], the cooperative game theory. A proportional
fair algorithm applied to Real Time services is proposed in [62].
In [74], a Sum Waiting Time Based Scheduling (SWTBS) algorithm, which can
guarantee QoS requirements for both Real Time and non-Real Time services, has
been proposed. This algorithm determines scheduling priorities of the users, com-
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bining two facts: the waiting time of the packets in the corresponding queue, and the
complex channel gain of sub-channels for such users. The user holding the maximum
value of the above combination is that one having highest priority. The waiting time
of the packets in the queue must not exceed a specific delay upper bound (given by
a deadline, for instance), otherwise the packet is dropped. The objective of SWTBS
algorithm is to minimize the packets loss ratio and delay violation probability for
RT users, while fulfilling the minimum throughput for NRT users.
Chong et al. proposed, in [165], a scheduling framework for heterogeneous traffic
in OFDMA-based wireless systems, that not only satisfies the QoS requirements of
the Real Time traffic, but also maximizes the utility of the non-Real Time traffic.
They noticed that a well organized scheduling framework which can balance between
QoS guarantee and utility maximization, is needed.
Some works in literature proposed to split the complex problem of scheduling
traffic in OFDMA-based systems in two sub-problems, and to solve each task in
separate and subsequent stages. Specifically, the first problem is given by the sched-
uler that selects the packets to be transmitted first, and the second one is given by
the allocator that solves a bin packing problem, after which data can be actually
transmitted. Cicconetti et al. [27] focused on the “allocation” task only, considering
that the data within the Frame must be allocated as bursts with rectangular shape,
and that a variable portion of the Frame is reserved for in-band signaling. They
proved that the resulting allocation problem is NP-hard and developed an efficient
heuristic algorithm, called Recursive Tiles and Stripes (RTS), to solve it, then they
compared the results, via a simulation experiment, with other algorithms proposed
in literature.
In [28], Cohen et al. studied the scheduling problem in OFDMA systems from
the downlink “Burst” construction point of view. Bursts are composed by several
packets, and correspond to different physical profiles. Switching from one burst to
another, an associated overhead must be paid. The scheduling problem is divided
into two subproblems, both shown to be NP-hard. Besides, some fast approximation
algorithms, with the relative approximation factor, are presented. They considered
the assignment of profit (utility) to PDUs (Packet Data Unit), which is based on
various considerations such as QoS, throughput maximization, fairness, and channel
state information. In [12], the authors used the same approach used in [28], but
the actual algorithms they used are completely different. Indeed, the 2D WiMAX
OFDMA downlink packing problem (studied in [28]) was transformed into an effi-
cient 1D searching problem. Israeli et al. studied, in [11], the sequential rectangle
placement problem, which is the problem of scheduling transmissions on the down-
link of IEEE 802.16/WiMAX systems that use OFDMA technology.
Other works imported, from microeconomic area, the concept of “utility”, that
represents the degree of users satisfaction. Li and Song presented, in [86, 87], a
utility-based cross-layer wireless resource management architecture, and correspond-
ing scheduling algorithms that improve spectral efficiency and satisfy diverse perfor-
mance objectives of heterogeneous traffic. The authors noticed that utility functions,
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used in economic field to quantify the benefit of usage of certain resources, can be
used also in communication networks to evaluate the degree to which a network
satisfies service requirements of users applications. The basic idea of utility pricing
structures is to map the resource use (e.g., bandwidth, power, etc.), or performance
criteria (e.g., data rate, delay, etc.) into the corresponding utility or price values,
and optimize the established utility pricing system. Moreover, this commitment
is made further difficult by the fact that different applications have different utility
function curves, or even different QoS parameters. For instance, the utility functions
of Best Effort applications are related to throughput, whereas those of delay-sensitive
applications are related to delay.
In [73], Li et al. noticed that utility-based resource management in wireless
networks depends not only on the utility curves, but also on wireless channel quality,
which can differ significantly from user to user, and over time. The authors started
from the work by Shenker over wired networks [122], which showed that, if the
utility is a strictly concave function of the assigned bandwidth, then, for a given
number of users, the total utility in the system is maximized when resources are
evenly distributed among all users. They showed that this conclusion does not
hold in wireless networks due to the disparity of channel conditions among users,
leaving the max-utility resource management issue unresolved for wireless networks.
Therefore, they considered the problem of maximizing total system utility, while
taking into account channel quality variations. They considered the exact impacts
of channel condition variations on utility-based resource management, and presented
scheduling algorithms that maximizes total utility for systems with Best Effort users.
Chang et al. proposed, in [84], a utility-approached radio resource allocation
algorithm, which contains a rate-power function, a QoS function, and a priority
function, to ensure QoS requirements among heterogenous services, and improve
the system throughput. The authors specifically considered the mean packet delay
bound and the packet dropping ratio of Real Time users as the QoS requirements.
Berry et al. considered, in [7], the gradient-based scheduling and resource allo-
cation in a system where the channel estimation error is represented by a self-noise
term in the decoding process. Gradient-based scheduling and resource allocation
algorithms attempt to maximize the projection onto the gradient of a system utility,
where the utility is used in that paper to quantify throughput, fairness, and QoS
class weight. The authors formulated an optimal scheduling and resource allocation
problem, which they showed to be convex, and then using a dual formulation, they
developed optimal and sub-optimal algorithms.
Other works tried to maximize the system utility considering users channel gain,
power limitation (e.g., [157]), sum rate maximization and proportional fairness (e.g.,
[131, 54]), throughput and delay requirements (e.g., [161, 162]). Miao et al. showed,
in [51], that a utility-based approach can improve system capacity over conventional
proportional-fair resource allocation schemes, through more efficient allocation of
only the required resources demanded by the QoS profile of each traffic class.
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2.2.2 Scheduling policies for Services with deadline require-
ments
In a wireless network environment, “Hard” Real Time services (e.g., phone call,
VoIP, etc.) do not accept delay, but tolerate a packet loss ratio. Therefore, they
ask to transmit their own fixed-size data packets at constant intervals of time. Such
kind of traffic, requires the scheduling algorithm to be able to transmit its data
before a deadline expiration, otherwise such data are useless for the receiver, and
then dropped, causing a degradation of the service. The interval of time within a
packet must be transmitted/received, is called “deadline”.
In wire-line systems (error-free channels), scheduling services with stringent delay
requirements, asking to minimize the number of lost packets due to deadline expiry, it
has been proven to be optimal, using policies, such as “Shortest Time to Extinction”
(STE), also known as “Earlier Due Date” (EDD) or “Earlier Deadline First” (EDF)
[106]. The question is whether such results can be carried over to the wireless
environment. Some works presented in literature showed that the answer to the
above question is negative, because radio channels exhibit unique characteristics,
like bursty errors, and temporally and spatially varying capacity.
Probably, one of the first and more significant studies on scheduling real-time
services in wireless systems with the objective of meeting deadline requirements, has
been carried by Shakkottai and Srikant [121], in 2002. The authors observed that,
in wireless systems, there exists a connection between allocating channels in “good”
state and meeting deadline requirements. They noticed that some polices like EDD
(Earliest Due Date), also known as EDF(Earliest Deadline First), or STE (Shortest
Time to Extinction), recognized to be optimal in wire-line systems, are not always
optimal policies for wireless systems. This is essentially because of two reasons:
first, the wireless channel is not perfect, and therefore subject to errors, and second,
the channel errors are location-dependent, that means a particular frequency can be
perceived as good by some users and bad by the others, since the users are moving
entities, with possible different fading characteristics. The authors measured the
performance of scheduling policies with respect to the number of packets lost due
to deadline expiry. They show through analytical and numerical results, that EDD
over “good” channels is nearly optimal for most values of the channel parameters
of practical interest. They have been the first authors studying a channel-aware
version of EDD policy, proposing a modified version of EDD, called Feasible Earliest
Due Date (FEDD) policy. This is basically, a channel state-dependent EDD policy
where the scheduler chooses to schedule the packet which has the earliest time to
expiry from among those whose channels are “good”. Moreover, they constructed
“worst-case” systems for the FEDD policy, and noticed that, even in this case, it is
not necessary to look at queue lengths for most cases. Furthermore, they showed
that a “pure” deadline-based policy, such as FEDD, can be unfair without some
form of traffic policing. Therefore, they used a weight round-robin (WRR) policy
in combination with FEDD, as an approximation to weighted fair-queueing, and
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provided some degree of isolation between queues. Evidently, the wireless system
studied in that work, does not use the OFDMA technique at physical layer. So, it
does not consider the possibility to allocate different users to different sub-channels
at the same time.
Wongthavarawat and Ganz proposed an uplink packet scheduling (UPS) algo-
rithm that provides QoS support for a wide range of Real Time applications, as
defined in point-to-multipoint 802.16 systems [79]. The authors noticed that Broad-
band Wireless Access (BWA) systems (such as, 802.16/WiMAX networks) are ex-
pected to support QoS for Real Time applications (e.g., video conferencing, video
streaming, an VoIP), and that if customers require a better access to Internet, they
will have to pay more money for that. They showed by a simulation experiment,
that the proposed solution can support several traffic classes with different QoS
requirements in terms of bandwidth and maximum delay. Then, they proposed an
Uplink Packet Scheduling (UPS) module, which supports all WiMAX Service Classes
(UGS, rtPS, nrtPS, BE), and an admission control module, which accepts or rejects
new connection requests. To support all types of service flows, the proposed UPS
applies a combination of a strict priority service discipline, Earliest Deadline First
(EDF), and a Weight Fair Queueing (WFQ) one. The hierarchical structure of the
bandwidth allocation is based on the following principles: 1. Overall bandwidth
allocation: bandwidth allocation follows strict service priority, from the highest ser-
vice to the lowest one (UGS, rtPS, nrtPS, BE); 2. Bandwidth allocation within
UGS connections: the UPS allocates fixed bandwidth to UGS connections based
on their fixed bandwidth requirement; 3. Bandwidth allocation within rtPS con-
nections: they apply EDF policy to these services, packets with earliest deadline
will be scheduled first; 4. Bandwidth allocation within nrtPS connections: they
apply WFQ (Weighted Fair Queuing) policy, scheduling nrtPS packets based on the
weight of the connection (ratio between the connection’s nrtPS average data rate
and total nrtPS average data rates); 5. Bandwidth allocation within BE connec-
tions: the remaining bandwidth is equally allocated to each BE connection. The
proposed admission control module ensures that existing connections QoS will not
be degraded, and new sessions will be provided QoS support. A connection is ad-
mitted if: 1. there is enough bandwidth to accommodate the new connection; 2. the
newly admitted connection will receive QoS guarantees in terms of both bandwidth
and delay; 3. QoS of existing connections is maintained. Then, they show that the
proposed UPS can provide QoS support in terms of bandwidth and delay for rtPS
traffic by simulation.
Dua and Bambos [32, 33] used Dynamic Programming (DP) for studying the
downlink packet scheduling problem, in a wireless system providing delay-sensitive
multimedia applications. Specifically, their goal is to design a scheduling policy that
minimizes QoS degradation due to missed deadlines, and also treats all users fairly.
Since an optimal solution of the scheduling problem is computationally prohibitive,
from an implementation perspective, the authors proposed an optimal control prob-
lem applying two reductions: first, they assumed that each queue at the BS contains
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only one packet; second, they assumed static (in a probabilistic sense) channel condi-
tions. They used a “test against nature”, as ultimate test to determine whether the
modeling reductions are justified. Then, they formulated the scheduling problem un-
der the reduced model in a DP framework, and, based on the optimal solution to the
reduced problem, they proposed the Channel-Aware Earliest Due Date (CA-EDD)
scheduling algorithm.
Mohammadi et al. [99] presented a formal model for the problem of scheduling
traffic, owned to various QoS classes. The objective of such model is to maximize the
number of packets meeting their individual deadlines, maximizing the total “value”
of the packets sent in uplink, where the “value” of a given packet depends on the
corresponding deadline, the number of packets in its QoS class, and the priority of
such class. It is first observed that the problem can be formulated as a 0-1 knapsack
problem, which is NP-complete. Based on this observation, an optimal, dynamic
programming algorithm is then proposed. The algorithm is an adaptation of known
algorithms for the knapsack problem.
Shin et al. considered, in [123], that Real Time traffic, such as voice, videophone,
etc., is very delay-sensitive, but can stand a certain level of “packet loss”. They
proposed a Packet Loss Fair Scheduling (PLFS) algorithm, in which the packet loss
of each user from different real-time traffic streams is fairly distributed according to
the tolerable packet loss requirements of all the users sharing the same frequency
spectrum in a cell. The basic concept of PLFS is very similar to that proposed in [60].
Zhang et al. presented, in [52], a Joint Urgency and Efficiency Scheduling (JUES)
algorithm that tries to reduce users packet drop ratio in a multi-cell OFDMA-based
system, where even the “spatial” characteristic is taken into account.
2.2.3 Scheduling policies for Services with delay require-
ments
Andrews et al. proposed, in [14], the Modified-Largest Weighted Delay First (M-
LWDF) algorithm, that provides different forms of QoS requirements for Real Time
services, such as packet delay control, and minimum throughput guarantees. The
key feature of this algorithm is that a scheduling decision depends on both current
channel conditions and the status of the queues. The waiting time of head-of-line
packet is the scheduling metric adopted for Real Time services. Moreover, Andrews
et al. proved in [37], that M-LWDF is throughput optimal, since it is able to keep all
queues stable. The scheduling algorithm exploits asynchronous variations of channel
quality to maximize the channel capacity. Therefore, it is a single channel scheduler.
Some works ([75, 156, 107, 91]) extend M-LWDF algorithm to OFDMA-based sys-
tems, with the objective of assigning multiple frequency channels to different users,
as to exploit multiuser diversity, and maximizing system performance. Jeong et al.
[70] proposed a different algorithm for maximizing the system throughput, while
satisfying the QoS requirements of both Real Time and Best Effort users. Simula-
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tion results show that such algorithm outperforms the M-LWDF one. They noticed
that by controlling the fluctuation of transmission rate for RT services, it is possible
to limit the RT packet delay to a moderate level.
In [118], Shakkottai et al. proposed the Exponential (EXP) rule to provide QoS
guarantees over a shared wireless link in terms of the average packet delay for RT
traffic, and a minimum throughput for NRT traffic. The structure of EXP is very
similar to the M-LWDF one, but with different weights for different types of service.
The EXP rule can satisfy the QoS of delay-sensitive services. Users with delays
close to maximum are exponentially prioritized over all other users, regardless of
channel conditions, so as to meet delay requirements. The Exponential (EXP) rule
is designed for single-carrier CDMA systems, with a shared downlink channel, and
cannot be used directly in an OFDMA system as an effective scheduling algorithm.
Some adaptations of EXP rule to OFDMA systems are proposed in [141, 166].
In [71], a packet scheduling algorithm that supports Real Time traffic with multi-
level delay constraints, and jointly enhances throughput, has been proposed. The
presented scheduling scheme works in two steps: in the first step, a decision is taken,
determining which packets urge to be transmitted in the current time interval. In
the second step, residual resources are allocated, for throughput enhancement. Since
they assumed that a packet is transmitted until the delay constraint is lost, their
proposed scheme is evaluated in terms of the packet loss probability and through-
put. Numerical results show that the proposed scheduling scheme outperforms ex-
isting schemes for Real Time traffic support, such as Exponential Scheduling (EXP)
scheme, M-LWDF and Round Robin (RR) scheme.
Elsayed et al. combined together, in [76], “channel state” and “delay” informa-
tion of delay-sensitive traffic, in order to calculate the sub-carrier distribution among
different users. They proposed two channel-aware scheduling schemes, which are
able to provide delay guarantees to Real Time traffic (Channel-Dependent Earliest-
Due-Date, or CD-EDD), and fairly distribute dropped packets due to deadline vio-
lation, among users. They extended their work to OFDMA systems in [77], where,
based on the principle of multiuser diversity, they proposed an opportunistic sub-
carrier allocation algorithm that provides fairness with respect to the realizable
throughput per user, packet dropping ratio and packet delay distribution. Letaief
et al. proposed, in [25], an algorithm which minimizes the total transmit power
by assigning, to each user, a set of sub-carriers within an OFDM symbol, and by
determining, for each sub-carrier, the number of bits to be transmitted, and the
power level used. The authors assumed that the Base Station knows the instanta-
neous channel gains for all users. They obtained the performance of their proposed
algorithm in a multiuser frequency selective fading environment, with various root-
mean-square (RMS) delay spread. Other works on channel condition aware, for
taking scheduling decisions, are proposed in [63, 80, 82].
The concept of “multiuser diversity” is efficiently used by Dynamic (or Adaptive)
Resource Allocation algorithms in OFDM/OFDMA systems [113, 85, 134]. Espe-
cially in a mobile environment, moving users can experience large path-loss, and
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different sub-carrier fading. Therefore, sub-carriers in deep fade for a given user
may not be faded for other users. Dynamically allocating sub-carriers to users ac-
cording to their channel conditions, ensures that each subcarrier is allocated to the
user with higher channel gain, hence effectively improving spectrum utilization. In
general, such algorithms are “cross-layer” ones, since they require a combination of
several information at MAC and PHY layers, in order to take traffic scheduling deci-
sions. For example, in [42, 41], two dynamic resource allocation algorithms are pre-
sented, with the objective of satisfying the packet delay requirements for Real Time
services, while maximizing the system bandwidth efficiency. They consist of two
cooperative components: the MAC layer is based on queuing theory and M-LWDF
algorithm, and deals with the problem of delay and fairness, while the PHY layer
one, deals with Signal-to-Noise Ratio (SNR) and power constraints. Multiuser diver-
sity could be either used for managing interference in a mobile environment [142].
A theoretical study [61] showed that schemes that seek to minimize the amount
of transmit power (known as Margin-Adaptive (MA) approaches), and those that
seek to maximize throughput (known as Rate-Adaptive (RA) approaches) can not
provide optimal/near-optimal solutions for all instances of these problems in poly-
nomial time. Moreover, they proved that these problems are hard to approximate
in polynomial time.
Hou et al. provided, in [59], a mathematical framework for jointly handling three
QoS criteria: delay, delivery ratio and channel reliability. The authors restricted the
users delay by giving a users delivery ratio Lower Bound. When the delivery ratio
required by a user is smaller than the one granted by the system, then such user
experiences a Deadline Miss Ratio (DMR). An admission control algorithm is pre-
sented for defining the feasibility, with respect to the above three criteria for a set
of users. Besides, two scheduling algorithms, meeting the demands of every feasible
set of users, are presented and evaluated by simulations, using DMR as metric. In
[55], Hou and Kumar extended their previous proposed model, to handle variable
bit rate applications. Moreover, in [56], the same authors introduced Real Time
traffic with different deadline requirements. In [57], they analyzed the problem of
utility maximization for clients with delay constraints, where the utility of a client
is a function of the timely throughput it obtains, while in [58], they considered the
system problem of maximizing the total utility of clients, where the utilities are
determined by their long-term average rates of being served within their delay con-
straints. They also allowed for the additional fairness requirement that each client
may require a certain minimum service rate.
This Thesis focuses on uplink centralized traffic scheduling algorithms, performed
at the Base Station. In the next Chapter, we introduce the model of the system
under investigation, and the user services we consider.
Chapter 3
System Under Investigation
Abstract
This Chapter presents the model of the system under investigation, illustrates the
characteristics of the considered services, and introduces terminology, notations and
definitions used in our investigation. Section 3.1, gives general assumptions on the
system, concerning network topology, transmission technique, bandwidth, user ser-
vices, and uplink scheduling issue. General assumptions on the traffic are presented
in Section 3.2, and finally, Best Effort and Real Time traffic scheduling examples,
in Sections 3.3 and 3.4 respectively, terminate the Chapter.
3.1 System Model Assumptions
In this Section, we present general assumptions we make on the system. In
Chapters 4 and 5, the system will be refined to better describe obtained results.
This Thesis investigates the traffic scheduling problem, in wireless systems with the
following characteristics:
3.1.1 Topology
The system under investigation is a single cell, Point-to-Multipoint (PMP) one,
similar to IEEE 802.16/WiMAX networks.
Definition 1. Let us consider a system composed by one Base Station (BS) in the
cell, coordinating all communications among N = {u1, .., un} user stations, under
its supervision.
In such a system, users do not directly communicate each other, but only with
the BS. Communications from the BS to users occur in the Downlink (DL) direction,
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whereas communications from users to the BS occur in the Uplink (UL) direction.
The BS is responsible for the following actions:
• collecting requests of transmission and actual user data (e.g., payload data),
issued by users that want to communicate each other;
• running the scheduling algorithm for allocating user transmission requests in
UL direction;
• broadcasting the produced schedule and actual user data (e.g., payload data)
to destination users in DL direction;
• managing the communications with entities outside the cell (e.g., with other
BSs).
On the other hand, users are responsible for the following actions, complementary
to the BS ones:
• Users that want to send data toward a destination: ask the BS the opportunity
to transmit in UL direction; receive the schedule from the BS in DL direction;
and transmit actual data (e.g., payload data) accordingly, in UL direction.
• Users that want to receive data from a sender: receive actual sender data from
the BS in DL direction.
This Thesis focuses on traffic scheduling in UL direction, on how the users can access
the bandwidth in uplink, in order to transmit their traffic, toward the destination
(via the BS). In other words, we want to investigate how scheduling algorithms
allocate user transmission requests on frequency and time slots, in order to pursue a
given objective (e.g., throughput maximization, delay minimization, fairness, etc.).
3.1.2 TDD/OFDMA Technique
We assume that the system applies the Time Division Duplexing (TDD) mech-
anism, thus performing UL and DL transmissions at different time intervals. The
time is divided in equal length time slots, that are grouped in fixed-length Frames.
Therefore, each Frame is composed by the same number of time slots, and it is
divided in one DL-subframe for communications from the BS to users, and one
UL-subframe for communication from users to the BS (see Figure 1.6 in Chapter
1). The UL-subframe contains user transmissions allocated by the uplink schedul-
ing algorithm, although we do not deal with the subframe construction in detail.
Specifically, we are interested on how scheduling algorithms determine which users
can transmit, and on which carriers and time slots.
The application of the OFDMA technique enables the system to apply the “mul-
tiple allocation” principle, that is allowing different users to transmit on different
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sub-channels on the same time slot. Specifically, the bandwidth is logically divided
in sub-channels, and each user can experience a different transmission rate on them.
Therefore, the system, exploiting such “multiuser diversity”, can allocate multiple
users with different channel characteristics at the same time. The multiple access
mechanism allows the bandwidth to be used in a very efficient way, since users
are allocated on those sub-channels having the highest transmission rate for them.
Obviously, the OFDMA technique has many features, but we consider the multi-
ple allocation mechanism as one of the most interesting to investigate. Therefore,
other features, such as AMC (Adapting Modulation and Coding) scheme, power
consumption in mobility, fading attenuation, etc., are not specified in the model.
3.1.3 Bandwidth
In accordance with the OFDMA technique, the radio spectrum is divided into
a fixed number of sub-carriers, given by the Inverse Fast Fourier Transform (IFFT)
operator. In order to be allocated, sub-carriers are logically grouped in sub-channels,
simultaneously allocable to several users at the same time. For the sake of clarity,
we use sub-channels and carriers as synonym terms, as well as transmission rate
and data rate, time slots and slots.
Definition 2. Let us assume the system groups the sub-carriers in C = {c1, .., cm}
sub-channels (or carriers for brevity), which can be simultaneously operated.
As usual in wireless systems, users can experience different carrier transmission
rate that change over time, because of different locations, mobility, physical obsta-
cles, wether conditions, etc.
Definition 3. Let us denote the data rate of carrier cj for user ui in time slot th
with r(ui, cj, th). In other words, user ui transmits r(ui, cj, th) bits in time slot th if
carrier cj is assigned to it during such time slot.
Scheduling algorithms allocate users on carriers and time slots, therefore, it is
necessary to indicate if a carrier is allocated to a user in a given time slot or not.
Definition 4. We use the decision variable x(ui, cj, th) to represent the assignment
of carrier cj to user ui in slot th. Therefore, x(ui, cj, th) = 1 indicates that carrier
cj is assigned to user ui in slot th, and x(ui, cj, th) = 0 otherwise.
The users have an amount of data to transmit toward the proper destination.
Such data can have different characteristics, depending on the kind of service it
belongs to. For example, Real Time services do not tolerate delay, whereas Best
Effort ones are bandwidth consuming.
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3.1.4 Services
The system is a multi-service one (similar to 802.16/WiMAX networks), that is
able to support several kind of traffic to its users, corresponding to the QoS classes
defined in Subsection 1.3.2. Therefore, the scheduling algorithm running on the BS
should apply an adequate prioritization policy in order to satisfy QoS requirements
depending on traffic characteristics, but also on the service provider objective. For
example, in a system providing VoIP services, an important goal could be keeping
the packet loss ratio below a maximum value, and a system supplying Best Effort
services could be interested on providing as higher transmission rate as possible.
In this Thesis, we investigate a system that schedules one class of service at a
time. In Chapter 4, we will show that optimally schedule only one kind of traffic is
a hard issue. Section 3.2 introduces the assumptions and gives the models for the
two classes of service considered in the Thesis: Best Effort services and Real Time
ones.
3.1.5 Uplink Scheduling
We consider uplink scheduling algorithms (UL-SAs) running on the system previ-
ously described, where the BS first gathers all transmission requests issued by users
over each Frame, and then, runs a scheduling algorithm in order to get a feasible
UL- subframe schedule describing the allocation of user transmissions in uplink over
time and carriers, namely one meeting all the previous system constraints.
The UL-SAs have to perform a two-dimensional allocation: one applied on the
frequency domain (given by carriers), and the other on the time domain (given by
slots). User transmissions are allocated on a two-dimensional grid, that is an “ideal”
representation of UL-subframe, where the y − axis represents the carriers and the
x− axis represents the slots. In actually frame-based systems (like 802.16/WiMAX
networks), the Frame is fixed-length, and composed by a DL-subframe and an UL-
subframe, whose dimensions are “adaptable”, in the sense that their size can vary,
depending on the network traffic condition. For the sake of clarity, in this Thesis,
we consider Frames and UL-subframes as synonym terms.
An UL-SA decides on the user transmission allocation meeting the above system
constraints and pursuing an “objective function” (e.g., throughput maximization,
fairness, delay minimization, etc.). Specifically, in this system, an UL-SA cannot
allocate the same carrier to different users in the same slot, whereas it can allocate
different carriers to several users in the same slot.
Definition 5. Let us consider the UL-SA to be allocating the n−th Frame composed
by L slots. In this Frame, each carrier can be assigned to one user at most in the
same slot. Using the above notation, this constraint can be stated as:
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n∑
i=1
x(ui, cj, th) ≤ 1 ∀j, 1 ≤ j ≤ m, ∀h, 1 ≤ h ≤ L
The UL-SA must meet the above constraint for each Frame to be allocated. This
is a necessary but not sufficient condition for the UL-SA to be a feasible one, other
constraints are given by the selected objective function and the traffic characteristics.
Generally speaking, the UL-SA has a limited amount of carriers and slots to allocate
with respect to the number of user requests. Moreover, it has to deal with many
other aspects, such as objective function, system constraints, traffic characteristics
(e.g., data amount to be transmitted, delay requirements, etc.), user conditions (e.g
carrier transmission rate, etc.). The UL-SA has to answer to several questions, like,
for example, “which user must be allocated first?”, “on which carriers and slots?”,
“how to achieve the objective function?”. Many of these aspects as well as others,
are investigated in Chapters 4 and 5.
3.2 Traffic Model Assumptions
The new generation of wireless networks (e.g., 802.16/WiMAX, LTE-Advanced,
802.22/WRAN, etc.) can be defined as “multi-services” ones, since they aim to offer
differentiated services to their customers. This is a challenging commitment, because
variegated services demand different and very often contentious requirements of
quality of service (QoS), to be satisfied at the same time.
In this Thesis, we want to investigate how it is difficult for a scheduling algorithm
running on a system as described above, to schedule only one class of service at a
time. This study is carried out in Chapters 4 and 5. Therefore, we refine the system
under investigation to be a single-service one, that is, providing only one class of
service at a time. Specifically, all users in the system ask to transmit only Best
Effort (BE) services, or only Real Time ones with deadline constraints (RT-D).
Moreover, for the sake of clarity, we assume that each user can ask the BS
to transmit only one service per “session”, where a session is the period of time
between the moments the BS accepts and closes the user connection. Different
service connections correspond to different users. We assume that all users ask to
transmit their own service at the same time.
3.2.1 Best Effort services
Best Effort (BE) services are designed to support data streams for which no
minimum service guarantees are required. For example, they do not ask to be
scheduled within a maximum interval of time, and they do not require a minimum
reserved traffic rate. Therefore, when a BE user establishes the connection with the
BS, the requirements of quality of service (QoS) are not negotiated, but handled on
a best available basis.
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Definition 6. Let p(ui) be the data quantity (also called “traffic request”) that user
ui asks to transmit, expressed in term of number of bits or packets.
For the sake of clarity, we do not consider minimum guaranteed rates for these
services. In other words, such minimum rates are zero for each of them. This makes
the problem computationally easier (there are less constraints to be considered in
the system), and reflects more closely the features of non-Real Time traffic in real
systems (e.g., 802.16/WiMAX).
A typical objective function of an UL-SA that allocates BE traffic, is to maximize
the system throughput. An example of BE services scheduling in given in 3.3.
3.2.2 Real Time services with deadline requirement
This class of services is a periodic one, such as real-time traffic similar to the
Unsolicited Grant Services (or UGS Class) supported by 802.16/WiMAX networks
[103]. Such services consist of fixed-size data packets issued at fixed periodic intervals
(e.g., CBR traffic, phone call, VoIP, etc.). Such requirements are negotiated at the
time the base station establishes a connection with the user, and remain set till the
service closure.
Definition 7. A Real Time service with deadline requirement (RT-D) for user ui
consists of a sequence of periodic transmission requests, characterized by the follow-
ing properties: an initial release time, giving the first request issue; an amount of
data p(ui) (expressed in terms of number of bits or packets) to be transmitted in each
period; a period (expressed in terms of number of time slots), given by a deadline
d(ui).
RT-D applications do not tolerate delay, thus require to be scheduled before a
deadline expiration. A deadline represents the last time a Real Time service packet
must be transmitted/received on the channel, for being employed by the applica-
tion. Since transmissions exceeding the deadline are useless for the receiver, packets
transmitted after the deadline expiration are dropped. Most Real Time services can
tolerate a percentage of missed deadlines, without suffering severe disruption. For
instance, data packet drop rates less than 5% are tolerated by phone calls and VoIP
applications, whereas drops exceeding 10% are unaccepted [1].
In a system providing RT-D applications, whenever a user issues a service request,
the UL-SA must completely allocate the corresponding data amount on carriers and
slots, before the deadline expiration. Specifically, an UL-SA has to deal with some
questions, as the following. How to allocate carriers and slots in order to meet as
many deadlines as possible for each user? How to minimize the packet drop ratio?
These and other questions are investigated in Chapter 5.
The Section 3.4 presents an example of UL-SA execution, in a system where all
users ask to transmit Real Time services at constant intervals of time.
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3.3 An example of Best Effort scheduling
The example below shows a typical scenario where there are some users asking
the BS to schedule their BE transmission requests toward other users. The wireless
system considered in this example is that one introduced above, i.e., single-cell,
point-to-multipoint and OFDMA-based one. Transmitting users within the cell can
experience different carrier transmission rates Therefore, a carrier that is perceived
to be in a “good” state by a user, could be perceived as “bad” by another user.
The BS is responsible for the following actions: (1) collecting transmission requests
issued by users in a Frame; (2) running an uplink scheduling algorithm (UL-SA)
that allows them to transmit their own traffic in specific carriers and slots within
the Frame; and finally, (3) communicating the schedule to transmitting users. After
that, the transmitting users should perform their transmissions in uplink direction
in accordance to the schedule received by the BS. This example focuses on phase
(2) performed by the BS, that is, running an uplink scheduling algorithm. This
algorithm is responsible for allocating user transmission requests in uplink, taking
into account several information, such as, number of carriers and slots, transmission
rate and data amount for each user, system constraints and objective function.
(a) Example of system configuration: m = 4 carriers and n = 3 users, with BE amount
of data (pks) to transmit
(b) Example of carriers and slots allocation (schedule) performed by an UL-SA with the
objective of system throughput maximization
Figure 3.1: An example of BE traffic scheduling
Figure 3.1 shows an example of BE services scheduling. Specifically, Figure 3.1(a)
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represents the system configuration, with the transmission rate grid (TRG), on the
left, and three users with respective traffic to be transmitted, on the right. Users
are colored with different grey-intensity, so as to differentiate respective allocations
within the Frame in Figure 3.1(b). The TRG indicates that the system provides four
carriers (c1, c2, c3, c4) for user transmissions, and numerical values inside represent
the transmission rates for each user on each carrier, expressed by the number of
packets per time slots (pks/ts). Packet (pks) is the unit of traffic that can be
transmitted in one time slot by carriers having non-zero minimum rate. For the sake
of clarity, we assume that all rates are multiples of such minimum rate, and that do
not change over the time. Each user issues, at the same time, only one transmission
request. The UL-SA has to schedule all user requests so as to allocate all user
traffic in the carriers and time slots available in the Frame, meeting the system
constraint stated in Definition 5 in this Chapter, and maximize system throughput.
We assume that the network is not error-prone. Therefore, all transmitted packets
correctly reach the destination. In this example, maximize system throughput means
exploiting the system in a most efficient way, from the carrier transmission rate point
of view. Therefore, the objective of the UL-SA is allocating all user requests, so as
to use the total carrier transmission rate in the most efficient way, not waste. Figure
3.1(b) shows a feasible user requests allocation performed by the UL-SA, on a Frame
composed by five TSs (numbered from 0 to 4). The UL-SA has allocated the user
requests on the Frame, making the following considerations:
• All traffic must be transmitted, exactly 8 + 10 + 8 = 26 packets.
• Each carrier can be allocated to one user at most in the same slot, but multiple
users can transmit on different carriers in the same slot. For example, Figure
3.1(b) shows that users u1 and u3 transmitted on multiple carriers at the same
time, TS 0 and 1, respectively.
• Each carrier should be allocated to that user experiencing the highest trans-
mission rate on it, so as to exploit the “multi-user diversity” principle, and
maximize the system throughput.
In conclusion, the UL-SA allocated all user requests using system resources in the
most efficient way. There may be other worthy solutions? Yes, there could be other
allocations that use the same system resources for transmitting all traffic. There
would be other feasible solutions, that meet system requirements, but more resource-
consuming.
Traffic scheduling is a very sensitive task on wireless systems, multiple decisions
have to be taken in a very short time, and just scheduling only one simple service
class, like the BE one, could be not so trivial. The next Chapter gets into details of
this question.
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(a) Example of system configuration: m = 4 carriers and n = 3 users, with RT-D amount
of data (pks) to transmit and deadline (ts) to meet
(b) Example of carriers and slots allocation (schedule) performed by an UL-SA with the
objective of meeting as many deadlines as possible for RT-D services
Figure 3.2: An example of Real Time with Deadline (RT-D) requirements services
scheduling
3.4 An example of Real Time scheduling
In this Section, we present an example of UL-SA, running on a system only
providing Real Time services with deadline requirements (RT-D). We consider the
system described in Section 3.1 and RT-D services introduced in Subsection 3.2.2.
Moreover, we apply the same considerations drawn in the previous example, re-
garding the network do not being error-prone and carriers transmission rate do not
changing over the time during the scheduling period. Figure 3.2 shows an exam-
ple of RT-D services scheduling. Specifically, Figure 3.2(a) represents the system
configuration, with the same transmission rate grid (TRG) used in the previous
example, and three users with real-time traffic requirements, that is, an amount
of data (expressed by packets) and a deadline (expressed by time slots). For the
sake of clarity, we assume a Frame being composed by one time slot and all users
starting the first request at the same time (e.g., at slot 0). Therefore, the user u1 for
example, asks to transmit 8 pks every two Frames, whereas user u2 asks to transmit
10 pks every three Frames, and finally, user u3 asks to transmit 8 pks every four
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Frames. Each user issues a new transmission request (i.e., a new amount of data
to transmit) at each deadline expiration, until the service closure. For the sake of
clarity, we consider the allocation of six slots, starting from slot 0, the time at which
all user perform the first transmission request, until the slot 5.
The UL-SA has to schedule each user request within its respective deadline.
Packets that are sent/received after deadline expiration are dropped. Indeed, RT-D
services are not delay-tolerant, they do not accept their packets to be sent/received
after their deadline expiration, but they tolerate a certain percentage of packet loss.
Therefore, the objective of the UL-SA is to meet as many deadlines as possible for
all transmitting users, and to satisfy the system constraint stated in Definition 5.
Figure 3.2(b) shows a feasible allocation of user requests on carriers and slots, for the
first six time slots (numbered from 0 to 5). The UL-SA has allocated user requests
on carriers and slots, making the following considerations:
• For each user, all data amount must be transmitted within each deadline, that
corresponds to keeping the total packet drop ratio as lower as possible.
• Each carrier can be allocated to one user at most in the same slot, but multiple
users can transmit on different carriers in the same slot.
• Each carrier should be allocated to that user experiencing the highest trans-
mission rate on it, so as to exploit the “multi-user diversity” principle.
Like in the previous example, also in this case there would be several optimal
solutions. An optimal solution is that one meeting all user deadlines. Figure 3.2(b)
shows that, within a scheduling period of six slots, the UL-SA met three deadlines
for user u1, two deadlines for user u2 and one deadline for user u3. The UL-SA did
not fail any deadlines until the sixth slot, but the scheduling execution could have
been continue over.
Scheduling Real Time traffic is a very challenging issue, because of the UL-SA
has to consider, besides system constraint, user requests, carrier transmission rate
(as in the BE case), also the deadline requirements. Chapter 5 investigate this
matter in more detail.
Chapter 4
Best Effort Traffic Scheduling
Abstract
In this Chapter, we present the work behind our publication [97], which investi-
gates the problem of scheduling Best Effort (BE) traffic in OFDMA-based systems
(like 802.16/WiMAX). We notice that, if communication is organized in fixed-length
Frames, then the time slots not allocated at the end of the Frames, are wasted. Thus,
we propose the system to adopt variable-length Frames, which adapt the schedule
length to the traffic amount present on the network. The objective of our problem
is to produce a legal schedule (i.e., the one meeting all system constraints) with
minimum length. We first introduce the problem under investigation in Section 4.1,
then we give in Section 4.2 a formal statement of the problem, and propose a Lower
Bound to the schedule length. In Section 4.3, we assess the NP-completeness of the
problem, thus ruling out the possibility of solving it optimally by polynomial time
(namely, fast) algorithms. In Section 4.4, we propose four simple and very fast sub-
optimal heuristic algorithms for scheduling BE traffic, and Section 4.5 shows that
our proposed heuristics cannot be approximated to within a constant factor in the
worst case. In Section 4.6, we describe a simulation experiment, to get the schedule
average length, produced by the above heuristic algorithms, as well as the outcome
of such an experiment.
4.1 Introduction
Many works in literature have investigated the traffic scheduling issue in OFDMA-
based systems, with the objective of simultaneously supporting different kind of ser-
vices (see Chapter 2). This is a very challenging task, because various services (e.g.,
voice, real-time video, streaming audio and video, web browsing, emailing, messag-
ing, etc.) have different requirements of quality of service to be met simultaneously,
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which could also come into conflict with each other.
In this Thesis, we investigate two “basic cases” of the traffic scheduling problem,
where a single-service system (as described in Chapter 3) supports only one Class
of Service at a time. In the first case, presented in this Chapter, only Best Effort
(BE) traffic is supported. In the second case, presented in Chapter 5, the system
supports only Real Time traffic. We will show in the following of this Chapter, that
even these “basic cases” are “difficult” to solve, where the word “difficult” will be
clarified in Section 4.3.
In this Chapter, we study the problem of scheduling BE services (as introduced
in Subsection 3.2.1) in OFDMA-based systems (as described in Chapter 3). An
example of BE traffic scheduling has been presented in Section 3.3. In that example,
data transmission has been organized in Frames, each Frame being a fixed collection
of time slots (i.e., all Frames have the same fixed length). The uplink scheduling
algorithm (UL-SA) running at the Base Station, collects BE service transmission
requests issued by users during a Frame, and allocates them on carriers and time
slots in subsequent Frames. The objective of the UL-SA in the example presented in
Section 3.3, is to maximize the system throughput, that is, using carrier transmission
rates in the most efficient way, taking care of user requirements (e.g., data amount to
be transmitted), and meeting system constraints (e.g., each carrier can be allocated
to one user transmission, at most).
Figure 3.1(b) in Chapter 3, shows an example of optimal allocation performed
by the UL-SA. An optimal allocation in that example means that the UL-SA has
allocated all user requests, met all system constraints, and achieved the optimal
objective function value. The figure shows that many carriers and slots within the
Frame have not been allocated and consequently, wasted. Specifically, using fixed-
length Frames, the unallocated part of the Frame (usually, the ending sector) is
wasted, in case the traffic amount is not enough to fill the whole Frame. Moreover,
the scheduler has to wait the end of the Frame, before starting another scheduling
session for the traffic that is arrived in the meanwhile.
Although a fixed-length Frame configuration leads to an easier system manage-
ment, the problem is that, it often does not allow throughput maximization, and so,
it does not fully exploit system capabilities. The example presented in Section 3.3
shows that, this situation is especially true when the traffic is not high, and so, the
schedule length is too large, leaving some empty time slots at the end of the Frame.
In this Chapter, we propose the system to use a variable-length Frame configu-
ration, where the length of the Frame can be adapted to the amount of traffic to be
scheduled. Therefore, different Frames can have different lengths, namely, they can
be formed by a different number of time slots. Specifically, the length of a Frame
is given by the schedule length produced by the UL-SA, that in turn, depends on
the traffic amount to be scheduled. Looking at Figure 3.1(b), it is easy to figure
out that a variable Frame length, when associated to a short schedule of the traffic,
would end the Frame earlier, thus avoiding empty time slots, and anticipating the
transmission of subsequent traffic. Therefore, if the schedule and the corresponding
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Frame had been ended at slot 2 instead of 4, there would not be empty time slots,
and the Base Station could start immediately collecting/scheduling incoming traffic.
Specifically, we investigate the problem of how producing a legal schedule (i.e.,
meeting system constraints, fulfilling traffic requirements, and achieving the objec-
tive function) with minimum length.
4.1.1 Related Work
There is a large body of literature dealing with scheduling issue in OFDMA-based
systems. Most of those papers address the scheduling problem with objective func-
tions, traffic features, or system operations, different from our, like fairness, power
optimization, stability, Real Time traffic (both, Constant-Bit-Rate, and Variable-
Bit-Rate), mesh mode (see Chapter 2 for more details).
The scheduling problem we address in this Chapter, namely minimum length
scheduling in OFDMA-based systems, has been studied in WiMAX mesh systems
[93]. In that paper, a centralized scheduling algorithm for minimum Frame length
in IEEE 802.16a mesh mode systems is presented. Multichannel single transceiver
MAC is assumed, and the algorithm is designed to eliminate secondary interference.
The algorithm is suboptimal, and a simulation experiment has been set up to derive
the algorithm performance.
However, for the best of our knowledge, the work presented so far in litera-
ture, has not investigated the scheduling problem in OFDMA-based systems adopt-
ing Point-to-Multipoint (PMP) topology, and with the objective of minimizing the
schedule length.
The problem of maximizing the scheduled traffic in fixed Frame length systems
has been considered in [65]. The authors considered the case of minimum guaran-
teed traffic and unlimited traffic demand for each user. The problem has been shown
polynomially solvable when time slots are not present, and NP-hard in case of time
slots organized transmission. For this last case, suboptimal heuristics have been
presented. In [28], Burst scheduling in OFDMA systems is studied. Bursts are com-
posed by several packets, and correspond to different physical profiles. Switching
from one burst to another has an associated overhead that must be paid, besides
the packets size. The scheduling problem is divided into two subproblems, both
shown to be NP-hard. Besides, some fast approximation algorithms, with the rela-
tive approximation factor, are presented. Finally, Andrews and Zhang [15] studied
the problem of traffic scheduling in fixed Frame length OFDMA systems, with the
objective of keeping the system stable, namely, of keeping all packet queues with
bounded size. Although the problem is very different from our, they used the same
techniques we employ in our paper to establish the problem complexity, proposed
several fast suboptimal heuristics for their problem, and presented the worst and
average case performance of such heuristics.
The problem we investigate in this Chapter is much simpler, and more basic,
than those studied earlier. In spite of such simplicity, we show that such a problem
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is NP-complete, even in a very restricted case. As a corollary of this result, NP-
completeness extends to several other related problems.
4.2 System Model and Problem Formulation
The problem under investigation in this Chapter, is a minimum length schedul-
ing one. In this Section, we briefly recall the system under investigation, state
the assumptions made, formulate the problem, called Minimum Length OFDMA
Scheduling or MLOS for short, and give a Lower Bound to the minimum Frame
length.
We refine the system under investigation described in Chapter 3. The system
is a single cell Point-to-Multipoint OFDMA-based one, similar to 802.16/WiMAX
networks [67, 102]. Thus, it is formed by one Base Station (BS) and N = {u1, .., un}
users. Users do not communicate directly each other, but only with the BS. The BS
is responsible for collecting user transmission requests, computing the schedule, and
transmitting it to its users. The time/space allocated to the cell is divided into two
parts, one for communications from the BS to the users, called downlink (DL), and
the other for communications from the users to the BS, called uplink (UL). Usually,
this time/space division is made either in space (Frequency Division Duplex, or
FDD) or in time (Time Division Duplex, or TDD). Currently, TDD is the option
chosen by most of the OFDMA systems, like 802.16/WiMAX networks [67, 102].
For the sake of clarity, we consider TDD systems and UL communications. Anyway,
the results we present in this Chapter hold both for TDD and FDD options, and
also for UL and DL communications. Data transmission is structured into Frames,
which in turn, are divided in equal length time slots. A Frame is composed by
an UL-subframe, for user transmissions to the BS, and a DL-subframe, for the BS
transmissions to users. We consider the UL-subframe allocation, but our results
hold for the DL-subframe one, as well. The BS collects the transmission requests
issued by users in a Frame, and schedule them in subsequent Frames.
The Radio spectrum is divided into C = {c1, .., cm} carriers, which can be simul-
taneously operated. Usually, in wireless systems, carriers transmission rates change
over time, and are different from user to user. For the sake of clarity, we assume
that carriers transmission rates change so slowly during a scheduling period, as to
be considered constant. Therefore, let us denote r(ui, cj), the transmission rate of
carrier cj for user ui. In other words, user ui transmits r(ui, cj) unit of traffic (e.g.,
bits) per unit of time (e.g., time slot), if carrier cj is assigned to it. Let p(ui) be
the data amount (e.g., expressed by the number of bits), that user ui asks to trans-
mit. A user can transmit as many bits as the carriers assigned to it allow. We
do not consider minimum guaranteed transmission rates for users. In other words,
such minimum rates are zero, for each user. This makes the problem computation-
ally easier (since, less constraints must be considered), and reflects more closely the
features of non-Real Time traffic in current networks (e.g., 802.16/WiMAX).
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Finally, we define the decision variable x(ui, cj, th), which represents the assign-
ment of carrier cj to user ui in slot th, given by x(ui, Cj, th) = 1, or not, given by
x(ui, Cj, th) = 0.
We face the problem of how to produce a legal minimum length schedule, in
OFDMA-based systems, applying variable length Frames. The schedule must meet
system and traffic constraints, to be a feasible one.
4.2.1 System constraints
Definition 8. Let us assume that a legal schedule is long L, namely is formed by L
time slots.
The uplink scheduling algorithm, or UL-SA (see Subsection 3.1.5), can assign
each carrier to one user at most, while each user can be assigned any number of
carriers, during a given time slot. This constraint can be stated as:
n∑
i=1
x(ui, cj, th) ≤ 1 ∀cj, 1 ≤ j ≤ m, and∀th, 1 ≤ h ≤ L
4.2.2 Traffic constraints
The traffic to be scheduled by the system is a Best Effort one, as defined in
Subsection 3.2.1. The UL-SA must assign carriers and slots so that all users traffic
is transmitted.
m∑
j=1
L∑
h=1
x(ui, cj, th)r(ui, cj, th) ≥ p(ui) ∀ui, 1 ≤ i ≤ n
4.2.3 Objective of MLOS problem
The objective of MLOS problem is to find the shortest feasible schedule, namely
minimize L, meeting the above constraints. The shortest feasible schedule is the one
composed by the smallest number of time slots, that meets all required constraints.
4.2.4 Lower Bound
We now give a simple Lower Bound (LB) on the minimum schedule length. Let
β(th) =
m∑
j=1
maxi{r(ui, cj, th)} (4.1)
be the maximum bandwidth provided by the system to users, in a given slot th,
regardless of traffic to be transmitted by users. We can achieve such a bandwidth,
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when all users send, with no cost to the system, their traffic to those users with the
best carrier rates, and then, such best rates users transmit on behalf of the others.
Then, we have that:
L ≥ {minl|
l∑
h=1
β(th) ≥
n∑
i=1
p(ui)}
Specifically, a legal schedule L (i.e., the one meeting all system constraints, and
allocating all users traffic), produced by a traffic scheduling algorithm, is longer (or
equal) than the one generated by the LB (i.e., l).
Another LB can be obtained by considering the linear programming formulation
presented in the Subsection above, and disregarding the integrality constraint on
x(ui, cj, th). In our investigation, we consider the LB defined in Equation 4.1.
4.3 Problem Complexity
In this Section, we establish the computational complexity of the problem under
investigation, MLOS. In particular, we shall show that even a very restricted case
of our problem, namely that one in which we ask whether a given set of traffic re-
quests can be scheduled in one time slot, or requires a larger number of time slots,
is NP-complete, and so belongs to a class of problems commonly considered com-
putationally intractable [48]. This practically rules out the possibility of optimally
solving MLOS with an algorithm having a polynomial time complexity. Thereby, it
is possible to optimally solve it, only with an exponential time algorithm, too slow
in most cases.
The above complexity property will be established by reducing in polynomial
time a well known NP-complete problem, namely 3-dimensional matching, to MLOS.
We now give the definition of 3-dimensional matching that will be used in the fol-
lowing Theorem. Given a set S ⊆ W × X × Y, such that |W | = |X| = |Y | = q, a
3-dimensional matching of S is a subset M of S such that no two elements in M
agree in any coordinate. More formally, given S, it is asked for the existence of a
subset M of S such that |M | = q&∀si ∈M, sj ∈M, si ∩ sj = ∅. Observe that S can
be represented as a hypergraph, and so M is a matching in such hypergraph.
Theorem 1. MLOS is NP-complete even in the restricted case of L = 1.
Proof. We transform 3-dimensional matching into MLOS, thus proving that MLOS
is NP-hard [48]. The NP-completeness is then straightforward, since it is immediate
to give a non-deterministic polynomial time algorithm for MLOS. In the trans-
formation, we use the special case of 3-dimensional matching called 3-bounded 3-
dimensional matching, in which each element of W ×X × Y appears at most three
times in S. This special case is NP-complete, too [48].
Let us be given a generic instance of 3-bounded 3-dimentional matching, as
above. To each si ∈ S we associate a user i, and to each j ∈ W ∪ X ∪ Y we
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associate a carrier j. So, we have one user for each hyperedge of S, and one carrier
for each node (in the hypergraph representation of S). Let si = (wa, xb, yc), si ∈ S.
Then, we set r(i, a) = r(i, b) = r(i, c) = 1 and r(i, h) = 0 if h = 1, 2, ..., 3q and
h 6= a, h 6= b, h 6= c. Besides to these “ordinary” carriers, we add |S| − q carriers,
called “supercarriers” , denoted with γk, k = 1, 2, ..., |S| − q such that r(i, γk) = 3
for each i and k. Finally, we set p(i) = 3 for each i, i = 1, 2, ..., |S|. Observe that
the total number of packets to be transmitted is 3|S|.
We now show that the given instance of 3-bounded 3-dimentional matching has
a solution if and only if the instance of MLOS given by the above transformation
has a solution. Let us assume first that the instance of 3-bounded 3-dimentional
matching has a solution, and let M be such a solution. We shall use such a solution
for scheduling the packets of the transformed MLOS instance in one time slot. If
si = (wa, xb, yc) ∈ M , then user i of MLOS will use the carriers a, b, c, and if
si = (wa, xb, yc) /∈ M , then user i will use a supercarrier. This carriers assignment
to users is a solution to the instance of MLOS which allows to send all the packets
in one slot. In fact, the constraints of MLOS are met, since each carrier is assigned
to one user only (given that M is a matching), as well as the supercarriers (we
have as many supercarriers as users not associated to elements of the matching M).
Note that no user is scheduled for more than 3 packets. The number of packets
scheduled in the time slot is 3q for the users associated to M , one for each carrier,
and 3(|S|− q) for the other users, one for each supercarrier. So, the total number of
packets scheduled in the time slot is 3q+3|S|−3q = 3|S|, namely all the packets. So,
if the given instance of 3-dimensional matching has a solution, then the transformed
instance of MLOS can be scheduled in one time slot, and so L = 1.
Let us assume now that the transformed instance of MLOS has a solution. We
show that the given instance of 3-dimensional matching has a solution. Observe that
the total number of packets to be scheduled is 3|S|, and that the total bandwidth of
the system (namely the sum of the bandwidth of all the carriers) in one time slot,
is 3|S| − 3q + 3q = 3|S|. Then, all the carriers must be fully used if we schedule all
the traffic in one time slot.
So, if one user is assigned a supercarrier, it cannot be assigned any other carrier
(since otherwise it would receive bandwidth for at least 4 packets in the time slot,
leaving some other user with at most 2 packets scheduled in the time slot, and so
forcing the schedule to be more than one time slot long). Therefore, we can divide
the users into two sets: σ, containing the users that are assigned supercarriers, and
ν, containing the other users, which are assigned only carriers. Obviously, the users
in σ are |S| − q in number, while the others are q. From the above observations
follows that no carrier is used by more than one user. Let us consider the users in
ν, and let i and j be any two users in such a set. These two users are assigned
different carriers. According to the transformation above, these users correspond to
elements si ∈ M, sj ∈ M , and since the carriers correspond to the components of
such elements, we have that si ∩ sj = ∅. Thus, the elements of S corresponding to
those of ν are a 3-dimensional matching.
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The above theorem (and the transformation used in it) has several consequences,
also to other traffic scheduling problems.
Corollary 1. MLOS inherits the complexity properties of 3-dimensional matching.
In the above theorem, we used the decisional version of the problem. Obviously,
the maximization version (namely, that one in which it is asked for a 3-dimensional
matching of maximum size, instead of a perfect matching) is NP-Hard. Such a
version is very helpful for our problem, too (actually, it is more useful, since it
better reflects the optimization nature of our problem), and it is more studied from
a computational complexity point. For instance, it has been recently shown [95] that
the problem is APX-complete, and so cannot be solved by fast heuristics, whose
worst case performance is arbitrarily close to the optimal one. More precisely, it
can be polynomially solved only by heuristics producing matchings with at most 94
95
elements (i.e., 98.9%) in the worst case.
Corollary 2. MLOS problem is NP-complete in a very simple and basic case. For
instance, when only one non-Real Time traffic class has to be scheduled.
Corollary 3. It is NP-complete also the related problem in which we want to sched-
ule as much traffic as possible, in a fixed-length Frame system.
The special case of one-slot fixed Frame length (namely, when the Frame length
is one time slot), is identical to the problem we just showed to be NP-complete: in
the proof above, we ask whether it is possible to schedule all the traffic in one time
slot. Obviously, this is the maximum traffic one can schedule.
Another corollary of our theorem is related to Real Time traffic, with deadline
requirements. In this case, packets must be scheduled within a specified interval of
time, before the deadline expiration, for system correct operation.
Corollary 4. When packet deadlines for all users are equal to one time slot, the
problem coincides with the above NP-complete special case of MLOS.
The NP-completeness of our problem leaves us with two possibilities: either
optimally solve it with a (very) slow algorithm, one requiring minutes if not hours
or more to be run, or solve it with fast algorithms which however do not always lead
to optimal solutions. Given the time features of OFDMA systems, which require
to produce a schedule in few milliseconds, we shall propose some fast heuristics
for MLOS in the next Section. Such heuristics have different behaviour, so their
average-case performances (in terms of the schedule length) will be compared (in
Section 4.6), by means of a simulation experiment.
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4.4 Heuristics
In this Section, we propose four fast and simple heuristics, for MLOS problem
solving. The proposed algorithms have to schedule, both carriers and time slots,
till the user traffic has not been fully allocated. Since an optimal solution is time
unfeasible, the proposed heuristics generate solutions, which may not minimize the
length of the Frame, but they are found very quickly. The simplicity of the proposed
heuristics, however, makes them attractive for actual utilization. Besides, as we
show later, their average performances are very good. We recall that the centralized
heuristics are performed by the Base Station (BS), which gathers the traffic requests
generated byN users, in some interval of time, and schedules them with the objective
of minimizing the length of the Frame. The presented heuristics work under the
following assumptions:
• the BS knows the user carriers rates, which remain stable during the scheduling
period;
• each carrier can be allocated to one user at most in the same time slot, whereas
several carriers may be allocated to the same user in the same time slot;
• all users traffic data must be transmitted;
• the schedule length must be as short as possible (composed by the minimum
number of time slots), allowing to transmit all user traffic, and meeting the
constraints presented above.
In presenting the heuristics, we recall the following notation. Let N = {u1, .., un}
be the set of users, which ask to transmit their traffic, collected by the BS in a Frame,
and P =
∑n
i=1 p (ui) be such a traffic. Let C = {c1, .., cm} be the set of carriers,
and r(ui, cj) be the rate of cj for ui. Let TS be the counter of allocated time slots.
Finally, for the sake of clarity, the schedule produced by the heuristics will be stored
in the L× n×m, 0− 1 matrix x, which is initialized to 0, that means, none of the
time slots are allocated, from 0 to L. When x(ui, cj, th) = 1, then cj is assigned to
ui during time slot th, whereas x(ui, cj, th) = 0 indicates that cj has not be assigned
to ui in th.
All heuristics have a common general structure, given in Table 4.1. Then, we de-
tail the specific behaviour of each heuristic, by means of a “function”. The proposed
heuristics allocate carriers and time slots, till the requested traffic has not been en-
tirely scheduled, and with the objective of minimizing the length of the Frame. Such
general structure is composed of two blocks. The first block presents the “Initial-
ization” of some parameters, and the second one performs the “assignment cycle”
of user requests on carriers and time slots.
The UserCarriersChoice function represents the specific scheduling policy applied
by each heuristic, and will be explained later. In Tables from 4.2 to 4.5, we de-
tail the scheduling policy pseudo-code of four UserCarriersChoice functions, one for
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Table 4.1: Pseudo-code of heuristics general structure
Initialization:
/*Set of users asking for traffic scheduling*/
1. N = {u1, .., un}
/*Total traffic amount to be scheduled*/
2. P =
n∑
i=1
p (ui)
/*Set of carriers available for allocation in each time slot*/
3. C = {c1, .., cm}
/*Time slot counter: number of scheduled time slots*/
4. TS = 0
/*Initialization of the matrix containing the schedule*/
5. x(ui, cj, TS) = 0
Assignment cycle:
/*Schedule until there is traffic to allocate*/
6. while (P > 0) {
/*If there is an available carrier in the current time slot, then allocate it*/
7. if (C > 0) {
/*Apply specific heuristic policy for traffic prioritization*/
8. UsersCarriersChoice
/*Assign selected carrier cj to the user ui to time slot TS*/
9. x(ui, cj, TS) = 1
/*Update traffic amount of user ui*/
10. p(ui) = p(ui)− r(ui, cj)
/*Update total traffic amount*/
11. P = P − p(ui)
/*Update available carriers set*/
12. C = C − cj
/*No carrier is available, then increase TS and initialize again the available carriers set*/
13. } ˙else {˙
14. TS = TS + 1
15. C = {c1, .., cm}
16. }
17. }
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Table 4.2: Pseudo-code of MaxMaxProduct heuristic
1. Select ui ∈ N and cj ∈ C |MaxMaxProduct =
max{p(u1) ∗max{r∗(u1, c1), .., r∗(u1, cm)}, ...,
p(un) ∗max{r∗(un, c1), .., r∗(un, cm)}}
Table 4.3: Pseudo-code of Greedy heuristic
1. Select ui ∈ N | p(ui) = max{p(u1), ..., p(un)}
2. Select cj ∈ C | r∗(ui, cj) = max{r∗(ui, c1), ..., r∗(ui, cm)}
Table 4.4: Pseudo-code of MinMaxRate heuristic
1. Select ui ∈ N and cj ∈ C |MinMaxRate =
max{min{p(u1), r∗(u1, c1)}, ..,min{p(u1), r∗(u1, cm)}, ..,
min{p(un), r∗(un, c1)}, ..,min{p(un), r∗(un, cm)}}
Table 4.5: Pseudo-code of Random heuristic
1. Select ui ∈ N and cj ∈ C | Random =
rand{r∗(u1, c1), .., r∗(u1, cm), ..., r∗(un, c1), .., r∗(un, cm)}
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each of the algorithms: MaxMaxProduct, Greedy, MinMaxRate, and Random. In the
heuristics pseudo-code, r∗(ui, cj) is defined as follows:
r∗(ui, cj) =
{
r(ui, cj) if cj is not allocated in the current time slot
0 otherwise
MaxMaxProduct
In table 4.2 we give the pseudo-code of MaxMaxProduct heuristic. This algorithm
gives highest priority to the user that maximizes the product of the traffic amount
to transmit and its largest allocable carriers rate.
Greedy
In table 4.3 we present the pseudo-code of Greedy heuristic. This algorithm gives
highest priority to the user whose traffic to be transmitted is maximum, and then
allocates such selected user on the unallocated carrier with largest rate.
MinMaxRate
The pseudo-code of MinMaxRate is shown in table 4.4. This algorithm gives
highest priority to the user whose minimum value between unallocated carrier rate
and traffic amount is maximum.
Random
Finally, table 4.5 presents the pseudo-code of Random heuristic. This algorithm
selects the traffic to be transmitted and the carrier on which schedule it, in a random
way. Such heuristic has been implemented for comparison purposes mainly, namely
for determining how important it is to use a heuristic, with respect to allocating the
traffic with no policy at all.
4.4.1 Example of Heuristics Execution
This Section presents a simple example of how heuristics work, except for the
Random one. Figure 4.1 shows the system configuration, with the transmission rate
table on the left, and three users with the respective traffic to be transmitted, on the
right. The amount of data to be transmitted by users and the carrier transmission
rate on the table are expressed by unit of traffic or uot. In the following, we illustrate
some short examples of execution for proposed heuristics. Figure 4.2 shows the
schedule results produced by the following heuristics: MaxMaxProduct, Greedy and
MinMaxRate Any ties in the scheduling policy outcome are arbitrarily broken.
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Figure 4.1: Example of system configuration: m=4 carriers and n=3 users, with BE
amount of data (unit of traffic) to transmit
(a) MaxMaxProduct (b) Greedy (c) MinMaxRate
Figure 4.2: An example of heuristics execution for the minimum Frame length
scheduling problem
Example of MaxMaxProduct
Figure 4.2(a) shows the schedule produced by the MaxMaxProduct heuristic.
Such algorithm works as follows: until there is traffic to allocate, and if there is still
an available carrier in the first time slot, it goes on to schedule users traffic, applying
its prioritizing policy. Such heuristic starts assigning the highest priority to u3, for
which p(u3) ∗max{r(u3, 1), r(u3, 2), r(u3, 3), r(u3, 4)} = 20 ∗ 9 = 180 is the highest
one with respect to other users. Then, it schedules 9 uot of u3 on carrier c2, its best
performing carrier, decreases u3 traffic not scheduled yet, to p(u3) = 20−9 = 11 uot,
and marks carrier c2 as “not available” in the first time slot. In the second step,
the heuristic assigns the highest priority to u2, which has the maximum value, that
is, 15 ∗ 6 = 90. Then, it schedules 6 uot to u2 on carrier c3, decreases u2 traffic to
p(u2) = 15−6 = 9 uot, and marks carrier c3 as “not available” in the first time slot.
In the third step, the heuristic allocates user u1, that one with the highest priority,
because of 10 ∗ 7 = 70 is the maximum value. Then, schedules 7 uot of u1 on carrier
c1 and mark it as “not available” in the current time slot. Then, MaxMaxProduct
continues the scheduling as shown in the figure.
Example of Greedy
The Greedy heuristic produced the schedule length showed in Figure 4.2(b). Such
algorithm works in two phases: in the first phase, the user with the highest amount
of data to transmit is selected, and in the second phase, the carrier with the high-
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est transmission rate for such user is allocated to it. The Greedy heuristic starts
selecting u3 as the user with the highest priority (i.e., p(u3) = 20 uot is the highest
data amount to transmit), and then, allocates c2 as the carrier with the highest
transmission rate for such user in slot 0 (i.e., r(u2, c2) = 9 uot). The data amount of
u3 is decreased to p(u3) = 20−9 = 11 uot and c2 is marked as “not available” in slot
0. In the second step, the heuristic assigns the highest priority to u2, and allocate
6 uot on carrier c3. The data amount of u2 is decreased to p(u2) = 15 − 6 = 9 uot
and c3 is marked as “not available” in slot 0. In the third step, u3 is the user with
the highest priority and c1 is the carrier assigned to it. Then, the data amount of
u3 is decreased to p(u3) = 11− 6 = 5 uot and c1 is marked as “not available” in slot
0. The heuristic allocates the last carrier c4 in slot 0 to user u1 and then continues
the scheduling as shown in the figure.
Example of MinMaxRate
The Figure 4.2(c) shows the users traffic allocation produced by the MinMaxRate
heuristic. In the first step, the heuristic assigns the highest priority to user u3,
since the minimum value between its data amount (i.e., 20 uot) and its carriers
transmission rate (c1 = 6 uot, c2 = 9 uot, c3 = 0 uot, c4 = 5 uot) is maximum
(i.e., 9 uot) with respect to other users. Thus, the carrier c2 is allocated to u3,
marked as “not available” in slot 0, and the data amount of u3 is decreased to
p(u3) = 20 − 9 = 11 uot. In the second step, the user with the highest priority is
u1, thus 7 uot is assigned on carrier c1 to it. The data amount of u1 is decreased
to p(u1) = 10 − 7 = 3 uot and carrier c1 is marked as “not available” in slot 0. In
the third step, the heuristic assigns the highest priority to u2, allocates c3 to it, and
then, decreases the data amount to p(u2) = 15 − 6 = 9 uot and marks c3 as “not
available” in slot 0. In the last step for allocating slot 0, the heuristic selects u3
as the user with the highest priority, allocates to it 5 uot on carrier c4, updates its
data amount to p(u3) = 11 − 5 = 6 uot and marks c4 as “not available” in slot 0.
Then, the algorithm continues the scheduling as shown in the figure. Notice that
MaxMaxProduct and MinMaxRate heuristics produce the same scheduling result for
the first time slot in this example, and the second time slot allocation differs just
for users u1 and u2 that are inverted on carriers c3 and c4.
4.4.2 Heuristics Time Complexity
The initialization stage of the procedure for the general structure of the heuristics
has a time complexity of O(nm) for each time slot in the schedule, and is given
by step 5, the initialization of x. The assignment cycle is performed once every
time slot. Each cycle consists of O(m) times some O(1) assignment steps, and the
computation of UsersCarriersChoice function. Such a function has O(1) complexity
for heuristic Random, O(n + m) complexity for Greedy heuristic, and O(nm) for
the other heuristics. Thus, the overall time complexity of the heuristics is O(m+n)
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for Random, O(nm+m2) for Greedy, and O(nm2) for the other heuristics, for each
time slot in the schedule produced by that heuristics.
4.5 Heuristics Approximation Ratio
In this Section, we show that our proposed heuristics cannot be approximated
to within a constant factor in the worst case, that is, they are not constant-factor
approximations.
This means that the ratio between the optimal schedule length and the one
produced by heuristics, tends to infinity, making impossible to calculate a constant
bound from optimal value. In other words, the schedule produced by proposed
heuristics cannot be bounded by a constant value with respect to the optimum. We
cannot say that in the worst case the proposed heuristics produce a schedule that
is at most, for example, two or three times as much as the optimum. We point out,
that all considerations presented in this Section, refer to the worst case performance
evaluation of proposed heuristics, therefore we do not specify that anymore.
When calculating an optimal solution is computationally unfeasible, we basi-
cally accept approximate values (i.e., suboptimal solutions), produced by heuristics.
Approximation algorithms are the ones used to find an approximate solution to op-
timization problems. The usual metric for measuring the nearness to optimality of
a solution for minimization problems, is by the ratio of its cost to that of an optimal
solution. The performance of an approximation algorithm is measured then by its
worst-case ratio over all inputs of a given size. An algorithm achieves ratio r if for
every instance it computes a solution whose cost is at most r times the cost of the
optimal solution [94]. In our specific case, the cost of the solution is L (i.e., the
schedule length), produced by a scheduling algorithm, and the problem is a mini-
mization ones (i.e., minimizing the schedule length L).
If opt is the optimal value of a minimization problem, we say an algorithm is
an α-approximation algorithm if it always return a solution whose value is at most
α-opt. If there are instances for which the algorithm cannot guarantee an α approx-
imation, then we say that the algorithm cannot be approximated to within a factor
α [15].
We will show some instances, for which the proposed heuristics produce a sched-
ule length approaching infinity at growing of input values, such as the number of
users, the number of carriers and traffic amount. This analysis let us to admit that
proposed heuristics cannot be approximated to within a constant factor. Specifi-
cally, we show that there exist some system configurations (i.e., number of users,
carriers and traffic amount) for which an Optimal algorithm produces a schedule
length equal to 1 time slot (i.e., LOpt = 1), whereas proposed heuristics produce a
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schedule length equal to n, that is, the number of users (i.e., LHeur = n), bringing
the ratio LHeur/LOpt = n/1 to infinity. In the following Subsections, we present, for
each heuristic (except for the Random one), some of such instances.
4.5.1 Greedy
The Greedy heuristic behaves like the pseudo-code indicated in Table 4.3. We
show that some instances of such heuristic produce a schedule length approaching
infinity, allowing us to say that the Greedy heuristic cannot be approximated to
within a constant factor. In the following, we illustrate some system configuration
parameters (i.e., number of users, number of carriers and traffic amount), for which
an Optimal algorithm produces a schedule length L equal to one time slot, whereas
the Greedy heuristic produces a schedule length equal to n (i.e., the number of users).
We show that, at growing of the number of users, the ratio LHeur/LOpt = n/1 tends
to infinity. Thereby, the Greedy heuristic can not be approximated to within a con-
stant factor.
We consider a system where n users (i.e., N = {u1, .., un}) ask to transmit their
traffic toward other users (either inside or outside the cell), throughout the Base
Station. Such users can transmit over m carriers (i.e., C = {c1, .., cm}). One of
these users has a very low transmission rate for all carriers, for example, equal to
1 uot (unit of transmission). Whereas, the other n− 1 users have one carrier being
able to transmit the whole traffic amount in one time slot, and the other carriers
having a transmission rate equal to 1 uot. In such system, all users have the following
characteristics:
• A number of carriers to use for traffic transmission, given by the following
formula:
m = (n− 1)2 + n (4.2)
• An amount of data (i.e., traffic) to transmit, given by the following formula:
p(ui) = (n− 1)2 + 1 uot; for i = 1, .., n (4.3)
We present some numerical examples in order to show the Greedy heuristic be-
havior. The Figure 4.3 presents a system where n = 2 users (i.e., N = {u1, u2}) avail
of m = (n− 1)2+ n = (2− 1)2+2 = 3 carriers (i.e, c1, c2 and c3, given by Equation
4.2) for transmitting p(ui) = (n− 1)2 + 1 = (n− 1)2 + 1 = 2 uot data amount (i.e.,
p(u1) = 2 uot and p(u2) = 2 uot, given by Equation 4.3). One user (e.g., u1) has
all carriers transmission rate extremely low, for example, equal to 1 uot. The other
user (e.g., u2) has one carrier providing a transmission rate being able to transmit
the whole traffic in one time slot (i.e., p(u2) = 2 uot), and the other carriers pro-
viding a transmission rate equal to 1 uot. The Figure 4.3(b) shows that an Optimal
algorithm could be able to schedule the users request in one time slot (i.e., time slot
4.5. HEURISTICS APPROXIMATION RATIO 85
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Figure 4.3: Example of schedules produced by an Optimal algorithm (b) and the
Greedy heuristic (c), in a system with m = 3 carriers and n = 2 users asking to
transmit p(ui) = 2 uot data amount (a).
0), whereas Figure 4.3(c) highlights that the Greedy heuristic can require two time
slots (i.e., time slots 0 and 1), in order to schedule all users request. Specifically,
an Optimal algorithm allocates the carrier c3 to user u2 (since, such carrier provides
the “best” transmission rate for the user) and the others carriers (i.e., c1 and c2) to
user u1, completing the allocation of all users traffic in one time slot. The Greedy
heuristic gives highest priority to the user having more traffic to transmit, and then,
allows such user to transmit over his best carrier. Considering the example in Figure
4.3, in the first step, the Greedy heuristic can give the highest priority to user u1 and
then, allocate him on carrier c3. In the second step, the user having highest priority
is u2, but his best carrier (i.e., c3) is already allocated to user u1, therefore, he can
be allocated on carrier c2. In the third step, user u2 could be again the one having
the highest priority (since both users having the same traffic to transmit), and the
heuristic allocates him over carrier c1, completing his whole request and time slot
0. In the final step, the heuristic allocates user u1 on carrier c3 in time slot 1, using
two time slots for allocating all users traffic.
The Figure 4.4 shows an example where n = 3 users (i.e., N = {u1, u2, u3}) have
m = (n− 1)2 + n = (3− 1)2 + 3 = 7 carriers (i.e, from c1 to c7) to use for transmit-
ting p(ui) = (n − 1)2 + 1 = (3 − 1)2 + 1 = 5 uot data amount (i.e., p(u1) = 5 uot,
p(u2) = 5 uot and p(u3) = 5 uot). One user (e.g., u1) has all carriers transmission
rate equal to 1 uot, whereas the other users (i.e., u2 and u3) have one carrier with
p(ui) = 5 uot transmission rate, and the other ones with 1 uot transmission rate.
The Figure 4.4(b) shows that an Optimal algorithm could be able to schedule the
users request in one time slot (i.e., time slot 0), whereas Figure 4.4(c) highlights
that the Greedy heuristic could require three time slots (i.e., time slots 0, 1 and 2),
in order to schedule all users request.
For the sake of clarity, we show another example in Figure 4.5, where the system
has n = 4 users (i.e., N = {u1, u2, u3, u4}) havingm = (n−1)2+n = (4−1)2+4 = 13
carriers (i.e, from c1 to c13) to use for transmitting p(ui) = (n−1)2+1 = (4−1)2+1 =
10 uot data amount (i.e., from p(u1) = 10 uot to p(u4) = 10 uot). One user (e.g.,
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Figure 4.4: Example of schedules produced by an Optimal algorithm (b) and the
Greedy heuristic (c), in a system with m = 7 carriers and n = 3 users asking to
transmit p(ui) = 5 uot data amount (a).
u1) has all carriers transmission rate equal to 1 uot, whereas the other users (i.e.,
u2, u3 and u4) have one carrier with p(ui) = 10 uot transmission rate, and the other
carriers with 1 uot transmission rate. The Figure 4.5(b) shows that an Optimal
algorithm could be able to schedule all users request in one time slot (i.e., time slot
0), whereas Figure 4.5(c) highlights that the Greedy heuristic could require four time
slots (i.e., time slots 0, 1, 2 and 3), in order to schedule all users request.
If we go on increasing the number of users n, and consequently, the number of
carriers m and the traffic amount p(ui), applying equations 4.2 and 4.3, respectively,
we can notice the schedule length, produced by the Greedy heuristic, to increase as
well. Specifically, while the Optimal algorithm produces a schedule length equal to
one time slot, the Greedy heuristic produces a schedule length equal to n time slots.
Consequently, the ratio LHeur/LOpt = n/1 approaches infinity to tend to infinite
number of users. Therefore, we can deduce that the Greedy heuristic can not be
approximated to within a constant factor.
4.5.2 MaxMaxProduct
The MaxMaxProduct heuristic behaves like the pseudo-code showed in Table
4.2. As in the Greedy case, we show that some MaxMaxProduct instances produce
a schedule length approaching infinity, allowing us to say that such heuristic can
not be approximated to within a constant factor. In the following, we illustrate
some examples of system configuration parameters (i.e., number of users, number
of carriers and traffic amount), for which an Optimal algorithm produces a schedule
length L equal to one time slot, whereas the MaxMaxProduct one produces a sched-
ule length equal to n (i.e., the number of user). As the number of users grow, the
ratio LHeur/LOpt = n/1 approaches infinity, making the MaxMaxProduct heuristic
4.5. HEURISTICS APPROXIMATION RATIO 87
(a) System configuration (b) Optimal algo-
rithm
(c) Greedy heuristic
Figure 4.5: Example of schedules produced by an Optimal algorithm (b) and the
Greedy heuristic (c), in a system with m = 13 carriers and n = 4 users asking to
transmit p(ui) = 10 uot data amount (a).
not be approximated to within a constant factor.
We consider a system where n users (i.e., N = {u1, .., un}) ask the Base Station
to transmit their own traffic towards other users. Such users can transmit over
m carriers (i.e., C = {c1, .., cm}). In such system, the users have the following
characteristics:
• A number of carriers to use for traffic transmission, given by the following
formula:
m = 2n − 1 (4.4)
• An amount of data (i.e., traffic) to transmit, given by the following formula:
p(ui) = x
i uot; for x ≥ 2n and i = 1, .., n (4.5)
• A carrier transmission rate, given as follows:
r(ui, cj) =
{
1 if j > 2i − 1
p(ui)
2i−1 if j ≤ 2i − 1
(4.6)
We present some numerical examples showing the MaxMaxProduct to produce
a schedule length tending to infinity at growing of the user number. The Figure
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Figure 4.6: Example of schedules produced by an Optimal algorithm (b) and the
MaxMaxProduct heuristic (c), in a system with m = 3 carriers and n = 2 users
asking to transmit p(u1) = 4 uot and p(u2) = 16 uot data amount (a).
4.6 shows a system where n = 2 users (i.e., N = {u1, u2}) use m = 2n − 1 carriers
(i.e, c1, c2 and c3, given by Equation 4.4) for transmitting p(ui) = x
i uot data
amount (i.e., p(u1) = 4 uot and p(u2) = 16 uot, given by Equation 4.5). The carrier
transmission rates for the users are calculated applying Equation 4.6, and have been
showed in Figure 4.6(a). The Figure 4.6(b) shows that an Optimal algorithm is able
to schedule the users request in one time slot (i.e., time slot 0), whereas Figure
4.6(c) highlights that the MaxMaxProduct heuristic can require two time slots (i.e.,
time slots 0 and 1) in order to schedule all user requests.
Specifically, an Optimal algorithm allocates the carrier c1 to user u1, and the
others carriers (i.e., c2 and c3) to user u2, completing the allocation of all users
traffic in one time slot. The MaxMaxProduct heuristic gives highest priority to
the user having the highest product between the residual traffic to transmit and
the highest transmission rate for the carrier not allocated in the current time slot.
Applying the pseudo-code indicated in Table 4.2, we can obtain the schedule showed
in Figure 4.6(c). Specifically, in the first step, the MaxMaxProduct gives the highest
priority to user u2, since it has the highest product between its residual traffic (i.e.,
p(u2) = 16 uot) and its best carrier transmission rate (i.e., c1 = 8 uot, or c2 = 8 uot,
or c3 = 8 uot), that is, 16*8=128. Whereas, u1 has p(u1) = 4 uot as traffic to
transmit, and c1 = 4 uot as highest transmission rate, that is, 4*4=16. The carrier
c1 is allocated to user u2. In the second step, the user having highest priority is
still u2, since the product between p(u2) = 8 uot and c2 = 8 uot or c3 = 8 uot, is
the highest one, that is, 8*8=64. The carrier c2 = 8 uot is assigned to user u2, and
all traffic for u2 is allocated in the first time slot. In the third step, the user u1 is
allocated on carrier c3 = 1 uot, but such carrier transmission rate is not sufficient to
allocate all user traffic. Therefore, the heuristic goes on allocating user u1 on carrier
c1 = 4 uot in the next time slot (i.e., time slot 1), completing the traffic allocation
for such user. In conclusion, the MaxMaxProduct algorithm generated a two time
slots schedule length, whereas, the Optimal one generated a schedule length of one
time slot.
The Figure 4.7 shows an example where n = 3 users (i.e., N = {u1, u2, u3}) can
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Figure 4.7: Example of schedules produced by an Optimal algorithm (b) and the
MaxMaxProduct heuristic (c), in a system with m = 7 carriers and n = 3 users
asking to transmit p(u1) = 8 uot and p(u2) = 64 uot and p(u3) = 512 uot data
amount (a).
use m = 2n − 1 = 7 carriers (i.e, from c1 to c7) for transmitting p(ui) = xi uot
data amount (i.e., p(u1) = 8 uot, p(u2) = 64 uot and p(u3) = 512 uot). The carrier
transmission rates for the users are calculated applying Equation 4.6, and have been
shown in Figure 4.7(a). The Figure 4.7(b) shows an Optimal algorithm being able to
schedule user requests in one time slot (i.e., time slot 0), whereas Figure 4.7(c) high-
lights the MaxMaxProduct heuristic requiring two time slots (i.e., time slots 0 and
1) in order to schedule all user requests. Specifically, an Optimal algorithm allocates
carrier c1 to user u1, carriers c2 and c3 to user u2, and carriers c4, c5, c6 and c7 to user
u3, completing the allocation of all users traffic in one time slot. TheMaxMaxProduct
heuristic gives, at each step, highest priority to the user having the highest product
between the residual traffic to transmit and the highest transmission rate for the
carrier not allocated in the current time slot. Applying the pseudo-code indicated
in Table 4.2, we can obtain the schedule showed in Figure 4.7(c). Specifically, in the
first step, the MaxMaxProduct gives the highest priority to user u3, since it has the
highest product between its residual traffic (i.e., p(u3) = 512 uot) and its best carrier
transmission rate (i.e., 128 uot for all its carriers), that is, 512*128=65536. Whereas,
u1 has p(u1) = 8 uot as traffic to transmit, and c1 = 8 uot as highest transmission
rate, thus, 8*8=64; and, u2 has p(u2) = 64 uot as traffic to transmit, and c1, c2 and
c3 equal to 32 uot as highest transmission rate, thus, 64*32=2048. In conclusion, in
the first step, the carrier c1 is allocated to user u3. In the second, third and fourth
steps, u3 is still the user with highest priority, thus, its traffic is completely allocated
in carriers c2, c3 and c4. In the fifth step, u2 is the user with highest priority with
respect to u1, since p(u2) = 64 ∗ 1 = 64 is greater than p(u1) = 8 ∗ 1 = 8. Therefore,
carrier c5 is allocated to user u2. In the sixth and seventh steps, u2 is still the user
with the highest priority, thus, carriers c6 and c7 is allocated to its transmissions.
90 CHAPTER 4. BEST EFFORT TRAFFIC SCHEDULING
The users traffic allocation continues on the carriers and time slots as showed in
Figure 4.7(c). In conclusion, the MaxMaxProduct algorithm generates a three time
slots schedule length, whereas, the Optimal one generates a schedule length of one
time slot.
If we consider a system configuration with n = 4 users, m = 24 − 1 = 15
carriers, and carrier transmission rates given by Equation 4.6, we would obtain
the Optimal algorithm to produce a schedule length equal to one time slot, and
the MaxMaxProduct one to produce a schedule length equal to n time slots. At
this point, the argument is clear, then we omit the graphical representation of this
example. In conclusion, the ratio LHeur/LOpt = n/1 approaches infinity. Therefore,
the MaxMaxProduct can not be approximated to within a constant factor.
4.5.3 MinMaxRate
The MinMaxRate heuristic behaves like the pseudo-code expressed in Table 4.4.
As in the Greedy and MaxMaxProduct cases, some MinMaxRate instances produce a
schedule length approaching infinity, allowing us to say that such heuristic can not
be approximated to within a constant factor. Considering some system configura-
tion parameters (i.e., number of users, number of carriers and traffic amount), an
Optimal algorithm produces a schedule length L equal to one time slot, whereas Min-
MaxRate produces a schedule length equal to n, the number of users in the system.
At the number of users growing, the ratio LHeur/LOpt = n/1 approaches infinity,
making the MinMaxRate heuristic not be approximated to within a constant factor.
For the sake of clarity, we consider a system having the same characteristics of the
one considered in the MaxMaxProduct case, as described by Equations 4.4, 4.5 and
4.6. Considering such a system configuration, with regards to the number of users,
carriers, traffic amount and carrier transmission rates, we obtain that an Optimal
algorithm may produce a schedule length equal to one time slot, whereas the Min-
MaxRate heuristic may produce a schedule length equal to n time slots. Specifically,
applying the same numerical examples used in the MaxMaxProduct case, regarding
the number of users, carriers, traffic, and transmission rates, we can obtain for the
MinMaxRate case, the same scheduling results, as shown in Figures 4.6 and 4.7.
In conclusion, our proposed heuristics cannot be approximated to within a con-
stant factor in the worst case, with respect to the optimal value. It is also true,
that such worst cases are really singular, and that probably, they rarely occur in
real wireless networks. Anyway, such heuristics are computationally fast and simple,
and a simulation experiment, that we present in the next Section, shows that they
produce, in the average case, except for the Random one, a schedule length closed to
the Lower Bound, presented in Subsection 4.2.4, and consequently, to the optimum.
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Figure 4.8: Traffic amounts corresponding to traffic scenarios
4.6 Simulations
In this Section, we analyze the average case performance of proposed heuristics,
in terms of schedule length. As performance metric, we use the number of time
slots to be allocated. We test the heuristics behaviour by a simulation experiment,
compare the results to each other, and with the Lower Bound (LB) presented in
Subsection 4.2.4, and show that they are good and fast in the average case. We show
that proposed heuristics, except for the Random one, generate schedule lengths that
are very close to the LB, and a fortiori, to the optimum. The system parameters
used in the simulation experiment are those of WiMAX, as set by the WiMAX
Forum in the WiMAX certification profiles [29].
4.6.1 Simulation Setting
All tests run on a machine equipped with Intel(R) Core(TM)2 Duo CPU T7500
@2.20GHz and with 2.00 GB of RAM. To evaluate the performance of proposed
heuristics in different traffic scenarios, we use a handmade simulator. Since our
goal is to test the heuristics behaviour, it is not convenient for us using complex
and slow tools, like NS2 or OPNET, that simulate all network layers. Our simu-
lator only generates network data which are strictly useful for heuristics execution.
Moreover, since we are interested on simulating the “multiple allocation” mechanism
of OFDMA technique, we omit for the sake of clarity, other Physical Layer details.
We implemented both simulator and heuristic algorithms in C# language. In the
simulation experiments, we tune the following parameters:
• The number of users to be scheduled, n. We consider four sets of users:
|N1| = 5, |N2| = 10, |N3| = 15 and |N4| = 20.
• The amount of user traffic to be allocated, P . We consider three traffic scenar-
ios: (1) L˙ow traffic, PLow; (2) M˙edium traffic, PMed; and (3) H˙igh traffic, PHigh.
Figure 4.8 shows the traffic intervals generated by the simulator in each traffic
scenario. The simulator generates uniform distributed traffic for the users,
between interval extremes, for each traffic scenario. The traffic amount is ex-
pressed in bit per symbol (bpsym), where the symbol represents the minimum
transmission time, that we generally call “time slot”.
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• The number of subchannels available for transmissions, m. We recall that a
subchannel is composed by a set of subcarriers and it is the minimum trans-
mission unit in an OFDMA symbol. We consider three sets of subchannels:
|C1| = 17, |C2| = 35 and |C3| = 53.
• The uplink carriers transmission rate for each user, r(ui, cj). The carriers
transmission rate can vary between 0 bpsym (bits per symbol), corresponding
to bad carrier transmission opportunity, to 20 bpsym, corresponding to the
best carrier transmission opportunity. For the sake of clarity, the simulator
generates integer and uniformly distributed values for each carrier transmission
rate.
We perform three series of tests: each one corresponding to 17, 35 and 53 carriers
system configuration, respectively. Each series is composed by one test for each
set of users (5, 10, 15, 20), in each traffic scenario (low, medium, high), and each
test run 1000 times. We compute the schedule length produced proposed heuristics
and LB, in the average case, as well as the 95% confidence interval. We show the
obtained results in the next Section.
4.6.2 Simulation Results
In Appendix A, we collect all Figures (totally, nine) showing simulation results
of the three series of tests, corresponding to 17, 35 and 53 subchannels system con-
figuration, for each traffic scenario (low, medium and high). Each series of result
evidences, in the corresponding Table, the following values: the average schedule
length (Av) for each heuristic and the LB, together with the confidence interval
(CI), and the difference value in percentage (Diff %) from LB.
Notice that, implemented heuristics, except for the Random one, give results (in
terms of allocated time slots), that are very close, in the average case, to each other
and to LB, and thereby, to the optimum. For example, considering the second series
of result (Figures from A.4 to A.6), the MaxMaxProduct, Greedy and MinMaxRate
heuristics approach the LB, as the number of users increases. Instead, the Random
one diverges. This observation let us deduce that heuristics implementing some
intelligence perform better as the system complexity grows, in the average case.
Moreover, the difference in percentage from the LB (Diff %) shows that the proposed
heuristics approach better the LB when the system has the largest number of users
with the greatest traffic amount. Such heuristics behaviour is similar for all series
of tests.
Generally speaking, we observe that implemented heuristics improve their per-
formance at increasing of system parameters (e.g., number of subchannels, number
of users, and traffic amount). As regards the fact that heuristics perform better as
the schedule length increases, it could be a consequence of LB approaching to the
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optimum. If that is, proposed heuristics would perform better for shorter Frames as
well.
Finally, we observe that all heuristics are quite fast in practice. We do not set
up a simulation experiment for a such investigation, since running time is too sen-
sitive on Processor used, software implemented, and programmer skill. However, in
our implementation, all proposed heuristics are able to produce a schedule in less
than 5 msec, the typical time required by WiMAX systems for performing such task.
We can make an observation on how the traffic is generated in the simulation
experiment. By the way, we implement a simple “traffic generator” (TG), which
produces a “uniformly distributed” traffic among users, between extreme values of
a given interval. In this work, we consider only Best Effort traffic (e.g., P2P, email,
etc.) that is not sensitive to Quality of Service metrics (e.g., jitter, packet loss,
latency). We assume that the Base Station collects all user requests at once (for
example, at time slot 0), and schedule them in subsequent time slots, until all traffic
has been allocated. We do not consider that users can enter and exit the network
during the traffic scheduling period. The number of users is set when the scheduling
is started, and remains the same until the scheduling is ended. Therefore, TG is not
a function of time, rather generates the whole traffic at once, when the scheduling
starts. The traffic amount of users is generated by a “Random” function, which
creates uniformly distributed values. This is clearly a simplification, since an actual
traffic distribution (also called, workload) is quite hard to get to know. We do not
expect this choice to affect the relative performance of various schedulers. The main
problem is that workload is affected by many factors and varies widely with types
of users, types of applications, and time of the day [22].
However, since we employ WiMAX as case study, it could be useful to consider
a paper published by “WiMAX Forum”, concerning an evaluation methodology for
WiMAX systems [47]. The WiMAX Forum has identified several applications for
802.16e-based systems and is developing traffic and usage models for them.
In the next Chapter, we investigate a single-service system, which supports a
kind of services completely different from the Best Effort ones, that are, services
with real-time requirements. Scheduling of Real Time traffic in the simplest case,
where all services have a deadline equal to one time slot, and it is asked to minimize
the number of missed deadlines, is NP-complete.
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Chapter 5
Real Time Traffic Scheduling
Abstract
In this Chapter, we present the work behind our publication [30], which investigates
the problem of Real Time (RT) traffic scheduling in OFDMA-based systems (like
802.16/WiMAX), with the objective of meeting as many deadlines as possible, or
equivalently, minimizing the packet drop ratio. Taking into account the previous
result presented in Chapter 4, we derive that also the problem of RT traffic schedul-
ing is NP-complete, even in a very restricted case, when all deadlines are equal to
one time slot, and it is asked to minimize the number of missed deadlines. Since an
optimal solution is computationally unfeasible, we propose two heuristics, W-EDF
and S-EDF, which apply two different resource allocation mechanisms, the “time
slot-per-time slot” strategy, and the “deadline-per-deadline” one, respectively. We
first introduce the problem under investigation in Section 5.1, then we give in Sec-
tion 5.2 the assumptions made on the system under investigation, and formulate
the RT traffic scheduling problem. Section 5.3 is devoted to present the suboptimal
heuristics behaviour, and in Section 5.4, the average-case performances of proposed
heuristics are given, as obtained by a simulation experiment.
5.1 Introduction
In the previous Chapter, we investigated the problem of scheduling Best Effort
traffic in OFDMA-based systems, adopting variable-length Frames, with the objec-
tive of minimizing the scheduling length (Frames). We formally proved that the
problem, called Minimum Length OFDMA Scheduling (or MLOS, for short), is NP-
complete. Such an assessment has implications also for other scheduling problems
(see Corollaries from 1 to 4, in Chapter 4). For example, the Real Time traffic
scheduling issue, where all services have a deadline equal to one time slot, and it is
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asked to minimize the number of missed deadlines, is NP-complete too.
Here, we investigate the problem of scheduling Real Time traffic in Point-to-
Multipoint OFDMA-based systems, with the objective of meeting as many deadlines
as possible, or equivalently, minimizing the number of missed deadlines. We already
know (from Corollary 4, Chapter 4), that the simplest case, where all deadlines are
equal to one time slot, is NP-complete, thus an optimal solution is not time feasible,
therefore suboptimal heuristics are needed.
The next generation Broadband Wireless Access (BWA) networks (e.g., IEEE
802.16, IEEE 802.20, IEEE 802.22) offer services which have real-time requirements,
such as, Voice-over-IP, videophone, video conference, video surveillance, instant mes-
saging, interactive gaming. Some of them are Constant-Bit-Rate (CBR), such as
phone call, VoIP, and require to be scheduled at constant fixed intervals of time,
before a deadline expiration. A deadline represents the last time a real-time service
packet must be transmitted/received on the channel, for being usefully employed
by the application at the receiver side. Since transmissions exceeding the deadline
are useless for the receiver, packets transmitted after the deadline expiration are
dropped (because they uselessly consume system resources). Anyway, most real-
time services can tolerate a percentage of missed deadlines, without serious quality
degradation. For instance, data packet drop ratios less than 5% are tolerated by
real-time voices applications. Drop ratios exceeding 10% are considered unaccept-
able by real-time applications[33].
A new generation wireless system needs to solve a very important problem: how
to employ limited network resources (i.e., time slots and frequency) in order to meet
as many deadlines as possible? In order to accomplish such a very challenging task,
using a combination of an efficient transmission technique (e.g., OFDMA), and a
proper traffic prioritization policy (i.e., scheduling algorithms) is crucial.
In this investigation, we consider a system adopting such a combination of two
components: the OFDMA technique, that is able to perform multiple user trans-
missions, exploiting multiuser diversity on the frequency channel, and a centralized
scheduling algorithm, that decides which packet has to be scheduled first, and on
which carrier and time slot must be allocated. The system under investigation is
that one described in Section 3.1, supporting Real Time traffic, as characterized in
Subsection 3.2.2.
5.1.1 Related Work
The problem of scheduling Real Time traffic in wireless networks has been ex-
tensively studied in literature for years, and from different perspectives. For ex-
ample, some works focused on minimizing the packets delay of multimedia appli-
cations [66, 141]. Others, on fairly distributing packets dropping ratio among Real
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Time users [123, 52]. Someone else on achieving several objectives simultaneously
[77, 163, 41]. Moreover, some authors proposed algorithms for scheduling Real Time
and non-Real Time traffic simultaneously, trying to maximize the system through-
put, while meeting deadline requirements [6, 136].
Anyway, for the best of our knowledge, previous works in literature mostly fo-
cused on delay or latency requirements, such as, minimizing or farly distributing the
delay among users. Such works achieved different objective functions, with respect
to the minimization of missed deadlines, or equivalently, the packet drop ratio. More
related to our work, for the considered system model and traffic, are the following,
introduced in Chapter 2, and more detailed here.
Shakkottai and Srikant proposed in [121], a Feasible Earliest Due Date (FEDD)
algorithm for scheduling Real Time traffic with deadlines over a wireless channel.
Substantially, the FEDD policy schedules Real Time traffic based on EDD, over
those channels which are perceived to be in “good” state. The authors measured
the performance of such heuristic with respect to the number of packets lost due
to deadline expiry. They showed through analytical and numerical results, that the
FEDD policy is nearly optimal, for most values of the channel parameters, initial
queue lengths and deadlines, that are of practical interest.
Dua and Bambos employed in [33], the dynamic programming technique for
designing a downlink packet scheduler able to support multimedia applications with
deadlines constraints. They proposed a heuristic, called Channel-Aware Earliest Due
Date (CA-EDD), which uses channel and deadline information in conjunction with
application layer information (relative importance of packets), for granting fairness
among users. Specifically, the importance of a packet is given by the importance of
the information contained in the packet, for the receiver. Therefore, loosing packets
incurs in some costs, which have to be fairly distributed among users. The goals of
CA-EDD policy is to minimize the number of lost packets, and fairly distribute the
dropping costs among the users.
Hou et al. provided in [59], a mathematical framework for jointly handling three
QoS criteria: delay, delivery ratio and channel reliability. The authors tried to
restrict users delay by giving a users delivery ratio lower bound. When the delivery
ratio required by a user is smaller than that granted by the system, then such
user experiences a deadline miss ratio (DMR). An admission control algorithm is
presented for defining for a set of users, the feasibility with respect to the above three
criteria. Besides, two scheduling algorithms, meeting the demands of every feasible
set of users, are presented and evaluated by simulations, using DMR as metric.
Hard and soft Real Time traffic has been assumed in [99], with the objective
of maximizing the number of packets meeting their individual deadlines. It is first
observed that the problem can be formulated as a 0-1 knapsack problem, which
is NP-complete. Based on this observation, an optimal, dynamic programming
algorithm is then proposed. The algorithm is an adaptation of known algorithms
for the knapsack problem.
Ryu et al. proposed in [124], an urgency and efficiency based packet scheduling
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(UEPS) algorithm, which is able to schedule Real Time (RT) and non-Real Time
(NRT) traffic, at the same time. Such algorithm determines scheduling priorities,
applying a combination of the urgency and efficiency factors. The urgency factor is
given by a time-utility function, reflecting the approaching deadline for the packet.
The efficiency one, is given by the current status of the selected channel with respect
to the average one. The objective of the UEPS algorithm is to maximize throughput
for NRT traffic, while satisfying QoS requirements for RT traffic, such as packet delay
and packets loss ratio.
Ding et al. proposed in [160], a packet scheduling algorithm for Real Time and
non-Real Time users, having multiple connections, with different QoS requirements.
Like the previous one, this algorithm is performed in two phases. In the first phase,
a scheduling priority function is defined, by a combination of three factors: the
subchannels quality as perceived by the user, the quality deviation on subchannels,
and the user connection QoS satisfaction factor. In the second phase, a Maximum
Deviation Channel First (MDCF) scheme is defined, for determining the number and
the allocation order of subchannels. Specifically, an high value of the satisfaction
factor, indicates that the corresponding connection should send a packet in the
current Frame, in order to avoid its deadline to be expired, and the next Frame
to be totally allocated. The MDCF scheme begins to allocate those subchannels
that the user perceives better with respect to the other users, for improving system
performances.
In [74], a Sum Waiting Time Based Scheduling (SWTBS) algorithm, which is
able to guarantee QoS requirements for both Real Time and non-Real Time ser-
vices, has been proposed. This algorithm determines scheduling priorities of the
users combining two facts: the waiting time of the packets in the corresponding
queue, and the complex channel gain of subchannels for such user. The user holding
the maximum value of the above combination is that one having highest priority.
The waiting time of the packets in the queue must not exceed a specific delay upper
bound (given by a deadline, for instance), otherwise the packet is dropped. The ob-
jective of SWTBS algorithm is to minimize the packets loss ratio and delay violation
probability for RT users, while fulfilling the minimum throughput for NRT users.
In our investigation, we notice that a traffic scheduling algorithm (SA) has to
consider many aspects in a OFDMA-based system supporting Real Time services.
A SA needs to decide on the allocation priority, taking into account several known
parameters about the users and their service requests, such as the available carriers
transmission rate for each user, the traffic amount and deadline requirements of each
service request. These parameters have to be combined together by the SA in order
to decide a priority order by which to schedule service requests. We already know
(from Corollary 4, in Chapter 4) that an optimal solution is time unfeasible, even
in a very restricted case, when all deadlines are equal to one time slot, thus fast and
simple suboptimal heuristics are needed.
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We present in the following of this Chapter, two heuristic algorithms for schedul-
ing Real Time traffic with deadlines requirements, with the objective of minimizing
the deadline miss ratio, or equivalently, meeting as many deadlines as possible.
For the best of our knowledge, the objective function of our heuristics is different
from those presented in literature. Indeed, previous works mostly investigated other
services requirements, such as, delay and latency minimization or their fairly distri-
bution among users. Specifically, in our work, we compare two resource allocation
mechanisms, which will be adopted by our proposed heuristics: the traditional “time
slot-per-time slot” strategy (like EDF- or EDD- based policies), and the innovative
“deadline-per-deadline” one (for the best of our knowledge, we are the first authors,
proposing such allocation strategy).
5.2 System Model and Problem Formulation
In this Section, we refine the model of the system under investigation, extensively
described in Chapter 3, state the assumptions made, and formulate the problem.
We briefly recall that the system is a single cell OFDMA one, similar to 802.16/
WiMAX networks [67, 102]. It is formed by one Base Station (BS), and N =
{u1, .., un} users. Users do not communicate directly each other, but only with
the BS. Such a BS first gathers all transmission requests issued by users under its
supervision (i.e., its cell), then computes the schedule, and finally, transmits such
schedule to the users. After receiving the schedule, the users transmit/receive their
data accordingly. Data transmission is structured into Frames, which in turn, are
divided in equal length time slots (ts). The BS uses the downlink (DL) direction
for communicating to the users, whereas the users utilize uplink (UL) direction for
communicating to the BS. Usually, DL and UL transmissions are performed into
different frequency bands (i.e., Frequency Division Duplex, or FDD), or in different
time intervals (i.e., Time Division Duplex, or TDD). Currently, TDD is the option
chosen by most OFDMA-based systems, like 802.16/WiMAX networks [67, 102].
For the sake of clarity, we consider TDD and UL mode in this work, but the same
argumentation holds for FDD and DL mode. A real-time scheduling algorithm, cen-
tralized on the BS, has to collect all the transmission requests issued by its users in
a Frame, and schedule them in subsequent Frames, meeting as many deadlines as
possible.
The bandwidth is divided into C = {c1, .., cm} carriers, for simultaneous data
transmissions. Usually in wireless environments, carriers transmission rate change,
more or less slowly, over time, and are different from user to user. For the sake of
clarity, we assume that carrier transmission rates change slowly, so as to be con-
sidered constant over the scheduling period. Let r(ui, cj) be the transmission rate
of user ui on carrier cj. Moreover, we use the decision variable x(ui, cj, th) to rep-
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Figure 5.1: Example of system configuration: m = 4 carriers (i.e., c1, c2, c3, c4) and
n = 3 users (i.e., u1, u2, u3), with real-time traffic requirements (i.e., data amount
(pks) and deadlines (ts))
resent the assignment of carrier cj to user ui in slot th (x(ui, cj, th) = 1), or not
(x(ui, cj, th) = 0).
The traffic we want to schedule is a Real Time one, as described in Chapter 3.
We briefly recall that such periodic services consist of fixed-size data amount issued
at fixed periodic intervals of time (e.g., Constant-Bit-Rate (CBR) traffic, such as,
phone calls, VoIP, etc.). A Real Time service for user ui consists of a sequence of
periodic transmission requests, characterized by an initial release time, an amount
of data p(ui), and a deadline d(ui) (more details in Chapter 3). A deadline repre-
sent the last opportunity for the user to transmit its data, in order to avoid service
degradation. Specifically, when a deadline is missed by the scheduling algorithm,
the corresponding packet is dropped.
For the sake of clarity, we assume that each user has one Real Time request, or
equivalently, if a user has several requests, each one is considered as a distinct user.
We also assume that all users issue the first service request at time t0 (specifically,
at the beginning of time slot 0, all traffic is released at time 0), and the next ones
at every deadline expiration (specifically, at the end of each period). Both new in-
coming users and old outcomes ones do not occur during the scheduling period.
Under the above assumptions, the traffic configuration (i.e., data amounts, and
deadlines of users requests) at time t0 is identically replicated D slots later, where
D is defined as follows:
Definition 9. D = lcm(d(u1), ..., d(un))
Specifically, D is the least common multiple of all n service deadlines. We con-
sider the scheduling of user requests over D time slots to be sufficient, since at time
D we have the same traffic configuration we had at time t0. In other words, D
represents the schedule length.
Figure 5.1 shows an example with N = {u1, u2, u3} users, and C = {c1, c2, c3, c4}
carriers. The Table contains the carriers transmission rate for each user, expressed
5.2. SYSTEM MODEL AND PROBLEM FORMULATION 101
by packets per time slot (pks/ts). Packets (pks) represents the unit of traffic that
can be transmitted in one time slot by carriers having non-zero minimum rate. For
the sake of clarity, we assume that all rates are multiples of such minimum rate.
The scheduling length (in terms of number of time slots, ts) in this example is given
by D = lcm(2, 3, 4) = 12ts.
Whenever a user issues a service request, the real-time scheduler has to com-
pletely allocate the corresponding data amount on some determined carriers and
time slots, within each period (before the deadline expiration). For the sake of clar-
ity, we use the terms period and deadlines as synonyms, even if precisely, the period
represents the interval of time between an expired deadline and the next one, and
the deadline represents the maximum time limit within which a user request must
be allocated.
During a schedule length of D time slots, each user asks for a certain number of
periods (and deadlines) to be met.
Definition 10. The total number of periods (and deadlines) that must be met by
the scheduling for user ui in the interval [0, D] is defined as follows:
T (ui) = D/d(ui) (5.1)
Definition 11. The k − th period (and deadline) for user ui is defined as follows:
T k(ui) = [kd(ui), (k + 1)d(ui)− 1], for k = 0, 1, ..., T (ui)− 1 (5.2)
where kd(ui) is the time slot at the beginning of which the user issues the re-
quest, and (k+1)d(ui)− 1 is the time slot at the end of which the user asks for the
request to be completely scheduled.
Considering the example in Figure 5.1, user u1 issues a new request p(u1) = 8 pks
at the beginning of slots 0, 2, 4, 6, 8, 10 and each of those requests must be com-
pletely scheduled no lather than slots 1, 3, 5, 7, 9, 11, respectively. User u1 has
T (u1) = 12/2 = 6 deadlines (and periods) to be met within a scheduling interval
of D = 12 time slots, which are T 0(u1) = [0, 1], T
1(u1) = [2, 3], T
2(u1) = [4, 5],
T 3(u1) = [6, 7], T
4(u1) = [8, 9], T
5(u1) = [10, 11]. Figure 5.2 illustrates each period
and deadline for user u1.
The schedule must meet the following system and traffic constraints to be a
feasible one.
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Figure 5.2: Example of deadlines for user u1
5.2.1 System constraints
Each carrier can be assigned to one user at most, while each user can be assigned
any number of carriers, during a given time slot. This constraint can be stated as:
n∑
i=1
x(ui, cj, th) ≤ 1, ∀cj ∈ C, and ∀th, 0 ≤ h ≤ D
where D is the schedule length, as stated in Definition 9.
5.2.2 Traffic constraints
The traffic to be scheduled by the system is a Real Time one, as defined in
Subsection 3.2.2. Carriers and time slots should be assigned to users, so that the
amount of data for each user request can be completely transmitted within each
period (before the deadline expiration). This constraint can be expressed as:
(k+1)d(ui)−1∑
h=kd(ui)
m∑
j=1
x(ui, cj, th)r(ui, cj) ≥ p(ui),
∀ui ∈ N and k = 0, .., T (ui)− 1
In other words, the users ask for every deadline to be met during the schedule length,
from time slot 0 to D.
5.2.3 Objective of our problem
The problem under investigation in this Chapter is how to schedule Real Time
traffic in OFDMA-based systems, with the objective of meeting as many deadlines
as possible, or equivalently, minimizing the number of missed deadlines.
Therefore, we need a binary variable indicating whether the deadline is met by
the scheduling or not.
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Definition 12. Let yk(ui) be a binary variable for user ui, defined as follows:
yk(ui) =

0 if at least p(ui) traffic is scheduled in T
k(ui)
period, for k = 0, 1, ..., T (ui)− 1;
1 otherwise
The total number of missed deadlines for all users n during the scheduling interval
of D time slots, is calculated as follows:
n∑
i=1
T (ui)−1∑
k=0
yk(ui)
Since we deal with the problem of minimizing the number of missed deadlines,
we need a metric to represent the percentage of missed deadlines, with respect to
the total amount.
Definition 13. Let Deadlines Miss Ratio (DMR) be the metric representing the
percentage of missed deadlines with respect to the total amount, defined as follows:
DMR =
∑n
i=1
∑T (ui)−1
k=0 y
k(ui)∑n
i=1 T (ui)
Actually, a certain percentage σ of missed deadlines is usually tolerated (around
5% − 10%) by Real Time users. Specifically, Real Time services do not tolerate
delay, but accept a certain amount of dropped packets.
Our objective: scheduling Real Time traffic such that:
DMR ≤ σ
In other words, a real-time scheduling algorithm has to keep the deadline miss ratio
below a maximum value, given by σ. For a better investigation and understanding
of the system behavior, we define the following metrics.
Definition 14. Let DMR(ui) be the metric representing the percentage of missed
deadlines for user ui with respect to its total amount T (ui), defined as follows:
DMR(ui) =
1
T (ui)
T (ui)−1∑
k=0
yk(ui)
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DMR(ui) permits to investigate on which user misses more deadlines with re-
spect to its total, and therefore, it allows to define the following metric.
Definition 15. Let Maximum Missed Deadlines (MMD) be the metric representing
the percentage of missed deadlines for the user who missed most, defined as follows:
MMD = max
ui
{DMR(u1), ..., DMR(un)} for i = 1, .., n
Definition 16. Let User Miss Ratio (UMR) be the metric representing the percent-
age of users that missed more than σ of their deadlines, defined as follows:
UMR =
{∑ni=1 ui | DMR(ui) ≥ σ}
n
In other words, UMR represents how many users missed more than σ of their
deadlines, with respect to total users.
5.3 Heuristics
In this Section, we describe two heuristic algorithms for scheduling traffic with
deadline requirements. The proposed algorithms schedule both carriers and time
slots, while meeting as many deadlines as possible. Since the problem is compu-
tationally intractable (see Chapter 4), the proposed heuristics generate a schedule
that may not minimize the number of missed deadlines. However, their average
performance, estimated by metrics, as we show later, demonstrates that they are
able to take the deadlines miss ratio below an acceptable threshold.
Our heuristics are based on the Earliest Deadline First (EDF) policy, also called
Earliest Due Date (EDD). Specifically, they determine the highest priority user,
uhigh, to be scheduled first, combining several known parameters, such as the dead-
line constraint (which is the sole discrimination factor in EDF policy), the data
amount to be transmitted within the deadline, and the carriers transmission rate
available to users. The proposed heuristics are based on the observation that dif-
ferent users can experience different values for such above parameters. Therefore,
considering the deadline as the only parameter for prioritization of traffic to be
transmitted is not sufficient to avoid the quality degradation of Real Time services.
For example, a user can have a large amount of data to be transmitted within a
short deadline, but a large carriers transmission rate opportunity, whereas another
user may have a small amount of data to be transmitted within a long deadline but
very low carriers transmission rate opportunity.
We propose the following heuristics with the aim of comparing two different
traffic allocation mechanisms:
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• The traditional “time slot-per-time slot” strategy, in which the scheduling
algorithm allocates one slot at a time, in sequence. Next time slot can be
scheduled only after the previous one has been completely allocated to users.
• The innovative “deadline-per-deadline” strategy, in which the scheduling algo-
rithm can allocate any available time slot within the “current” period for the
designated user, given by the time interval between the last expired deadline
and the next one.
Two examples will be presented later in this Chapter that clarify the above allocation
strategies.
5.3.1 W-EDF: Weighted-Earliest Deadline First
The first heuristic we propose is called W-EDF (Weighted-Earliest Deadline
First), and it is based on the simple “time slot-per-time slot” allocation scheme,
where time slots are allocated in sequence.
This heuristic performs a scheduling step in three phases, described as follows:
• Phase-one: the time slot to be allocated tcurr is identified.
The heuristic starts allocating tcurr = 0, and it does not allocate the subsequent
time slot until the previous one is not completely allocated.
• Phase-two: the user with highest priority uhigh is determined.
The heuristic calculates a parameter, called “priority factor”, in order to de-
termine the user with the highest priority, the one who need to be scheduled
first. The user with the lowest value of such parameter is the one having the
highest priority.
Definition 17. Let P (ui) be the “ priority factor” for user ui, defined as fol-
lows:
P (ui) =
∑(k+1)d(ui)−1
h=tcurr
∑C
j=1 r(ui, c
avail
j , th)
p(ui)
(5.3)
where, k = 0, 1, ..., T (ui)− 1 indicates the list of periods (and deadlines), tcurr
is the current time slot to be allocated, r(ui, c
avail
j , th) = r(ui, cj) (if cj is not
allocated in th), and 0 (otherwise).
The numerator of Equation 5.3 represents the potential transmission rate of
user ui, within the interval [tcurr, (k + 1)d(ui)− 1], as though he was the only
user in the system having some traffic to transmit. Basically, the priority factor
indicates that uhigh is the user having the lowest opportunity for transmitting
his data before deadline expiration, thus the heuristic gives highest priority
106 CHAPTER 5. REAL TIME TRAFFIC SCHEDULING
to such user. If P (ui) < 1, the potential transmission rate of user ui is not
sufficient to transmit p(ui) within its deadline, therefore, the scheduling does
not meet that deadline for such user.
In conclusion, the user with the highest priority to be scheduled first, is the
one having the lowest value of its “priority factor”, P .
• Phase-three: the carrier cj to be allocated to uhigh is identified.
The heuristic allocates the carrier cj to user u
high in slot tcurr, if:
r(uhigh, cj) = max{r(uhigh, cavail1 ), .., r(uhigh, cavailm )}
where cj indicates an available carrier in slot tcurr having the highest trans-
mission rate for user uhigh. This is a “greedy” carrier allocation, based on the
available maximum transmission rate to the user in the current time slot.
Table 5.1: Initialization pseudo-code of W-EDF heuristic
Initialization:
/*Set of users to schedule*/
1. N = {u1, .., un};
/*Set of carriers in each time slot*/
2. C = {c1, .., cm};
/*Schedule length given by D time slots. d(ui) is the deadline of user ui*/
3. D = lcm(d(u1), .., d(ui), .., d(un));
/*Initialize current time slot*/
4. tcurr = 0;
/*All users issue the first request at tcurr = 0*/
5. foreach (ui ∈ N) {
/*Set deadline for each user (for k = 0)*/
6. T k(ui) = [kd(ui), (k + 1)d(ui)− 1];
/*Set data amount to be transmitted for each user*/
7. p(ui) = pks;
8. }
In Tables 5.1 and 5.2, we detail the pseudo-code for “Initialization” and “Allo-
cation Cycle” of W-EDF heuristic.
5.3.2 S-EDF: Sliding-Earliest Deadline First
The second heuristic we propose is called S-EDF (Sliding-EDF ), which is based
on the “deadline-per-deadline” allocation scheme, where the time slot to be allo-
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Table 5.2: Allocation cycle pseudo-code of W-EDF heuristic
Allocation cycle:
/*Schedule until time slot counter do not reach ts D*/
9. while (tcurr < D) {
/*If available carriers in tcurr, schedule one*/
10. if (C > 0) {
/*Determine current time slot to be allocated*/
11. Select tcurr;
/*Determine priority factor for each user (Equation 5.3)*/
12. foreach (ui ∈ N) {
13. Compute P (ui);
14. if (P (ui) ≤ 1)
15. T k(ui) missed;
16. }
/*Determine user with highest priority uhigh in tcurr*/
17. Select uhigh ∈ N | P (uhigh) = min{P (u1), .., P (ui), .., P (un)}
/*Select available carrier with highest rate for user uhigh*/
18. Select cavailj ∈ C | r(uhigh, cavailj ) = max{r(uhigh, cavail1 ), ..., r(uhigh, cavailm )}
/*Assign selected carrier cavailj to u
high in tcurr*/
19. x(uhigh, cavailj , tcurr) = 1
/*Update traffic for uhigh user*/
20. p(uhigh) = p(uhigh)− r(uhigh, cavailj )
/*If request completely scheduled, then uhigh issues a new request*/
21. if p(uhigh) ≤ 0 {
/*Update deadline and data amount of uhigh request, for k = k + 1*/
22. T k(uhigh) = [kd(uhigh), (k + 1)d(uhigh)− 1];
23. p(uhigh) = pks;
24. }
/*Update set of available carriers*/
25. C = C − cavailj
/*If C = ∅, then increase tcurr, and re-initialize C set*/
26. } ˙else {˙
27. Tcurr = Tcurr + 1
28. C = {c1, .., cm}
29. }
30.}
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cated in each scheduling step, is given by the highest priority user. In other words,
we do not know in advance which time slot will be allocated, but both the highest
priority user and the allocable carrier, will determine such time slot. Specifically,
the time slot to be allocated can be selected from those ones occurring between the
last expired deadline and the next one, for user uhigh, or equivalently, within the
period [kd(uhigh), (k + 1)d(uhigh)− 1], for k = 0, .., T (uhigh)− 1 (an example will be
presented in Subsection 5.3.3).
An S-EDF scheduling step is composed of three phases, as in the previous heuris-
tic, but the execution order of such phases and corresponding operations are differ-
ent.
• Phase-one: the user with highest priority uhigh is determined.
As in W-EDF algorithm, the S-EDF heuristic calculates a parameter, called
“priority factor”, in order to determine the user with the highest priority to
be scheduled first. The user with the lowest value of this parameter is that
one having the highest priority.
Definition 18. Let P (ui) be the “ priority factor” for user ui, defined as fol-
lows:
P (ui) =
∑(k+1)d(ui)−1
h=kd(ui)
∑C
j=1 r(ui, c
avail
j , th)
p(ui)
(5.4)
Equations 5.3 and 5.4 differ each other in the first summation of the numerator
only. Specifically, the first equation specifies right away the current time slot
(tcurr) to be allocated to the highest priority user (u
high), whereas the second
equation indicates the whole period of uhigh, where the allocable time slot will
be determined after having identified the allocable carrier to user uhigh. In
Equation 5.4, we do not know in advance which time slot will be allocated.
Again, in Equation 5.4, if P (ui) < 1, the potential transmission rate for ui
(given by P (ui) numerator) is not sufficient for allocating p(ui) (given by P (ui)
denominator), therefore the scheduling misses the deadline for such user. The
most important difference between W-EDF and S-EDF is about the determi-
nation of the time slot to be allocated, and the carrier to be assigned. As the
Equation 5.4 points out, an explicit reference to slot tcurr does not appear,
since the slot to be allocated in each scheduling step, depends on the carrier
to be assigned to uhigh, in the second phase.
• Phase-two: the carrier cj to be allocated to uhigh is identified.
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The heuristic selects a carrier to be assigned to uhigh, as follows:
r(uhigh, cj) = max{[r(uhigh, cavail1 )/rav(cavail1 )], ..,
[r(uhigh, cavailj )/r
av(cavailj )], ..,
[r(uhigh, cavailm )/r
av(cavailm )]}
where cj indicates an available carrier within the period of u
high that is ex-
ploited better by the user with respect to the average rate rav(cj), held by the
system, and determined as follows:
rav(cj) =
∑n
i=1 r(ui, cj)
n
for ui such that p (ui) > 0
At the average rate rav(cj) composition, held by the system, contribute those
users who have some traffic to transmit in that very moment.
• Phase-three: the time slot to be allocated tcurr is identified.
After the user with highest priority is determined, and the suitable carrier is
selected, phase-three determines the time slot to be allocated to uhigh. Specifi-
cally, the proper time slot is that one offering the earliest opportunity to assign
such carrier to the user, within its current period (and deadline). Therefore,
S-EDF allocates time slots, jumping ahead and back within the period, looking
for the most convenient schedule for the users.
In Tables 5.3 and 5.4, we detail the pseudo-code for “Initialization” and “Allo-
cation Cycle” of S-EDF heuristic.
In the pseudo-code of W-EDF (Tables 5.1 and 5.2), a set of carriers for each
current time slot is used, because the allocation cycle assigns the carriers within
time slots in sequence. Therefore, the allocation cycle schedules users until there
are available carriers in the current time slot. When the allocation cycle reaches the
time slot D, the scheduling procedure terminates.
In the pseudo-code of S-EDF (Tables 5.3 and 5.4), the allocation cycle does not
assign carriers within time slots in sequence, but jumps ahead and back from one
time slot to another within the period of the user with the highest priority. There-
fore, the allocation cycle schedules users until there are deadlines to be met. When
the allocation cycle reaches the last deadline for all users, the scheduling procedure
terminates.
The higher complexity of S-EDF algorithm is justified (as simulation results will
show later) by better performance, with respect to the W-EDF one. For the sake
of clarity, we consider a schedule length given by D time slots, because after D
slots, starting from slot 0, the traffic configuration (data amount and deadline) is
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Table 5.3: Initialization pseudo-code of S-EDF heuristic
Initialization:
/*Set of users to schedule*/
1. N = {u1, .., un};
/*Schedule length given by D time slots. d(ui) is the deadline of user ui*/
3. D = lcm(d(u1), .., d(ui), .., d(un));
/*Initialize current time slot*/
4. tcurr = 0;
/*All users issue the first request at tcurr = 0*/
5. foreach (ui ∈ N) {
/*Set deadline for each user (for k = 0)*/
6. T k(ui) = [kd(ui), (k + 1)d(ui)− 1];
/*Set data amount to be transmitted for each user*/
7. p(ui) = pks;
8. }
identically replicated for the users. The D value could make the execution time of
proposed heuristics pseudo-polynomial, if deadlines of services are very scattered,
but from a practical point of view, deadline values are quite closed to each other
(since they are given by universally accepted encoding schemes). Moreover, schedule
results can be transmitted and used immediately, whenever a time slot allocation is
completed.
5.3.3 Example of Heuristics Execution
At the end of this Section, we present an example of W-EDF and S-EDF exe-
cution, showing some scheduling steps. The parameters value showed in Figure 5.1,
are used.
Example of W-EDF
We start considering W-EDF. In the first step, tcurr = 0 is the time slot to
be allocated. Priority factors P s for all users are computed, applying Equation
5.3. The numerator of the formula is obtained summing the transmission rate of
available carriers (not allocated), between the current time slot and the earliest
deadline of the user. The denominator represents the amount of data to be allo-
cated for the user. We obtained the following values: P (u1) = (2 ∗ 9)/8 = 2, 25,
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Table 5.4: Allocation cycle pseudo-code of S-EDF heuristic
Allocation cycle:
/*Schedule until all users reach the last deadlines*/
9. while (∃ui ∈ N | (k + 1)d(ui) < D) {
/*Determine priority factor for each user (Equation 5.4)*/
10. foreach (ui ∈ N) {
11. Compute P (ui);
12. if (P (ui) ≤ 1)
13. T k(ui) missed;
14. }
/*Determine user with highest priority*/
15. Select uhigh ∈ N | P (uhigh) = min{P (u1), .., P (ui), .., P (un)}
/*Select available carrier exploited better by uhigh within the deadline*/
/*with respect to system average, as defined in Equation 5.3.2*/
16. Select cavailj ∈ C | r(uhigh, cavailj ) = max{[r(uhigh, cavail1 )/rav(cavail1 )], ..,
[r(uhigh, cavailj )/r
av(cavailj )], .., [r(u
high, cavailm )/r
av(cavailm )]}
/*Determine current time slot to be allocated, offering the earliest opportunity*/
/*to assign cavailj to u
high within the deadline*/
17. Select tcurr ∈ [kd(uhigh), (k + 1)d(uhigh)− 1]
for k = 0, .., T (uhigh)− 1 | cavailj earliest occurrence
/*Assign selected carrier cavailj to u
high in tcurr*/
18. x(uhigh, cavailj , tcurr) = 1
/*Update traffic for user uhigh*/
19. p(uhigh) = p(uhigh)− r(uhigh, cavailj )
/*If request completely scheduled, then uhigh issues a new request*/
20. if p(uhigh) ≤ 0 {
/*Update deadline and data amount of uhigh request, for k = k + 1*/
21. T k(uhigh) = [kd(uhigh), (k + 1)d(uhigh)− 1];
22. p(uhigh) = pks;
23. }
24.}
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P (u2) = (3 ∗ 7)/10 = 2, 10, and P (u3) = (4 ∗ 7)/8 = 3, 50.
The user with highest priority is uhigh = u2, P (u2) is the lowest value, indicating
user u2 having lowest transmission opportunity before its deadline expiration (oc-
curring at the end of slot 2). The available carrier in slot t = 0 having the highest
transmission rate for user u2 is c
avail
j = c2 = 5pks/ts, therefore such carrier is al-
located to u2. Afterwards, data amount of user u2 and carriers set are updated as
follows: p(u2) = 10− 5 and C = C − c2.
In the second step, tcurr = 0 remains the slot to be allocated, since there are
yet available carriers to be assigned. The P s values become: P (u1) = 13/8 = 1, 62,
P (u2) = 16/5 = 3, 20, and P (u3) = 26/8 = 3, 25.
The user with highest priority is u1, and c1 = 2pks/ts is the best available carrier
for such user in slot t = 0. Thus, it is allocated to the user. After that, data amount
of user u1 and carriers set are updated as follows: p(u1) = 8−2 = 6 and C = C−c1.
Figure 5.3: Example of scheduling steps executed by W-EDF heuristic
At this point, only two carriers are available to be allocated in slot t = 0 and
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Figure 5.4: Example of schedule produced by W-EDF heuristic
the third and fourth scheduling steps go ahead to allocate them (we omit the details
here, but Figure 5.3 shows all scheduling steps). The values in grey within the table
highlight that users u1 and u3 missed one of their respective deadline.
In the fifth step, tcurr = 1 becomes the time slot to be allocated, and C is re-
initialized with all carriers. The P s factors are: P (u1) = 9/4 = 2, 25, P (u2) =
14/5 = 2, 8, and P (u3) = 21/8 = 2, 62.
The user with highest priority is u1 and the best carrier to be allocated to him is
c2 = 5pks/ts. The data amount of such user is completely allocated before deadline
expiration (occurring in slot t = d1 − 1 = 1): indeed, p(u1) = 4 − 5 < 0, therefore
the allocation policy is successful for user u1.
In the sixth step, the allocation of slot t = 1 continues, since there are available
carriers to be allocated in such slot, but user u1 does not participate to the allo-
cation, since it shall issue a new request in the next time slot only. Therefore, P s
factors are computed only for users u2 and u3.
W-EDF continues to successfully allocate user requests, until tcurr = 7. Here, the
priority factor for user u1 indicates that the user will miss the deadline T
3 = [6, 7].
Indeed, P (u1) = 0/1 indicates not available transmission rate for allocating the user
request (i.e., 2 pks). Therefore, the heuristic misses the T 3 deadline for user u1.
The heuristic goes on successfully allocating users in subsequent time slots, un-
til tcurr = 11, the last time slot of the schedule. Here, the priority factor for user
u3 (i.e., P (u3) = 0/1) indicates that the user will miss the deadline T
2 = [8, 11].
Figure 5.4 shows the schedule produced by W-EDF, with each deadline for each user.
At the end of the scheduling procedure, we calculate the Deadline Miss Ra-
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tio (DMR), representing the percentage of missed deadlines with respect to total
amount, as follows: DMR = 2/13 = 0, 1538. We compute the Maximum Missed
Deadlines (MMD), representing the percentage of missed deadlines for the user who
missed most. In this case, both users u1 and u3 missed one deadline, but user u1
missed one with respect to a total of 4 deadlines (DMR(u1) = 1/4 = 0.25), whereas,
user u3 missed one with respect to a total of 3 deadlines (DMR(u3) = 1/3 = 0.33).
Therefore, MMD = 1/3 = 0, 33. Finally, we calculate the User Miss Ratio (UMR),
representing the percentage of users that missed more that 5% of their deadlines,
UMR = 0.
Example of S-EDF
We use the same example for S-EDF execution. In the first step, the priority
factors P s are computed for all users, applying Equation 5.4. The numerator of
the formula is obtained summing the transmission rate of available carriers (not
allocated), between the last deadline and the next one of the user. The denom-
inator represents the amount of data to be allocated for the user. We obtained
the following values: P (u1) = (2 ∗ 9)/8 = 2, 25, P (u2) = (3 ∗ 7)/10 = 2, 10, and
P (u3) = (4 ∗ 7)/8 = 3, 50.
The user with highest priority is uhigh = u2. The carrier to be allocated to user
u2, is determined considering the system average for all allocable carriers (to u2)
between the last expired deadline (kd(u2) = 0 ∗ 3 = 0 since k = 0) and the next
one ((k + 1)d(u2) = 1 ∗ 3 = 3). The system average of each carrier is rav(c1) =
3/3 = 1, rav(c2) = 12/3 = 4, r
av(c3) = 5/3 = 1, 66, r
av(c4) = 3/3 = 1. Considering
the above values, the carrier best exploited by user u2 is determined calculating the
following values: c1 = 0/(3/3) = 0, c2 = 5/(12/3) = 1, 25, c3 = 1/(5/3) = 0, 6
and c4 = 1/(3/3) = 1. The carrier best exploited by user u2 is c2 = 5 pks/ts, since
c2 = 5/4 = 1, 25 is the highest value with respect to the other carriers. The time slot
that allows the early allocation of carrier c2 to user u2 is time slot 0 (i.e., tcurr = 0).
Afterwards, data amount of user u2 is updated, p(u2) = 10− 5.
In the second step, P values are updated: P (u1) = 13/8 = 1, 62, P (u2) = 16/5 =
3, 20, P (u3) = 26/8 = 3, 25, and user u1 is that one having highest priority. The
carrier best exploited by user u1 with respect to the system average is calculated
considering that: c1 = 2/(3/3) = 2, c2 = 5/(12/3) = 1, 25, c3 = 1/(5/3) = 0, 6 and
c4 = 1/(3/3) = 1. The carrier that user u1 exploits better is c1 = 2 pks/ts, thus
carrier c1 is allocated to user u1 in that slot, allowing the first occurrence of such
carrier, that is tcurr = 0. Then, data amount of user u1 is updated, p(u1) = 8−2 = 6.
In the third step, again uhigh = u1 is the user with highest priority and c3 is
the selected carrier, but tcurr = 1 is the slot to be allocated, since c3 is busy in
time slot 0. Afterwards, the scheduling steps go ahead on allocating users requests,
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Figure 5.5: Example of scheduling steps executed by S-EDF heuristic
jumping from a time slot to another, until all users reach the last deadline (i.e.,
(k + 1)d(ui) = D for k = T (ui)− 1).
Figure 5.5 shows all scheduling steps of S-EDF, and Figure 5.6 illustrates the
schedule produced by the heuristic, with each deadline for each user. The heuristic
meets all deadlines for all users. Therefore, the three metrics evaluated for the pre-
vious heuristics have values equal to zero for S-EDF: DMR = 0/13 = 0, MMD = 0
and UMR = 0.
The average-case performance of proposed heuristics will be evaluated in the next
Section, by means of a simulation experiment. Simulation results show that, on the
average, the “deadline-per-deadline” allocation scheme (used by S-EDF heuristic)
performs better than the “time slot-per-time slot” one (used by W-EDF heuristic).
The DMR, MMD and UMR parameters given by the S-EDF heuristic are, on the
average, lower than of those given by the W-EDF one. In other words, S-EDF is
able to meet a greater number of deadlines with respect to W-EDF.
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Figure 5.6: Example of schedule produced by S-EDF heuristic
5.4 Simulations
In this Section, we analyze the performance of W-EDF and S-EDF heuristics, in
the average case, in terms of three metrics (as defined in Subsection 5.2.3): Dead-
line Miss Ratio (DMR), Maximum Missed Deadlines (MMD), and Users Miss Ratio
(UMR).
We test the proposed heuristics by means of a simulation experiment, and com-
pare the results to each other, showing that the S-EDF policy performs better than
the W-EDF one, in the average case. Simulation results are the average over 100
runs. In this Section, we compare two different traffic prioritization strategies (i.e.,
the “time slot-per-time slot” scheme, and the “deadline-per-deadline” one), in a
system able to exploit the “multiple access” mechanism provided by OFDMA tech-
nique. For the sake of clarity, we simulate the “multiple access” mechanism, and
omit other Physical Layer details of OFDMA technique. Our goal is to test the
behaviour of the heuristics we proposed, and we are not interested on reproducing
the whole network behaviour. The system parameters used in the simulations are
those of WiMAX, as indicated by the “WiMAX Forum” in the WiMAX certification
profiles [29].
5.4.1 Simulation Setting
All tests run on the same machine we used for the simulation experiment in the
previous problem, in Chapter 4, and we we also use the same simulator already
implemented. We recall that, since our goal is to test heuristics behaviour, it is not
convenient for us using complex and slow tools that simulate a whole network. Our
simulator only generates the network data that are strictly useful for the heuristic
algorithms action. Moreover, since we are interested on simulating the “multiple
allocation” principle of OFDMA technique, we omit for the sake of clarity, other
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Physical Layer details. We recall (as specified in Section 5.2) that, in our simu-
lations, packets (pks) represents the unit of traffic that can be transmitted in one
time slot by carriers having non-zero minimum rate, and we assume that all rates
are multiples of such minimum rate. In the simulation experiments, we tune the
following parameters:
• The traffic we schedule is a Real Time one. Specifically, we consider interac-
tive services (e.g., CBR, such as phone call, VoIP), which use several encoding
schemes, resulting in different requirements for the sampling frame length (we
expressed such value in number of time slots) and the sampling bit rates (we ex-
pressed such value in number of packets per Frame). We use the most common
encoding schemes [144]: G729a, G7231a, G728, G726, and SPEEX. Figure
Figure 5.7: Encoding schemes used in the simulation experiment
5.7 represents the codec schemes we use in the simulation experiments, with
the specification of the sampling frame length and the sampling bit rates. The
simulation data are randomly generated, according to a uniform distribution,
among the aforementioned five encoding schemes.
• Let |C17| = 17, |C23| = 23, |C29| = 29, |C35| = 35, be the subchannels sets
available for transmissions. We recall that a subchannel is composed by a set
of subcarriers, and it is the minimum transmission unit in an OFDMA symbol.
• The uplink carrier transmission rate for each user, r(ui, cj), expressed by
pks/ts, can vary within a lower and an upper bound of three different trans-
mission rate intervals: R80 = [0, 8], R
12
0 = [0, 12] and R
16
0 = [0, 16], where 0
indicates a bad subchannel transmission and the upper bound value of each
interval represents the best subchannel transmission rate. For the sake of clar-
ity, the simulator generates integer and uniformly distributed values for each
subchannel transmission rate.
• The number of users to be scheduled, n, is shown in Figure 5.8, where for each
system configuration (i.e., the number of subchannels and their transmission
rates), an interval of users, indicated by minUsers ≤ n ≤ maxUsers, is
scheduled. Specifically, we only consider intervals of users for which the current
system configuration is able to keep the Deadline Miss Ratio (DMR) below
the required threshold (usually, no more than 10%). For this reason, the
number of scheduled users are not homogeneous, because it depends on the
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Figure 5.8: System configuration parameters: number of subchannels, carriers data
rates and user intervals to be scheduled
available system resources. Obviously, a system providing many subchannels
and high transmissions rate, would be able to schedule a greater number of
users (considering the same traffic amount to transmit), with respect to a
system providing few subchannels and lowest transmission rates. Other values
of n would be useless, because either all users could always meet all their
deadlines, or none could ever meet one deadline. We recall that the traffic
transmitted by users is expressed by the five coding schemes, illustrated in
Figure 5.7. For each user interval, a “user scheduling step” indicates how
frequently the users are scheduled within such interval. Generally, shorter
intervals, such as, 51 ≤ n ≤ 65, require users to be scheduled more frequently,
for example, every two users (i.e., 51, 53, 55, etc.). Instead, in longer intervals,
such as, 240 ≤ n ≤ 276, users can be scheduled less frequently, for example,
every four users (i.e., 240, 244, 248, etc.).
We perform four series of tests, each one corresponding to 17, 23, 29, 35 subchannels
system configuration, respectively. Each series is composed by one test for each
carrier transmission rate (R80, R
12
0 , R
16
0 ), for a total of 12 tests, and each test run
100 times. We compute the average value for three metrics (i.e., DMR, UMR and
MMD, as defined in Section 5.2), produced by W-EDF and S-EDF, as well as the
95% confidence interval for the DMR metric. Simulation results show that the
S-EDF heuristic performs better than the W-EDF one, in all system configurations.
5.4.2 Simulation Results
We are interested on heuristics behavior when the Deadline Miss Ratio (DMR)
is below 10%. The four series of tests evaluate the heuristics behaviour in system
configurations with poor (C17 and R
8
0, R
12
0 , R
16
0 ), medium (C23 and R
8
0, R
12
0 , R
16
0 ), high
(C29 and R
8
0, R
12
0 , R
16
0 ) and very high (C35 and R
8
0, R
12
0 , R
16
0 ) available resources. In
Appendix B, we collect all Figures, showing simulation results for the four series of
test. For the sake of clarity, we report some of these Figures also in this Section.
In the Figures, we report the Table and Graph results of the Deadline Miss Ratio
(DMR), together with its confidence interval (CI), the Maximum Missed Deadlines
(MMD), and the Users Miss Ratio (UMR), for S-EDF and W-EDF heuristics.
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Figure 5.9: Deadlines Miss Ratio (DMR) for C17 and R
8
0 system configuration
Such simulation results can be read from different perspectives: from the sys-
tem point of view, which aims to schedule as many users as possible, and from the
customers point of view, which demand high performance for their Real Time ser-
vices (e.g., meeting as many deadlines as possible). If the system aims to avoid user
complains, it has to keep the DMR below 10% (the generally accepted maximum
threshold).
For example, considering a system with poor available resources (e.g., 17 sub-
channels and 0-8 transmission rate), like in Figure 5.9, for keeping the percentage
of missed deadlines (DMR) below 10%, the S-EDF heuristic can schedule around
65 users, whereas W-EDF heuristic can schedule around 57 users. This behavior
is similar for all configurations of subchannel transmission rate, highlighting that
S-EDF heuristic schedules 7%-12% more users than the W-EDF one.
Figure 5.10: Users Miss Ratio (UMR) for C23 and R
12
0 system configuration
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Figure 5.11: Maximum Missed Deadlines (MMD) for C29 and R
16
0 system configu-
ration
Figure 5.10 shows that, if a system with medium resources (e.g., 23 subchannels
and 0-12 transmission rate) has to schedule 132 users, the percentage of those miss-
ing more than 5% of their deadlines (UMR) are around 15%, using S-EDF heuristic,
and around 50%, using W-EDF one.
If a system with high resources (e.g., 29 subchannels and 0-16 transmission rate)
aims to schedule 204 users, the percentage of missed deadlines for the user who
missed most (MMD) is around 15%, with S-EDF, and around 50%, with W-EDF
(Figure 5.11).
All simulation results obtained for the three metrics, report similar trend in all
series of test, showing that proposed heuristics behave reliably in any system con-
figuration, without suffering influences by variations in number of subchannels or
transmission rates.
The “time slot-per-time slot” strategy is simpler and faster to perform than the
“deadline-per-deadline” one, but the second strategy gives better performance than
the former. We observe that W-EDF heuristic is around 10% faster than the S-EDF
one, but schedule 7-12% less users. We do not create a simulation experiment to
evaluate the execution time of the heuristics, since it is too sensitive to the Pro-
cessor used, the software produced, and the skill of the programmer. Actually, a
multi-objective analysis for establishing a compromise solution, between execution
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time and number of users, would require an analysis on heuristic execution time
that depends on many factors that cannot be univocally set. In our investigation,
we want to test the ability of the proposed heuristics to meet as many deadlines
as possible, and simulation results show that S-EDF heuristic meets more deadlines
than the W-EDF one.
The W-EDF heuristic determines the user with the highest priority to be sched-
uled first, on a “time slot-per-time slot” basis (i.e., short term), trying to allocate
as many carriers as possible in the current time slot, but evidently, this does not
correspond to meet as many deadlines as possible in real-time systems. The S-EDF
heuristic instead determines the user with the highest priority, considering its entire
current deadline (i.e., long-term), and allocates the time slot that allows to assign
the carrier used by the user better than the average of system (to avoid stealing a
too good rate of transmission to other users).
In the next Chapter, we drew the conclusion of our research, present work in
progress, and depict possible future work.
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Chapter 6
Conclusion and Future Work
Abstract
In this Chapter, we briefly resume our investigation on the traffic scheduling
problem in Point-to-Multipoint OFDMA-based systems. We summarize our results,
highlight work in progress, and depict possible directions for future research.
In this Thesis we investigated the traffic scheduling issue in Point-to-Multipoint
OFDMA-based systems. Specifically, we formally proved that even very basic traffic
scheduling problems, such as the scheduling of one class of service at a time (in our
investigation, Best Effort traffic and Real Time one), are NP-complete, and thus
computationally intractable.
The new generation of wireless networks (e.g., 802.16/WiMAX, LTE-Advanced,
etc.) offers many kind of services (e.g., VoIP, videophone, audio and video stream-
ing, interactive gaming, etc.), with their own challenges and requirements of quality
of service, but the wireless system resource, the bandwidth, is limited, and must be
shared among many users. Therefore, these networks need to adopt both sophisti-
cated transmission techniques, such the OFDMA one, and suitable packet scheduling
algorithms, for allocating the bandwidth efficiently, and meeting as many service re-
quirements as possible.
In OFDMA technique, the bandwidth is divided into several orthogonal sub-
carriers, which are grouped in subchannels, being allocable to user transmissions.
Different subchannels show different fading to users, therefore, a subchannel may be
perceived as in “good” state (i.e., high transmission rate) by a user, and as in “bad”
state (i.e., low transmission rate) by another user. Applying this principle, called
“multiuser diversity”, it is possible to allocate those subchannels which enable the
highest transmission rates to the users. Moreover, the “multiple allocation” princi-
ple allows several users to transmit on different subchannels in the same time slot,
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increasing transmission opportunities for users.
Anyway, sophisticated transmission techniques would be ineffective in systems
with scarce resources, in case they are not associated to an efficient management of
them. Such management can be effectively achieved by using proper traffic schedul-
ing algorithms, which allocate bandwidth to many user transmissions, meeting sys-
tem constraints, traffic requirements, and optimizing a given cost function. We
investigated the traffic scheduling problems in systems adopting OFDMA transmis-
sion technique, and packet scheduling algorithms centralized on the Base Station,
like in 802.16/WiMAX networks. Specifically, we considered the OFDMA-enabled
principles of “multiuser diversity” and “multiple allocation”, as useful aspects for
taking a packet scheduling decision. For the sake of clarity, we did not consider
other physical details of the OFDMA technique. We studied a “single-service” sys-
tem, which one supporting a single class of service at a time, in our investigation
Best Effort traffic and Real Time one.
In this Thesis, we investigated two problems:
• The first problem we dealt with is calledMinimum Length OFDMA Scheduling
(or MOLOS), and led to a publication in MSWiM ′09 [97]. We studied the
problem of scheduling Best Effort traffic in a system adopting variable-length
Frames, with the objective of producing a legal schedule (i.e., the one meeting
all the system constraints) with minimum length. Specifically, we assumed
that different Frames can have different length, namely can be formed by dif-
ferent number of time slots. For the best of our knowledge, previous works
in literature mostly investigated systems adopting fixed-length Frames. We
noticed that, although fixed-length Frame leads to an easier system manage-
ment, it often does not allow throughput maximization, and so it does not
fully exploit the system capabilities. This is especially true when the traffic is
not high, and the fixed length of the schedule is too large, leaving some empty
time slots at the end of the Frame. A variable Frame length, when associated
to a short schedule of the traffic, would end the Frame earlier, thus avoiding
empty time slots, and anticipating the transmission of later traffic. This leads
to a better system utilization, and to shorter packets delay. Besides, variable
Frame length can mitigate the fairness problem, since all the traffic requested
to be transmitted during a Frame can be scheduled, independently of the Class
of Service it belongs to. In this case, starvation is automatically avoided.
We formally proved that MLOS is NP-complete, and thus computationally
intractable, even in an extremely simple case, namely that one in which we
ask whether a given set of traffic requests can be scheduled in one time slot,
or requires a larger number of time slots. As a corollary of this result, NP-
completeness extends to several other related problems. For instance, it is
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NP-complete also the related problem in which we want to schedule as much
traffic as possible in a fixed length Frame system. And the problem of schedul-
ing Real Time traffic, when all the packets deadlines are equal to one time slot,
coincides with the NP-complete special case of MLOS.
The NP-completeness of MLOS practically excludes the possibility of opti-
mally solve MLOS with an algorithm having a polynomial time complexity. An
optimal solution would require minutes if not hours or more to be computed.
Since in real OFDMA-based systems a scheduling result must be produced in
few milliseconds, we proposed four fast and simple heuristics for MLOS prob-
lem: MaxMaxProduct, Greedy, MinMaxRate and Random. The simplicity and
rapidity of execution by our proposed heuristics, although they give subopti-
mal schedules, make them attractive for actual utilization. We showed that
our proposed heuristics in the worst-case, cannot be approximated to within
a constant factor with respect to the optimal value. The average-case per-
formance of proposed heuristics has been evaluated by means of a simulation
experiment. A comparison with a simple Lower Bound on the minimum num-
ber of allocated time slots showed that, on the average, the proposed heuristics
are closed to the optimal, except for the random one. Simulation results let us
deduce that heuristics implementing some intelligence perform better as the
system complexity grows.
Work in progress. We are presently working on the calculation of approxi-
mation factors for the proposed heuristics. We are searching for more sophis-
ticated scheduling heuristics.
Future work. Several problems remain open. For instance, the strictly re-
lated problem of maximizing the throughput in fixed-length Frame OFDMA-
based systems, the minimum Frame length problem for Real Time traffic, and
the more general one in which both Real Time and non-Real Time traffic has
to be scheduled (e.g., the five class of QoS in 802.16/WiMAX networks). No-
tice that, as a consequence of the NP-completeness result presented for MLOS
problem, all such problems are NP-complete too.
• The second problem we investigated deals with the scheduling of Real Time
traffic, with the objective of meeting as many deadlines as possible, or equiva-
lently, minimizing the deadline miss ratio, and led to a publication in PM2HW 2N
’10 (a satellite workshop of MSWiM ′10) [30]. For the best of our knowledge,
previous works in literature mostly investigated real-time scheduling achieving
different objective functions from the our, such as, minimizing the delay, or
fairly distributing the delay among users, etc. The traffic we considered is a
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periodic one (i.e., constant-bit-rate, such as, phone call, VoIP), consisting of
fixed-size data amount issued at fixed periodic intervals of time. These ser-
vices are not too much delay-tolerant, because packets transmitted later than
deadline expiration are dropped. Anyway, they accept a certain percentage of
missed deadlines, or dropped packets (usually, around 5%-10%). We deduced
from the NP-completeness of MLOS, that also this problem in NP-complete,
even in a very restricted case, when all deadlines are equal to one time slot,
and it is asked to minimize the number of missed deadlines.
We presented two heuristics, W-EDF (Weighted-Earliest Deadline First) and
S-EDF (Sliding-Earliest Deadline First), with the objective of keeping the
deadline miss ratio below an acceptable threshold (σ ≤ 10%). These heuris-
tics decide on the user to be scheduled first combining together several known
information about users and their service requests, such as the carriers trans-
mission rate, the traffic amount, and the deadline. Specifically, we compared
two traffic allocation strategies: the “time slot-per-time slot” scheme, and the
“deadline-per-deadline” one.
The first strategy is used by W-EDF heuristic that allocates time slots in se-
quence, i.e., it does not allocate the next time slot before to have completely
allocated the previous one. The W-EDF performs the following steps: (1)
identifies the current time slot to be allocated; (2) determines the user having
highest priority to be scheduled first; and (3) establishes the carrier to be al-
located to such user.
In the second strategy, applied by S-EDF heuristic, any time slots can be allo-
cated within a period (and deadline), and which one depends on the user with
highest priority. The S-EDF performs the following steps: (1) determines the
user having highest priority to be scheduled first; (2) identifies the carrier to
be allocated to such user; and (3) establishes the current time slot (i.e., the
first one allowing the allocation of the carrier determined in step (2) within
the current period of the user determined in step (1)).
We evaluated the average-case performance of our proposed heuristics by
means of a simulation experiment, computing the following metrics: the dead-
line miss ratio (i.e., the percentage of missed deadlines with respect to total
amount), the maximum missed deadlines (i.e., the percentage of missed dead-
lines for the user who missed most), and the user miss ratio (i.e., the percent-
age of users that missed more than 5% of their deadlines).
We tested our heuristics behaviour in different scenarios, corresponding to a
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system having poor, medium, high and very high available resources (i.e., num-
ber of subchannels, and transmission rates). Simulation results showed that
the S-EDF heuristic performs better than the W-EDF one in all scenarios, in
the average case. That means, that S-EDF is able to meet a greater number
of deadlines with respect to W-EDF. This let us to deduce that the “time
slot-per-time slot” allocation strategy is more simpler to perform (of the or-
der of 10 times more faster), but the “deadline-per-deadline” one, gives better
performance (e.g., of the order of 7-12% more of scheduled users). Proba-
bly because the W-EDF heuristic determines the user with highest priority
considering the current time slot, having a more restricted view, whereas the
S-EDF one considers the whole period (and deadline) of the user, having a
wider perspective.
Work in progress. We are presently working on the real time scheduling
problem, considering also variable-bit-rate (VBR) traffic.
Future work. The most important one is to consider not only Real Time
traffic, but give fast heuristics for all the traffic classes altogether, for example,
for the five classes of QoS in 802.16/WiMAX networks.
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(a) Table of heuristic scheduling result in the average case
(b) Graph of heuristic scheduling result in the average case
Figure A.1: Heuristic behaviour in a system configuration with 17 subchannels and
low traffic scenario (PLow)
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(a) Table of heuristics scheduling result in the average case
(b) Graph of heuristics scheduling result in the average case
Figure A.2: Heuristics behaviour in a system configuration with 17 subchannels and
medium traffic scenario (PMed)
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(a) Table of heuristics scheduling result in the average case
(b) Graph of heuristics scheduling result in the average case
Figure A.3: Heuristics behaviour in a system configuration with 17 subchannels and
high traffic scenario (PHigh)
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(a) Table of heuristics scheduling result in the average case
(b) Graph of heuristics scheduling result in the average case
Figure A.4: Heuristics behaviour in a system configuration with 35 subchannels and
low traffic scenario (PLow)
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(a) Table of heuristics scheduling result in the average case
(b) Graph of heuristics scheduling result in the average case
Figure A.5: Heuristics behaviour in a system configuration with 35 subchannels and
medium traffic scenario (PMed)
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(a) Table of heuristics scheduling result in the average case
(b) Graph of heuristics scheduling result in the average case
Figure A.6: Heuristics behaviour a system configuration with in 35 subchannels and
high traffic scenario (PHigh)
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(a) Table of heuristics scheduling result in the average case
(b) Graph of heuristics scheduling result in the average case
Figure A.7: Heuristics behaviour a system configuration with in 53 subchannels and
low traffic scenario (PLow)
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(a) Table of heuristics scheduling result in the average case
(b) Graph of heuristics scheduling result in the average case
Figure A.8: Heuristics behaviour a system configuration with in 53 subchannels and
medium traffic scenario (PMed)
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(a) Table of heuristics scheduling result in the average case
(b) Graph of heuristics scheduling result in the average case
Figure A.9: Heuristics behaviour a system configuration with in 53 subchannels and
high traffic scenario (PHigh)
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Figure B.1: Deadlines Miss Ratio (DMR) for C17 and R
8
0 system configuration
Figure B.2: Maximum Missed Deadlines (MMD) for C17 and R
8
0 system configura-
tion
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Figure B.3: Users Miss Ratio (UMR) for C17 and R
8
0 system configuration
Figure B.4: Deadlines Miss Ratio (DMR) for C17 and R
12
0 system configuration
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Figure B.5: Maximum Missed Deadlines (MMD) for C17 and R
12
0 system configura-
tion
Figure B.6: Users Miss Ratio (UMR) for C17 and R
12
0 system configuration
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Figure B.7: Deadlines Miss Ratio (DMR) for C17 and R
16
0 system configuration
Figure B.8: Maximum Missed Deadlines (MMD) for C17 and R
16
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Figure B.9: Users Miss Ratio (UMR) for C17 and R
16
0 system configuration
Figure B.10: Deadlines Miss Ratio (DMR) for C23 and R
8
0 system configuration
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Figure B.11: Maximum Missed Deadlines (MMD) for C23 and R
8
0 system configura-
tion
Figure B.12: Users Miss Ratio (UMR) for C23 and R
8
0 system configuration
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Figure B.13: Deadlines Miss Ratio (DMR) for C23 and R
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0 system configuration
Figure B.14: Maximum Missed Deadlines (MMD) for C23 and R
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Figure B.15: Users Miss Ratio (UMR) for C23 and R
12
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Figure B.16: Deadlines Miss Ratio (DMR) for C23 and R
16
0 system configuration
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Figure B.17: Maximum Missed Deadlines (MMD) for C23 and R
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0 system configu-
ration
Figure B.18: Users Miss Ratio (UMR) for C23 and R
16
0 system configuration
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Figure B.19: Deadlines Miss Ratio (DMR) for C29 and R
8
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Figure B.20: Maximum Missed Deadlines (MMD) for C29 and R
8
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tion
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Figure B.21: Users Miss Ratio (UMR) for C29 and R
8
0 system configuration
Figure B.22: Deadlines Miss Ratio (DMR) for C29 and R
12
0 system configuration
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Figure B.23: Maximum Missed Deadlines (MMD) for C29 and R
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Figure B.24: Users Miss Ratio (UMR) for C29 and R
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0 system configuration
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Figure B.25: Deadlines Miss Ratio (DMR) for C29 and R
16
0 system configuration
Figure B.26: Maximum Missed Deadlines (MMD) for C29 and R
16
0 system configu-
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Figure B.27: Users Miss Ratio (UMR) for C29 and R
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0 system configuration
Figure B.28: Deadlines Miss Ratio (DMR) for C35 and R
8
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Figure B.29: Maximum Missed Deadlines (MMD) for C35 and R
8
0 system configura-
tion
Figure B.30: Users Miss Ratio (UMR) for C35 and R
8
0 system configuration
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Figure B.31: Deadlines Miss Ratio (DMR) for C35 and R
12
0 system configuration
Figure B.32: Maximum Missed Deadlines (MMD) for C35 and R
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Figure B.33: Users Miss Ratio (UMR) for C35 and R
12
0 system configuration
Figure B.34: Deadlines Miss Ratio (DMR) for C35 and R
16
0 system configuration
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Figure B.35: Maximum Missed Deadlines (MMD) for C35 and R
16
0 system configu-
ration
Figure B.36: Users Miss Ratio (UMR) for C35 and R
16
0 system configuration
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