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ABSTRACT 
 
 Coupling of physics in large-scale complex engineering systems must be correctly 
accounted for during the systems engineering process. Preliminary corrections ensure no 
unanticipated behaviors arise during operation. Structural vibration of large segmented solid rocket 
motors, known as thrust oscillation, is a well-documented problem that can effect solid rocket 
motors in adverse ways. Within the Ares 1 rocket, unexpected vibrations deemed potentially 
harmful to future crew were recorded during late stage flight that propagated from the engine 
chamber to the Orion crew module. This research proposes the use of a coupling strength analysis 
during the design and development phase to identify potential unanticipated behaviors such as 
thrust oscillation. Once these behaviors and couplings are identified then a value function, based 
on research in Value Driven Design, is proposed to evaluate mitigation strategies and their impact 
on system value. The results from this study showcase a strong coupling interaction from structural 
displacement back onto the fluid flow of the Ares 1 that was previously deemed inconsequential. 
These findings show that the use of a coupling strength analysis can aid engineers and managers 
in identifying unanticipated behaviors and then rank order their importance based on the impact 
they have on value. 
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CHAPTER 1 
INTRODUCTION 
 Large Scale Complex Engineered Systems (LSCES) often have cases where unintended 
consequences or unanticipated behaviors occur during system operation. The severity of these 
behaviors can vary in degree, some having little impact on system performance, while others 
having  major contributions to system failure. After the fact, fixes are made to these systems to 
ensure proper system performance. This adds additional time and cost to the project. The ability 
to identify and capturing these behaviors during the design and development phase is important to 
ensure system performance and prevent cost overruns. Early identification of potential problems 
also allows engineers to address the issues at the system level. This allows for more flexibility to 
the possibility of solutions, and allows the option to fix root causes of said problems instead of 
designing a fix for the symptoms [1]. The goal of this research is to look at an example of a LSCES 
in depth, perform a forensics study, and present a coupling strength approach from the field of 
Multidisciplinary Design Optimization (MDO)  as a possible means of identifying unanticipated 
behaviors that may occur in LSCES. From that information a Value function will be presented to 
evaluate the total impact the unidentified problem might have had on mission success if it were 
captured.  
On October 28, 2009 the National Aeronautics and Space Administration (NASA) 
conducted a successful test launch of the Ares-1X which was a proof of concept launch vehicle 
designed as part of the Constellation Program. The intended mission for the Ares 1 was to launch 
Orion, the crew module, into orbit for missions which spanned from completion of the 
International Space Station to a manned mission to Mars [2]. During the testing of Ares 1-X large 
vibrations and perturbations within the engine chamber were recorded during first stage flight. 
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These vibrations propagated from the engine chamber to the crew module, where if crew members 
were present,  had sufficient strength to pose a hazard to crew health and ability to operate Ares 1 
during ascent. An investigation ran by NASA found Thrust Oscillation (T/O) as the contributing 
factor to the vibrations and perturbations recorded.  
Thrust Oscillation is a well-known phenomenon that occurs within the combustion 
chamber of a Solid Rocket Motor (SRM). It is caused by a coupling phenomenon between the 
propellant flow in the engine, acoustic modes of the chamber, and the structures response. During 
combustion, unstable flow is produced from sudden transitions in the combustion chambers such 
as protrusions in the flow [3]. These sudden transitions cause turbulent flow to form downstream 
of the protrusion which in turn generates vortex shedding. The vortices from the vortex-shedding, 
generated by the protrusion, travel downstream and eventually interact with the surface of the 
engine chamber, causing waves of pressure that excite the structure. If the vortex shedding 
frequencies produced correspond to the acoustic mode frequencies of the engine, pressure 
oscillations are generated which causes a net increase of energy inside the engine chamber and can 
even travel upstream to the flow [4]. The structure  of the rocket then develops a structural 
response, where if the dampening factor is greater than the excitation energy generated by the 
pressure oscillations the vibrations dampen out. In the case where the pressure oscillation 
frequencies correspond to the resonance frequency of the structure, thrust oscillation occurs [3]. If 
T/O is not mitigated, the engine chamber may build up a high level of instability, affecting the 
remaining rocket structure, and eventually propagating up to the crew module as was the case in 
the Ares 1-X [2].  
NASA engineers made numerous investigation approaches, and a team, named the T/O 
mitigation team, was developed to tackle the issues recorded on the Ares 1-X. Numerous 
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mitigation approaches were investigated, but ultimately 2 additions were implemented to mitigated 
T/O. The first addition being an upper C-spring isolator, and the second an upper stage fuel tank 
damper name the LOX damper [5]. The combination of these two additions served to be the final 
solution to dampen out the T/O event. The C-spring acted as a shock absorber by absorbing and 
damping some of the energy created by Trust Oscillation and was placed between the segments of 
the rocket. The LOX damper served to leverage the kinetic energy of the liquid oxygen in the tank 
to dampen out vibrations caused by the fluid flow. Both additions combined gave the T/O 
mitigation team a higher confidence factor in the de-tuning of Ares 1-X [5].  
Typically the modeling for LSCES is done separately where designated teams are assigned 
subsystems to work on. In the case of the Ares 1 the fluids team and structures team communicated 
with interface control documentations, where only direct inputs from one subsystem to another is 
captured. The initial analysis during the design phase should an inconsequential feedback from 
structures and an iterative process to define the physics was ignored to save on computational time. 
However, the T/O mitigation team found after the launch that the structures response to the 
pressure oscillations had a greater impact on fluid flow of the engine and creating T/O than 
previously assumed. If a means existed to identify the importance of the couplings and feedbacks 
in the system physics during the design phase, dampening could occur by design, rather than by 
mitigation.  
In this research, an investigation will be made into the T/O event of the Ares 1-X to 
determine if the feedback and feedforward physics associated with T/O could have been captured 
during the design phase. The thesis proposes a Multidisciplinary Coupling Analysis (MCA) as a 
way to identify critical feedbacks between subsystems and to capture the interactions subsystems 
have with each other, instead of using separate a analysis for each subsystem. An investigation 
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will be made to identify key contributors to thrust oscillation and a value model will be developed 
to determine the impact of eliminating these key couplings could have on cost and total mission 
success.  
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CHAPTER 2 
RESEARCH QUESTIONS 
 The following chapter contains the research questions this thesis aims to answer and were 
formed by an unforeseen behavior found on the Ares 1 and its impact it had on NASA.  
Research Question 1 
“Can using a coupling strength analysis in Multidisciplinary Design Optimization provide a 
means to capture unexpected or unintended consequences during the design and development 
phase of Large Scale Complex Engineered Systems?” 
This research question will be addressed by breaking down the physics of Thrust 
Oscillation into disciplines. These disciplines are defined to be teams of engineers that would 
specialize in their respective fields and pass along validated results to managers and other 
disciplines they interface with. For instance a discipline of importance in the T/O event would be 
fluids, where the engineers assigned to this discipline are in charge of  modeling the physics 
associated with the fluid flow within the engine. Three major disciplines were identified: fluids, 
structures and acoustics. These disciplines will be used in a coupling strength analysis to identify 
the relative importance of each behavior variable through a comparative analysis. The 
methodology to capture these behavior variables and the impact they have on disciplines is 
explored more in depth in the background chapter of this research. 
Research Question 2 
“How does capturing the coupling information of the T/O event in the Ares 1 during the design 
phase impact the overall value of the mission?” 
This research question will be addressed by developing a value function for a hypothetical 
mission to the International Space Station (ISS). The value function proposed will be broken down 
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into 2 major attributes: Probability of  Mission Success and Cost. The behavior variables captured 
in the coupling analysis, as well as others pertaining to the mission, will be used to calculate these 
attributes that will be used to calculate the overall value of the design. Once developed the 
capturing of T/O will be eliminated and a comparative analysis of the total value will be made 
between capturing the coupling of T/O and eliminating it. The difference in value will give insight 
to the cost vs benefits of adding additional computational time to capture unexpected behaviors 
that can occur when designing LSCES.  
Organization of Thesis 
The thesis will be broken down first by stating the research questions that this research 
aims to answer with the proposed approach to address them. Next a detailed background of the 
physics associated with Thrust Oscillation will be covered as this was the major unforeseen 
behavior in the Ares 1, as well as the proposed methodology to identify Thrust Oscillation during 
the design phase. Lastly an investigation into the research questions is made in the subsequent 
chapters with the methodologies proposed and conclusions will be drawn from the models and 
tests.  
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CHAPTER 3 
BACKGROUND 
Systems Engineering 
 Large-Scale Complex Engineered Systems by definition are complex, multidisciplinary, 
and involve numerous individuals with varying expertise to design and develop. In-order to tackle 
the ever growing complexity of designing such systems a new field called systems engineering 
evolved in the 1950’s. The development process of LSCES has grown in both time and cost at 
unsustainable rates, where in some cases these systems are too big to discontinue [6]. The current 
practice to develop and design these systems is a requirements-driven Systems Engineering (SE) 
approach where the stakeholder state's the needs and wants in the form of  requirements. 
Requirements represent the expected behavior of the system based on customer needs, and 
essentially state what is not desired in the system. The primary requirements are flowed down to 
subsystem design engineers who build subsystems or accordance with requirements set by 
system’s above them. This is done by developing sub-system requirements and a flowed down of 
requirements go down to the design level where the design engineers develop the necessary 
subsystems to complete the specified design requirements [7]. Once the requirements are defined 
are met at the lower level they are then integrated and verified and move up through the design 
process in a systems engineering model known as the “Vee” model represented in Figure 1 [8].  
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Figure 1. Systems Engineering Vee-Model 
 The requirements set by stakeholders using the “Vee-Model” act more as proxies to the 
true preferences of the stakeholders. To address this an economic-based design methodology called 
Value Driven Design (VDD) is proposed that uses value functions to capture the true preferences 
of stakeholders [9,10,40,49]. Value functions are mathematical representations to the true 
preferences of stakeholders and breakdown the design process in terms of an valued benefit, 
typically in the form of profit or mission success rate [44,49]. The Value Driven Design 
methodology and value functions discussed within this research is a way of thinking that will be 
used to address research question 2.  
In traditional requirements-based system engineering methodologies a Interface Control 
Documentation (ICD) is used to address interactions between subsystems in a hierarchical 
decomposition [11,51,53]. A 3 level hierarchical decomposition of the Ares 1 is presented in 
Figure 2 below as an example. Boundaries are representative of subsystems, where these 
boundaries are used to define couplings such as subsystem couplings [7,51]. In LSCES the 
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behavior of these couplings can be highly complex, with numerous interactions occurring as the 
amount of subsystems grow. Capturing the highly complex couplings within a LSCES cannot be 
addressed through ICD’s alone. 
 
Figure 2. Hierarchical Decomposition of the Ares 1  
Multidisciplinary Design Optimization  
Multidisciplinary Design Optimization (MDO) was developed in the 1980’s as a means to 
address the interactions between disciplines in the design of LSCES. Within MDO couplings are 
captured and modeled in both the analysis and optimization of a system’s design [50,53]. MDO 
uses an optimization framework that handles a system composed of many subsystems and uses the 
couplings between  these subsystems to ensure consistency in physics [12]. This is done with 
computer simulations that are used to model subsystem interactions, which enable a system 
analysis that is used within the larger system optimization. To better understand the process an 
example problem is presented. 
A typical engineering problem can most easily be broken down into disciplines whose 
workers within have expertise in their respected fields [15]. Traditionally system designs would 
be broken down into a hierarchical model that is composed in an arbitrary ordering where the 
optimal point would be heavily influenced by sequence [13]. As it is shown in Figure 3 a below a 
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traditional rocket system is broken down between interacting disciplines. The design is then 
optimized first by the structures subsystem, then followed by the propulsion and lastly the fluids. 
An analysis is performed within each discipline, where design variables are varied and design 
optimums are searched for within each discipline. It can be seen that an “optimal” design will 
converge from the traditional method but the interactions between the subsystems is lost unless a 
full convergence is made in each subsystem every time a design variable is changed or a step taken 
in the optimization program. This requires an enormous amount of computational time which 
wouldn’t be feasible in the design of a LSCES. 
 
Figure 3. Traditional Optimization Method 
In the early 1980’s Jaroslaw Sobieszczanski-Sobieski developed a way to address the loss 
of coupling information in a hierarchical format where subsystems are separate but coupled [14]. 
The approach focused on preserving system couplings, which were the outputs of a subsystem 
analysis impacting another subsystem analysis, also known as behavior variables. By preserving 
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behavior variables the subsystem decomposition can be linear and a local linearized optimization 
problem could then be used to determine the impact of subsystems on each other. This approach 
can then take advantage of sequential linear optimization of the system without losing information 
of subsystem couplings. The MDO approach that Sobieski showcased in his paper is simplified in 
Figure 4 below: 
 
Figure 4. MDO Flowchart 
The optimization problem works by first initializing the system, where then the information 
is pasted to the system analysis and broken down into its respective subsystems. The subsystem’s 
are then converged through an iterative process, where the hierarchic sequence of subsystems 
matters in determining computational time till convergence. For instance in the case where 
subsystem feedbacks are 0, the sequence only needs to be executed once till convergence is met. 
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In the case where a sequence contains multiple  subsystem feedbacks the required computational 
time till convergence goes up. The smaller system feedbacks the less time till subsystem 
convergence is met. Once the system analysis is converged, a finite difference calculation is used 
to propagate the design and behavior variables within each subsystem. A simplistic way to view 
this would be through the use of a Design Structure Matrix (DSM) which is mentioned in detail in 
the next section.  Approximations for the total impact these variables have on the system are then 
needed to account for the subsystem interactions, which would later be used to update the design. 
To find the impacts the design and behavior variables have on the local subsystems Sobieski’s 
Global Sensitivity Equations are used.  
Design Structure Matrix 
A simplistic way to represent subsystem interactions within a complex system is through 
the use of a Design Structure Matrix (DSM). DSM’s showcase feed forwards and feedbacks of 
subsystems in a matrix, where feed forwards and feed backs are represented by connecting lines. 
Depending on the size of a DSM the method for showcasing the interactions can change, in the 
cases with many subsystems and interacting parts the matrix can more easily be represented with 
dots or markers representing couplings. In Figure 5 a coupled system is shown with three 
subsystems and its interacting parts. The X’s in the figure represent the design variables which are 
independent variables used to define the subsystems. The Y’s represent the behavior variables 
which are the behavior of the subsystem with respect to a particular design variable input. The 
behavior variables in the case shown below are coupled, meaning that the behavior variables of 
each subsystem impact the neighboring subsystems. In Figure 6 a DSM is created from the system 
shown in Figure 5. In a DSM the behavior variables are represented by dots, and the design 
variables are represented by arrows directly going into the subsystems. As the number of 
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subsystems increases the interactions between these subsystems increase, which in turn makes 
showcasing the system a challenge. A DSM allows the user to aesthetically scale up the 
subsystem’s and its interactions in a format that is easier to comprehend.  
 
Figure 5. Coupled System 
 
Figure 6. Design Structure Matrix of Coupled System 
Global Sensitivity Equations  
The Global Sensitivity Equation (GSE) is used to obtain the impact a design variable has 
on the system's response. This is done by obtaining the first order sensitivity of the systems 
behavioral response with respect to the systems design variables [16,51,52]. Once the sensitivity 
information is captured, a linear approximation to the behavioral response can be constructed, 
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which is later used in the optimization process for the design in MDO. A simplified 2 subsystem 
example is provided below in Figure 7.  
 
Figure 7. Coupled Subsystem Example 
Here subsystem A and subsystem B are coupled together, whereXAand XB represent the 
design variables going into each respective subsystem andYAandYBrepresent the behavior 
variables of its respective subsystem. The behavior variables also act as inputs to the opposite 
subsystems, i.e.YAwill feed into subsystem B andYBwill feed into subsystem A. To find the total 
derivatives of the design variables a Taylor Series expansion is used shown by Eq. 1 and 2: 
          (1) 
          (2) 
When the chain rule is applied the last total derivatives are found using Eqs. 3 and 4:  
                  (3) 
                                  (4) 
Once the equations are derived they can be represented in matrix form shown by Eq. 5 
below: 
15 
 
   (5) 
The left hand side of the equations represents the sensitivity matrix, where the local 
behavior variables impact on a subsystem is captured. If a behavior variable changes in subsystem 
A its impact on subsystem B is captured with this matrix. The far right hand side matrix represents 
the sensitivity of the subsystem behavior variables with respect to the subsystems design variables 
i.e changes in design variables XA’s impact on behavior variable YA. The total local derivatives 
are then solved for using matrix math to obtain the matrix shown in the center of the equation 
above. This matrix represents the total local sensitivity of a subsystem’s behavior variables with 
respect to the design variables, including the coupling sensitivity captured in the left hand side 
matrix [51,52]. The local sensitivities within these matrices are typically found using a finite 
difference method.  
The outputs found in the matrices can also vary highly by magnitude, as the units for most 
of the coupled systems won’t match up. To get an accurate comparison of the strength these 
sensitivities have with respect to each other a normalization technique is used to normalize the left 
hand side matrix. Below is an Eq. 6 which represents the normalized coupling sensitivity equation 
of the 2 subsystem example shown above:  
     (6) 
Once normalized, the inverse of the matrix can be multiplied with the right hand equation to 
calculate the total derivatives. To recover the true total derivative information the normalization 
process has to be reversed as shown below with Eq. 7. 
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     (7) 
Local Sensitivity Coupling Strength Analysis 
Once the local sensitivity information is captured a comparison of coupling strengths can 
be made. This information can be important to determining strong and weak interactions within 
the localized design space. Once solved the GSE equations shown above provide the normalized 
sensitivity information. A method to analyze the sensitivity of these couplings is by measuring the 
normalized local sensitivity information and running a comparative study where a larger number 
represents a stronger coupling. By comparing the couplings the designer can get a general idea of 
the relative strength of each coupling within the local design space [17,51]. The designer can then 
select the couplings that are weak with little impact on the problem and consider elimination or 
suspension to save on computation time. This method is used later on to determine the coupling 
strengths that impacted T/O on the Ares 1.  
Impact of Coupling Suspension on Objective Function 
The previous section discussed finding the impact of local couplings and identify their 
strengths with respect to each other. Using the equations shown above a method can be derived 
to find the impact an elimination of a coupling has on the total value of a system in terms of the 
value function. To simplify the methodology the above GSE equation will be re-written in the 
following form: 
        (8) 
Here the matrix [A] represents the sensitivities of the subsystem outputs with respect to 
the subsystem inputs, dY/dX represents the total derivative matrix, and the right hand side of the 
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equations represents the subsystem outputs with respect to the subsystem inputs. The partial 
derivatives of the total derivative matrix with respect to an element [A] can be found with Eq. 9 
shown below. 
        (9) 
Here Aij represents the coupling that is being evaluated where A/Aij represents a unity 
matrix that is 0 everywhere except at the location of Aij where it is 1. Using Eq. 9 provides a 
good basis for comparison of a couplings strength against the total derivative, however to find 
the impact elimination has on the value function a quantifying measure is needed. Eq. 10 is 
presented below as a simplification of Eq. 9 
       (10) 
Eq. 10 represents the sensitivities of the total derivative with respect to each individual 
coupling Aij. Eq. 10 can then be further derived and represented by Eq. 11 shown below. 
      (11) 
Here Ym represents the output from subsystem m, and Xn represents the design variable 
n. If a coupling is removed the change in Aij goes from unity to 0. This relationship yields the 
following relationship represents by Eq. 12 below. 
   (12) 
18 
 
Eq. 12 accounts for information changes in the linearization problem; to capture the 
relationship between the value function and total derivative the Eq. 13 is used. 
   (13)  
Eq 13. finds the change in the value function with respect to design variable Xn when the 
coupling Aij is suspended or eliminated. If the change in Xn can be predicted than a prediction in 
the change of of the objective function in, the following cycle due to changes in the total 
derivative can be made when Aij is suspended with Eq. 14 below. 
   (14) 
Eq. 14 gives the absolute change in the value function and will be used to determine the 
changes in the proposed value function in Chapter 6 of this research with respect to the coupling 
derivatives found in Chapter 5.  
Thrust Oscillation 
As mentioned in the intro Thrust Oscillation (T/O) will be discussed in great detail as this 
was the main contributing factor to the Ares 1 event and is the unanticipated behavior that the 
research focuses around [48]. T/O is a well-known phenomenon that occurs in SRM’s and is 
caused by a combustion instability within the engine. The origins of the instabilities originate from 
fluid flow turbulence and acoustic energy that combine and cause a structural response of the 
rocket. If the energy states within are low the structure will respond by dampening out the 
increased energy and returning back to steady state. However in the case when these energy levels 
exceed the structure's ability to dampen, the structure responds with heavy vibrations and resonates 
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with the unsteady flow and acoustic energy. A simplified example of a spring mounted body is 
showcased in Figure 8 below to better understand the physics behind T/O.  
 
Figure 8. Simple Spring-Mass System 
In the above example a forcing function represented byF(t)is placed onto a mass m which 
is held together by a springkand dampenerc. The forcing function acts as the energy that is 
provided into the system from the fluid flow turbulence and acoustic energy in the rocket example 
mentioned above. If the energy provided to the system from the forcing function is low the energy 
will be dampened out by the dampener, where the loads will cause minor deviation in the x 
direction, shown byx(t), and eventually return to a steady state. However if the energy provided 
exceeds the energy that the dampener can dampen, then the mass will have greater deviations in 
the x direction, where the loads can possibly cause structural harm to the mass. The worst case 
scenario will include so much excitation to the system that the dampener and spring break causing 
the mass to move into the wall or be flung in the opposite direction.  
 Much like the example mentioned above with the forcing function, the fluid flow 
turbulence and acoustic energy in a rocket combine to form an oscillatory pressure on the rocket 
structure known as pressure oscillation. Pressure oscillations within rocket engines are formed 
from 2 main phenomenon. The first being turbulent fluid flow that is typically caused by an 
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obstruction in the flow. The obstruction creates high and low pressure regions known as pressure 
vortices that oscillate back and forth in a phenomenon known as Vortex Shedding [32]. The 
frequency of the vortex shedding can cause structural instability if it were to coincide with the 
resonance frequency of the structure. Harmonic oscillations from the flow would then drive the 
structure to resonate, and in some cases cause vibrations that pose a threat to the structural stability 
of the object.   
The second phenomenon that contributes to the creation of pressure oscillations within a 
SRM is the generation of acoustic waves and its relation to the acoustic-mode frequencies of the 
motor cavity. Acoustic waves are longitudinal waves that propagate throughout the engine in a 
compressive and decompressed state. The waves are released from the aft end of the motor 
chamber and propagate through. The propagation of the waves causes air particles to clash against 
the walls where the rate at which the waves collide with the walls can be recorded as a frequency. 
A simplified example would be the use of a wind instrument such as a saxophone. An initial flow 
of air propagates through the chamber of the instrument, colliding with a wall at a specific rate. 
The rate at which these particles collide produce acoustic waves that propagate throughout the 
instrument and produce musical notes. Geometry changes or changes to the speed of fluid flow to 
the instrument can be made to produce varying frequencies and sounds. Similarly any closed 
tubing geometry, such as a SRM can produce these acoustic waves. Three types of acoustic 
resonance can be produced by a tubed geometry, they are referred to as acoustic modes and are the 
longitudinal, Tangential and Radial modes. Figure 9 below showcases the varying modes, where 
the red showcases a positive pressure and the blue a negative pressure. 
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Figure 9. (a) Longitudinal, (b) Tangential, and (c) Radial Modes 
Pressure Oscillations occur when the vortex-shedding frequencies caused by obstructions 
in the flow coincide with the acoustic modes of the engine chamber [23]. Once pressure oscillations 
within the chamber are generated the rockets structure will respond to these loads in various ways. 
Much like in the example above, pressure oscillations within an engine act as the forcing function 
did for the mass spring problem. In the case of a rocket engine the structure acts as the dampener; 
if the pressure oscillations are weak the engine will dampen out the loads and return to steady state. 
However, if these loads are strong the engine will respond with large vibrations that can propagate 
throughout the rocket. The response to the pressure oscillations within an engine chamber of a 
rocket is known as Thrust Oscillation.  
T/O is a well known phenomenon that affects all rocket engines. Typically, these 
oscillations are dampened out by the rocket in various ways and cause no structural harm or major 
propagation issues.  However, in the case of the Ares 1, it was noted that the pressure oscillation 
frequencies within the engine were close to the engine structures resonance frequency. Resonance 
is a phenomenon in which a vibrating system or external force like pressure oscillation drives 
another system to oscillate with large amplitudes [22]. The resonance frequency of an object is 
then the frequency at which these large amplitudes occur. It must be noted that the driving force 
doesn't have to be large to create a large amplitude oscillation from the system due to the storage 
of vibrational energy [22].  
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The frequency of the driving force doesn't need to have the exact frequency of a structure's 
resonance to have a similar impact. While the exact frequency causes the greatest oscillatory 
response from the system, the system can still respond with large oscillations due to 
transmissibility. Transmissibility is the capability of an external force to impact an oscillatory 
response of a system through the proximity to its resonance frequency [22]. Eq. 15  below 
describes this processes and showcases how even frequencies close to the resonance of a system 
can have a significant impact to the creation of a large amplitude response. 
       (15)  
Where Ft represents the force as a function of frequency, FO is the original force 
magnitude, is the damping coefficient, Wi is the vortex shedding frequency, and Wn are the 
acoustic modes. 
As the frequency generated by an external force approaches the resonance frequency of the 
system its transmissibility goes to infinity, this is where the system will have the greatest 
oscillatory responses.  In Figure 10 below transmissibility is plotted with the frequency ratio, 
where again it is shown that the external force does not need to be at the resonance frequency to 
have an impact on the system. It is then in the best interest of design engineers to avoid having the 
pressure oscillation frequencies within a rocket engine be close to its resonance frequency.  
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Figure 10. Resonance Transmissibility provided by Katsuhiko Ogata (2005). System Dynamics 
(4th ed.). University of Minnesota. p. 617. 
 In the case of Ares 1 the pressure oscillation frequencies within the engine chamber were 
close to the engine's resonance frequency causing a larger amplitude from T/O then expected. 
NASA formed a T/O mitigation team that concluded that the structures response was at first 
deemed insignificant to model but became the underlying factor in causing T/O. A means of 
capturing the significance of these couplings could have provided a means for the design engineers 
at NASA to capture this feedback and implement design changes before manufacturing of Ares 1. 
Chapter 4 covers a simplified means of modeling T/O and capturing subsystem feedbacks with the 
goal of capturing these unexpected behaviors during the design phase.  
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CHAPTER 4 
MODELING THRUST OSCILLATION 
Fluids Modeling 
 
 The modeling of the T/O event experienced by the Ares 1 is broken down into 3 
subsystems: fluids, structures and acoustics. Each subsystem is modeled separately and the 
methodologies are covered in this chapter. To ensure accuracy an engine model from Zhang Q.’s 
“Theoretical Modeling and Numerical Study for Thrust-Oscillation Characteristics in Solid Rocket 
Motors” is used to compare numerical results [3]. In Figure 11 below the engine model with its 
dimensions in meters are shown. An inhibitor is added to determine impacts it has on creating 
vortex shedding in the engine. 
 
Figure 11. Simplified Rocket Model with Dimensions in Meters 
Within the fluids subsystem a means to model the vortex shedding and turbulent flow 
within the engine chamber using a Computational Fluid Dynamics (CFD) method is presented. 
The goal of the fluids simulation is to solve for the vortex shedding frequency that is produced 
from a protrusion in the flow, in the model above this is the inhibitor. Star-CCM+ [24] is the CFD 
program being used to model the engine and capture the vortex shedding frequency. Within Star-
CCM+ a static cold flow test is used to solve for the fluid physics. Static cold flow tests are 
typically done to verify the integrity of a propulsion system, and do not incorporate firing of the 
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engine [25,26]. This means that the combustion process is not accounted for during the Star-CCM+ 
simulation, which for the simplified model is a reasonable approximation.  
To account for vortex-shedding within the simulation an implicit unsteady time model is 
used. Vortex Shedding is a time dependent process where turbulent flow around the engine 
changes drastically with time. Using the implicit time model vortex shedding can be modeled 
around the inhibitor and a frequency, which is also a time dependent variable, can be captured. 
The time step that is determined needs to be at most half to the expected frequency of the vortex 
shedding produced. To approximate the vortex shedding frequency Strouhal’s number which is 
presented in Eq. 16 is used. Strouhal’s number captures the frequency of vortex-shedding f based 
off of the fluid’s velocity U, and obstacle length L[29].  
           (16) 
By using Eq. 16 a period approximation of 1 millisecond is not expected from the vortex-
shedding frequency, yet a more conservative time of .1 millisecond is chosen in case the 
approximation has a large deviation of error. Once time within the simulation is set, Star-CCM+ 
requires a flow regime to be selected, which for the case of T/O the turbulent flow viscous regime 
accounts for the expected physics within the engine. Within the engine chamber the turbulent flow 
that is important to capture is at and behind the inhibitor. In an attempt to save on computational 
time Star-CCM+ has a modeling technique called detached eddy modeling [24]. Eddy in fluid 
dynamics is the swirling of fluid that is created when fluid flows past an obstacle [27,28]. Vortex-
shedding itself is a type of eddy flow. Using a detached eddy model the target of interest, which is 
at and near the inhibitor can be modeled using large eddy simulations gathering a more accurate 
result. The flow near the beginning of the rocket engine can then be modeled using Reynolds-
Averaged Numerical Solution (RANS) which is used for ideal flow. By splitting the flow up into 
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2 regions, before and after the inhibitor, and changing the modeling techniques between each 
region the model can ensure accuracy when capturing the vortex shedding frequency while also 
saving computational time during ideal flow regions [24]. Figure 12 showcases the varying 
pressure regions within the simplified rocket model. A darker shade of blue represents low regions 
of pressure, while higher shades of red represent high pressure regions. Vortex shedding can be 
seen coming off the inhibitor walls. 
 
Figure 12. Star-CCM+ Pressure Regions of Simplified Rocket 
The analytical process is then started by first using a coarse mesh of the engine model and 
implementing a longitudinal force monitor on the inhibitor. The force monitor is used to capture 
the vortex-shedding frequency caused by the shedding of vortices around the inhibitor, which in 
turn changes the pressure field in the region and applies an oscillatory force onto the inhibitor. 
This oscillatory force has the same frequency as the shedding of vortices behind the inhibitor which 
coincides with the vortex shedding frequency. Figure 13 below shows the force monitor loads that 
the inhibitor underwent in the CFD simulation. Once a solution is found the vortex-shedding 
frequency is obtained from the oscillatory load and the simulation is then reran with a finer mesh.  
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Figure 13. Star-CCM+ Force Monitor Loads in Newton’s 
The vortex-shedding frequency solution captured by Star-CCM+ is shown in Figure 14 
where X in the legend represents the natural frequency and Y the amplitude. 
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Figure 14. Vortex Shedding Frequency Produced by Inhibitor 
The loads applied to the walls by pressure oscillation are also captured using the force 
monitor, where the longitudinal force is placed on key nodes in the structures simulation. Using 
this method and the input variables given by Zhang Q. it was determined that the simulation for 
capturing vortex shedding frequencies had a high level of accuracy and can be scaled up to the 
Ares model.  
Acoustics Modeling 
 Modeling of the acoustic subsystem is done numerically with the aim of determining the 
acoustic mode frequencies of the SRM. The analysis is done with the assumption that the cavity 
of the engine is treated as an acoustically closed system despite the exit area coming into contact 
with the external environment [18]. The assumption needs to be made for a theoretical method to 
be used, which also provides an added benefit of saving computational time during system 
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convergence. As mentioned before in the previous chapter there are 3 main acoustic modes of an 
acoustically closed engine, the longitudinal, tangential and radial modes shown in Figure 9. All 
three acoustic modes may contribute to acoustic instabilities within engines, but it is noted that 
tangential and radial modes show higher instabilities at higher frequencies [19]. The Ares 1 was 
shown to have had very low acoustic and resonance frequencies associated with the rocket motor 
[46,47]. To simplify the problem the radial and tangential acoustic modes will be neglected in the 
model as they are more associated with higher frequencies, which did not show any contribution 
to T/O in the Ares 1. The model used by Zhang Q. will still be used as the longitudinal mode 
frequencies were a primary data point captured in their testing.  
 To find the acoustic resonance of the modeled engine the concept of standing waves will 
be briefly discussed. A standing wave is the vibrational state of a stable system where the wave is 
clamped between two fixed ends called nodes [21]. The standing wave modes arise from a 
combination of reflection and constructive interference. Reflection occurs when a wave hits a 
boundary and then changes phase, this phase change then causes constructive interference 
amplifying the peaks and troughs of the wave [21].  
The wavelength associated with the standing wave describes the mode number. A half 
wavelength is associated with mode 1, and each subsequent mode has a increase in ½  wavelength 
i.e mode 2 will have a wavelength of 1. This is shown in Figure 15 below which is taken from the 
acoustic data of the simplified model. 
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Figure 15. Acoustic Wavelengths of the Simplified Model 
The resonance of a system is heavily depended on the first  mode, also known as the 
fundamental tone with each subsequent mode having a smaller amplitude and impact on resonance 
[21]. In most cases the first 3 acoustic modes are adequate in capturing the resonance and response 
of a closed acoustic system. Therefore calculating the frequency of the first 3 acoustic modes 
within the engine model is crucial to determine resonance. In the case of rocket engines,  Eq. 17 
below shows good experimental and theoretical agreement in solving for the natural frequencies 
of an acoustically closed system [20].  
    (17) 
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In Eq. 17 c is defined as the speed of sound, LC is the length of engine chamber, and k is 
the longitudinal acoustic modes. Speed of sound is heavily dictated by the temperature of the 
surrounding gas and is described by Eq. 18 below. 
     (18) 
Here in Eq. 18 is defined as gamma, which represents the ratio of specific heats, R represents the 
gas constant, and T represents the temperature of the gas.  
Higher temperatures and density play a major role in determining the speed of sound in a 
specific medium [22]. In the case of Zhang’s model a temperature of 20 degrees Celsius and gas 
constant of 1.4 is used to give a speed of sound of 343 m/s. With all variables accounted for, Table 
1 showcases the natural frequencies of the simplified model:  
Table 1. Acoustic Mode Frequencies for SRM chamber 
Acoustic Modes Experimental Data Zhang’s Model % Error 
1L 425.262 Hz 410 Hz 3.72 
2L 850.523 Hz 875 Hz -2.80 
3L 1275.78 Hz 1280 -0.33 
 
Compared with the analysis done by Zhang the simplified numerical model had close 
frequencies with errors of at most 3.72%. Going forward this acoustic method will be used for the 
Ares 1 model for its ease of convergence and high accuracy. Temperature changes will be 
accounted for in the Ares 1 model to ensure good experimental and theoretical correlation.  
Structures Modeling 
When the acoustic mode frequencies are captured and compared with the vortex shedding 
frequencies, pressure oscillations can then be generated and placed onto the interior walls of the 
engine. The pressure oscillations are simulated in ANSYS workbench [31] as a sinusoidal forcing 
function. To simulate the acoustic impact on the engine a Harmonics Response Analysis (HRA) is 
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used to capture the effects of resonance. HRA is an analysis technique that is used to determine 
the steady-state response of a structure to loads that vary sinusoidally with time. This analysis tests 
to determine the deflections the structure would undergo and enables a designer to determine if 
the system can overcome the forced cyclical loads [22].  To simulate the loading conditions that 
are placed on the engine structure the forcing monitor used in Star-CCM+ and the range of 
frequencies found from vortex shedding and the acoustic modes are used. Figure 16 shows the 
loads being applied to the inhibitor in ANSYS as a sinusoidal function taken from the Star-CCM+ 
simulation. The loading conditions of the model also consist of 2 displacements bounds at the far 
left end of the simplified engine. These resemble the connection points of the engine to the 
remainder of the rocket. 
 
Figure 16. ANSYS Simplified Model  
Taking these base loads then applying the basic harmonics excitation, shown below in Eq. 
19, can capture the pressure oscillation loads on the engine [22]. 
    (19) 
33 
 
In Eq. 19 FO represents the magnitude of the force, w represents the driving frequency and 
t represents time.  
The amplitude is found from the forcing monitor placed on the inhibitor during the CFD 
process and is the maximum load experienced by the inhibitor, the loads are also shown in Figure 
13. Within the ANSYS software package 3 types of solution methods are offered. The full, reduced 
and mode superposition methods. All three solutions use the sinusoidally driven harmonic 
oscillator equation, described below in Eq. 20 and Eq. 21 [22]:  
    (20) 
     (21) 
In Eq. 20 x represents the displacement, Wn represents the natural frequency, and t the 
time.  Eq. 21 represents the magnitude of the force FO over the oscillatory mass m, which for the 
simplified engine is the mass of the engine. 
The full method uses the full matrices to calculate the harmonic response, and is the 
analysis method used for the simplified engine. The matrices that are used within the ANSYS 
package use the beam matrix method and is created through the meshing criterion set by the user 
[31]. Once the meshing is completed and the loads applied the analysis can be ran and engine 
deflections captured. Figure 17 below showcases the inhibitor deflections after the simulation was 
ran.  
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Figure 17. ANSYS Simplified Model Showcasing Deflections of Inhibitor  
The deflection measured is the maximum deflection in meters as a subset of 16 time steps. 
Its represented in Figure 17 as DMX and represents .156e-4 meters of deflection. This small 
deflection is consistent with the size of the engine shown in Figure 11. The motor itself propagates 
back and forth throughout the 16 time steps with the material properties of Aluminum chosen for 
this simulation. Typically in solid rocket motors an alloy of Titanium and Aluminum is used 
[33,38].  
Deflection of the inhibitor is a key point of interest as any length change will alter the 
vortex-shedding frequency produced by the inhibitor. An increase an inhibitor length will cause 
the vortex shedding frequency to logarithmically decrease, while a shortening of the inhibitor 
length will cause the vortex shedding in the engine to logarithmically increase [34]. This small 
interaction is key to determining the T/O event in the Ares 1 as the deflection in the engine chamber 
and inhibitor was deemed small and inconsequential to system success. To capture the impact a 
deflection in inhibitor length has on the creation of thrust oscillation the nodal displacements are 
captured and used to simulate changes in vortex shedding frequencies in Star-CCM+. This is done 
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by importing the deflected ANSYS model back into Star-CCM+ where the CFD simulation is ran 
and new vortex shedding frequencies are gathered. The frequency range is then compared with the 
acoustic modes and the new model, with a deflected inhibitor, is placed back into ANSYS. New 
loading conditions are placed back onto the structure and a HRA is ran again to determine the new 
deflections of the engine. This is done until convergence is met and the frequency of vortex 
shedding change is miniscule. 
Lower Fidelity Model 
It was noticed during system convergence that the Star-CCM+ simulations would require 
2-3 days of computational time to complete an iteration, which was heavily taxing. In an attempt 
to minimize computational time and still gather meaningful results a lower fidelity meta-model 
that used initialization conditions from Star-CCM+ was produced. The lower fidelity meta-model 
uses a numerical method to solve for the pressure oscillation forcing functions on the engine walls 
and calculates the vortex shedding frequency produced by the inhibitor. The main focus is to 
evaluate the change in deflection of the inhibitor and evaluate its impact on the frequency of vortex 
shedding. Below is the methodology for the lower fidelity meta-model and is designed around D.R 
Mason’s numerical method for solving pressure oscillations and structural vibrations in space 
shuttle Reusable Solid Rocket Motors (RSRM) [30].  
D.R. Mason’s methodology has a similar approach to determine the loads placed on the 
structure as discussed in the structures and fluids section of this chapter. With the use of a dynamic 
pressure excitation throughout the engine at every ith location the forcing function can be 
determined with Eq. 22: 
     (22) 
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Here the initial pressure pij is on a grid of i by j where fij represents the vortex shedding 
frequency and t the time. To determine the frequency of vortex-shedding, Strouhal’s number is 
used based on the inhibitor length and fluid flow velocity of the engine. To simulate the 
randomness of pressure and oscillatory loads captured by Star-CCM+ on the inhibitor a random 
number generator is used to determine the random magnitude of loads. This process is shown in 
Eq. 23 below, where P high and P low are the high and low pressure loads captured by Star-CCM+ 
and rand represents a random real number between 0 and 1. The randomization of the magnitude 
of pressures attempts to capture the randomness of turbulent flow within the engine. 
     (23) 
Eq. 24 below describes the natural frequency fij and is taken from Strouhal’s Equation described 
in Eq. 16.  
     (24) 
With the equations in place the meta-model had to be tested with Star-CCM+ to ensure 
accuracy. Figure 18 below showcases the loads captured the numerical meta-model which can be 
compared with the loads captured in Star-CCM+ in Figure 13.  
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Figure 18. Lower Fidelity Pressure Loads  
The pressure oscillation loads captured by the meta-model had a maximum deviation  
error of 3.8% from the loads captured by the Star-CCM+ simulation. This accuracy was within 
tolerance and to save on computational time will be used as a means to capture the pressure 
oscillation loads within the simplified engine and the Ares 1 model. A system architect for the 
meta-model process is showcased in Figure 19 below: 
 
 
Figure 19. System Architect with Meta-Model 
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Star-CCM+ is used to initialize the model which sends the initialized pressure conditions 
and oscillatory flow information to the meta-model. This information is then passed on to ANSYS, 
where deflections are measured and then returned to the meta-model. The meta-model then 
captures the new pressure oscillation loads based on changes in inhibitor length and returns that 
information to ANSYS. Every 10th iteration the deflected model is sent back to Star-CCM+ to 
capture a higher fidelity reading of the fluid flow, which is then passed along to the meta-model 
and the process mentioned above repeats.  
Once the pressure oscillations are captured a forcing function is defined and placed into 
ANSYS. It is noted that the pressure oscillation magnitude alone does not sufficiently capture the 
loads undergone by the structure. According to Dr. Blomshield, thrust oscillations within engines 
are almost always more severe than pressure oscillations [35,48]. Two equations were proposed 
by Blomshield to accurately capture the magnitude of the pressure oscillations on a solid rocket 
motor. The first described in Eq. 25 describes a lower fidelity calculation that gives a good 
approximation to the upper limits of thrust oscillation. 
 
     (25) 
Where F is thrust oscillations, Ac is the cross-sectional area of the engine chamber and P 
is the pressure oscillations in the chamber. The second equation proposed by Blomsheild is 
described by Eq. 26 below and gives a higher fidelity calculation to the pressure oscillation within 
an engine. 
   (26) 
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Where F is thrust oscillations Ac is the cross-sectional area of the engine chamber, P is the 
pressure oscillations in the chamber, F is mean thrust of engine, Ae is the exit area the engine 
nozzle, PA is the ambient pressure, PN is the nozzle end pressure, and PH is the head end pressure. 
With the loads captured and the system architecture in place, the Global Sensitivity 
Equations can then be solved and evaluated to determine the local coupling strengths. The aim is 
to determine if the structures feedback from the models had a significant influence on the fluids 
subsystem which aided in the creation of thrust oscillation in the Ares 1.  
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CHAPTER 5 
LOCAL SENSITIVITY ANALYSIS 
Capturing the Global Sensitivity Equations 
 The proposed methodology to capture the Global Sensitivity Equations has been discussed 
in the background section of this research but will be reiterated here using the simplified rocket 
model as a guide. Once the local sensitivity matrix of the simplified model is found, the proposed 
modeling techniques showcased in Chapter 3 and the GSE methodology covered in Chapter 2 will 
be used for the Ares 1 model. A breakdown of varying design variables and finite difference 
lengths with be made on the Ares 1 model to capture the system's response. The initial step to 
finding the global sensitivity equations is to capture the design and behavior variables of the 
system. A system DSM of the simplified model is presented below in Figure 20 showcasing the 
key subsystems with their respective design and behavior variables. 
 
Figure 20. DSM of the Simplified Rocket Model 
In Figure 20 the model is broken up into the 3 respective subsystems discussed previously, 
with the inclusion of Atmosphere which contributes the constant variable of ambient pressure to 
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the Fluid Dynamics subsystem. Table 2 goes over the design and behavior variables with their 
respective representations shown in Figure 20. 
Table 2. Design and Behavior Variables of the Simplified Rocket DSM  
 
With the system architecture defined, a convergence test is conducted to ensure the physics 
is properly captured. If the convergence test failed the GSE’s captured would be oscillatory in 
nature, not converge, and capture invalid results. The key points of interest that were evaluated are 
the changes in length of the inhibitor and the vortex shedding frequency as a function of time. 
Table 3 below covers the convergence test and showcases the number of iterations it took to reach 
convergence.   
Table 3. Convergence Test of the Simplified Rocket Model 
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Within 3 interactions the physics of the system showcased convergence with minor 
deviations in the 4th and 5th iteration. The vortex shedding frequency is once again measured in 
hertz and the inhibitor length in meters. It is interesting to note that even with such minor changes 
in inhibitor length large deviations in vortex shedding frequencies were captured. This is consistent 
with prior research showcasing large deviations at smaller inhibitor lengths [34,37].    
Once the system is converged a finite difference method is used to propagate the design 
variables to evaluate the sensitivity matrix. The finite difference method is a numerical method 
that is used to approximate differential equations [36]. The approximation for the first derivative 
of a function “f” can be founds using Eq. 27 below.  
           (27) 
Where h represents the discretization size of function f(x). A discretion size of 5% for each 
function was used, i.e. if the function for vortex shedding has f(x)=430 hzthen the discretization 
size chosen was 21.5. This was done for each function and used to calculate the local sensitivity 
matrix, also known as the A matrices. The A matrix is shown below in Eq. 28 and its correspondent 
matrix is shown in more depth in Eq. 5. 
    (28) 
Within the first analysis of the simplified model the vortex shedding frequency was 
captured and passed on to the structures subsystems. The frequency would then be used within the 
structures calculation to evaluate pressure oscillations on the inhibitor walls. This was later 
changed for the Ares 1 Model as a more accurate prediction of T/O was found using Blomsheild’s 
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equations [35]. The analysis was ran and the local sensitivity matrix A was found and is shown in 
Table 4 below. 
Table 4. A Matrix of Simplified Rocket Showcasing Local Sensitivities 
 
 Table 3 is a breakdown of the impacts one behavior has on another when behavior variable. 
Columns represent the behavior variables that are being impacted on by the inputs of the rows. For 
instance the column fvs is the vortex shedding frequency and is impacted strongly by Dx and Dy 
which represent the displacement of inhibitor nodes in the X and Y direction. The values have 
been normalized to give a qualitative comparison of each behavior variables impact on anther. It 
is noticed that the feedback from the structures subsystem back onto the fluids has a moderate 
coupling in the simplified model. This moderate coupling represents the impact a change in vortex 
shedding frequency has on the displacement of the rocket i.e. the pressure oscillations produced in 
the engine have a moderate impact on structural displacement. This coupling while not significant 
would still carry some weight to a designer and cause a more in depth analysis of the structures 
feedback to system performance. It is also noted that small changes of displacement in the X 
direction also have an impact on the acoustic modes produced, but these are insignificant to the 
local acoustic subsystem.  
 Once the A matrix is found the total derivative matrix can be solved by taking the inverse 
of the A matrix and multiplying it with the local derivative matrix shown in Eq. 28. The total 
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derivative matrix shows the total impact a design variable has on a behavior variable, where all 
local changes are captured with the Taylor series expansion mentioned in the GSE background 
section of this research. Table 5 showcases the total derivative matrix and is a qualitative measure 
of the impact each design variable has on the local subsystem.  
Table 5. Total Derivative Matrix of Simplified Rocket  
 
The design variable with the greatest impact on a subsystem is the length of the inhibitors 
contribution to the creation of vortex shedding in the fluids subsystem. The second biggest impact 
is the length of the rocket chambers contribution to the acoustic modes. It is noted that the modulus 
of elasticity had a very weak contribution to the systems behavior variables. The results are 
consistent with Zhang’s model and were expected as the length of the inhibitor and chamber length 
have large contributions to subsystem outputs [3]. The local sensitivity analysis shows a moderate 
feedback from structures and lays out the importance of capturing these interactions. The 
methodology covered is now used for the Ares 1 rocket where a higher fidelity method was 
implemented and more design variables captured in the total derivative matrix. A comparative 
analysis of the impact the finite difference discretization size has on the sensitivity and total matrix 
values was also evaluated. All variables are normalized to protect ITAR data. 
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Local Coupling Analysis of the Ares 1 
 Before performing the Local Coupling Analysis two major changes to the evaluation of the 
Ares 1 model were made. The first major change was to use the T/O equations presented by 
Blomsheild to capture a higher fidelity reading of T/O’s impact on local subsystems [35]. The 
changes incorporate engine geometry design variables that weren’t captured before with the 
simplified rocket model. The second major change was taking out the Vortex Shedding frequency 
behavior variable as this just feeds into the pressure oscillation behavior variable which is then the 
cause of T/O. With the changes made the analysis was run for the Ares 1 model and used the same 
methodologies as discussed above with the simplified rocket model. The first analysis ran with the 
Ares 1 model used a discretization size of 5%. A specific length for the inhibitor was chosen that 
correlated to a vortex shedding frequency that was equal to the resonance frequency of the first 
acoustic mode. This was done to capture the greatest impact T/O can have on the local subsystem’s 
and spot key design and behavior variables that contributed to the T/O event on the Ares 1. The A 
matrix for the first analysis of the Ares 1 model is shown below in Table 6. 
Table 6. A Matrix of Ares 1 Showcasing Local Sensitivity  
 
The first major change noticed from the simplified model is the inclusion of the 3 acoustics 
modes impact on T/O. The inclusion of changes in geometry showcase how acoustics has a greater 
impact than previously captured on the simplified model. As the frequency of vortex shedding was 
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brought closer to the resonance frequency within the Ares 1 model the impact the length of 
inhibitor had on T/O had significantly increased. This is showcased in the first row where a 
normalized value of -342.22 for Dy shows a large coupling impact on T/O. This is consistent with 
prior research and reaffirms the value of doing a local couplings analysis to capture subsystem 
feedbacks. Another analysis will be made where the starting inhibitor height is further from 
resonance to detect if any major impacts to T/O occur. The total derivative information was then 
solved for and is presented in Table 7 below.  
Table 7. Total Derivative Matrix of Ares 1 Engine  
 
With the capturing of geometrical changes in the Ares 1 model the acoustic behavior 
variables show greater impact from variables that had little or no impact before. For instance the 
length of the inhibitor impacts the magnitude of T/O, which eventually impacts the displacement 
in the X direction causing changes to the acoustic modes. It is interesting to note how slight 
changes in engine design can severely impact the magnitude of T/O. For instance the length of the 
inhibitor has had the greatest impact, but slight changes in velocity, Area of chamber and Area at 
exit are also major contributors to T/O within the rocket engine. The design variable that had the 
least impact on any behavior variable was the modulus of elasticity.  
The next analysis that is proposed is a change in the finite difference method discretization 
size. The first analysis was done at 5% of the functions starting value, i.e. if the inhibitor has a 
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length of 100 meters the discretization size would be 5. The analysis proposed is done at a 
discretization size of 10 % and the A matrix for this analysis is shown in Table 8 below. 
Table 8.  A Matrix of Ares 1 with a 10% Discretization Size 
 
Notable changes noticed with an increase in discretization size are the magnitude changes 
of displacement in the X and Y in the first row. This represents the displacements impact onto T/O 
and shows a magnitude decrease of roughly a half. This is consistent with prior research 
showcasing how volatile small changes in inhibitor length can have on the creation and magnitude 
of T/O [34]. These drastic changes represent the nonlinearity of the displacement functions 
captured. Magnitudes of the other derivatives stayed relatively consistent with the change in 
discretization size. 
Table 9 below showcases the total derivative matrix of the analysis with a 10% 
discretization size.  
Table 9.  Total Derivative Matrix of Ares 1 with a 10% Discretization Size 
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The total derivative matrix captured above in Table 8 shows small deviations in magnitude 
from the derivatives captured in Table 7. These magnitude changes are negligible and no trends 
are noticed with a change in description to the total derivative matrix.   
The next change studied was the starting inhibitor length due to its direct correlation to 
vortex shedding frequency and impact on Thrust Oscillation. To change the inhibitor length a 5% 
decrease in starting inhibitor length was made to the analysis which subsequently increases the 
starting vortex shedding frequency by roughly 5%. The analysis was ran and the A matrix for the 
analysis was captured and is shown below in Table 10. 
Table 10.  A Matrix of Ares 1 with a 5% Decrease in Inhibitor Size     
 
The sensitivity matrix captured with a decrease in inhibitor captures 2 major magnitude 
changes. The first is the decrease in magnitude in the displacement derivatives and their impact on 
T/O. This is consistent with the concept of transmissibility discussed earlier, where the loads of 
thrust oscillation are largest when the frequencies of the loads are coincidental to the acoustic 
resonance frequencies [22]. The second major magnitude change noticed is the change within the 
acoustic modes. As the vortex frequency changes and diverges from resonance, the minor changes 
in the acoustic resonance frequencies have a larger impact on T/O than previously found in Table 
6. The total derivative matrix of a decrease in inhibitor length of 5% is shown below in Table 11.   
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Table 11.  Total Derivative Matrix of Ares 1 with a 5% Decrease in Inhibitor Size     
 
The total derivative matrix shows slight changes in magnitude, specifically the impacts that 
the design variables have on T/O. There seems to be a correlation to a larger impact the design 
variables have on T/O as the vortex shedding frequency approaches the first resonance mode. The 
region around the first resonance mode frequency seems highly nonlinear, as shown with the 
change in discretization size in Tables 8 and 9. This can be attributed to the transmissibility 
function that captures a larger magnitude of the pressure oscillation load on the inhibitor based on 
its proximity to resonance. A 4th analysis is proposed to test to see if similar impacts are noticed 
when the length of the inhibitor is increased by 5 % instead of decreased. Table 12 below shows 
the A matrix with an increase of the inhibitor length by 5%, which also implies an approximate 
increase of 5% in the vortex shedding frequency.  
Table 12.  A Matrix of Ares 1 with a 5% Increase in Inhibitor Size   
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With an increase in inhibitor length of 5% a similar trend seems to appear, the impact that 
the displacement in the Y direction has on T/O decreases as the vortex shedding frequency gets 
further from the resonance mode. Its interesting to note that the magnitude derivative of 
displacement onto T/O in the X direction has increased. This could possibly be due to the fact that 
an increase in inhibitor length tends to block more flow, causing a greater pressure differential 
from before and after the inhibitor, which in turn has a greater load impact from the displacement 
in the X direction [27,28]. The total derivative matrix for the 5 % increase in inhibitor length 
analysis is shown below in Table 13. 
Table 13.  Total Derivative Matrix of Ares 1 with a 5% Increase in Inhibitor Size   
 
It’s interesting to note that the total derivative matrix magnitudes don’t change by much 
and are consistent with those found in the first analysis presented in Tables 6 and 7. The final 
analysis proposed is one where the starting vortex shedding frequency is far from the first acoustic 
mode of the engine. A trend was noticed where the impact onto T/O from the displacement of the 
inhibitor tended to decrease in magnitude as the starting vortex shedding frequency was further 
from resonance. To test this the inhibitor length was increased by 100%, or double its length, to 
test the impact this had on the coupling analysis. Below is Table 14 showcasing the local sensitivity 
matrix of the analysis where the inhibitor length was doubled. 
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Table 14.  A Matrix of Ares 1 with a 100% Increase in Inhibitor Size  
 
 As the starting vortex shedding frequency moves further and further from the first acoustic 
mode the magnitude of the displacements impact on T/O continues to decrease as shown in the 
first row. The derivative in the X direction went from a moderate coupling when close to the 
resonance frequency to a weak coupling, where the derivative in the Y direction dropped 
substantially as well to a moderate coupling where before it was strong. This change is consistent 
with the correlations found earlier where the inhibitor displacement has a larger contribution to 
T/O depending on its starting length. Table 15 below showcases the total derivative matrix of the 
analysis. 
Table 15.  Total Derivative Matrix of Ares 1 with a 100% Increase in Inhibitor Size 
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The total derivative matrix had slight changes in magnitude but no major trend was found 
from this analysis compared to the previous 4 analyses. The results are further discussed in the 
next section. 
Results 
Capturing the local coupling feedback from the displacement of the inhibitor back onto the 
magnitude of T/O would have given NASA insight to the unexpected event that occurred on the 
Ares 1 rocket. It was noticed within the analysis that the larger the deviation between the vortex 
shedding frequency and first acoustic mode, the smaller the coupling strength is. For cases where 
the deviation from the vortex shedding frequency and resonance frequency is large, the coupling 
might be suitable for suspension in a large optimization analysis. Elimination of the coupling 
however is not recommended as the coupling is extremely volatile to the vortex shedding 
frequency and can lead to large magnitudes of T/O if the coupling is not captured, as is shown in 
the cases where vortex shedding frequency is close to the resonance frequency. In each case it can 
be seen that the displacement in the length of the inhibitor is either a strong or moderate coupling 
and the feedback from structures back onto the fluids subsystem should have been monitored more 
closely by the engineers at NASA.  
For future work an uncertainty analysis into the local and total derivative matrix can be 
made to determine these volatile derivatives and access a higher fidelity approach to the 
importance of the coupling on local subsystems. This is further discussed in the Conclusion 
Chapter of this research. The next Chapter titled Value Function goes over the creation of a value 
function for the purposes of testing the T/O’s impact to mission success. The question of how 
important capturing the feedback interaction from the structures subsystem back onto the fluids 
subsystem will be evaluated in terms of a mission to the ISS. The value function will be formulated 
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and the elimination of the coupling analysis will be made to determine the magnitude of negative 
impact this feedback could have, if not captured, on mission success. 
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CHAPTER 6 
ARES I VALUE FUNCTION 
Value Function Formulation 
The purpose of developing a value function and running a mission scenario with the Ares 
1 is to test the impact that the T/O coupling has on the value of a system. Does capturing this 
feedback offer a greater mission success rate? If so, does the cost of modeling T/O prove to be a 
greater burden on the overall value of the system than simply eliminating the coupling? These 
questions will be accessed by developing a mission to the ISS using the design variables mentioned 
in Chapter 5. The design variables will be used to calculate the behavior variables that encapsulate 
the thrust needed to get to the ISS as well as the amount of payload that's carried. Then at an 
analysis of how elimination or perturbation of those couplings impact that total value of the system. 
To begin the formulation of the value function a breakdown of the mission profile is needed. 
The mission to the ISS is broken down into two segments, the first being the first stage 
rocket motor that has been covered extensively in this research, and the second being the J-2X 
upper stage rocket engine. The mass and thrust of the J-2X will remain a constant, where the mass 
of the engine is 2470 kilograms and thrust is 1310 kilo newton’s [39,43]. Once the total energy 
required to get to the ISS is calculated the amount of energy produced by the J-2X will be 
subtracted and the total energy needed for the first stage will be found. The mission profile that is 
then captured in the value function is simply the value produced by the first stage engine, the 
second stage engine is assumed to work and will offer no cost or benefit to the value function.    
The method for finding the value associated with the first stage engine was to first identify 
the key design and behavior variables that have an impact on mission success. Once mission 
success is found, the cost associated with the mass of the structure and mass of the propellant is 
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found using the same design and behavior variables. This will put the terms of the value function 
in dollars and mission success rate. To capture the essence of mission success in terms of dollars 
the mission success rate will be a multiplicative term used to capture the revenue made from 
delivering the payload. In the case used for this analysis the average revenue derived from 
delivering 1 kilogram to the ISS is $22,000. The initial design and behavior variables that will be 
used to capture cost and mission success are provided below in Table 16. 
 
 Table 16. Design and Behavior Variables of the Value Function 
The value function is now captured in terms of profit, where the higher the mission success 
rate and lower the cost, the greater the profits achieved by the stakeholders. Profit is the true 
preference of the stakeholders and dollars is a unit that can universally be understood which gives 
the value function flexibility [40,44]. By using these metrics an analysis on how T/O impacts value 
can be made. The method to capture T/O in the value function is to use it both in the mission 
success rate and cost of the project. As analysis of T/O is captured the mission success rate of the 
Ares 1 will tend to grow, increasing profits. At the same time the more analysis done will also 
come at a cost, more engineering hours would be required to run the analysis and capture T/O.  
To capture the impact T/O has on mission success rate the analysis done in Chapter 5 will 
be used. Depending on the design variables given, the magnitude of T/O can give varying levels 
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of vibrations, in some cases this can be detrimental to mission success, while in others it can have 
little to no impact. The analysis done in Chapter 4 to capture transmissibility is used to capture this 
relationship in T/O. As the vortex shedding frequencies tend toward the natural frequencies, the 
impact that T/O has on mission success is captured with the function shown in Figure 21 below.  
 
  Figure 21. Thrust Oscillations Impact on Mission Success 
Figure 21 was captured with an analysis where the starting design variables gave a 
resonance frequency of 20.1 Hz. It can be seen that as the vortex shedding frequency gets closer 
to resonance, the impact on mission success increases. A maximum negative impact of 30% to 
mission success was chosen for this analysis. The impact on mission success can vary depending 
on the rockets ability to dampen out the oscillatory forces produced by T/O, a safe estimate of 30% 
captures the true risk T/O can have on the off chance the engine hits the resonance frequency. 
Transmissibility was the key factor here, as the frequency gets further from resonance its impact 
to mission success degrades until little to no impact is noticed. Multiple analysis will be ran at 
varying impact levels to capture the value lost when eliminating the T/O coupling. 
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Once the physical impact that T/O has on value is captured a means of capturing the 
analysis time is made that affects the cost of the system. Engineering hours is used in this case to 
calculate the cost of running multiple simulations in order to mitigate T/O. The cost  for one 
engineer to work 1 hour is set to be $100.00 an hour. For the first analysis a team of 100 engineers 
is chosen to attempt to mitigate T/O. For the case presented the engineering hours would therefore 
be $100.00 * 100 engineers, which is $10000.00 per engineering hour. If 2000 hours are put in by 
all engineers the mission success rate is positively impacted by 5 %, where the analysis time put 
in by the engineers represents the amount of analysis time spent on T/O. Typically this cost can 
vary depending on organization and amount of computation time required, which is why each 
value function is case specific [40]. These values for cost and mitigation success can be changed 
to accommodate better research into these subject, these values were simply chosen as a baseline 
to demonstrate the concept and value for capturing T/O. To evaluate the impact per hour that 
computation time has on the cost and impact on mission success rate the following function shown 
in Figure 22 is proposed. 
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Figure 22. Analysis Time vs Impact on Mission Success 
Here it can be seen that as more time is spent on the analysis the higher the impact on 
Mission Success is. The exponential nature of the function is aimed to represent the idea of 
diminishing returns which is prevalent in software development [41,42]. As more analysis time is 
spent the less impact each additional analyses hour has on the impact on mission success.  
 
With the revenue and cost captured the value function can then be defined by the following 
equations:  
    (29) 
Where, 
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 (30) 
 (31) 
An analysis of the value function can now be ran to find the cost vs benefits of finding the 
T/O coupling information in terms of total profit. The analyses proposed will look at various 
scenarios that impact value that pertain to T/O. The first analysis will evaluate the impact that 
analysis time has on total value as it pertains to research time of T/O. The second analysis will 
look at different starting design variables, where the inhibitor will be looked at extensively, and 
evaluate the impact that T/O has on mission success. Once the general basis and understanding of 
the value function is known, a coupling suspension will be made and the impact on the value 
function will be determined with the methodologies discussed in Chapter 3 of this research paper.   
Results 
 The first analysis of the value function will look at 10 different scenarios pertaining to the 
amount research time done on identifying the T/O coupling. Initial conditions set for the design 
variables are that of the Ares 1, with a normalization factor to protect ITAR data. Each scenario 
will capture the total profit earned vs the amount of research done. Table 17 below showcases the 
first analysis. 
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Table 17. Research Time vs Profit 
 
With the initial conditions and functions describing T/O set, a comparative analysis shows 
that analysis time has a greater benefit in terms of value then simply ignoring the possibility of 
having T/O occur. Their is a value loss associated with more analysis time after 1000 hours. This 
is because the value captured by the impact of mission success is less than the associated cost of 
running the analysis. It can then be shown the value of capturing the feedback of T/O from 
structures back to fluids is greater than the cost it would take to run the analysis. The second 
analysis shown in Table 18 looks at 10 different inhibitor sizes and its impact to the value of the 
system. The analysis time of the workers in this scenario is set to 0. 
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Table 18. Inhibitor Length vs Profit 
 
The value of the system is heavily dependent on mitigating the occurrence of T/O and its 
magnitude. When vortex shedding is within the resonance frequency of the engine the value of the 
system is negative, meaning the costs of operation of the Ares 1 outweighs the revenue produced 
from the payload. These drastic changes occur due to the high impact value that T/O has on the 
system, where when T/O hits resonance an impact of 30% to mission success is noticed. As the 
inhibitor length gets larger or shorter the vortex shedding frequency gets further from resonance 
and therefore increasing the rate of mission success and capturing more profit.  
Now that the value function is formulated and changes in behaviors captured a coupling 
suspension can be made where the impacts to the overall all value function are recorded. The 
methodology for this analysis is discussed extensively in Chapter 3 of this research. By taking Eq. 
14 the total change in value can be found from the suspension of one coupling. Table 19 below 
shows the results of perturbing each coupling by 5% and noting the changes in total value.  
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Table 19. Change in Value due to Coupling Perturbation 
 
 It is noticed from a comparative analysis that the behavior variable T.O. has the greatest 
impact on the change in value when it is perturbed by 5% shown by Dx/TO and Dy/TO The impact 
onto the value caused by the feedback from the subsystem structures back onto the fluids 
subsystem is shown by TO/Dx and TO/Dy. A value change of $171,382.44 is noticed by the 
displacement in the Y direction, showcasing a high impact on value. If running an analysis it would 
be within the best interest of the stakeholders to consider keeping this coupling, and in the case of 
NASA, further evaluation of the feedback structures has on the fluid flow within the engine. 
The value function presented here offers a potential means of capturing the T/O’s impact 
to the overall profit of the mission. It can be seen that there is a return on investment into running 
a local coupling analysis, where the more time invested gathered higher profits for the 
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stakeholders. The earlier this is done during the design and development phase of any LSCES the 
higher the likelihood of capturing these unexpected behaviors and mitigating them with little 
additional costs. Capturing the change in value due to perturbations in the sensitivity matrix gives 
engineers and managers a good overview of the systems that have high impact on value. This 
insight could have aided the team at NASA to consider further investigation into the feedback from 
structures to fluids that was considered a small contribution to T/O during the design and 
development phase.  Future work can be made into the impact that mission failure can have on 
potential funding of NASA. A congressional model is proposed as a possible means to capture 
public perception of NASA and its missions, where greater funding can be related to the general 
public's approval of NASA and its missions. Further details of this model will be discussed in the 
conclusions section of this research. 
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CHAPTER 7 
CONCLUSION 
Summary and Conclusion 
 This research project takes the concepts of a coupling strength analysis from MDO and 
applies it to a real event that occurred in a LSCES. A forensics study into the design and 
development phase of the Ares 1 was made in order to determine if a coupling strength analysis 
would have identified the issue of T/O. The coupling strength analysis looked at feedbacks and 
feed forwards of behavior variables that aren’t normally captured when the analysis of T/O is 
broken down by disciplines and done separately with no iterative process to capture changes. 
Through the breakdown of 3 major disciplines, it was shown that the inhibitors displacements 
within the rocket engine was a moderate to strong coupling that should have been captured within 
the analysis and not deemed inconsequential by NASA. This research paper is an advocate of using 
these methods in order to determine unexpected behaviors that may arise during the operation of 
LSCES.  
 To test the impact that the elimination of this coupling had on mission success a value 
function was developed from the field of VDD. With a value perspective frame of mind, it was 
noticed that the benefits of running a multidisciplinary coupling analysis outweighed the costs. 
Both mission success rate of the engine and profit derived from the impact increased, with more 
analysis time aiding to larger profits for shareholders. The value function method presented within 
this research is flexible and can be modified for other various missions. The impact that the 
analysis and mission success rate have on value can be changed and further developed with more 
research. To tie the value function with the coupling analysis a suspension of each coupling was 
made to evaluate the change in value associated with a 5 % perturbation. It was noticed that the 
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feedback had a larger impact on total value than previously captured, giving more merit to 
developing a coupling analysis to capturing unexpected consequences in LSCES.   
Future Work 
Further research into an uncertainty model is proposed to capture the variability of 
couplings within a sensitivity matrix. It was noticed during analysis that the displacement coupling 
had high variability depending on the discretization size used. An uncertainty model can capture 
this variability and give greater insight to engineers and managers to the potential magnitude of 
these specific couplings. Further research can then be made in determining the probability of the 
maximum magnitude to occur within the sensitivity analysis. 
Another proposed research topic is a higher fidelity value function that captures 
congressional support. The impact of a successful mission of the Ares 1 doesn’t just capture the 
benefits of the payload reaching orbit, rather it encourages trust in NASA and possible future 
missions. A congressional value model is proposed as a means to capture the public's perception 
of NASA missions and aim to determine the impact of a mission failure can have not only from 
the cost of the payload but also the public's backlash that could possibly reduce further missions.   
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