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Abstract 
First we give an optimal EREW PRAM algorithm that finds an unknown discrete monotone 
function f, with domain and range of size n, in O(log n) time using O(n) independent threshold 
queries of kind “f(x) > y?“. Here “independent” means that simultaneous queries always refer 
to mutually disjoint values x and y. 
This is used for solving, within the same resources, a certain segmentation problem for words 
over semigroups. The classical problem of partitioning a digital curve into a minimum number 
of digital line segments, which is of interest in digital image processsing, turns out to be a 
special case of this, and can therefore be solved in O(log n) time using O(n) work on an 
EREW PRAM. This strengthens and generalizes all known algorithmic results about digital 
curve segmentation. 
As a further prerequisite we use the Dorst-Smeulders parametrization of digital line segments. 
0. Introduction 
This paper forges links between combinatorial search theory and pattern recognition 
in digital geometry. Recognizing simple geometric shapes in digital images is one of 
the central tasks in image processing, being particularly important for data compres- 
sion and automatic image understanding. The origin of our work was the problem of 
partitioning a digital curve into a minimum number of digital line segments (DLS), 
or more generally, of finding all the inclusion-maximal DLS in a given digital curve 
with n pixels. Several authors [lo, 17,8] provided O(n) time sequential algorithms for 
this. Moreover, there is a huge bibliography of papers concerning the various aspects of 
digital straight lines, such as geometric and number-theoretic properties, representations 
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and recognition, with generalizations into several directions. Since it is impossible to 
mention all the relevant papers here, the references include only a selection, and we 
apologize for any omission. 
In the context of parallel image analysis we are interested in parallel algorithms 
for digital curve segmentation. After a first approach in [6] where we presented an 
O(log n) time and O(n log2 n) work CREW PRAM algorithm we can now give an 
optimal algorithm on the most restrictive PRAM model. 
Moreover, during the development of our algorithm it turned out that we can describe 
digital curve segmentation in a much more general framework of segmenting words 
over semigroups, and nontrivial combinatorial search methods are applicable. In some 
sense, we have separated the geometric part and the actual algorithmic part of the 
problem. So our algorithm has at least two advantages compared to earlier algorithms 
for digital curve segmentation: It is parallelized without loss of efficiency, and it points 
out a more general structure behind the problem. 
In our presentation we devote a PRAM processor to each pixel of the considered 
digital curve. But note that the algorithm can, of course, also run partially or fully 
sequentially, and that the term pixel means nothing but a point of some fixed grid in 
the plane. This needs not coincide with the pixels in the sense of image resolution, 
one can also digitalize the given curves with respect to coarser rasters and then apply 
the algorithm. 
The paper is organized as follows: 
In Section 1 we give, for later use, an optimal parallel algorithm for determining an 
unknown discrete monotone function by independent threshold queries. 
In Section 2 we define a word segmentation problem in terms of semigroups and 
solve it optimally. The result of Section 1 will be an essential part of this solution. 
In Section 3 we present the digital curve segmentation problem as a special instance 
of this semigroup problem. For this we exploit a nice property of very natural parameter 
polygons discovered in [9]. This finally leads to an optimal parallel algorithm for digital 
curve segmentation. 
We presume that the reader is familiar with the PRAM model of parallel computation 
and its variants. Informally, a parallel random access machine (PRAM) consists of a 
set of memory cells and a set of processors which can (a) perform local computations 
and (b) access to the shared memory in an arbitrary way, using the addresses of 
the cells. The costs of data communication are neglected, that means, only the pure 
computational amount is considered. 
In the concurrent-read-exclusiv-write (CREW) version, several processors may read 
simultaneously the content of the same memory cell, but at most one processor per 
memory cell is allowed to write at the same time. In the EREW version, even concur- 
rent reading is prohibited. In general, this leads to different complexities of the same 
problem on several PRAM versions. We are interested in the running time of paral- 
lel algorithms and in the total number of operations. As usual, any cell can store an 
integer, and each basic arithmetic operation or comparison is assumed to be one step 
of computation. Working in an abstract semigroup (Section 2), we will assume that 
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multiplication in this semigroup is a basic operation. For a detailed introduction to the 
model we refer to [ 141. 
Parallel algorithms are usually first developed on the idealized PRAM model to allow 
the focus to be the mathematical aspects of the problem at hand. Perhaps in the future 
some of our methods may be shown to be suitable for more realistic parallel architec- 
tures (e.g. enhanced meshes or the BSP model) which take also the communication 
costs into consideration. 
1. Searching for a monotone function by independent threshold queries 
Let us be given an n x n matrix whose entries are from the set (0, l} subject to 
the following condition: The right and the lower neighbor of an entry 0 are also 0. 
Equivalently, the left and the upper neighbor of an entry 1 are also 1. (So we consider 
a special case of sorted matrices.) We may query any matrix entry to determine its 
contents. Our aim is to determine the matrix completely by such queries in an efficient 
way. 
Obviously, the problem is equivalent to the search for a discrete monotone non- 
decreasing function f by threshold queries. That means, we have an unknown function 
f from the set of integers (0, 1,2,. . . n} into the same set, with the only condition 
that x < z always implies f(x) < f(z), and for any pair (x, y) we may ask whether 
f(x) 2 Y. 
Definition. The set of threshold queries asked during the search process is called inde- 
pendent if simultaneous queries (asked in the same unit of time) always call mutually 
distinct x and mutually distinct y, respectively. 
In the matrix formulation that means: Simultaneous queries must involve entries in 
mutually distinct rows and columns, respectively. At the moment, the reader should 
not mull over the sense of this definition, it will become clear later (Lemma 2.3) why 
we need independence. 
Some work has been done on related problems. In [12], the exact (i.e. not only 
asymptotical) sequential worst-case complexity of a similar search problem was de- 
termined; in that paper, a query at argument x returned f(x), so this is completely 
another problem. The computation of the maximum of a set of numbers by threshold 
queries has been studied in [ 111. 
Our present problem can be reformulated as a special case of row minima search in 
totally monotone matrices (see [4,5,19]), but the time and work bounds are superlog- 
arithmic and superlinear, respectively, and we look for an optimal parallel algorithm 
for just this special case. More significantly, our result differs from the mentioned ones 
in allowing only independent queries in the sense of the above definition. So Theorem 
1.3 below is not an obvious consequence of known results. 
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First observe that there is a trivial linear-time sequential algorithm for the problem: 
Lemma 1.1. An unknown discrete monotone function with domain and range of size 
n can be found by O(n) threshold queries, and this bound is optimal. 
Proof. The number of monotone functions, or equivalently, of sorted n x n O,l-matrices 
yields the trivial information theoretic lower bound of log (r) =L?(n) threshold queries. 
For determining the function f, query the pairs (1, 1 ), (1,2), ( 1,3), etc. until f (1) 
is found, then further ask (2, y) for increasing y starting with y = f (I), and so on. 0 
Trivially, the queries in any sequential search strategy are independent. We could also 
give a relatively simple parallel search algorithm running in O(log* n) time with O(n) 
independent threshold queries, but this is not time optimal yet, as we will even achieve 
O(logn) time and O(n) queries. To obtain this result, we first propose a fast search 
strategy that still needs a superlinear number of queries. Finally, we will combine this 
fast superlinear algorithm and the linear sequential algorithm by accelerated cascading 
(see [ 141) to a fast and linear algorithm. 
In the following we slightly generalize our problem to matrices with n rows and m 
columrls. 
Lemma 1.2. An unknown discrete monotone function with domain and range of size 
m and n, respectively, can be found in O(logmn) time using O(m logn) independent 
threshold queries. The corresponding search algorithm runs on an EREW PRAM in 
O(log mn) time using O(m log n) work. 
Proof. First note that without the independence condition the assertion would be trivial: 
Just perform binary search in each column of the matrix; we even would not need 
monotonicity of f. The only difficulty is to keep the simultaneous queries independent; 
this makes more trouble than it might seem at a first glance. 
In the proof we focus on the combinatorial side of the algorithm; the implementation 
on an EREW PRAM is straightforward then, since the necessary auxiliary computations 
are very simple. 
The algorithm we shall give maintains a sequence of so-called intervals which fulfills 
the following invariants: (For convenience we use the matrix formulation.) 
(1) Every interval is either a consecutive part of a column, or it is degenerated to 
the space between two neighbored entries of the column. The set of rows occupied 
by an interval is called its range. Similarly, the range of a degenerated interval is the 
space between two rows. 
(2) All entries of the column below/above the interval are O/l. 
(3) Every column contains at most one interval. 
(4) The sequence of intervals is ordered with respect to the columns they belong to. 
(5) Two neighbored intervals in the sequence have either equal or disjoint range, 
and in the latter case, the range of the left interval is completely below the range of 
the right interval. 
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(6) At most two neighbored nondegenerated intervals have the same range. Such 
pairs of intervals are called twins. 
Clearly, the search problem is solved if a degenerated interval is established in each 
column of the matrix. Our initial sequence consists of one pair of twins, namely the 
entire first and last column of the given matrix. The algorithm runs in a number of 
rounds, each of them transforming the sequence of intervals into a new sequence that 
contains more information about the border between 0 and 1 entries. For specify- 
ing the algorithm we have to describe a single round. In the following presentation, 
we omit some tedious details, as well as nonessential case distinctions and singular 
cases. 
Step 1: For all non-degenerated intervals I, ask in parallel the median entry of I. 
(If I has even length then let e.g. the lower of the two central entries be the median.) 
If the answer is O/l then remove the lower/upper half of I. 
Due to (3) and (5) all queries are independent, except in the twin intervals. Due to 
(6) we can ask the queries in twin intervals in two units of time, thus guaranteeing 
independence. Note that all invariants remain true for the halved intervals. 
Step 2: Insert degenerated intervals between any degenerated twins. 
Step 3: For all pairs of neighbored intervals I, J with disjoint ranges do the following 
in parallel: If there are still columns between I and J then set a new interval K in the 
median column between I and J, and insert K into the sequence. (If the gap has an 
even length then let e.g. the left of the two central columns be the median.) 
Initialize K as follows. First let the bottom of K be the bottom of I, and the top of 
K be the top of J. Due to monotonicity of f, K need not exceed this range. Now K 
can be partitioned into (possibly degenerated) subintervals I’, L’, J’ where I’ and J’ has 
the same range as I and J, respectively, and the range of L’ lies between them. Ask 
in succession the entries at the top of I’, the bottom of L’, the top of L’, the bottom 
of J’ (if existing). Depending on the answer, K can be restricted to one of these three 
subintervals. Note that (3) and (5) ensure that the queries are independent. Due to the 
construction, (l)-(5) remain true, but (6) can be violated. 
Step 4: In the new sequence, at most four consecutive intervals can have the same 
range. (One can easily see this from the construction.) Wherever this happened, delete 
the inner interval(s) from the sequence. This restores (6) and finishes the round. 
Time: Since each round requires constant time, we have to show that the algorithm 
stops after O(log mn) rounds. For this we introduce the notion of search area. For any 
pair of neighbored intervals 1, J the search area is the rectangle (submatrix) between the 
columns of I, J, bounded by the rows of the bottom of I and the top of J. The search 
area of the whole sequence of intervals is the union of search areas of neighbored 
pairs. (Figuratively speaking, the search area is that region of the matrix where ,f still 
may pass.) 
Consider a pair of twins Z, J. In step 1, the search area between Z, J is reduced to 
a factor i, unless there remains the lower half of Z and the upper half of J. But then 
the insertion of K in step 3 obviously reduces the search area between I and J to a 
factor t. 
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Consider a pair Z, J with disjoint ranges, and assume that step 1 is already executed. 
By some boring case distinctions one easily verifies the following claim: If the insertion 
of K in step 3 deletes a ratio of less than i from the search area between Z, J then 
halving K in the next round deletes a ratio of at least {. 
Altogether, two consecutive rounds reduce the search area to at most some constant 
factor. Hence the algorithm terminates after O(logmn) rounds. 
Work: Our next goal is to give an upper bound for the total number of queries. First 
of all, observe the following: An interval is removed from the sequence (in step 4) only 
if a corresponding new interval with the same range has been initialized in the same 
round in another column. So we may pretend that, whenever step 4 is applied, some 
old intervals of our sequence have only been shifted horizontally into new columns, 
but no intervals have been removed. 
Queries are only asked when a new interval is initialized or a current interval is 
halved. Whenever an interval I is shifted into a new column, we charge 1 with the 
(constant) costs of queries asked in its destination column in this round. Further note 
that an interval which is shifted has been halved immediately before. 
By the above “bookkeeping trick” we altogether get that in the life time of each 
interval O(logn) queries are asked. Since we have m columns, the total number of 
queries is O(mlog n). q 
A more careful analysis would even give a bound of O(m log log n + n), but this is 
needless for us. 
As promised, we now combine both previous algorithms by accelerated cascading. 
Theorem 1.3. An unknown discrete monotone function with domain and range of size 
n can be found optimally in O(log n) time using O(n) independent threshold queries 
and arithmetic operations on an EREW PRAM. 
Proof. Somewhat similarly to the approach of [21], we partition the matrix vertically 
into roughly n/log n submatrices each consisting of approximately log n consecutive 
columns. First search for f restricted to the borders of these submatrices. This can 
be done by Lemma 1.2 in O(log n) time using O(m log n) = O(n) work, since m is 
replaced by n/log n. 
After that we must solve n/log n disjoint subproblems of size logn x ni where 
1 <i<n/logn and Cni=n. Here “disjoint” means that these subproblems lie in 
mutually disjoint sets of rows and columns, and can therefore be treated in parallel 
without violating our independence condition. For each ,subproblem with ni > n/log n 
we apply the same procedure horizontally, that is, we partition the submatrix of size 
log n x n; into roughly ni/ log n submatrices of size at most log n x log n, and search 
for the discrete inverse f-' restricted to the borders of these small submatrices. By 
Lemma 1.2, this costs O(log n) time and a total of xi O(mi log log n) = O(n) work, 
where mi = nil log n. 
Finally there remain O(n/ log n) disjoint subproblems of size not exceeding log n x 
log n. They can be solved by Lemma 1.1 in O(log n) time using a total of O(n) work. 
P. Damaschke I Theoretical Computer Science 178 (1997) 225-236 231 
We have seen in Lemma 1.1 that the O(n) bound is optimal. Trivially, also the 
O(log n) time bound is optimal: Consider special monotone functions where all the 
f(x) are drawn from a set of only two neighbored values. In order to determine f 
we must execute binary search in some row of the matrix. This cannot be parallelized 
since simultaneous queries are demanded to be independent. 0 
We mention that, without our independence condition, a monotone function can even 
be found in O(log logn) time by O(n) threshold queries, cf. [21]. But this result is not 
relevant for the rest of our paper. 
2. A segmentation problem in semigroups 
Throughout this section let S be the free semigroup over some fixed, possibly infinite, 
alphabet A (that means S = A*), T another fixed semigroup containing a zero element 
0, and h : S - T a fixed homomorphism. We presume that for every a E A, h(a) is 
computable in 0( 1) sequential time, and every semigroup computation in T needs also 
0( 1) sequential time. 
For simplifying the notation, a word w E S is said to be zero/nonzero if h(w) = 
01 h(w) # 0. Suppose that all a E A are nonzero. A word v is subword of w if w =xvy 
for some x, y E S. A segmentation of w is a partition into subwords w = wi . . . Wk 
such that all wi are nonzero but all w;wi+i are zero. We are interested in the following 
problem: Given a word w from S, find some minimum segmentation of w (that means, 
with minimum k). The length of w is always denoted by n. 
We can assign a discrete monotone function f to every word w=ui . . . a, as follows: 
For 1 d x < n define f(x) to be the maximum y such that a,. . . uy is nonzero. So f 
describes the positions of the inclusion-maximal nonzero subwords of w. 
Lemma 2.1. Provided that f is available, one can determine some minimum segmen- 
tation of w in O(logn) time using O(n) work on an EREW PRAM. 
Proof. With f’(i) := f(i) + 1, define a function g inductively by g(0) := 1 and 
g(i + 1) := f’(g(i)) as long as g(i) d n. If we represent f’ in a natural way as a 
rooted tree with nodes 1 , . . . , n and directed edges (x, f ‘(x)), the function g describes 
the path from leaf 1 to the root n. It is a straightforward exercise to report this path 
within the asserted complexity bounds, using standard parallel tree computation tech- 
niques [23], consult e.g. [14, Ch. 31. Furthermore, the U,(i). . . ag(i+l)_l form a minimum 
segmentation which can be simply shown by induction. 0 
In view of the previous lemma, it suffices to compute f from w, in order to determine 
a minimum segmentation. As a preparation for computing f we need an arbitrary (not 
necessarily minimum) segmentation. By this we can split the problem into parallel 
subproblems where the search algorithm of Section 1 will be applicable. 
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Lemma 2.2. Some arbitrary segmentation of w can be found in O(log n) time using 
O(n) work on an EREW PRAM. 
Proof. Without loss of generality assume that n is a power of 2, otherwise we augment 
w by a number of dummy symbols z $6 A with h(z)=O. Construct a complete binary tree 
whose leaves are the symbols ai of w and whose inner nodes are subwords ai+r . . . ai+2, 
of w such that 2j divides i. 
By bottom-up computation in this tree we determine the h(v) of all subwords u cor- 
responding to tree nodes. Due to our presumptions on S, T, and on the homomorphism 
h, this can be trivially done by the claimed resources. Note that we need not actually 
store the subwords in the tree nodes, this would require O(n log n) space. Instead it 
suffices to store the h values. 
Next write w as concatenation of the maximal nonzero words occuring in the tree. 
(One can check “locally” whether a nonzero word is maximal: simply the word in the 
father node must be zero.) Thus we get a partition of w into nonzero subwords WI . . . wk. 
But note that this is in general not a segmentation yet, since the concatenations of 
several neighbored wi may form larger nonzero subwords if none of them are siblings 
in our tree. We shall finally construct a coarsening of WI . . . wk which is in fact a 
segmentation. 
We say that there is a barrier between wi and wi+r if they are siblings in the tree. 
In this case, WiWi+t is surely zero, otherwise it would be a member of our partition, 
replacing wi and Wi+i. Hence also no member of any segmentation of w can include 
this wiwi+t. Consequently, it suffices to consider the portions of w between any two 
neighbored barriers, independent of each other. 
SO consider a sequence wi, Wi+t , Wi+2,. . without barriers in between, and assume 
wi is longer than wi+r. Then wi+2 cannot be longer than Wi+r, according to the tree 
structure of our partition. Now assume that Wi+r and Wi+2 have equal lengths. Since 
the longer subword Wi stands immediately before them, Wi+t and Wi+2 must be siblings 
in the tree, but then they are separated by a barrier which contradicts our assumption. 
So wi+l must be longer than wi+2, and we inductively conclude that Wi+j is longer 
than wi+j+r. Since all the lengths are powers of 2 they decrease by a factor at least 
2. Similarly we conclude for a sequence of subwords directed to the left. Finally, 
there cannot exist three consecutive members of our partition whose lengths are equal, 
otherwise two of them would be siblings. 
This shows that a portion of w between two barriers contains O(logn) of the Wi. 
Hence a segmentation of each portion can be found in O(logn) sequential time in a 
straightforward way, using the already known h(wi). Altogether this yields segmentation 
of the entire word w. 0 
In the following let WI . . . Wk be already a segmentation of w=al . . . a,,. Segmentations 
have a nice property: Since now the wiWi+i are zero, every nonzero subword of w is 
contained in at most three contiguous segments WiWi+rWi+2. Hence, for computing the 
function f introduced above, we can consider all these triples in parallel. In other 
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words, we only must consider f restricted to the interval where wi is located, and the 
values can range from the end position of wi to the end position of wi+2. 
Lemma 2.3. The function f assigned to a word w is computable in O(logn) time 
using O(n) operations on an EREW PRAM. 
Proof. First compute an arbitrary segmentation wi . . . wk as in Lemma 2.2. As discussed 
above, we can consider then the wiwi+i Wi+2 in parallel. Compute the h values of all 
suffixes of each wi and of all prefixes of each Wi+iWi+2. Since h is a homomorphism, 
this can be done by parallel prefix computations with total work O(n), cf. [16, 141. 
Afterwards, f restricted to the interval of wi can be computed by threshold queries 
using Theorem 1.3. Note that f(x) 2 y is equivalent to h(aX . . .aY) # 0, and each 
threshold query can be answered in O(1) time by multiplying two of the precomputed 
h values. (At this point we essentially need the segmentation, It seems impossible to 
obtain f “globally” in this way.) 
All subroutines used in this algorithm run on an EREW PRAM. The only point 
where more than a constant number of processors might require concurrent read access 
to the same memory cell lies in answering the threshold queries. (Read conflicts with a 
constant number of processors, due to overlaps of our subword triples, can be trivially 
resolved, affecting only the constant factor in the time bound.) In order to decide 
f(x) > y, we must read the h values of the suffix of wi beginning at position x and of 
the prefix of Wi+iWi+2 ending at position y. Now it becomes clear why we insisted on 
independent threshold queries: this is exactly what we need here to avoid read conflicts. 
q 
We summarize our results: 
Theorem 2.4. A minimum segmentation of a given word w of length n, or more 
generally, the family of all inclusion-maximal nonzero subwords of w, can be found 
in O(log n) time using O(n) work on an EREW PRAM. 
This follows immediately from Lemma 2.1 and 2.3 
3. Optimal parallel segmentation of digital curves 
Our digital curve segmentation algorithm we are going to present now assigns to each 
digital line segment some convex polygon in another plane, called the parameter plane. 
We mention that this correspondence is a relaxed variant of Hough transformation [ 131. 
Based on this we will define suitable semigroups S, T and a homomorphism h such 
that our general result from Section 2 can be applied. 
In [7] we have already successfully used parameter polytope intersection to get an 
O(n) time recognition algorithm for digital circular and elliptical arcs, by an O(n) 
time reduction to linear programming with three or five variables [ 181. There are only 
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minor technical difficulties in the reduction, Dualization was also used for line and 
curve detection in arbitrary digital images [2,3]. 
We start with some basic definitions. Let B and B denote the set of integers and 
real numbers, respectively. A pixel is an element of the grid ZZ2, that is, a point in the 
plane with integer coordinates. The g-neighbors of a pixel (p, q) are the eight pixels 
whose abscissa and ordinates differ by at most 1 from p and q, respectively. A digital 
curve (or 8-connected curve) is a sequence of pixels such that any neighbors in the 
sequence are 8-neighbors in the grid. A digital curve containing at most one pixel 
(p, q) for every p is called a digital function curve (DFC), for it is an 8-connected 
curve of an integer function. 
The digitalization dig(E) of a planar point set E & B2 is defined to be the set of all 
pixels (p, q) such that there exists a point (x, y) E E satisfying 
(X = p and q - 0.5 < y < q + 0.5) or (y = q and p - 0.5 < x 6 p + 0.5). 
That means (p, q) E dig(E) iff E meets the axis-parallel cross with center (p, q) and 
four bars of length 0.5 where both the northern and eastern bars include their end- 
points. 
If E is an euclidean straight line segment then D = dig(E) is called a digital line 
segment (DLS). In the following we consider only flat lines with slopes from -1 to 
1. For steep lines with slopes outside the interval [- 1, l] one must switch the roles of 
x and y. According to this we speak of flat and steep DLS. 
As is well-known, any flat DLS can be described as the set of all (p,q) satisfying q= 
[(ap - p)/bj, I < p d r, where ~2, b,p, Z,r are integers, Ial d b, and a, b are relatively 
prime. This is just the digitalization of a segment of the line y = (a/b)x - (p/b) - 0.5. 
Note that any flat DLS is a DFC. On the other hand, any DLS contained in a DFC 
is flat. So we can restrict our problem to DFC rather than arbitrary digital curves. It 
is a straightforward exercise to decompose a digital curve into maximal DFC (with x 
or y as the independent variable) in O(log n) time using O(n) work. 
Let (p, q) be a pixel. The set of all lines y =sx + t such that q = [sp + t] is described 
by -ps f q 6 t < - ps + q + 1, hence their parameters form a stripe in the s, t-plane. 
For a fixed set D of pixels, let H denote the intersection of these stripes of all pixels 
from D. H is a (possibly empty) convex polygon, in general not including all its 
vertices and edges. Trivially, a DFC D is a (flat) DLS iff the intersection of H and 
the stripe - 1 < s < 1 is nonempty. Moreover, since any flat DLS is the digitalization 
of some flat line segment, we have a simpler equivalence: 
Lemma 3.1. A DFC D is a DLS ifs its polygon H is nonempty. 
Parameter polygons of DLS are studied in great detail in [9]. The only important 
thing for our purposes is the following nice property: 
Theorem 3.2 (Domain Theorem [9]). The parameter polygon of a flat DLS has at 
most four vertices. 
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As an immediate consequence we have: 
Corollary 3.3. The intersection of two parameter polygons can be computed in O(1) 
time. 
We remark that the vertices of those parameter polygons correspond by geometric 
duality to certain edges of the convex hulls of the DLS, and thus to euclidean straight 
line segments connecting grid points. Hence all involved numbers are of linear size. 
Our final result is: 
Theorem 3.4. All the maximal DLS in a digital curve of n pixels, as well as a 
minimum segmentation into DLS, can be found in O(log n) time using O(n) work 
(i.e. arithmetic operations) on an EREW PRAM. 
Proof. We reduce our problem to that of Section 2 and can therefore apply Theorem 
2.4. As was earlier mentioned, we can restrict ourselves to DFC. Let S be the set 
of all DFC with concatenation as (partial) semigroup operation, and T the set of all 
parameter polygons with intersection as semigroup operation and 0 as zero element. The 
mapping h assigns to each DFC its (possibly empty) parameter polygon. Obviously, 
h is a homomorphism. Due to Lemma 3.1, a DFC is a DLS iff it is a nonzero word 
in the sense of Section 2, and by Corollary 3.3, a semigroup operation in T needs 
constant time. 0 
It would be nice to learn other meaningful segmentation problems in various branches 
of computer science where Theorem 2.4 could be applied. 
Another question is how the results can be extended to partially defined DFC where 
some pixels are missing. There we lose the essential property of Theorem 3.2. We 
could treat the connected components of such a partial curve and then add the missing 
pixels such that they fit in the obtained incident line segments, but this may cause a 
suboptimal solution. So we conclude with this open problem. 
References 
[I] T.A. Anderson and C.E. Kim, Representation of digital line segments and their preimages, Comput. 
Vision Graphics Image Proc. 30 (1985) 279-288. 
[2] T. Asano and N. Katoh, Number theory helps line detection in digital images - an extended abstract, 
4th Znternat. Symp. on Algorithms and Computation ZSAAC’93, Lecture Notes in Computer Science, 
Vol. 762 (Springer, Berlin, 1993), 313-322. 
[3] T. Asano, N. Katoh and T. Tokuyama, A unified scheme for detecting fundamental curves in binary 
edge images, 2nd European Symp. on Algorithms ESA’94, Lecture Notes in Computer Science, Vol. 
855 (Springer, Berlin, 1994) 2155226. 
[4] M.J. Atallah and S.R. Kosaraju, An efficient parallel algorithm for the row minima of a totally monotone 
matrix, J. Algorithms 13 (1992) 394-413. 
[5] P.G. Bradford, R. Fleischer and M. Smid, A polylog-time and O(nfi)-work parallel algorithm for 
finding the row minima in totally monotone matrices, preprint, 1995. 
236 P. Damaschkel Theoretical Computer Science 178 (1997) 225-236 
[6] P. Damaschke, Line segmentation of digital curves in parallel, 12th Symp. on Theoretical Aspects of 
Computer Science STACS’95, Lecture Notes in Computer Science, Vol. 900 (Springer, Berlin, 1995) 
539-549. 
[7] P. Damaschke, The linear time recognition of digital arcs, Pattern Recognition Lett. 16 (1995) 543- 
548. 
[8] I. Debled-Rennesson and J.P.Reveilles, A linear algorithm for segmentation of digital curves, in: Parallel 
Image Analysis: Theory and Applications (World Scientific, Singapore, 1996). 
[9] L. Dorst and A.W.M. Smeulders, Discrete representation of straight lines, IEEE Trans. PAMI 6 (1984) 
45&463. 
[IO] L. Dorst and A.W.M. Smeulders, Decomposition of discrete curves into piecewise segments in linear 
time, Contemp. Math. 119 (1991) 169-195. 
[1 l] F. Ciao, L.J. Guibas, D.G. Kirkpatrick, W.T. Laaser and J. Saxe, Finding extrema with unaty predicates, 
Algorithmica 9 (1993) 591-600. 
[12] R. Hassin and N. Megiddo, An optimal algorithm for finding all the jumps of a monotone step function, 
J. Algorithms 6 (1985) 265-274. 
[13] J. Illingworth and J. Kittler, A survey of the Hough transform, Comput. Vision Graphics Image Proc. 
44 (1988) 87-116. 
[ 141 J. J&I&, An Introduction to Parallel Algorithms (Addison-Wesley, Reading, MA, 1992). 
[15] W.G. Kropatsch and H. Trockner, Detecting the straightness of digital curves in O(N) steps, Comput. 
Vision Graphics Image Proc. 45 (1989) I-21. 
[16] R.E. Ladner and M.J. Fischer, Parallel prefix computations, J. ACM 27 (1980) 831-838. 
[17] M. Lindenbaum and A. Bruckstein, On recursive, O(N) partitioning of a digitized curve into digital 
straight segments, IEEE Trans. PAMI 15 (1993) 949-953. 
[I 81 N. Megiddo, Linear programming in linear time when the dimension is fixed, J. ACM 31 (1984) 
114-127. 
[19] R. Raman and U. Vishkin, Optimal randomized parallel algorithms for computing the row minima 
of a totally monotone matrix, in: 5th ACM-SIAM Symp. on Discrete Algorithms SODA’94 (1994) 
613421. 
[20] J.P. Reveilles, Geometric discrete, calcul en nombres entiers et algorithmique, These d’Etat, Univ. Louis 
Pasteur, Strasbourg, 199 1. 
[21] R. Samath and X. He, Efficient parallel algorithms for selection and searching in sorted matrices, in: 
6th Internat. Parallel Proc. Symp. IPPS’92 (IEEE Press, New York, 1992) 108-I 11. 
[22] I. Stojmenovic and R. Tosic, Digitization schemes and the recognition of digital straight lines, 
hyperplanes, and flats in arbitrary dimensions, Contemp. Math. 119 (1991) 197-212. 
1231 R.E. Tarjan and U. Vishkin, Finding biconnected components and computing tree functions in 
logarithmic parallel time, SIAM J. Comput. 14 (1985) 862-874. 
