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A funkcionális paradigmájú nyelvek egyre népszerűbbekké válnak, így egyre
nagyobb teret hódítanak ipari környezetben is. A fejlesztést támogató eszkö-
zök/módszerek ezzel párhuzamosan fejlődnek, de még korántsem olyan kiforrot-
tak, mint például az imperatív/objektumorientált nyelvek esetén. A szoftver-
fejlesztést támogató eszközök nagy mértékben növelhetik a fejlesztők produk-
tivitását, megkönnyíthetik a kód megértését és ezzel együtt a karbantartást,
illetve segíthetnek az esetlegesen előforduló hibák felderítésében. A kutatá-
som során statikus programelemzéssel foglalkoztam, amely csupán a forráskód
elemzésével, annak futtatása nélkül nyer ki információt.
Az Erlang ipari környezetben is gyakran használt funkcionális programozási
nyelv, amelyhez már léteznek refaktoráló, elemző és kódmegértést támogató esz-
közök [LT08, LS04, AS09, HLK+09a]. Kutatásomhoz a RefactorErl [HLK+09a]
statikus elemző eszközt használtam, mert egy jól használható, kiterjedt elemző
eszközkészlettel rendelkező keretrendszer. Egy további érv az eszköz választása
mellett, hogy a korábbi kutatásom során részt vettem az infrastruktúrájának
kidolgozásában, így az új elemzések kidolgozása gördülékenyebb lehet egy jól
ismert eszköz esetében.
A dolgozatomban röviden összefoglalom az elért kutatási eredményeimet,
amelyek tudományos publikációk formájában jelentek meg. A témakörök be-
mutatják a főbb eredményeket, amelyekhez függelékben adom meg az ezeket
alátámasztó publikációkat.
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A bemutatásra kerülő statikus elemzések a program szemantikus informá-
cióinak egy magasabb absztrakciós szinten való ábrázolása. Az elemzések egy
specifikus réteget definiálnak az alapvető szemantikus információkra építve. A
dolgozatban a vezérlésfolyam és a hatáselemzés, illetve a párhuzamos és el-
osztott folyamatok kommunikációs modelljének definiálása témakörökben elért
eredményeimet mutatom be az alábbiak szerint.
A bevezető 1. fejezet fennmaradó részében röviden ismertetem a kutatásom
tárgyát, az Erlang funkcionális nyelvet (1.1. fejezet) és a hozzá kapcsolódó
statikus elemzőket, különös tekintettel a RefactorErl nevű eszköz nyújtotta
lehetőségekre (1.2. fejezet). Végül megadom a dolgozatom téziseit az 1.3.
fejezetben.
Ezt követően külön-külön fejezetekben bemutatom a téziseimet, összefogla-
lom az elért eredményeket és a kapcsolódó irodalmat.
A 2. fejezetben az Erlang programok vezérlésfolyam-gráfjának kompozíci-
onális építő szabályait mutatom be, amelyet a nyelv szemantikájának megfe-
lelően adtam meg. A 3. fejezetben az első tézis eredményeként előállítható
vezérlésfolyam-gráfot alapul véve, Erlang programok vezérlésfüggőségi gráfjá-
nak építését, a gráfon végrehajtott program szeletelő algoritmust, illetve ennek
egy alkalmazását mutatom be: hogyan alkalmazható ez a releváns tesztesetek
kiválasztására. A 4. fejezetben pedig egy olyan elemzési módszert muta-
tok be, amelynek segítségével megadható az Erlang programok kommunikációs
modellje. Az elemzés egy statikus kommunikációs modellt mutat be, amely
tartalmazza az azonosított folyamatokat, illetve az üzenet küldések és a rejtett
függőségek általi kommunikációt is. A módszerhez megadok egy kiterjesztést,
amely alkalmazásspecifikus elemzések segítségével tovább pontosítja a kommu-
nikációs modellt. Az elemzések által előállított modellek leginkább a kódmegér-
tés támogatását célozzák meg, de a második tézisben bemutatott függőségi gráf
kiegészíthető a kommunikációs gráf elemzéséből előálló információkkal, ezzel is
pontosítva a hatáselemzés eredményét.
A dolgozat zárásaként magyarul (5. fejezet) és angolul (6. fejezet) is összeg-
zem a bemutatott eredményeket. Ezt követi a hivatkozott tudományos művek
és saját publikációim listája. A publikációs jegyzékben külön szerepelnek a té-
ziseimhez szorosan kapcsolódó és a statikus elemzés témakörben született egyéb
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publikációim.
A dolgozatom három függelékkel zárul (A., B. és a C.), amelyek a téziseket
alátámasztó publikációkat tartalmazzák.
1.1. Erlang
Az Erlang [Erl18a] egy általános célú funkcionális programozási nyelv és fut-
tatókörnyezet, melyet az Ericsson Computer Science Laboratory tervezett és
fejlesztett. A nyelv elsődleges alkalmazási területe az elosztott, masszívan
párhuzamos, nagy hibatűrő alkalmazások fejlesztése. Az Erlang forrásfájlból
BEAM kód fordul, amely az Erlang Virtuális Gépen (Erlang VM) futtatható.
A nyelvet, futtatókörnyezetet és standard könyvtárat (Open Telecom Platform,
OTP) együttesen az Erlang/OTP néven szokás nevezni. A nyelv főbb tulaj-
donságai/jellemzői:
• Dinamikusan típusozott: A programok típushelyességének vizsgálata nem
történik meg fordítási időben, csupán a programozási nyelv beépített függ-
vényeivel, futási időben van lehetőség típusellenőrzésre.
• Szigorúan típusos: Az egyes típusok között nem történik automatikus
típuskonverzió. A típushibák futási idejű hibaként jelentkeznek.
• Mohó kiértékelésű: Egy kifejezés akkor kerül kiértékelésre, ha minden
részkifejezésének értéke ismert. Azaz előbb a részkifejezései kerülnek ki-
értékelésre és csak aztán maga a kifejezés. Ez alól kivételt képeznek az
andalso és orelse logikai rövidzáras operátorok.
• Egyszeres hozzárendelésű változók (Single assignment): Nincs destruktív,
előző értéket felülíró értékadás, minden változó legfeljebb egyszer kaphat
értéket, annak értéke a későbbiekben nem változtatható meg.
• Futásidejű kódcsere (Hot Code Swapping): A virtuális gép lehetőséget
nyújt az alkalmazás bájtkódjának futási időben való lecserélésére, az al-
kalmazás újraindításának szükségessége nélkül.
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• Aktor modell: Párhuzamos számítási modellként az aktor modellt hasz-
nálja. A párhuzamos folyamatok izolált memóriaterülettel rendelkeznek,
csak aszinkron üzeneteken keresztül kommunikálnak.
• Pehelysúlyú folyamatok: Az elindított folyamatokat az Erlang virtuális
gépe kezeli, ezek nem operációs rendszer szintű folyamatok. A folyamatok
indítását, ütemezését és a megfelelő szemétgyűjtést maga a virtuális gép
végzi. Erlangban akár több millió párhuzamos folyamat is hatékonyan
kezelhető.
• Magasabbrendű függvények: A függvények argumentuma vagy értéke is
lehet függvény.
1.1.1. Erlangban használatos fogalmak
A dolgozatban a nyelvhez kapcsolódóan a következő fogalmak kerülnek felhasz-
nálásra:
BEAM - Az Erlang virtuális gépének a neve, amely a Bogdan/Björn’s Erlang
Abstract Machine rövidítése.
BIF - A nyelv részét képező „beépített” függvények (Built-In Functions, BIFs).
Ezek definíciója nem Erlangban adott, hanem C nyelven íródtak nagyrészt ha-
tékonysági megfontolásból.
Core Erlang - Az Erlang fordító által használt/támogatott egyszerűbb szin-
taxisú reprezentációja az Erlang forráskódnak. A forrásnyelvben megtalálha-
tó több szintaktikai elem (syntactic sugar) eliminálásra/egyszerűsítésre kerül.
Ezt a köztes reprezentációt használják különféle elemzések[CSW06, CS10a],
hibakeresés[Dia18] és optimalizációk[SPC+03] elvégzésére.
Őrfeltétel (Guard) - Logikai típusú, mellékhatásmentes kifejezések. Csak
logikai műveletek és néhány előre definiált függvény használható őrfeltételként.
Előfordul: függvények definícióiban, case, if, receive kifejezésekben.
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Őrfeltétel BIF (Guard BIF) - A BIF -ek egy szűkebb alcsoportja, amely
használható őrfeltételben. Ezek nagyrészt futási idejű típusellenőrzések, tulaj-
donságokat vizsgáló és konverziós műveletek.
Erlang node - Az elosztott módban indított és címmel ellátott Erlang vir-
tuális gépeket node-nak nevezzük.
Folyamat azonosító (pid) - Minden folyamat egyedi azonosítóval rendel-
kezik, amelyet a futtatókörnyezet határoz meg a folyamat indításakor. Ez az
egyedi azonosító használható az üzenetek küldésénél.
Port - A port egy kommunikációs csatorna a nem Erlangban megvalósított
programokkal. A port megnyitása után a folyamat a kommunikációs kifejezések
segítségével küldhet és fogadhat üzeneteket.
Folyamatok regisztrálása - Az elindított folyamatok regisztrálhatóak, azaz
névvel láthatóak el. A pid mellett a regisztrált név is használható üzenetkül-
déskor.
Mintaillesztés (Pattern matching) - Funkcionális nyelvekben gyakran
használt módszer, amely segítségével változókhoz érték rendelhető, érték és tí-
pus szerinti egyenlőség vizsgálható, összetett konstrukciók értékei választhatóak
ki, valamint befolyásolható a vezérlésfolyam.
Függvénykifejezés - A nyelvben a függvények teljes jogú entitások (first-
class citizen), azaz ugyanúgy kezelhetőek, mint bármilyen más adat. A függ-
vénykifejezéseknek van implicit és explicit formája. Az implicit kifejezés egy
létező függvény hivatkozása, az explicit pedig egy kifejezés szintű, lokális függ-
vény definíció.
1.1.2. Erlang folyamatok
Az Erlang nyelvi szinten támogatja a párhuzamos és elosztott programozást.
Erlang esetén könnyűsúlyú folyamatokról beszélünk, hiszen a indításról és az
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ütemezésről a VM gondoskodik. A folyamatok közötti kommunikáció teljesen
transzparens módon történik, azaz teljesen irreleváns, hogy az elérni kívánt
folyamat melyik elosztott node-on fut.
Egy VM akár több millió folyamatot is tud egy időben kezelni, így masszívan
párhuzamos és elosztott rendszerek fejlesztésére jól használható.
Folyamatokat az erlang modul spawn/1,2,3,4, spawn_link/1,2,3,4 és ezek
variánsaival lehetséges indítani. Alapesetben a kiértékelést végző VM indítja el
a folyamatot, de akár az is megadható, hogy melyik elosztott módban futó node-
on induljon a folyamat. A függvény értéke az elindított függvény azonosítója
(pid), amely minden folyamat esetén egy egyedi azonosító. Ennek segítségével
globálisan címezhető, akár több összekapcsolt Erlang node esetén is.
Egy folyamat a saját azonosítóját a self/0 BIF segítségével kérdezheti le.
Az egyes folyamatok akár nevesíthetőek a register/2 BIF segítségével. A
regisztráció csupán a regisztrálást végző node-on történik meg, így önmagában
ez a név nem használható globális címzésben. Globális címzésben ez a név csak
a node nevének/címének megadása mellett használható.
A folyamatok globális regisztrációjára a global:register_name/2,3 függvény
használatával van lehetőség.
A folyamatok közötti kommunikációra a következő nyelvi primitívek hasz-
nálhatóak:
• ! – Az operátor baloldali operandusa a cím, jobb operandusa pedig az
üzenet. A kifejezés értéke a küldött üzenet. Az operátor jobb asszociatív,
így egyszerre több folyamatnak is elküldhető ugyanaz az üzenet.
• erlang:send*/2,3 – A ! operátorhoz hasonlóan, üzenetküldésre szolgál.
• receive – Az üzenetek fogadására szolgáló blokkoló kifejezés, amely lehe-
tőséget biztosít szelektív üzenetfogadásra a mintaillesztés segítségével.
Az Erlang nyelv egy formális specifikációja az A. függelékben mellékelt pub-
likáció A. függelékében található.
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1.2. Statikus programelemzés
Statikus programelemzés alatt azokat az eljárásokat értjük, amely csupán a
forráskódban (vagy Erlang esetén a bájtkódjában1) elérhető információkra ala-
pozva végez különböző elemzéseket anélkül, hogy az végrehajtásra vagy kiérté-
kelésre kerülne.
A statikus programelemzés célja és eredményeinek felhasználási területe sok-
rétű lehet, ilyen például:
• Gyakori programozói hibák felderítése [Cod18, KOHB15, Cpp18, Gra18],
• Kódmegértés támogatása a karbantartási/fejlesztési folyamatban [PB18,
SCI18, HBKT11, TBH10a],
• Szoftverminőségi és bonyolultsági mutatók kiszámítása [BP17, Gra18,
Con18, KK10],
• Szoftver verifikálása [HJMS03, FS07b, PS11a, Bob08],
• Duplikált kód keresése [Con18, FT13],
• Monolitikus rendszerek struktúrájának erősen összefüggő komponensei-
nek meghatározása és ennek átszervezésére [LHK+08],
• Programtranszformációk végrehajtására [Jet18, Sub18, Net18, TB09,
BFH+15, KTB18],
• Szoftver modelljének kinyerésére [TB14, BKT18],
• Párhuzamosítható komponensek felderítése [BFH+14, KTBH16] stb.
Természetesen a statikus programelemzésnek megvannak a korlátai, hiszen
több olyan tényező is közrejátszhat, amiről fordítás időben nincs információja az
elemző keretrendszernek. Ezért a statikus elemzés által előállított eredmények a
legtöbb esetben csak egy konzervatív, közelítő felső becslése a valódi jelentésnek.
Ez különösen igaz, ha a elemzés célnyelve dinamikusan típusozott, dinamikus
konstrukciókat támogató nyelv.
1A dolgozatban nem foglalkozok a fordított állomány elemzésével.
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1.2.1. Statikus elemzés Erlangban
Erlang nyelvhez több statikus programelemző eszköz létezik. Az elemzés célki-
tűzésétől függ, hogy az a forráskódon, az egyszerűbb Core Erlang nyelven, vagy
a lefordított BEAM kódban végez elemzéseket.
Amikor fontos a forráskód változatlan formában való megtartása, például
egy refaktoráló eszköz (RefactorErl [HLK+09a], Wrangler [LT08]) esetén, akkor
a forráskódon vagy a forráskód reprezentációján kénytelen működni. A repre-
zentációnak olyannak kell lennie, amelyből előállítható a változtatások által
nem érintett forráskód az eredeti formájában a stílusinformációk megtartásá-
val.
Amennyiben nem fontos az eredeti forráskód megtartása, annak csupán va-
lamilyen modelljére vagy a szemantikus információ egy részére van szükség
(Dialyzer [CS10b]), akkor az elemzéshez elhagyható a stílusinformáció.
Erlangban írt programok esetén gyakoriak a dinamikus függvényhívások,
amelyek megnehezítik a statikus elemzést. Előfordul olyan eset, amikor csak
részinformációk állnak rendelkezésre a meghívott függvényről. Ezekre különbö-
ző heurisztikák segítségével egy becslés adható meg a rendelkezésre álló infor-
mációk alapján [HK11].
A RefactorErl elemző keretrendszer
A RefactorErl [Ref18, BHH+11, HLK+09a] egy statikus forráskód elemző, re-
faktoráló és kódmegértést támogató eszköz. Az eszköz saját elemzési mecha-
nizmusokkal rendelkezik, kezdve a lexikai elemzéstől, a szintaktikus elemzésen
át, egészen a magasszintű szemantikus elemzésekig.
Ahogyan az eszköz neve is mutatja, az eredeti célkitűzés a kódtranszfor-
málás volt. A saját elemzési eljárásokat a forráskód eredeti formájában való
megőrzése indokolta. A standard eszközök használatával több, a fordító számá-
ra lényegtelen, de a fejlesztők számára fontos információ elveszik. Ilyen például
a forrásállományban megjelenő dokumentáció, makrók, rekordok és stílusinfor-
mációk. Ilyen módon a transzformálást követően az eredeti forráskód a legtöbb
esetben nem állítható vissza.
Az eszköz a forráskódból kinyert információt egy Szemantikus Programgráf-
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ban (SPG) ábrázolja.




A RefactorErl egy saját nyelvtan leírásból generálja a lexikális és szintak-
tikus elemzőjét. Ezek állítják elő a forráskód egy kiegészített szintaxisfáját,
mely leveleiben tartalmazza a részletes token információkat is2. A RefactorErl
statikus elemző keretrendszere ezt a szintaxisfát veszi alapul és futtat le rá több
szemantikus elemzést.
A szemantikus elemzéseket alap és kiegészítő kategóriába soroljuk. Alap-
elemzéseknek azokat az eljárásokat tekintjük, amelyek a forráskódra automati-
kusan végrehajtódnak. Ilyen például a változók kötési és hivatkozási informáci-
ói, a függvényhívási információk stb. Az alap szemantikus elemzések aszinkron
párhuzamos módon futnak, egy előre definiált sorrendben, minden Erlang form-
ra egy külön folyamatban. A szükséges szinkronizációt az eszköz szemantikus
gráfkezelő rétege biztosítja.
Az kiegészítő elemzések a kezdeti elemzések által előállított információkat
használják fel és/vagy költségesek, így ezek nem kerülnek automatikusan végre-
hajtásra a forráskód kezdeti elemzésekor. Ilyen kiegészítő elemzés a párhuzamos
folyamatok elemzése és a vezérlésfolyam elemzés is, amivel a disszertációmban
is részletesen foglalkozok.
Az Erlang sajátosságaiból adódik, hogy két elemzés kölcsönösen függhet
egymástól. Tekintve, hogy elég gyakoriak a dinamikus függvényhívások, így
sokszor csak futási időben derül ki, hogy melyik függvény kerül alkalmazásra
az adott ponton. Azonban adatfolyam elemzéssel pontosítható a függvényhí-
vási gráf és fordítva is igaz ez. Ezt figyelembe véve, az elemzések fixpontig
tartó váltakozó alkalmazása révén egy jól közelítő becslést kaphatunk mindkét
elemzés esetében. Az eredmények tovább pontosíthatóak, ha az adatfolyam és
függvényhívási gráf mellet figyelembe vesszük a vezérlésfolyam információkat
2A tokenekben van tárolva a forráskód stílusára vonatkozó információ.
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is. A vezérlésfolyam elemzés segítségével kinyerhető információk alapján az
adatfolyam elemzés is tovább pontosítható, tehát a három elemzés kölcsönösen
hatással lehet egymásra.
1.3. Tézisek
A doktori dolgozat három tézis köré épül:
• 1. tézis Definiáltam Erlang programok vezérlésfolyam-gráfját egy kom-
pozícionális szabályhalmaz segítségével. A szabályok a nyelv szintaktikus
kifejezéseihez rendelnek vezérlésfolyam éleket a nyelv szemantikájának
megfelelően. Megadtam a vezérlésfolyam-gráf és az ezen alapuló végre-
hajtási utak számításának algoritmusát a RefactorErl keretrendszerben.
Az elemzések felhasználhatóak függőségi elemzésekben és párhuzamosít-
hatóság ellenőrzésében egyaránt.
• 2. tézis Az első tézis eredményeire alapozva megadtam Erlang progra-
mok vezérlésfüggőségi gráfját. A vezérlésfüggőség és adatfüggőség infor-
mációk felhasználásával megadtam a függőségi gráf elkészítésének algo-
ritmusát és az ezen elvégezhető programszeletelést. Megadtam, hogyan
használható a programszeletelés refaktorálások hatásának az elemzésére,
azaz a transzformációk által érintett, lefuttatandó tesztesetek kiválasztá-
sára.
• 3. tézis Definiáltam konkurens Erlang programok folyamatainak egy
kommunikációs modelljét és megadtam a felépítéséhez szükséges statikus
elemzések algoritmusait. Megadtam azon további elemzések algoritmusa-
it, melyek segítségével a modell Erlang viselkedési minták információival
bővíthető. Az elemzés eredményeként előállított modell segíti a kódmeg-
értést, de információinak felhasználásával tovább pontosítható a konku-
rens programok hatáselemzése is.
A tézisekben megfogalmazott elemzések validációját úgy végeztük, hogy
a megadott algoritmusokat megfogalmaztuk a RefactorErl által nyújtott Sze-
mantikus Programgráf ra. A megadott elemzések implementációit a [TTB+12]
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publikációban megadott módon teszteltük. Ezen felül a kidolgozott elemzések
eredményit alkalmaztuk más elemzésekben, ilyen például a párhuzamosítható
mintafelismerés [TBK17] vagy a tesztesetek szelekciója [FBT17].
A mintafelismerés esetén nagyméretű alkalmazásokat elemeztünk olyan for-
ráskód részeket keresve, amelyek párhuzamosíthatóak, illetve transzformációk
segítségével párhuzamos futtatásra alkalmassá tehetőek. A mintafelismeréshez
a vezérlési utakra különböző feltételeket adtunk meg, amelyek teljesülése esetén
a kódrészlet megfelel a vizsgált mintának. Az elemzés által megtalált forráskód
részek az adott párhuzamosítási minta megfelelői voltak.
A tesztesetek kiválasztásánál szintén nagyméretű kódokra alkalmaztuk az
elemzést és a változásokat követve megadtuk az érintett teszteseteket. Az elem-
zés által megadott tesztesetek megfelelőek voltak, de az eredmények rámutattak
arra, hogy a folyamatok közötti implicit függőségek figyelembe vételével tovább
javítható/pontosítható az eredmény.
A kommunikációs modellt használati esetek révén validáltuk. Különböző
forráskódra próbáltuk azt ki és az implementáció által előállított eredményeket





Programozási nyelvenként különbözik, hogy milyen vezérlési szerkezeteket tá-
mogat nyelvi szinten. A leggyakrabban használt konstrukciók közé tartozik a
szekvencia, elágazás, ciklus és a rekurzió. Ezen felül számtalan többé-kevésbé
gyakran használt konstrukció befolyásolhatja a program viselkedését, amely-
re példa a mintaillesztés, rövidzár operátorok vagy a párhuzamos és elosztott
programozásban használt blokkoló üzenetfogadás. Ugyan közvetlenül nem lát-
ható a vezérlést befolyásoló hatása, de egy aszinkron üzenetküldés is (implicit)
hatással lehet egy másik folyamat viselkedésére.
Vezérlési szerkezetek. A programozási nyelvek alapvető építőkövei közé tar-
toznak a vezérlési szerkezetek, amelyek a program viselkedését adják meg. A
program működését több tényező befolyásolhatja, mint a paraméterül kapott
érték(ek), mellékhatás/interakció a külső környezettel vagy éppen valamilyen
rész számítás eredménye. A számtalan kiértékelési lehetőség révén számtalan
különböző kiértékelési útvonal alakulhat ki egy programban.
A strukturált programozás nyelveket tekintve a leggyakrabban előforduló
vezérlési szerkezetek:
• Kifejezések egymás utáni kiértékelése – Ez lehet szekvencia, vagy műve-
letek/függvények kompozíciója.
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• Elágazás – Egy feltétel mentén kettő (vagy több) különböző viselkedés
megadása. A leggyakrabban használt elágazás kifejezések: if-then-else,
case, switch stb.
• Művelet ismétlése – Egy művelet vagy műveletsor egymásután/ciklikus
ismétlése. Ez lehet ciklus, rekurzív függvény, listagenerátor stb.
Kiértékelési stratégiák A programozási nyelv tervezési szempontjából fon-
tos, hogy milyen kiértékelési stratégiát valósít meg. Minden kiértékelési stra-
tégiának egyaránt megvannak az előnyei és hátrányai. A modern nyelvekben a
mohó és lusta kiértékelési stratégiák a leggyakrabban használtak. A kiértékelési
stratégia is fontos szerepet tölt be a program viselkedésében, amelyet figyelem-
be kell venni a vezérlésfolyam alakulásánál. Például, a lusta kiértékelésű nyel-
vek esetén előfordulhat, hogy egyes részkifejezések nem kerülnek kiértékelésre,
szemben a mohó kiértékeléssel, amely minden részkifejezést kiértékel, függetle-
nül attól, hogy arra szükség lesz-e a későbbi számítások során vagy sem. Ilyen
például egy függvény argumentumaként használt kifejezés, amely egy mohó ki-
értékelésű nyelv esetén a függvény meghívása előtt kiértékelésre kerül. Ezzel
szemben a lusta kiértékelésű nyelvekben csak annak felhasználása helyén kerül
kiértékelésre. Több mohó kiértékelésű nyelv is biztosít rövidzár operátorokat,
amelyek a lusta kiértékeléshez hasonlóan viselkednek.
2.1. Vezérlésfolyam elemzés
A statikus vezérlésfolyam elemzés csupán a forráskódban megtalálható infor-
mációkra támaszkodik. Az elemzés egy statikus vezérlésfolyam-gráfot állít elő,
amely tartalmazza az összes, potenciális vezérlési utat1.
A pontosságot tekintve nullad- és magasabbrendű (n-ed) elemzésről beszél-
hetünk. A nulladrendű elemzés eredménye nem tartalmaz információt a hívások
kontextusáról, a magasabbrendű elemzéssel ellentétben.
1Rekurzív függvények esetén ez potenciálisan végtelen számú is lehet.
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2.1.1. Vezérlésfolyam-gráf
A vezérlésfolyam elemzés eredménye egy vezérlésfolyam-gráf (továbbiakban
CFG-ként is hivatkozom, az angol Control Flow Grah-ból), amely a forrás-
kód belső szerkezetének egy reprezentációja. A CFG-ből megadható az összes
végrehajtási út, amely a függvény kiértékelése során előállhat.
Az elemzés által előállított vezérlésfolyam-gráf számos területen felhasz-
nálható. Például, a fordítóprogramok optimizálásra, statikus elemző eszkö-
zök hibakeresés segítésére, illetve programszeletelésre használnak vezérlésfo-
lyam elemzést/vezérlésfolyam-gráfot [Muc97, FOW87].
Tekintve, hogy statikus elemzésről van szó, az elemzés eredménye egy kon-
zervatív becslés, amely felső becslése a valós vezérlésfolyamnak. Az elemzési
eredmény pontosítható, ha az adatfolyam elemzés eredményeit felhasználjuk,
illetve valamilyen módon leszűkítjük (statikus-dinamikus információk alapján)
a paraméterek lehetséges értékeinek halmazát.
Az elemzés kiterjedhet a teljes programra, vagy csak egy függvény törzsére.
Ezeket az elemzéseket inter-, illetve intrafunkcionális elemzésnek nevezzük.
Intrafunkcionális CFG
Az elemzés csak egy függvény törzsére történik, csak a lokálisan elérhető in-
formációk segítségével. Az elemzés nem követi a függvényhívásokat, ezeket
figyelmen kívül hagyja, és azt mint egy hagyományos kifejezést kezeli. A vég-
rehajtási utak csak az elemzés tárgyát képező függvényre adhatóak meg, az
törzsében használt függvényekre vonatkozó információk nélkül.
Interfunkcionális CFG (ICFG)
Az elemzéshez szükséges egy függvényhívási gráf, ugyanis az elemzés követi a
függvényhívásokat és az ezen keresztül kiértékelésre kerülő függvényeket, így
azok elemzése is megtörténik. Az elemzés során megjelennek azok a kiegészítő
élek, amelyek a függvények hívási és belépési pontjainak, illetve a visszatéré-
si pont és a hívás helyeinek vezérlésátadását jelölik. Az elemzés pontosságát
tekintve beszélhetünk nullad- és n-edrendű elemzésről.
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Nulladrendű elemzés A nulladrendű elemzés nem épít be kontextus infor-
mációt az előállított gráfba. Amennyiben egy függvény több ponton is hivat-
kozásra kerül, úgy a bejárás során a visszatérési pontok nem feltétlenül azo-
nosíthatóak be egyértelműen. Ezáltal olyan hamis vezérlésfolyam információk
jelenhetnek meg a gráfban, amik a függvény kiértékelése során nem fordulhat-
nak elő. Ez kiküszöbölhető olyan módon, hogy minden függvényhívás esetén a
vezérlésfolyam-gráf egy új példánya kerül beillesztésre így létrehozva az IIFG-t
(interprocedural inlined flow graph [SHR01]). Ezáltal számtalan példánya kelet-
kezik egy-egy függvénynek, amely óriási mértékben megnöveli az gráf méretét.
Ez a megközelítés egy funkcionális nyelv esetén a rekurzív függvényhívások mi-
att csak korlátozottan alkalmazható, hiszen az iterációk végrehajtására rekurzív
definíciókat alkalmaznak.
N-edrendű elemzés A nullandrendű elemzés hibáinak kiküszöbölésére adták
meg az elsőrendű elemzést, amely a hívás helyére vonatkozó kontextus infor-
mációt is tartalmazza. Még ebben az esetben is adódhatnak pontatlanságok,
hiszen egy hívási lánc mentén több irányból, több kontextus információ is lehet-
séges. Az elsőrendű elemzés tovább általánosítható, hogy nagyobb mélységben
beazonosítható legyen/rendelkezésre álljon a környezeti információ. Az infor-
máció mélységétől függően beszélhetünk N-edrendű elemzésről.
2.1.2. Vezérlésfolyam elemzés Erlangban
A nyelvben az alapvető elágazás vezérlési szerkezetek mellett, mintaillesztés
alapú esetszétválasztásra is lehetőség van. A változók egyszer kaphatnak értéket
(single assignment), így ezek értékeinek megváltoztatására nincs lehetőség. A
már kötött változók mintaillesztésben való felhasználása befolyásolja a vezérlés
alakulását, hiszen érték és típus szerinti egyenlőség vizsgálat történik.
Az Erlang nyelvi szinten támogatja a párhuzamos és elosztott programok
fejlesztését. Így a szekvenciális konstrukciók mellett az üzenet küldés illetve
az üzenetek fogadása (blokkoló receive konstrukció) is hatással van a vezérlés
alakulására.
Amikor párhuzamosságról beszélünk, nem hagyhatjuk figyelmen kívül a vir-
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tuális gép sajátosságait és a standard könyvtárak által bevezetett un. rejtett
függőségeket. Ilyen lehet például:
• a folyamatok egymáshoz linkelésére és monitorozása, amely implicit füg-
gőségeket vezet be,
• a folyamatok monitorozásának és összekötésének megszüntetése,
• a párhuzamos tervezési mintákban elrejtett függőségek stb.
Az általam megadott formális szabályok intrafunkcionális szabályok, ame-
lyek a nyelv szemantikája alapján kerültek megadásra. Minden függvény de-
finíciójára egy különálló vezérlésfolyam-gráf építhető fel a szabályok szerint,
ezek nem kerülnek összekapcsolásra a függvényhívások mentén. A függvényhí-
vásokat egy speciális élcímkével definiálom, amely a későbbi felhasználás során
figyelembe vehető.
A munkámban figyelembe vettem az Erlang nyelvben megtalálható (R15-
ig) összes nyelvi elem formális vezérlésfolyam szabályát. A szabályok lehető
legrészletesebb kidolgozásra törekedtem, így a szabályokban nem alkalmaztam
blokkosítást az egymástól csak sorrendiségi függőségben (szekvencia) lévő ele-
mek csoportosítására. Ezáltal egy összetett kifejezés esetén is teljes mélységben
megadható annak vezérlésfolyam-gráfja, amely a későbbi pontosabb elemzésnél
elengedhetetlen lehet. A szabályok megadásánál fontosnak tartottam, hogy a
megadott szabályok gyakorlatban való alkalmazásánál, illeszkedjenek a nyelv-
hez és ne legyen szükség a forráskód átalakítására.
2.1.3. Formális vezérlésfolyam szabályok
A megadott szabályok nyelvspecifikusak, a nyelv szemantikájának megfelelően
definiáltam őket a nyelvben használt szintaktikus konstrukcióra. A szabályok
kompozícionálisak és a lehető legrészletesebben leírják egy konstrukció vezérlés-
folyamát. Az általam megadott formális vezérlésfolyam szabály közül mutatok
be most néhányat. A vezérlésfolyam elemzés és a CFG építő szabályok részletes
bemutatása az A. függelék 3.9. fejezetében és C. függelékében található.
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Jelölések a vezérlésfolyam szabályokban
A vezérlésfolyam szabályaiban a különböző konstrukciók jelölésére az alábbi
jelöléseket fogom használni:
• e0 ∈ E – egy összetett kifejezést jelölő csúcs,
• e′0 ∈ E – egy segédkifejezés, amely a e0 kifejezés belépési pontját jelöli,
• e, ei ∈ E – egy tetszőleges kifejezéseket jelölnek,
• g, gj ∈ E – őrfeltételeket jelölnek,
• p, pk ∈ P – mintaillesztésben szereplő kifejezéseket jelölnek,
• f/n ∈ F – az n aritású2 f függvény belépési pontja,
• ret e ∈ E – az e elágazó kifejezések/függvények visszatérési pontját jelölő
segéd kifejezés.
A szabályokban a vezérlésfolyam alakulását élcímkével ellátott élek adják
meg, amelyek a következőek lehetnek:
• (yes→) – egy feltétel vagy mintaillesztés teljesülése esetén a kiértékelésben
következő kifejezésbe mutató él,
• (no→) – egy feltétel nem teljesülése esetén vagy sikertelen mintaillesztés
esetén kiértékelésben következő feltételre, mintaillesztésre vagy kifejezésbe
mutató él,
• (ret→) – egy korábbi kifejezéshez való visszatérést jelöl (például listagene-
rátor generátorai esetén),
• (call→) – speciális él, amely a függvényhívás helyét jelöli,
• (rec→) – speciális él, amely az üzenetfogadást jelöli,
• (send→ ) – speciális él, ami az üzenetküldéseket jelöli.
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e1 ◦1 e2 ◦2 ...
◦n−2 en−1 ◦n−1 en
e′0 → e1,
e1 → e2, e2 → ◦1,




e1 ◦1 e2 ◦2 . . .
◦n−2 en−1 ◦n−1 en
e′0 → e1,
e1 → e2 ... en−1 → en,
en → ◦n−1,
◦n−1 → ◦n−2, ..., ◦2 → ◦1,
◦1 → e0
2.1. ábra. Bal- és jobbasszociatív műveletek
A 2.1. ábrán a bal- és jobbasszociatív operátorok vezérlésfolyam szabályai
láthatóak. A kiértékelési sorrend a kifejezés asszociativitásának megfelelően
jobb- illetve baloldalról történik, előbb a operandusoknak megfelelő kifejezések,
majd maga az operátor.
A 2.2. ábrán az elemzés legnagyobb egységének, a függvénynek és a függvény
alkalmazásnak szabályai láthatóak. Egy függvénynek több ága is lehet, amelyek
között a mintaillesztés és az őrfeltétel együttes teljesülése határozza meg, hogy
a függvény melyik ága kerül kiértékelésre.
A 2.3. ábrán a case elágazó kifejezés szabálya látható. A függvényhez
hasonlóan a mintaillesztés és az őrfeltételek határozzák meg, hogy melyik ága
kerül kiértékelésre.
További szabályok és az ezekhez tartozó leírások a A. függelékben meg-
adott publikációban (C melléklete), illetve a [TB11] tudományos publikációban
kerültek kifejtésre.
A formális szabályok intrafunkcionálisan adottak, azaz speciális (call→), (rec→),
(send→ ) élek jelölik az adott függvény láthatósági köréből kifelé mutató vezérlést
befolyásoló események. Az elemzés eredményét felhasználva egy bejárással,
amely a speciális élekkel való hivatkozásokat feloldja, megadhatóak a lehetséges
interfunkcionális végrehajtási utak.
2paramétereinek a száma n
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{p11, . . . , p1n} yes→ g1,
{p11, . . . , p1n} no→ {p21, . . . , p2n},
...
{pm−11 , . . . , pm−1n } yes→ gm−1,
{pm−11 , . . . , pm−1n } no→ {pm1 , . . . , pmn },
{pm1 , . . . , pmn } yes→ gm,













e11 → e12, . . . , e1l1−1 → e1l1 ,...
em1 → em2 , . . . , emlm−1 → emlm ,
e1l1 → ret f/n,...
emlm → ret f/n,
(Függv. alk.)
e0:
ef(e1, . . . , en)
e′0 → ef ,
ef → e1,
e1 → e2, . . . , en−1 → en,
en
call→ e0,
2.2. ábra. Függvény definíciónak és függvényhívás vezéslésfolyama
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p1 when g1 → e11, . . . , e1l1 ;...
pn when gn → en1 , . . . , enln
end
e′0 → e, e→ p1,
p1
yes→ g1, p1 no→ p2,
...
pn1
yes→ gn−1, pn−1 no→ pn,
pn
yes→ gn, pn no→ error,
g1
yes→ e11, g1 no→ p2,
...
gn−1
yes→ en−11 , gn−1 no→ pn,
gn
yes→ en1 , gn no→ error,
e11 → e12, . . . , e1l1−1 → e1l1 ,...
en1 → en2 , . . . , enln−1 → enln ,
e1l1 → ret case,...
enln → ret case,
ret case→ e0
2.3. ábra. Mintaillesztéses esetszétválasztás vezérlésfolyama
Példa egy egyszerű függvényre
Tekintsük az alábbi parciálisan definiált, a nem negatív számok faktoriálisát
kiszámító fact/1 függvényt.
fact(0) -> 1;
fact(N) when N > 0 ->
N * fact(N - 1).
2.4. ábra. Faktoriális függvény
A függvény a 0 érték esetén a konstans 1 értéket adja. Amennyiben a
paraméterül kapott érték nullától nagyobb, az értéket megszorozza az egyel
kisebb szám rekurzívan kiszámított faktoriálisával. Ezt addig ismétli, amíg az
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el nem éri az alapesetként megadott 0 értéket. Amennyiben a függvény olyan
értékkel kerül meghívásra, amely nem illeszkedik a megadott mintákra vagy az






















2.5. ábra. A fact/1 függvény vezérlésfolyam-gráfja
A nyelvhez megadott formális szabályok segítségével a fact/1 függvényhez
a 2.5. ábrán látható vezérlésfolyam-gráf adható meg.
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2.1.4. Vezérlésfolyam elemzés felhasználása
A kidolgozott formális szabályok jól illeszkednek a RefactorErl elemző keret-
rendszer infrastruktúrájába. A formális szabályok alapján a vezérlésfolyam
elemzést definiáltam a RefactorErl statikus elemző keretrendszerben. Az elem-
zés felhasználja az SPG-ben megtalálható függvényhívási gráf és az adatfo-
lyam elemzés által elérhető információkat. A külön-külön épülő vezérlésfolyam-
gráfokból egy bejárás segítségével, ami feloldja a függvény törzsén kívülre mu-
tató éleket, megadhatóak az interfunkcionális gráf vezérlési utai. A bejárás
a végrehajtási utak egy részhalmazát állítja elő, amelyet felhasználtunk több
tudományos publikáció elkészítéséhez [BFH+14, TBK17, BFH+15].
2.2. Kapcsolódó munkák
Más funkcionális programozási nyelvek esetén is foglalkoztak vezérlésfolyam és
vezérlésfüggőségi elemzésekkel. A teljesség igénye nélkül, ezek közül tekintek
át néhányat.
2.2.1. Vezérlésfolyam elemzés funkcionális nyelvekben
A Scheme magasabbrendű nyelv kapcsán Shivers [Shi91], illetve Ashley és Dyb-
vig [AD98] foglalkoznak vezérlésfolyam elemzéssel, amely célja a fordítási idő-
ben előállított vezérlésfolyam-gráfok kódoptimalizálásához való felhasználása.
Van den Berg [vdB95] aMiranda nyelvhez megfogalmazott szoftvermetrikák
kapcsán foglalkozik vezérlésfolyam- és függvényhívási gráfokkal.
2.2.2. Vezérlésfolyam elemzés Erlangban
Erlang nyelvhez kapcsolódóan is foglalkoztak már vezérlésfolyam és vezérlésfüg-
gőségi elemzésekkel. Ebben az alfejezetben a röviden megadom a közreadott
eredményeket és összevetem ezeket a saját eredményeimmel.
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Vezérlésfolyam- és adatfolyam-gráf
Korábban Widera foglalkozott szekvenciális [Wid04] és konkurens [Wid05] Er-
lang programok vezérlés- és adatfolyam elemzésével. A definiált gráffal az im-
peratív nyelvekben használatos egységteszt kódlefedettség vizsgálathoz kíván
segítséget nyújtani. Az általa definiált gráfok mind a vezérlés-, mind pedig az
adatfolyam információkat tartalmazza. A gráfok generálását az Erlang nyelv 3
nagy részére megadták, a közreadott publikációkban a nyelvi elemek egy rész-
halmazára definiálja ezt. Az elemzendő programokkal szemben további meg-
szorításokat is tesz (Névvel ellátott definíció tulajdonság - Named Definition
Property), ezek a következők:
• Csak változó szerepelhet a következő kifejezésekben: dinamikus függvény-
alkalmazás esetén a függvény neve helyén, függvényalkalmazás paramé-
terei, rendezett n-esek és listák elemei, kivételt dobó kifejezés és üzenet
küldő kifejezések paraméterei.
• A függvény definíciók csak egy ágból állhatnak és csak változó szerepelhet
az argumentumai között.
• A függvény értéke minden esetben egy visszatérési változóhoz kerül hozzá-
rendelésre a függvény minden ágán és ez a változó egyedi minden függvény
esetén.
Tekintve, hogy az általam definiált és implementált vezérlésfolyam elem-
ző a RefactorErl eszköz szintaktikai és szemantikai elemzéseire épül, illetve a
RefactorErl eszköztárát bővíti, így az elemzést az eredeti forráskódon volt cél-
szerű definiálni. Az általános felhasználhatóságot segítve az elemzést a lehető
legrészletesebb formában kívántuk megadni4.
Összehasonlítva a publikált munkát az általam leírt szabályokkal és elem-
zéssel a következő lényeges eltérések adódnak:
• Előfeldolgozás: A gráf előállításához a forráskód normalizált alakját
előfeldolgozás segítségével állítja elő, ami ugyan megőrzi a forráskód je-
lentését, de szintaktikailag jelentősen eltérhet az eredetitől.
3A megjelent publikációk az Erlang OTP R9C-2 verziójára (2004-2005) vonatkoznak.
4A részkifejezések kiértékelési sorrendjét is beleértve.
25
Erlang programok statikus elemzése és szeletelése Bozó István
• Elemzés részletessége: A publikált vezérlésfolyam elemzés fókuszában
a tesztelés során felmerülő lefedettség kérdése és a teszthalmaz hiányossá-
gainak felderítése áll. A publikáció célját tekintve elégséges volt, hogy a
vezérlésfolyam elemzést csak kifejezések szintjén adják meg és ezek rész-
letekbe menő elemzésével és kiértékelési sorrendjével nem foglalkozik.
• Lefedettség: A publikációban nem a teljes nyelvre adja meg a vezér-
lésfolyam elemzést, illetve a munka megjelenése óta új nyelvi elemekkel
bővült a nyelv és meglévő kifejezések jelentése vagy kiértékelési straté-
giája is megváltozott. Ilyen például a try-catch-after szerkezet és a
rövidzáras kiértékelésű andalso és orelse logikai műveletek.
Rendszerfüggőségi gráf
A rendszerfüggőségi gráf a statikus elemzésben és programszeletelésben haszná-
latos program reprezentáció, amely magába foglalja a vezérlési- és adatfüggőségi
éleket, valamint az úgynevezett összegző (summary) éleket, melyek megadják
a függvényhívások kontextusát (closure).
Az imperatív nyelvek területén használatos rendszerfüggőségi gráfot meg-
próbálták adaptálni [STT12] Erlang nyelvhez, amelyet Erlang Függőségi Gráf-
nak neveznek (Erlang Dependence Graph - EDG).
A különböző vezérlési szerkezetekhez definiálták a függőségi kapcsolatokat
és ezen kompozícionális szabályok mentén átírják a forráskódot a gráf reprezen-
tációjára. Mivel közvetlenül a függőségeket határozzák meg, ezért az elemzé-
sükben a vezérlésfolyam-gráf nem jelenik meg. Ezek alapján az összehasonlítást
nehéz lenne elvégezni.
Egyéb kapcsolódó elemzések
A Wrangler [Wra18] egy refaktoráló eszköz Erlanghoz. A Wrangler az Erlang
által nyújtott standard parszer egy az eszköz fejlesztői által módosított vál-
tozatát használja, és az azzal előállított annotált szintaxisfán dolgozik. Ennek
segítségével megőrizhető az eredeti forráskód stílusa és a forráskódhoz kapcsoló-
dó megjegyzések. Az eszközben megadtak egy intrafunkcionális, azaz kizárólag
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egy függvénydefinícióra kiterjedő szeletelést [LT15a], amelyet a függvény párhu-
zamosíthatóságának vizsgálatához használnak fel. A szeleteléshez azonban nem
építenek külön vezérlésfolyam-gráfot, csupán az annotált szintaxisfából nyerik
ki a szeleteléshez szükséges információt.
A Dialyzer [Dia18] az Erlang/OTP statikus elemző eszköze, amely a forrás-
kódban található potenciális hibaforrások felderítésére fejlesztettek. A különféle
elemzéseket a Core Erlangra fordított kódon végzi. A Dialyzer elemzőhöz kap-
csolódó kutatási eredményét publikáló tudományos munkában [CSW06, CS10a]
a szerzők az eszköz vezérlésfüggőségi gráfját is felhasználják, azonban az elem-
zést leíró publikáció nem érhető el.
2.3. Kapcsolódó saját publikációk
A tézis eredményeit bemutató fő publikációk [TB12b, TB11]:
• Melinda Tóth and István Bozó. Static analysis of complex software sys-
tems implemented in Erlang. In Viktória Zsók, Zoltán Horváth, and Ri-
nus Plasmeijer, editors, Central European Functional Programming Scho-
ol: 4th Summer School, CEFP 2011, Budapest, Hungary, June 14-24,
2011, Revised Selected Papers, pages 440–498. Springer Berlin Heidel-
berg, Berlin, Heidelberg, 2012.
• Melinda Tóth and István Bozó. Building dependency graph for slicing
Erlang programs. PERIODICA POLYTECHNICA-ELECTRICAL EN-
GINEERING, 55(3-4):133–138, 2011.
A tézis eredményeihez kapcsolódó további publikációk:
• párhuzamosítható minták felismerése és refaktorálása: [TBK17, BFH+15,
BFH+14, KTBH16, KTB18]
• függőségi gráfok definiálása: [TBH+10b]
• hatáselemzés tesztesetszelekcióhoz: [HBT14, BT11, TBH13, FBT17]
• hatáselemzés refaktorálás validálására: [BTT+11a, BTT+11b]
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• statikus elemzők validálása: [TTB+12]
• párhuzamosítás elősegítése függőségek alapján: [HBTE10, TBHE11]
Az itt felsorolt publikációkra összesen 30 független hivatkozást jegyez az







A hatáselemzésnek számtalan definíciója létezik, az egyiket közülük Arnold és
Bohner adta meg, amely a következőképpen jellemzi azt: „A hatáselemzés az
a tevékenység, amely meghatározza, hogy mit kell módosítani egy változta-
tás végrehajtásához, illetve a változtatás milyen potenciális következményekkel
jár.” [AB93]
A szoftverek esetén a hatáselemzés doménje szerteágazó, ezek lehetnek szoft-
vercsomagok, szoftverkomponensek, osztályok, eljárások, függvények, változók
stb. közötti függőségek.
Beszélhetünk dinamikus és statikus hatáselemzésről. A dinamikus a prog-
ram kiértékelése segítségével határozza meg a komponensek közötti függősé-
geket. A statikus ezzel szemben a forráskódban megtalálható konstrukciók és
ezek statikus szemantikájának segítségével határozza meg a függőségeket. Ez-
zel megbecsülhető, hogy a változtatás hatása hová terjedhet ki. Ugyanúgy
ahogy más elemzéseknél, míg a dinamikus egy adott futtatás során bekövetke-
ző függőségeket határoz meg, addig a statikus az összes lehetséges függőséget
megpróbálja figyelembe venni.
A dolgozatomban a forráskódon alapuló statikus programszeleteléssel és az
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előállított szeletek hatáselemzésre való felhasználásával foglalkozok.
3.1.1. Programszeletelés
A programszeletelés [Wei81] az egyik legismertebb módszer a változások kiterje-
désének felderítésére. Az előállított programszelet sokféleképpen felhasználha-
tó, ilyen a hibakeresés, kódmegértés támogatás, optimizálás, tesztesetszelekció,
szoftver karbantartás stb. [Tip94].
A legelterjedtebb szeletelési módszer a függőségi gráfokon alapuló szelete-
lés [HRB88]. Ez a szeletelési módszer programfüggőségi gráfot, illetve egy rész-
letesebb rendszerfüggőségi gráfot használ. Az előbbi magába foglalja a vezérlési
és adatfüggőségeket, az utóbbi az előbbinek egy kiterjesztése, amely az eljárások
kontextusát is figyelembe veszi. A függőségi gráf birtokában a szeletelés kiindu-
lási pontja a gráf egy (vagy több) csúcsa, amelyből egy speciális gráfbejárással
megadható a program egy szelete.
A programszeletelést több szempontból osztályozhatjuk, ezek lehetnek:
• statikus vagy dinamikus – attól függően, hogy a program futtatása révén,
vagy csak a forráskódból felhasznált információkat használ,
• előre vagy hátrafelé haladó – előrehaladó szeletelésről beszélünk, ha azt
vizsgáljuk, hogy az adott pont milyen más pontokra van hatással (például
hatáselemzésnél); hátrafelé haladó szeletelésről beszélünk, ha azt vizsgál-
juk, hogy az adott pontra mely más pontok vannak hatással (például hiba
keresésénél),
• végrehajtható vagy nem végrehajtható – amennyiben végrehajtható sze-
letet szeretnénk előállítani, ahhoz figyelembe kell venni azokat a program-
részeket is, amelyek csak közvetetten kapcsolódnak az adott szelethez.
Kutatásom célja az volt, hogy megismerkedjek a függőségi gráfokon alapuló
szeletelési módszerekkel és megpróbáljam ezen módszereket az Erlang prog-
ramozási nyelvbe átültetni. Ehhez szükséges volt a megfelelő nyelvspecifikus
infrastruktúra kidolgozása, ilyen például az előző fejezetben bemutatott vezér-
lésfolyam elemzés.
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3.1.2. Függőségi gráf
A programszeleteléshez előbb a függőségi gráfot kellett megadnunk. A függőségi
gráf a következő függőségeket foglalja magába:
• adatfüggőség – például a változók és az ezeket felhasználó kifejezések kö-
zött,
• vezérlésfüggőség – kifejezések különböző vezérlési szerkezetek (például el-
ágazás vagy mintaillesztés) szerinti függősége.
A dolgozatban a két függőség közül csupán a vezérlésfüggőségi elemzést tár-
gyalom, az adatfolyam és adatfüggőségi elemzés a [TB12b] cikkben és a [Tó18]
dolgozatban lett publikálva. Ezek eredményét csupán felhasználom a program-
szeletelés alapú hatáselemzéshez.
Vezérlésfüggőségi gráf
A vezérlésfüggőségi gráf (Control Dependence Graph - CDG) a vezérlésfolyam-
gráf egy kompaktabb alakja, amely már csak a közvetlen függőségeket foglalja
magába eliminálva a szekvenciából fakadó sorrendiségi információt.
Röviden összefoglalva a CDG előállítása a következő lépésekből áll:
1. A CFG egyedi start és exit segéd csúcsokkal való kiegészítése,
2. Posztdominátorok kiszámítása,
3. Közvetlen posztdominátorok meghatározása, amely megadja a posztdo-
minátor fát (Postdominator Tree – PDT ),
4. Megvizsgáljuk a CFG azon éleit amelyek nincsenek benne a PDT -ben, ez
alapján meghatározhatóak a függőségek.
Tekintve, hogy ezeket a fogalmakat és elemzési eljárásokat felhasználtam a
kutatásomhoz, így egy rövid áttekintést adnék ezekről. Ezek részletesen leírva
megtalálhatóak a [FOW87, Muc97] tudományos művekben.
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Posztdominátor. Tekintsük a vezérlésfolyam-gráf tetszőleges i, p és a segéd
exit csúcsait, ekkor: „A p posztdominálja az i -t, azaz p pdom i, ha minden i -ből
induló exit-be tartó végrehajtási út keresztül halad a p-n.” [Muc97]. A reláció
reflexív, tranzitív és antiszimmetrikus.
Közvetlen posztdominátor. A posztdominátor reláció szűkítése, amely a
közvetlen kapcsolatot adja meg. Tekintsük a vezérlésfolyam-gráf tetszőleges i, j
és p csúcsait, a reláció definíciója a következő: „A p közvetlenül posztdominálja
az i-t, azaz p ipdom i akkor és csak akkor, ha p pdom i fennáll és @ j, i 6= j,
j 6= p: p pdom j és j pdom i.” [Muc97]. A reláció egy posztdominátor-fát
(PDT ) határoz meg, amely felhasználásával megadható a CDG.
Vezérlésfüggőségi gráf. A közvetlen posztdominátor reláció és a CFG fel-
használásával megadható a CDG. Sorra vesszük a CFG azon szomszédos (i, j)
csúcsait, amelyekre a j ipdom i reláció nem áll fenn. Ekkor a két csúcs legala-
csonyabban található közös ősét kell meghatározni a PDT -ben. A közös ősből
induló, j-be tartó úton megtalálható csúcsok (kivéve a közös ős csúcsot) függ
az i csúcstól.
Erlang CDG. Az első tézishez tartozó, a 2. fejezetben definiált, CFG-t fel-
használva, definiáltam Erlang programokhoz a vezérlésfüggőségi gráfokat, fel-
használva a pdom és ipdom relációkat. A definiált CDG-k intrafunkcionálisak,
de tartalmaznak speciális éleket, hogy a függőségek feloldásával interfunkcioná-
lis gráffá lehessen összeépíteni ezeket. Az általam definiált CDG élei:
• n1 dd→ n2 – az él közvetlen függőséget jelöl,
• n1 resdep→ n2 – az n2 kifejezés függ az n1 kifejezésben hivatkozott függvény
visszatérésétől,
• n1 inhdep→ n2 – az n2 csúcs örökli a függőséget az n1 függvénytől.
A speciális élek figyelembevételével a [Sta00] doktori disszertációban ismer-
tetett módon a különálló gráfok összeépíthetőek, azaz egy függvényhívási gráf
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segítségével a speciális élek feloldásával megkapható az interfunkcionális CDG
(a továbbiakban ICDG).
Az interfunkcionális CDG előállítását a [TB12b] publikációban tárgyaltam
részletesen (lásd az A. függelék első cikkének 3.10. fejezetében) és a B. függelék
4. fejezetében is megtalálható.
3.2. Változtatás által érintett tesztesek kiválasz-
tása
A tesztelés egy kiemelten fontos folyamata a szoftverfejlesztésnek. Minden apró
módosítás, hibajavítás vagy fejlesztés után regressziós tesztelésnek is alávetik a
szoftvert, ezzel biztosítva azt, hogy a meglévő kódba nem került újabb hiba a
módosítás következményeként.
A tulajdonságalapú tesztelés elég gyakori tesztelési módszer a funkcionális,
vagy a multiparadigmás programozási nyelvek esetén. Ilyen Haskell esetén a
QuickCheck [CH11], Scala esetén ScalaCheck [Nil14] vagy JavaScript esetén
JSVerify [Sli18].
Az Erlang programozási nyelvhez két tulajdonságalapú tesztelő keretrend-
szer is létezik: a megvásárolható QuickCheck [Hug07] és a nyílt forráskódú
PropEr [PS11b].
A kutatásom fő célja az volt, hogy statikus hatáselemzés segítségével meg-
próbáljam a tesztesetek halmazát szűkíteni és csak a módosítás által érintett
teszteseteket megadni. Azaz, hogy megbecsüljem egy adott módosítás hatását
a tesztesetek szempontjából. A dolgozatomban az egyszerűbb detektálás érde-
kében leszűkítem a változtatások körét a RafactorErl által biztosított transz-
formációk (refaktorálások) által végrehajtott módosításokra. A módszer kiter-
jeszthető a felhasználó által végzett módosítások esetére is, amennyiben ezen
módosítások a RefactorErl keretrendszeren keresztül történnek.
A RefactorErl keretrendszerben adott transzformációk ugyan szemantika
megőrző refaktorálások, azonban a nyelv dinamikus természetéből adódóan elő-
fordulhatnak pontatlanságok, olyan részei a kódnak, amelyek nem vagy nem
megfelelően kerülnek transzformálásra. Ilyen lehet egy függvény interfészét
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érintő transzformáció esetén, egy nem vagy nem egyértelműen azonosítható di-
namikus függvény alkalmazás. Ekkor vagy szigorúan jár el a transzformáció és
megtagadja a módosítást, vagy kockázatot vállalva transzformálja a függvényt
és az egyértelműen a függvényt hivatkozó függvényhívásokat.
A tesztesetek szelekciójánál az adatfolyam elemzés is fontos szerepet játszik,
így az előbbi esetben, ha az elemzés eredményéből az látszik, hogy a vizsgálat
tárgyát képező függvény potenciálisan meghívásra kerülhet a dinamikus függ-
vényhívás révén, akkor az hatáselemzés figyelembe fogja venni az ettől függő
kódrészleteket is.
A kutatás eredményének felhasználhatósága a ParaPhrase [HAB+13] pro-
jekt kapcsán is felmerült, ahol automatizált statikus programelemzéssel Erlang
programozási nyelven írt programokban detektáltunk párhuzamosítható kom-
ponenseket [BFH+15]. A projekt célkitűzései közé tartozott, hogy automatikus
vagy a felhasználó által koordinált félig automatikus transzformációk segítsé-
gével támogassuk a kódrészletek párhuzamossá alakítását.
A refaktorálás alatt szemantika megőrző transzformációkat értünk, amelyek
nem változtathatják meg a program jelentését, illetve működését. A refak-
torálások során szigorú peremfeltételek szabályozzák, hogy mikor végezhető el
egy-egy transzformáció. Egy dinamikusan típusozott, mellékhatásos progra-
mozási nyelv esetén, mint az Erlang, ez sok esetben túl szigorú. A legtöbb
esetben ezek a transzformációk elutasításra kerültek, amely így megkérdőjelez-
te a felhasználhatóságot. Ezért gyengítettünk a peremfeltételeken és bizonyos
esetekben a felhasználó felelőssége, hogy megfelelően alkalmazza a megadott
transzformációkat. Ennek kapcsán ismét felmerült a változtatások által érin-
tett tesztesetek szelekciója, a módosított részek újratesztelése céljából.
Ehhez megadtam a függőségi gráf alapú1 előre haladó statikus szeletelés
algoritmusát Erlanghoz. A szeletelés kritérium a transzformáció által érintett
kódrészlet. A szelet előállításához szükséges a változtatást tartalmazó függ-
vényből kiinduló függvényhívási gráf előre és hátra haladó tranzitív lezártja. Ez
a RefactorErl által nyújtott funkcionalitások segítségével kiszámítható. A tran-
zitív lezártból megkapjuk a potenciálisan érintett függvények halmazát, amely
alapján felépíthető a CFG, majd ebből a CDG és az ICDG. Az ICDG-t és az
1az általam definiált ICDG alapján
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adatfüggőségeket felhasználva egy előre haladó gráfbejárással megadjuk a vál-
toztatások által potenciálisan érintett kifejezések halmazát. Az előállított szelet
vizsgálatával megállapítható, hogy mely tulajdonságalapú tesztesetbe metszett
bele az algoritmus és ez alapján a szelet kifejezéseit le tudjuk képezni a poten-
ciálisan érintett tesztesetek halmazára.
A teszteset szelekció bemutatása a B. függelékben található.
A kidolgozott módszert megpróbáltuk éles ipari környezetben is alkalmazni.
Az itt szerzett tapasztalatokat egy rövid cikkben publikáltuk [FBT17]. Az al-
goritmust ehhez a tanulmányhoz kiegészítettük azzal, hogy ne csak tulajdonság
alapú teszteket, hanem egyéb teszteseteket is figyelembe vegyen.
3.3. Kapcsolódó munkák
A Wrangler eszköz hátrafelé haladó szeletelést [LT15b] használ egy függvény
törzsén belül, párhuzamosítható programrészleteket azonosításának segítésére.
A szeleteléshez felhasznál függőségi információkat, azonban a publikációban
nem részletezik, hogyan határozzák ezeket meg.
A [STT12] publikációban Erlang programok rendszerfüggőségi gráfját defi-
niálják. A függőségek meghatározásához nem vezérlésfolyam információt hasz-
nálnak fel, hanem közvetlenül, sémákat megadva definiálják a gráf építésének
szabályait. A megadott sémák alapján az elemzés szemcsézettsége jóval na-
gyobb az általam bemutatottaknál. Itt nem foglalkoznak például az egyes rész-
kifejezések elemzésével.
3.4. Kapcsolódó saját publikációk
A tézis eredményeit bemutató fő publikációk [HBT14, TB11, BT11, TB12b]:
• István Bozó, Melinda Tóth and Zoltán Horváth. Reduction of regression
tests for Erlang based on impact analysis. STUDIA UNIVERSITATIS
BABES-BOLYAI SERIES INFORMATICA, 59(Special Issue 1):31–46,
2014.
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• Melinda Tóth and István Bozó. Building dependency graph for slicing
Erlang programs. PERIODICA POLYTECHNICA-ELECTRICAL EN-
GINEERING, 55(3-4):133–138, 2011.
• István Bozó and Melinda Tóth. Selecting Erlang test cases using impact
analysis. In Simos BE, editor, International Conference on Numeri-
cal Analysis and Applied Mathematics: ICNAAM 2011, AIP Conference
Proceedings, 1389, pages 802–805, Melville (NY), 2011. American Insti-
tute of Physics.
• Melinda Tóth and István Bozó. Static analysis of complex software sys-
tems implemented in Erlang. In Viktória Zsók, Zoltán Horváth, and Ri-
nus Plasmeijer, editors, Central European Functional Programming Scho-
ol: 4th Summer School, CEFP 2011, Budapest, Hungary, June 14-24,
2011, Revised Selected Papers, pages 440–498. Springer Berlin Heidel-
berg, Berlin, Heidelberg, 2012.
A tézis eredményeihez kapcsolódó további publikációk:
• hatáselemzés tesztesetszelekcióhoz: [TBH13, FBT17]
• hatáselemzés refaktorálás validálására: [BTT+11a, BTT+11b]
• statikus elemzők validálása: [TTB+12]
• párhuzamosítás elősegítése függőségek alapján: [HBTE10, TBHE11]
• statikus elemzés: [TBH+10b]
Az itt felsorolt publikációkra összesen 14 független hivatkozást jegyez az




Konkurens és elosztott Erlang
programok kommunikációjának
elemzése
A párhuzamos, illetve elosztott programok megértése komoly kihívások elé ál-
lítják a szoftverfejlesztőket. A megértéshez át kell látni, hogy melyik folyamat
mely másik folyamattal, vagy folyamatokkal kommunikál, illetve azt is észben
kell tartani, hogy a rejtett függőségek mentén milyen egyéb kölcsönhatások
alakulhatnak ki közöttük.
A kutatásom célja egy olyan elemzés megadása volt, amely képes az Er-
lang programozási nyelven írt programok statikus kommunikációs modelljé-
nek/nézetének az előállítására. Az előállított kommunikációs modell ezután
könnyedén megjeleníthető, például egy gráf formájában.
Egy olyan elemzési módszert dolgoztam ki, amely a RefactorErl Szemanti-
kus Programgráf - SPG által használt reprezentációhoz jól illeszkedik. A kidol-
gozott módszer egy magasabb szintű elemzés, amely az alapvető szemantikus
elemzések eredményeit felhasználja és egy magasabb absztrakciós szintű réteget
definiál ezek fölött.
Az elemzés kidolgozása során figyelembe vettem az interfészek mögé rej-
tett kommunikációt is, amelyek felderítéséhez az alapvető elemzések eredmé-
nyei mellett alkalmazásspecifikus ismeretek beépítésére is szükség volt. Ilyen
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az ets adattároló táblák1, illetve a tervezési minták segítségével megvalósított
folyamatok.
A kidolgozott elemzés a RefactorErl keretrendszerben is megvalósításra ke-
rült, így ennek eredménye felhasználható a kódmegértés támogatására.
Ugyan az elsődleges cél a kódmegértés támogatása volt, az előálló kommu-
nikációs gráfban megadott információkra további elemzések építhetőek. Ilyen
például a különböző kritériumok ellenőrzése vagy a második tézisben bemuta-
tott hatáselemzés. A folyamatok azonosításával kiterjeszthető a függőségi gráf
és pontosítható a szeletelés, ezzel együtt pedig a tesztesetek kiválasztása is.
Az elemzések részletes leírását a C. függelék tudományos publikációi mutat-
ják be, illetve a folyamatok azonosításának menetét az A. függelék első cikkének
3.7. fejezete tartalmazza. Az alábbiakban egy rövid összefoglalót adok a témá-
ról.
4.1. Folyamatok elemzése
Az Erlangot párhuzamos és elosztott programok fejlesztésére tervezték, így nyel-
vi szinten támogatja a párhuzamos programozást. A folyamatok a dinamikus
spawn*/* (1.1.2. fejezet) konstrukcióval a forráskód szinte bármelyik részéből
indíthatóak. A nyelv dinamikussága miatt a folyamatok sokszor nem azonosít-
hatóak egyértelműen, ezek mélyebb elemzést igényelnek.
Az elemzés első fázisában az explicit elindított folyamatok (például a
spawn/1 függvény segítségével) elemzésével foglalkozok. Ezután a rejtett függő-
ségek elemzésével, amely megvalósulhat egy ets tábla segítségével. Az ets tábla
valójában egy új folyamat, a táblából való olvasás, illetve abból való olvasás a
kommunikáció egy formája.
4.1.1. Folyamatok kapcsolatainak ábrázolása
A folyamatokra és a kapcsolataikra egy élcímkézett irányított gráfként G =
(V,E) tekintünk. A gráf csúcsai (v ∈ V ) a programban megjelenő folyamatok
megfelelői, a gráf irányított élei (e ∈ E) pedig a folyamatok közötti függőségeket
1Erlang Term Storage
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és a kommunikációt írják le. Értelemszerűen az él iránya megadja a függőség és
a kommunikáció irányát. A folyamatokra, illetve a nekik megfeleltetett csúcsok
jelölésére az Erlangban használatos ModulName:FunctionName/Arity jelölést
használjuk, illetve ha a folyamat regisztrált, akkor annak nevét is.
A gráf élei a következők lehetnek:
• spawn−−−→, spawn_link−−−−−−−→ – A szülőfolyamat és gyerekfolyamat közötti él,
• register−−−−→ – A regisztrálást végző folyamat és a regisztrált folyamat között
él,
• {send,Msg}−−−−−−−→ – Az üzenetváltásnál használ él, ahol az Msg az üzenet tartal-
ma,
• create−−−→ – A szülőfolyamat és a rejtett folyamat közötti él, hasonló a spawn
címkéhez,
• {read,Pattern}−−−−−−−−→ – Rejtett kommunikáció, olvasás az adattárolóból,
• {write,Data}−−−−−−−→ – Rejtett kommunikáció, írás az adattárolóba.
4.1.2. Folyamatok felderítése
Az elemzés első lépéseként lokalizálnunk kell azokat a pontokat az SPG-ben,
ahol potenciálisan folyamatok jöhetnek létre. Itt megjegyezném, hogy statikus
elemzésről beszélünk, így esetünkben nem foglalkozunk az elindított folyamatok
számosságával, ami a legtöbb esetben dinamikus információ.
A folyamat indítások azok az SPG-beli pontok (kifejezések), melyek a
spawn*/* dinamikus függvényhívást használják. Az algoritmus adatfolyam in-
formációk felhasználásával meghatározza, hogy mely függvény (vagy függvé-
nyek) értékelődik ki a létrehozandó folyamatban. A folyamatok azonosításának
részletes algoritmusa az A. függelékben megadott publikáció 3.7. fejezetében
található.
Az elemzés eredményeként több potenciális jelölt is adódhat. Ebben az
esetben mindegyiket külön folyamatként kezeljük, a szemantikus gráfban min-
den folyamatnak definiálunk egy pid típusú szemantikus csúcsot, majd ezeket
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a spawn_def címkéjű éllel összekötjük a folyamatok indítását reprezentáló ki-
fejezés csúcsával.
Következő lépésként meg kell vizsgálnunk, hogy mely folyamatok regiszt-
ráltak. Az algoritmus kigyűjti a regisztrálást végző kifejezéseket és a lehető
legpontosabb információ meghatározásához ismét felhasználja az adatfolyam
segítségével elérhető információkat. Az elemzés ezen lépése kideríti, hogy me-
lyik folyamatot regisztrálja a kifejezés, majd azt hogy milyen névvel látja ezt
el. Ezekre az információkra az üzenet küldések lehető legpontosabb elemzése
miatt lesz szükség.
4.1.3. Kommunikáció elemzése
A folyamatok beazonosítása és az ezeknek megfelelő gráf csúcspontok megadása
után a folyamatok közötti kommunikáció elemzése következik.
Először a primitív kommunikációs kifejezéseket kell sorra meghatároznunk
és elemeznünk. Első lépésként az algoritmus meghatározza, hogy a kifejezés me-
lyik függvény törzsében kerül kiértékelésre. Amennyiben a függvényhez tartozik
folyamat, azaz pid típusú csúcs, akkor egyértelmű melyik folyamathoz tartozik a
kommunikációt megvalósító kifejezés. Abban az esetben, ha a függvényhez nem
tartozik pid csúcs, akkor az adott függvényből lépésenként visszafelé haladva a
függvényhívási láncon olyan függvényt (vagy függvényeket) keres az algoritmus,
amelyhez már tartozik pid csúcs és ehhez kötjük be a kommunikációs éleket.
Előfordulhat, hogy a hátrafelé haladó függvényhívási láncon nincs olyan
függvény amelyhez tartozik pid csúcs. Ebben az esetben egy új szemantikus
csúcs kerül létrehozásra a folyamatnak. A folyamatot annak a függvénynek
információjával azonosítjuk, amely használ kommunikációs primitíveket és a
hátrafelé haladó függvényhívási láncban utolsóként szerepel.
A gráfnak van egy speciális „super process” (SP) csúcsa, amely a futtató kör-
nyezetet, vagyis az Erlang node-ot2 reprezentálja. Minden folyamat, amelynek
nincs szülője ehhez a speciális csúcshoz kerül bekötésre.
Összefoglalva, a folyamatokat azonosító algoritmus lépéseinek sorrendje az
következő:
2Az Erlang virtuális gép egy futó példánya.
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1. Meghatározza a folyamatok indításáért felelős kifejezéseket. Legyen ez az
S halmaz.
2. Minden s ∈ S elindított folyamatnak létrehoz egy szemantikus ps csúcsot
(ps ∈ Ps).
3. Meghatározza a kommunikációs primitíveket tartalmazó függvényeket,
ezek adják a C halmazt.
4. Minden c függvényre (c ∈ C) kiszámítja a visszafelé haladó függvényhívási
láncot, hogy meghatározza melyik folyamathoz tartozik a kommunikáció.
5. Minden ps (ps ∈ Ps) folyamatot összeköt az indítást végző szülőfolyamat-
tal. Amennyiben ez nem értelmezhető (pj 6∈ Ps), akkor ennek a folyamat-
nak a speciális SP folyamat lesz a szülője.
Ezt követően a kommunikációs élek azonosításával folytatódik az elemzés.
Az elemzés algoritmusa a következő lépésekből áll:
1. Kiszűri az üzenetküldő kifejezéseket. Ez az M halmazt adja meg.
2. Minden m üzenetküldéshez (m ∈ M) meghatározzuk az üzenetet foga-
dó rm receive kifejezést. Az üzenet címzettjét az algoritmus adatfolyam
információval próbálja kideríteni.
3. Minden üzenetküldő m kifejezéshez (m ∈ M) meghatározza a hozzá tar-
tozó pm folyamat csúcsot, illetve az üzenetet fogadó rm kifejezést ma-
gába foglaló pr folyamat csomópontját és összeköti ezeket a megfelelő
pm
{send,Msg}−−−−−−−→ pr éllel. (Ahol az Msg a küldött üzenet, amennyiben ez
statikusan meghatározható.)
4.1.4. Rejtett folyamatok kommunikációjának elemzése
Az ets táblák adattárolók3, de valójában folyamatként vannak megvalósítva.
Az ets táblák segítségével a folyamatok a hagyományos üzenetküldéseket meg-
kerülve, hatékonyan oszthatnak meg nagy mennyiségű adatot. Így azonban
3Egyfajta osztott memória a különböző folyamatok között.
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rejtett függőségeket vezetnek be a forráskódba. Hogy még pontosabbá tehes-
sük a kommunikációs modellünket, ezeket a speciális függőségeket is figyelembe
vesszük.
Az elemzés algoritmusának ide vonatkozó lépései:
1. Megkeresi az ets táblákat létrehozó kifejezéseket. Legyen ez az E halmaz.
2. Minden táblát létrehozó e ∈ E kifejezéshez létrehoz egy pe folyamatot,
legyen ez a Pe halmaz. Meghatározza a táblát létrehozó folyamatot (ps ∈
Ps) és összeköti ezeket, azaz létrehozza a ps
create−−−→ pe élet a két folyamat
között.
3. Minden ets táblát létrehozó kifejezést e ∈ E tovább elemez, hogy kiderítse
a tábla nevét, amennyiben a tábla névvel van ellátva.
4. Meghatározza a táblából lekérdező és táblát író függvényhívásokat és
összeköti a táblához tartozó folyamatot a hívásokat intéző folyamatok-
kal.
4.1.5. Portok elemzése
A portok segítségével az Erlang programok kommunikálhatnak a „külvilággal”,
azaz egy interfészt adnak meg más programozási nyelven írt programokhoz.
Erlang oldalon a porton keresztüli kommunikációhoz a hagyományos üzenet-
küldő és üzenetfogadó kifejezések használhatóak. Portot nyitni az open_port/2
BIF -el lehetséges.
Az elemzés figyelembe veszi a portok nyitását, illetve az Erlang és a külső
folyamat közti kommunikációt is megpróbálja a lehető legpontosabban megha-
tározni. A portra küldött üzenetek adatfolyam elemzéssel a legtöbb esetben
azonosíthatók, de a portról történő üzenetek fogadása esetén már nehézségek-
kel találjuk szembe magunkat. Tekintve, hogy egy külső programról van szó,
amelynek a működése nem ismert, nem detektálható hogy az milyen üzeneteket
küld a portra. Az elemzés megpróbálja a receive mintájában használt üzenet
formátumából és a mintában használt változókból kideríteni, hogy az üzenet
egy portról érkezhetett-e.
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A kommunikációs modellben a portokat az external kulcsszóval és (amennyi-
ben kideríthető) az elindított program nevével azonosítjuk.
4.2. Generikus viselkedés minták elemzése
Erlangban generikus viselkedés mintáknak (behaviours) nevezik a konkurens/el-
osztott tervezési mintákat. Több előre definiált viselkedés minta létezik, mint
a generikus szerver, állapotautomata, felügyelő folyamat stb. A nyelv emellett
lehetőséget biztosít saját viselkedési minták definiálására is.
A dolgozatban most csak a generikus szerver (gen_server) viselkedési min-
tával foglalkozok részletesebben. A többi mintára ehhez hasonlóan definiálható
elemzés, ahogyan azt publikáltuk a felügyelő folyamat (supervisor) [BST18] és
az állapotgép (gen_fsm, gen_statem) [LTB18] esetében is.
4.2.1. A gen_server elemzése
A gen_server a szerver-kliens alkalmazások fejlesztéséhez egy jól definiált kere-
tet ad meg. Kiemeli és elrejti a fejlesztők elől a szerver generikus részét, amelyek
minden szerver alkalmazásban ugyanúgy definiálnak. A fejlesztőnek csupán az
alkalmazásspecifikus kóddal kell foglalkoznia, ehhez egy callback modult kell
definiálnia a gen_server által megkövetelt interfésszel.
A gen_server elemzés a folyamat elemzés kiegészítése. Az általa kiszámí-
tott információkat a folyamat elemzés is előállíthatná, amennyiben a gen_server
modul és a hozzá tartozó egyéb megvalósító modulok forráskódját is elemez-
nénk. Ez azonban fölöslegesen elbonyolítaná az elemzést, illetve a háttérben
használt dinamikus konstrukciók miatt pontatlanságok kerülhetnének az elem-
zés eredményébe. Ezért azt a megközelítést választottuk, hogy az elemzésbe
alkalmazásspecifikus tudást építettünk be.
Az elemzéshez meg kell adnunk a gen_server modul interfész függvényeit
és azok szerepét. Ezeket a függvényeket veszem most sorra:
• start*/3,4 – Ennek a függvénynek a segítségével hozhatunk létre új szer-
ver folyamatot. Argumentumai az indításához fontos információk, mint a
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szerver neve, a specifikus forráskódot tartalmazó callback modul, a szerver
indítási paraméterei és egyéb opciók.
• call/3,4 – A függvény segítségével szinkron kommunikációt kezdeményez-
hetünk a szerverrel.
• cast/2 – A függvény segítségével aszinkron üzenetet küldhetünk a szer-
vernek.
• reply/2 – A szerver ezt a függvényt használhatja, ha a válaszadást va-
lami oknál fogva elhalasztotta és késleltetett választ szeretne küldeni a
kliensnek.
Az elemzéshez fontos ismerünk a (callback) modult, hiszen ebben található
a szerver viselkedését leíró alkalmazásspecifikus kód. Az elemzés szempontjából
fontos függvények:
• handle_call – A függvény segítségével adható meg, hogy a szinkron call
hívások esetén mi történjen.
• handle_cast – A függvény segítségével adható meg, hogy az aszinkron
cast hívások esetén mi történjen.
• handle_info – A függvény segítségével megadható, hogy az egyéb, nem
standard módon (azaz nem a cast/2, call/3,4 interfészen keresztül) kapott
üzenteket hogyan kezelje.
A szerver elemzésének algoritmusa az alábbi lépésekből áll:
1. Az algoritmus azonosítja azokat a függvényalkalmazásokat, ahol generikus
szerver indul. Ezek a gen_server:start*/3,4 függvény alkalmazásai.
2. Az indítási paraméterek meghatározásához adatfolyam információkat
használ az algoritmus. Ebből deríti ki például a szerver nevét és call-
back modulját.
3. A szerver azonosításához a szerver nevét használja, amennyiben az re-
gisztrált, ellenkező esetben pedig a callback modul nevével azonosítja ezt
az algoritmus.
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4. Majd legvégül azonosításra kerül a szerver szülőfolyamata. A szülőfolya-
mat és a szerverfolyamat az indítás módjának megfelelő start, start_link
címkéjű éllel kerül összekötésre.
A szerverfolyamat azonosítása és elemzése után a kommunikáció elemzése
következik. Az algoritmus lépései a következők:
1. Első lépésként beazonosítja a kommunikációt megvalósító függvényeket.
Ezek a call, cast és reply függvények alkalmazásai.
2. A függvényhívások argumentumainak meghatározásához adatfolyam
elemzésre van szükség. Az elemzés szempontjából fontos információk:
• A szerver neve vagy azonosítója, amelynek az üzenet szól.
• Az üzenet tartalma. Ez a kódmegértés támogatás és a szerver részé-
ről érkező válasz megállapítása szempontjából fontos.
3. A rendelkezésre álló információk alapján meghatározza, hogy melyik fo-
lyamat részéről érkezik a kérés és összeköti a megfelelő szerverfolyamattal.
A él címkéje a kommunikáció jellegét (szinkron, vagy aszinkron) és az üze-
netet tartalmazza (amennyiben ez meghatározható a forráskódból).
Az elemzés részletesebb, példákkal szemléltetett leírása a C. függelékben ta-
lálható publikációk tartalmazzák. A generikus szerver elemzésének kiterjesztése
pedig a [BKT18] publikációban olvasható.
4.3. Kapcsolódó munkák
A Dialyzer elemző eszköz tartalmaz olyan komponenst [CS11, CS], amely sta-
tikus információk felhasználásával versenyhelyzet (race condition), illetve holt-
pont (deadlock) elemzést végez, és az esetleges hibákat a fejlesztő felé jelzi. Az
elemzéshez egy kommunikációs gráfot épít vezérlésfolyam elemzés segítségével.
Az eszköz a Core Erlang nyelvet használja, amely valamelyest megkönnyíti az
elemzést, hiszen sok szintaktikus cukorka már nincs jelen a kódban. Az elemzés
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célkitűzése is más, hiszen a lehetséges hibák felderítését, nem pedig a kódmeg-
értést célozza meg. Ezen felül, a kommunikációs gráf, amelyet a rendszer az
elemzéshez épít, jelenleg nem nyerhető ki az eszközből.
A [NJ02] publikáció szerzői alkalmazásleíró fájlokból statikus elemzés segít-
ségével egy fa adatszerkezetet adnak meg, amely a forrásállományban fellelhető
folyamatok létrehozásának struktúráját adja meg. A bemutatott munka a mai
Erlang fájlokra nem alkalmazható, mert az alkalmazást leíró fájlok szerkezete
megváltozott.
A Concuerror [GCS11] és a McErlang [FS07a] eszközök párhuzamos szoft-
verek elemzésével foglalkoznak. Az eszközök automatikusan instrumentálják a
forráskódot, modellellenőrzést végeznek (model checking) és lehetséges párhu-
zamosságból származó hibákat keresnek. Az elemzés, az instrumentálást végző
résztől eltekintve, dinamikus elemzés.
Az erlgraph [Erl18b] segítségével az Erlang VM-hez csatlakozva megjelenít-
hetjük a futó folyamatokat egy dinamikus gráf formájában. A gráf csúcsai a
folyamatokat adják meg, az élei pedig a köztük lévő kapcsolatok. A Visualix-
ir [Vis18] az előzőhöz hasonlóan a folyamatokat és a közöttük lévő kapcsolatokat
képes megjeleníteni. Az eszköz főleg tanítási célra használható, hogy a folyama-
tokat és köztük lévő kommunikációt demonstrálja. Mindkét eszköz dinamikus
elemzésekre épít.
4.4. Kapcsolódó saját publikációk
A tézis eredményeit bemutató publikációk [TB14, TB12b, BT16, BKT18]:
• Melinda Tóth and István Bozó. Detecting and visualising process relati-
onships in Erlang. PROCEDIA COMPUTER SCIENCE, 29:1524–1534,
2014.
• Melinda Tóth and István Bozó. Static analysis of complex software sys-
tems implemented in Erlang. In Viktória Zsók, Zoltán Horváth, and Ri-
nus Plasmeijer, editors, Central European Functional Programming Scho-
ol: 4th Summer School, CEFP 2011, Budapest, Hungary, June 14-24,
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2011, Revised Selected Papers, pages 440–498. Springer Berlin Heidel-
berg, Berlin, Heidelberg, 2012.
• István Bozó and Melinda Tóth. Analysing and visualising Erlang beha-
viours. In Theodore Simos and Charalambos Tsitoura, editors, Internati-
onal Conference on Numerical Analysis and Applied Mathematics: 2015
ICNAAM, AIP Conference Proceedings, 1738, Melville (NY), 2016. AIP
Publishing. Art. No.: 240004.
• István Bozó, Mátyás Béla Kuti, and Melinda Tóth. Analysing and visu-
alising callback modules of Erlang generic server behaviours. In Procee-
dings of the 11th Joint Conference on Mathematics and Computer Scien-
ce, CEUR Workshop Proceedings, volume 2046, pages 23–41, 2018.
A tézis eredményeihez kapcsolódó további publikációk:
• állapotgépek elemzése: [LTB18]
• szoftver hierarchia elemzés: [BST18]
• kommunikációs modell definiálása: [IM14, TB12a]
• statikus elemzés: [TBHT10]
Az itt felsorolt publikációkra összesen 9 független hivatkozást jegyez az





A funkcionális programozási nyelvek terjedésének velejárója, hogy felmerül az
igény olyan eszközökre, amelyek a fejlesztési folyamatot támogatják. Ezek le-
hetnek futási idejű eszközök, vagy olyanok, melyek csupán a forráskód elem-
zésével kínálnak hasznos információkat a fejlesztők számára.
Az Erlang ipari környezetben is gyakran használt funkcionális programozá-
si nyelv. A RefactorErl egy statikus elemző és refaktoráló eszköz Erlanghoz,
mely számos transzformációt biztosít a forráskód jelentésmegőrző átalakítására,
másrészről kiterjedt statikus elemzőkészlettel segíti a fejlesztőket a mindenna-
pos tevékenységükben.
Kutatásomban olyan elemzési módszerekkel foglalkoztam, amelyek segítsé-
gével az Erlang programok forráskódjában rejlő összetett összefüggések nyerhe-
tők ki. Ezek az eredmények pedig további magasabb szintű elemzések alapját
képzik. Az ismertetett eredményeim a vezérlés és az Erlang folyamatok közötti
kapcsolatok elemzéséhez kapcsolódnak.
A dolgozatomban Erlang programok vezérlésfolyam-gráfját adtam meg,
amely tartalmazza a programok végrehajtása során előálló lehetséges végrehaj-
tási utakat. A gráfot a nyelv szintaktikus kategóriáihoz rendelt formális szabá-
lyok segítségével definiáltam, amelyek a nyelv szemantikájának megfelelően ad-
ják meg a vezérlésfolyam-gráf éleit. A vezérlésfolyam-gráf felhasználásra került
további elemzésekhez is, mint például a párhuzamosítható komponensek azo-
nosítása.
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A vezérlésfolyam-gráf, illetve a benne foglalt információk felhasználhatóak
a forráskódban történő változások hatáselemzéséhez. A vezérlésfüggőségi gráf
egy kompaktabb reprezentáció, amely a vezérlési utakban lévő szekvenciák eli-
minálásával már csak a kifejezések közötti közvetlen függőségeket tartalmazza.
Megadtam Erlang programokra a vezérlésfüggőségi gráfot, amelyet adatfüg-
gőségi információkkal egészítettem ki. Az így definiált Erlang függőségi gráf
felhasználható gráf alapú statikus programszeleteléshez. A definiált infrastruk-
túrára építve megadtam egy hatáselemzés alapú teszteset szelekciós módszert.
A módszer azon tesztesetek halmazát adja meg, amelyek érintettek lehetnek
a változtatás/transzformáció kapcsán. Azaz a változtatás hatása elterjedhet a
tesztelt funkcionalitásba. Az elemzés nem csak a transzformációk hatásának
elemzésére, hanem tetszőleges változás elemzésére is használható.
Dolgozatomban bemutattam Erlang programok egy statikus kommunikációs
modelljét. Megadtam azokat az algoritmusokat, melyek segítségével felderíthe-
tőek az elindított Erlang folyamatok és a köztük aszinkron üzenetküldésekkel
lebonyolított kommunikáció. A modellbe felvettem olyan rejtett kommunikációs
elemeket is, mint a közös osztott memóriának tekinthető Erlang Term Storage
(ets) táblák használata. Megadtam azokat a statikus elemzési algoritmusokat,
melyek felhasználásával kiegészíthető a kommunikációs gráf speciális Erlang fo-
lyamatokkal (például generikus szerverek) és az interfészeiken keresztül történő
rejtett kommunikációval. A kommunikációs gráf kiválóan használható a kód-
ban rejlő összefüggések megjelenítésére, kódmegértés, konkurenciából fakadó
hibakeresés támogatásához. Ugyanakkor felhasználható konkurens programok




Functional programming languages are getting more popular nowadays, thus
there is a high demand on new tools that may support the development pro-
cess. There are two main types of such tools, one is operating with dynamic
information by running the code, the other is performing static analysis on the
source code of the program.
Erlang is a functional programming language designed for developing real
world applications. The RefactorErl tool is an extensive static analyzer fra-
mework developed for Erlang. The tool offers several refactorings and code
comprehension support for developers.
In general, the focus of my research was to develop new static analysis
methods. These methods extract compound semantic information from the
source code, and the result could be used for other analysis methods. My
results are related to control flow, control dependence, impact analysis and
communication model of Erlang programs.
In my dissertation, I have presented formal control flow rules based on the
semantics of the language. The rules are compositional and can be used for
developing control flow graph of an expression, or a function. The results of the
control flow graph have been used further analysis techniques, like discovering
parallelable components in legacy source codes.
The information available in the control flow graphs can be used in many
ways. It can be used for parallelization, debugging or change impact analysis.
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The control dependence graph is a more compact representation compared to
control flow graph. It includes only direct control dependencies, while the
control flow graph contains every execution path of a program. I have presented
and extended the control dependence graph with data dependencies, what we
call Erlang dependence graph. I have presented an impact analysis method
based on the dependence graph. This method can be used for relevant test case
selection. It selects only those test cases that could be affected by a change.
The presented method can not only be used for impact analysis of refactorings,
but can be generalized for an arbitrary modification.
I have also presented a method for extracting the communication model
from Erlang source codes. I have described the algorithms that can be used
to identify the processes and the possible communication between them. I
have extended the model with the analysis results of hidden communication.
The Erlang Term Storage (ets) tables can be used as shared memory between
processes. Any reading or writing operation is taken as an interaction with
other processes accessing the same table. I have added analysis of generic server
behaviors as another extension to the process model. This introduces another
type processes and the hidden communication. The results can be used in code
comprehension techniques, but the results from the communication model could
be used in impact analysis as well.
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Abstract. Static software analyser tools use different levels of interme-
diate source code representations that depend on the syntax and seman-
tics of the language to be analysed. Most of the analyser tools use graph
representation to efficiently retrieve information. Building such graphs
for dynamically typed languages, such as Erlang, is not straightforward.
In this paper we present static analysis methods to define the Depen-
dency Graph representation of Erlang programs. The introduced meth-
ods cover the data-, control-, behaviour-flow and dependency analyses
for sequential and parallel language constructs.
1 Introduction
Static analysis of the software products is a widely used technique to support
different phases of the software development lifecycle. These analysis techniques
can help in software development and maintenance tasks like: debugging, testing,
code comprehension, cost estimation, model visualisation of programs, coding
convention checking, or detecting possible errors. The common part of them is
the analysis of the source code without actually executing the target program.
To perform a static analysis, an intermediate representation of the source
code is required. The efficiency of the analysis highly depends on this represen-
tation. For this reason different intermediate source code representations have to
be developed for different static analysis purposes. For instance, more detailed
information is required for source code transformation and manipulation (in case
of a refactoring tool) than for extracting the model of a live code. For source
code transformation, beside the semantic information, the lexical and syntactic
information is essential. For model extraction, only the high-level entities and
the connection between them is required. Depending on the required information
for the analysis, first we need to build the basic representation from the source
code (e.g. AST). Then we extend the basic representation with the information
of higher-level of abstraction (e.g. semantic information).
In this paper we define various forms of intermediate source code represen-
tations for the programs written in Erlang [7]. The language was designed to
develop highly concurrent, distributed, fault tolerant systems with soft real-time
? Supported by TECH 08 A2-SZOMIN08
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characteristics such as telecommunication systems. The language is dynamically
typed, which makes the static analysis even harder.
We introduce a Semantic Program Graph to represent lexical, syntactic and
different semantic information about the source code. We also give a formal
description of the language and formalise the rules for the building of Data-
Flow Graph and Control-Flow Graph. The data-flow is analysed from different
aspects: zeroth and first order analysis, and the concurrent data-flow through
message passing. Besides the data-flow analysis, the paper covers the control
dependency relations, and some examples are given to the usage.
The information derived from the presented analyses can be used in several
applications. Dependency Graphs are widely used in program slicing algorithms
to perform change impact analysis. We have defined the impact analysis for
Erlang programs [4] to select the subset of the program containing those expres-
sions that are potentially affected by a change on the source code. Based on the
result we can determine the test cases that are affected by the change on the
source code and should be rechecked.
The Dependency Graph includes the control and data dependencies among
expressions. Based on these dependencies we can perform further analysis to find
the parallelisable components that can be run in parallel efficiently and with-
out high synchronisation costs. Hence we have to calculate strongly connected
components on the dependency graph, and analyse the resulted components.
The presented intermediate source code representations and the result of the
analyses are integrated to the source code analyser and transformer tool, Refac-
torErl [2, 3]. We briefly introduce the semantic query language of RefactorErl,
which is applicable to query the result of the presented analyses during the soft-
ware development, maintenance or testing. The data-flow analysis is also used
in some of the refactoring steps. To ensure safe transformation, the source code
has to be analysed and allow the transformation if every precondition holds.
The changes have to be propagated in the source code, so data-flow analysis is
required to detect those expressions where further transformations are necessary.
The paper is structured as follows. In Section 1.1, we introduce the syntax
of Erlang programs. In Section 2, we present the Semantic Program Graph to
represent the Erlang programs. In Section 3, we describe the data-, behaviour-
and control-flow graph building rules and further analysis based on the built
graphs: data-flow reaching, concurrent data-flow analysis, control dependency
analysis, program slicing. Section 4 describes the static analysis in RefactorErl
and a query language to support querying the result of the presented analysis
by the user. Section 5 discusses related work and Section 6 concludes the paper.
1.1 The Syntax of Erlang Programs
Our research focuses on the Erlang programs. Erlang is a dynamically typed
functional programming language that was designed for building highly concur-
rent, fault-tolerant, distributed systems with soft-real time characteristic. In its
syntax the functional style is mixed with some Prolog like elements.
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In addition to the functional language constructs, the language has built in
support for concurrency. The Erlang Virtual Machine handles the light-weight
processes that communicate with asynchronous message passing.
We formalised the rules of our static analysis and the built graphs according
to the syntax and semantics of language elements. We introduce the detailed
syntax description of the language in Appendix A, and in Figure 1 we give a
short overview of it.
An Erlang function (F ) contains several function clauses. Each clause intro-
duces the name of the function, the formal parameters of the function (patterns),
optionally a guard expression and a sequence of expressions to be executed. The
expression (E) types are detailed in Appendix A. In Figure 1 we show the syn-
tax of the match expression (P = E), the tuple constructor ({E, ..., E}) and
the function call (E(E, ..., E)). Patterns (P ) are restricted to constant values,
variables and tuple and list selectors.
V ::= variables (including the underscore pattern ( ))
A ::= atoms
I ::= integers
K ::= A | I | other constants (e.g. string, float, char)
P ::= K | V | {P,. . .,P} | [P,. . .,P|P]
F ::= A(P,. . .,P) when E -> E,. . .,E;
...
A(P,. . .,P) when E -> E,. . .,E.
E ::= K | V | {E,. . .,E} | EList | P = E | E(E,. . .,E) | ...
Fig. 1. Erlang syntax (partial)
2 Source Code Representation
Different source code analysis techniques exist, and the most common part of
them is the usage of some intermediate source code representation for the anal-
ysis.
The most simple and the most current representation is the Abstract Syntax
Tree (AST) of the program. The AST of a program contains the syntactic struc-
ture of the program without representing every detail about the source code.
The main disadvantage of using an AST in further program analysis is the high
cost of information retrieval: in most cases a whole AST traversal is needed to
gather the required information about the source code. For instance, if we want
to know where a function is called, you have to scan the AST of every mod-
ule. Therefore, we choose a graph to represent the syntax and also the semantic
information about the source code.
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2.1 Semantic Program Graph
The Semantic Program Graph (SPG) is a rooted, directed, labelled and indexed
graph that represents the Erlang source code in three different layers:
– Lexical layer – contains the token information about the source code. This
layer stores information about the whitespaces and comments, and contains
both the original and the preprocessed version of tokens.
– Syntactic level – contains the syntax tree of the source code.
– Semantic layer – contains extra calculated semantic information about the
source code, such as module, function references, variable binding.
The SPG contains nodes and directed edges among the nodes. There are
different node classes and edge types. The graph has a special starting node, the
root node, the only element of the root node class. The root node is the starting
point of the most of the queries on the graph. The other nodes of the SPG
are the lexical (lex ), syntactic (file, form, clause, expr, typexp) and semantic
(module, func, record, field, variable) entities of the language. Every graph node
has a set of attributes based on its class, e.g. the function has a name and an
arity attribute. The directed edges represent the relations among the language
entities. Each edge is labelled to represent different kinds of the certain relations
between the nodes, thus we can say that the labels are the types of the edges.
Each edge type points from a certain graph node class to another node class.
For instance, the edge moddef links a module semantic node to a file syntactic
node. The edges are also indexed, so links with the same tag and starting from
the same node are maintained in their order.
We have defined the my module in Figure 2. The module contains a macro
(EOL/1) and a function (f/1). The macro EOL has a string parameter and it
simply appends a newline character to the end of the string. The function f has
a parameter S and it calls the put_chars function from the io module with its
parameter S.
-module(my).
-define(EOL(X), X ++ "\n").
f(S) ->
io:put_chars(?EOL(S)).
Fig. 2. Example of Erlang source code
The syntax tree of the module my is shown in Figure 3. The syntax tree
is built from the preprocessed source code, so all the macro applications are
substituted (as {expr, 8} shows it in Figure 3).
The syntax tree is the base of the SPG. The syntactic and semantic levels of
the SPG are shown in Figure 4. The oval boxes form the syntactic level of the











































Fig. 3. Syntax tree for module my
graph (that contains the syntax tree of the program) and the hexagonal nodes
and the dashed links form the semantic level of the SPG. There are semantic
nodes for each defined and referred module (my, io), function (f, put_chars)
and variable (S). These nodes are linked to the syntactic nodes to represent
the definition or the reference to these entities (e.g. varref, varbind, moddef,
fundef).
2.2 Building the Semantic Program Graph
The first step in creating the SPG is to build the syntax tree. The syntax tree
is built of the scanned token list of the program. Before building the syntax
tree we have to take into account the preprocessor directives and perform the
file inclusion and macro substitution. We build the syntax tree of the programs
from the preprocessed tokens. However, scanners and parsers can be generated
based on the grammar of the language, but the preprocessing mechanisms in
most of the cases are hard coded to the system.
The necessary information for the building of the semantic level of the graph
is calculated by traversing the AST. The AST (and the SPG built from the AST)
can be traversed by using path expressions. A path expression is a sequence
of graph edge labels to be followed from a starting node. For instance, if we
want to find the defined functions in the system, we have to start the query

























































































Fig. 4. Semantic Program Graph – Syntactic and Semantic Level
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from the root node, and ask first the defined modules (module edge) and from
the modules we can ask the defined functions of the modules (func edge), i.e.
we have to follow the [module, func] sequence of labels from the root node. The
syntax of path expressions is described in Figure 5. The main advantage of the
graph representation is that the most frequently used queries have a fixed length,
and there is no need to traverse the whole graph.
path() = [PathElem]
PathElem = Tag | {Tag, Index} | {Tag, Filter}
Tag = atom() | {atom(), back}
Index = integer() | {integer(), integer()} | {integer(), last}
Filter = {Filter, ’and’, Filter} | {Filter, ’or’, Filter} |
{’not’, Filter} | {Attrib, Op, term()}
Attrib = atom()
Op = ’==’ | ’/=’ | ’=<’ | ’>=’ | ’<’ | ’>’
Fig. 5. The syntax of path expression
The structure of the path expressions and the filters are written according
to the Erlang EDoc type specification syntax [6] in Figure 5. The type path()
is a sequence of PathElem. The PathElem can be a graph edge label (Tag) or
a graph edge label with filtering options ({Tag, Index} or {Tag, Filter}). The
former case represents the labelled graph edges to follow during graph traversal,
and the latter one makes it possible to select a subset of graph nodes during
the graph traversal according to the given filtering options. It is possible to
filter the result with syntactic or semantic information ({Tag, Filter}) and
also with the indices of edges in the graph ({Tag, Index}). For instance, the
pair {esub, {6,8}} denotes the sixth, seventh and eighth subexpressions of a
graph node. The graph edges can be traversed both forward (Tag = atom())
and backward direction (Tag = {atom(), ’back’}).
The building of the semantic level of the graph has two phases: to gather
information about the source code and to add new semantic nodes and edges
to the graph. Different semantic analysers can add several kinds of semantic
information about the source code:
– Module analyser – adds a new semantic module node to the graph when a
module definition or reference is found in the syntax tree and links them
to the node (moddef, modref ). Once a module node is added for a specific
module, its definition or its references are linked to this node. Each module
is linked to the root node (module).
– Function analyser – adds a new semantic function node to the graph when
the first reference or the definition of the function is found in the syntax
tree and links it to the semantic node. Afterwards, each found reference is
linked to the semantic function node. For instance, local calls are linked with
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the funlref labelled edge, external calls are linked with funeref edge, import
or export references are linked with funexp, funimp edges. The semantic
function node is also linked to the semantic module node of the defining
module (func) and the defining syntactic function form (fundef ).
– Record analyser – similar to the function analyser, creates a semantic record
node and links the definition and references to it (recref, recdef ). The anal-
yser creates semantic record field nodes to each field given in the record
definition and links them with their references and definitions (fielddef, fiel-
dref ). The semantic field nodes are linked to the defining semantic record
node (field) and the semantic record node is linked to the semantic module
node of the containing module (record).
– Context analyser – to help in further analysis and speed up queries on the
graph, the SPG introduces some structural context edges. Every clause has
a link to its direct subexpressions (visib), and each compound expression has
a clause edge to its clauses. The subexpressions are linked to their topmost
super-expression with top edges. The clauses also have a hierarchy as the
subexpressions do. Each clause is linked to its containing scope clause with
a scope edge, and the scope clauses are linked to the containing function
clause with a functx edge.
– Variable analyser – variables are analysed upon their containing scope in-
formation. Once a variable is found in the syntax tree, its scope has to be
determined. The semantic variable node is linked to its scope clause with
a vardef edge and it is linked to every clause where it is visible (varvis).
The references and the bindings are linked to the variable node with varref,
varbind edges.
Further semantic analysis can be performed based on the syntax tree and the
listed semantic information, such as interprocedural data-flow analysis, dynamic
function call analysis or control-flow analysis.
3 Source Code Analysis
Based on the syntactic and semantic information stored in the Semantic Program
Graph of Erlang programs, further analyses can be applied to calculate flow or
dependency information. In this section we present data-, control- and behaviour-
flow analysis towards creating a Dependency Graph of Erlang programs.
When we have defined the Data-Flow, Control-Flow and Dependency Graphs,
we had to consider the main features of the language. Some properties of the lan-
guage make the analysis simpler (such as the limited number of data constructors
and selectors, or the single assignment variables), but there are more properties
that make the analysis complicated (the lack of documented evaluation strategy,
the dynamic nature of the language: dynamic function calls, dynamic process
starting, communication via message passing).
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3.1 Data-Flow Analysis
The Data-flow analysis is a technique for gathering information about how a
program manipulates its data and what are the possible sets of values calculated
at various points in a program. Several classical data-flow analysis applications
exist, such as constant-propagation analysis, liveness analysis, available expres-
sion analysis, reaching definition analysis, etc. In case of the Reaching Definition
Analysis we are interested in each program point, which assignments may have
been made and not overwritten, when execution reaches this point along some
path [14], so we should statically determine which definitions may reach a certain
point in the program.
Erlang is a single assignment language, so we are interested in reaching defi-
nition analysis and finding those program points which value can be a copy of a
certain expression or variable. Therefore, in this section we introduce the reach-
ing definition data-flow analysis. The analysis builds up the Data-Flow Graph
(DFG) of an Erlang program. The DFG contains direct data-flow information
among expressions and the reaching relation defines the direct and indirect data-
flow among them.
The DFG is a part of the Semantic Program Graph of RefactorErl. The
analysis adds data-flow edges to the SPG based on the syntax and semantics of
the language. The DFG is a directed labelled graph (DFG = (N , E)), its nodes
are the Erlang expressions (ni ∈ N) and its edges represent the direct data-flow
among them.
We can distinguish four kinds of data-flow edges:
–
f→ (flow edge): n1 f→ n2 represents that the result of n2 can be a copy of
the result of n1. Their value is exactly the same, and changing the value of
n1 results in the same change of the value of n2.
–
ci→ (constructor edge): n1 ci→ n2, represents that the result of n2 can be a
compound value that contains n1 as the ith element.
–
si→ (selector edge): n1 si→ n2, represents that the result of n2 can be the
ith element of the compound data n1.
–
d→ (dependency edge): n1 d→ n2, represents that the result of n2 can
directly depend on the result of n1.
We build the DFG with a compositional syntax based on the formal data-
flow rules. These rules are presented and detailed in Appendix B in Figures 24
– 26. During the data-flow analysis we traverse the syntax tree part of the SPG
and try to apply one of the data-flow rules. When a syntactic element matches
to a left hand side of a rule we apply the right hand side of that rule and add
the given edges to the graph. This rule-based graph building method results in
the Interprocedural Data-Flow Graph containing the direct data-flow edges. The
indirect data-flow can be obtained by traversing the DFG and calculating the
transitive closure of the graph. We can define this closure with the Data-Flow
Reaching relation. We have defined the zeroth order (Section 3.2) and the first
order reaching (Section 3.5).
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To give the basic idea behind the rules we show some example rules in Fig-
ure 6. The (V ariable) rule describes that the value bound to a certain variable
flows to all occurrences of the same variable. Rules (Tuple exp.) and (Tuple pat.)
describe the constructor and selector operations of tuples. The edge ci denotes
that the value is the ith element of the tuple, and si means that we select the
ith element of the compound pattern. The (Fun. call) rule defines the data-flow
from the actual parameters to the patterns of the function definition, and the
flow of the result of the function back to the function application.
Expression Direct Graph Edges
(Variable)
p binding of a variable




{e1, . . . , en} e1
c1→ e0, . . . , en cn→ e0
(Tuple pat.)
p0:
{p1, . . . , pn} p0
s1→ p1, . . . , p0 sn→ pn
(Fun. call)
e0:
m : g(e1, . . . , en) or
g(e1, . . . , en)
m:g/n:
g(p11, . . . , p
1
n) when g1 →





g(pm1 , . . . , p
m
n ) when gm →




f→ p11, . . . , e1 f→ pm1
...
en
f→ p1n, . . . , en f→ pmn
e1l1
f→ e0, . . . , emlm
f→ e0
Fig. 6. Static Data-Flow Graph building rules
3.2 Zeroth Order Data-Flow Reaching
We have already defined the direct edges of the Data-Flow Graph, but we have
to define the indirect data-flow relation based on this graph as well. The Data-
Flow Reaching is defined by the
0f
; relation, where n1
0f
; n2 means that the
value of the expression represented by n1 in the DFG can be a copy of the value




; n1 always holds, because the value of an expression reaches itself
(reflexive rule)
– If there is a flow edge
f→ between nodes n1 and n2, then the value of n1
reaches n2 (f rule)
– A compound data structure preserves the data in its elements. When we
put an element n1 into a data structure n2 and the compound data reaches
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another node n3 and we take out the element from the compound data to
n4, then the packed value n1 reaches n4 (c-s rule)
– If the value of an expression n1 reaches n2 and the value of n2 reaches n3,
then the value of n1 reaches n3, their values are equal (transitive rule)
Based on these, we can formalise the zeroth order data-flow reaching. We call
it zeroth order, because it does not handle any context information, for instance
about the calling context of functions.
Definition 1: Zeroth order data-flow relation The zeroth order data-flow
reaching relation (
0f

























For some application of the data-flow reaching the relevant information is
the last element of a flow chain. Thus, we introduce the forward and backward
compact data-flow reaching. For instance, when applying the data-flow analysis
for the dynamic function call detection [8], we have to detect whether the value
of a variable is unambiguously defined in the source code or it can be the result
of some operation.
Definition 2: Zeroth order compact forward data-flow relation The
compact forward data-flow reaching (
0fcf









Definition 3: Zeroth order compact forward data-flow relation The
compact backward data-flow reaching (
0fcb
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3.3 Zeroth Order DFG and Reaching Example
Let us consider the following Erlang module in Figure 7. The function swap/2
swaps the values of a two-tuple. The function get_1st/1 takes a tuple as an
argument and swaps its values, then returns the first element of the swapped
tuple. Finally, the function cons/0 calls the function get_1st/1 with the actual










Fig. 7. Example of Erlang code
The Data-Flow Graph of this module is shown in Figure 8. The result of the
function cons/0 is the value of the variable Y. It can be traced in the graph that
the constant 2 can be the value of Y: e25
0f
; e32 (the notation ei denotes the
DFG graph node and i is the index of nodes in Figure 8). We pack the integer
2 into the tuple as its second element and pass the tuple to the argument of the
function get_1st/1 that also passes that value to the parameter of swap/2. The
last function unpacks the values from the tuple and packs them into a new tuple
in reverse order. Thus, the second element of the tuple (the integer 2) becomes
the first element. Then get_1st/1 unpacks the resulted tuple and returns the
first element of the tuple, that is the integer 2. The function cons/0 binds the
result of the function call to the variable Y and returns that value. Thus, the
result is the integer 2.
Using the data-flow reaching relation we can formalise the traversal of the
graph:
e22























(transitive rule (3 times))
































































Fig. 8. Data-Flow Graph example
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e18































(f rule (3 times))
e29




(transitive rule (2 times))
e6























(transitive rule (3 times))
3.4 First Order Data-Flow Analysis
The zeroth order reaching is calculated based on the DFG. It does not con-
sider the calling context of functions, thus the zeroth order reaching is an over-
approximation (the DFG contains false positive data-flow edges). To address this
problem we defined the First order Data-Flow Reaching. The first order analysis
extends the DFG with context information about function calls to denote the
entry point of the function from a given function call and the return point of the
function to the same function call with the same index.
We will illustrate the calling context problem with an example and demon-
strate how the first order analysis can avoid some false positive hints.
We can extend our previous example from Section 3.3 with another function,
which calls the function get_1st. The result of the data-flow reaching changes
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In this case both the tuples {3,4} and {1,2} flow to the pattern X, and the
result of the function get_1st/1 can be either integer 2 or 4 after the swapping.
The result of this function (e20) flows to the applications (e30, e41), so these can
be the values of variables Y and Z. However, it is obvious that when we call the
























































Fig. 9. Extended Data-Flow Graph example
The problem with the zeroth order data-flow graph is that it does not store
any context information about the source code. Therefore, we can refine this
analysis by adding some context information about the calling context of func-
tions and distinguish the different function call and return points.
Extended First Order Rules To achieve the first order analysis, the 0th
order data-flow rules have to be extended with calling context information. Our
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motivating example indicates that we should distinguish the different calls to a
function. Therefore, we store additional information on the entry and exit points
of a function rather than considering only the flow of the parameters.
Our first order analysis introduces new data-flow relations:
call(g)→ for entering
and
ret(g)→ for leaving the function g. The context information is added to the
edge as an index:
call(g,i)→ means the ith call of the function, and ret(g,i)→ means
the return point of the ith call. Figure 10 shows the compositional data-flow rule




m : g(e1, . . . , en)
m:g/n:
g(p11, . . . , p
1
n) when g1 →





g(pm1 , . . . , p
m
n ) when gm →
em1 , . . . , e
m
lm .
e0 is the i
th analysed call
to function m : g/n
e1l1
ret(g,i)→ e0, . . . , emlm
ret(g,i)→ e0
e1
call(g,i)→ p11, . . . , e1 call(g,i)→ pm1
...
en
call(g,i)→ p1n, . . . , en call(g,i)→ pmn
Fig. 10. First order function call rule
3.5 Extended First Order Data-Flow Relation
The presented data-flow rules describe direct flow information among Erlang
expressions. Since data could flow from node n1 to n2, and from n2 to n3, we are
curious whether the value of n1 flows indirectly to n3. The 1
st order data-flow
relation returns those nodes in the graph where the value of a given node can
flow through a sequence of the data-flow edges.
We derive the first order data-flow relation from the zeroth order data-flow
relation considering the followings:
–
0f ′
; denotes the zeroth order data-flow relation calculated on the data-flow
graph defined by the extended data-flow rules. The zeroth order flow relation
operates on
f→ edges, but the first order function call rule replaces the corre-
sponding
f→ edges with call→ and ret→ edges. The zeroth order reaching cannot





; denotes the first order data-flow relation.
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– In the first order relation (
1f [µ]
; ) µ is a list of call (
call(g,i)→ ) and return (ret(h,j)→ )
points. We have to record the names and the indices of the called functions,
because later we have to find the corresponding exit points.
– Each node (ni) that is reachable in the extended representation with the
0th order data-flow relation is reachable by the first order relation (0th flow
rule).
– Similarly to the 0th order relation, if a data constructor packs (
ci→) the node
n1 into n2 and the value of n2 flows (with a first order flow) into the node
n3 and another data constructor unpacks (
si→) the value into n4, then the
value of n1 flows into n4 (1
st c-s rule).
– The call (
call(g,i)→ ) and the return (ret(h,j)→ ) edges behave similarly as the flow
f→ edges, so the data flows through them (call rule and return rule).
– The data can flow through any function call (call concat. rule).
– If the value of the node n1 flows into the node n2 through the return value
of a function call and the value of n2 flows into the node n3 through the
return value of another function call, then the value of n1 transitively flows
into the node n3 (return concat. rule).
– If we enter the function through the edge
call(g,i)→ , then we have to leave the
function through the
ret(g,i)→ edge (reduce rule) and leaving the function body
through an
ret(g,j)→ (j 6= i) edge is not allowed (Lemma 3).
In Definition 4 we use the following notations:
– µ denotes a list;
– hd(µ) results the head (first) element of a list;
– last(µ) stands for the last element of a list;
– µ+ +ρ denotes the concatenation of list µ and list ρ;
– µn denotes the n
th element of list µ.
Definition 4: First order data-flow relation The data-flow relation (
1f
;) is
























































N th Order Analysis. Based on the defined first order analysis, where we have
stored the calling context in the DFG in one depth, we can generalise the second
order analysis and store the calling context in two steps [19]. For example, in case
of a higher order function (Figure 11), a dynamic function call in the body of the
function depends on the parameter of the higher order call, thus it depends on
the calling context of the higher order function. In Figure 11 we have defined the
function func/2 that applies its first argument on its second argument: when
we call this function from call pear/0 it calls the function pear/1, and when we







Fig. 11. Higher order functions
Based on this we can add the
call(pear,i)→ and the call(apple,j)→ first order flow
edges from the node of Fun(Data), and also the
ret∗→ edges. Calculating first
order reaching on the DFG from the body of call pear/0 results in that both
function apple/1 and function pear/1 were called and their return values were
reached. A solution to that problem could be to store two depth calling context:
call((func,1);(pear,i))→ and call((func,2);(apple,j))→ .
This analysis could be generalised iteratively to an nth order flow analysis
(
call((func1,i1); ... ;(funcn,in))→ ).
3.6 First Order DFG and Reaching Examples
The first order DFG of the previously mentioned example is shown in Figure 12.
It can be traced that the integers 2 and 4 can be the result of the function





















































































Fig. 12. First Order Data-Flow Graph example
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get_1st/1 (e25
1f [call(get 1st,1)]
; e20 and e37
1f [call(get 1st,2)]
; e20), but only the










3.7 Concurrent Data-Flow Analysis
Besides the function parameters there is another way to exchange data between
functions (and also between different processes), that is message passing. There-
fore, a naive approximation of calculating data-flow through message passing can
be similar to the zeroth order data-flow through function calls. We can link each
passed message to all of the receive expressions. That results a huge DFG con-
taining lots of false flow edges. To avoid this, we should restrict the set of possible
receivers of messages using context information about the message passing.
Concurrent Erlang Processes and Message Passing The language was
designed for developing concurrent and distributed applications. Spawning a
processes on remote nodes is as easy as spawning it on a single node. Since Erlang
uses light-weight processes and processes are spawned at the virtual machine
level, the spawning and destroying of processes is quite fast. The processes are
separated from operating system processes and behave in the same way on every
platform. The virtual machine takes care of spawning, destroying and scheduling
of processes. The processes are independent and do not share memory, as they
communicate only through message passing. Message passing is asynchronous
and the messages arrive at a message queue of the process. Messages are waiting
in a message queue until they are processed.
The following functions work in the same way on a local node, or even if
there is a set of interconnected nodes. In this paper we will describe the message
passing in case of a local node. The analysis can be extended easily to apply for
distributed applications as well.
The basic language elements for concurrency are spawn, register, receive and
send.
Spawning processes With the spawn function we can create new processes. We
can spawn a lambda expression, an exported function on a local node, or even on
the remote Erlang node. There are some versions for this BIF (Built in Function):
spawn – The function spawn/n spawns a separate process with the given
function and returns its process identifier (PID). The creating process will not
be notified if the created process has terminated abnormally. The function is
available with different arities: n=1,2,3,4.
spawn_link – The function spawn link/n spawns the given function, but
creates a link between the parent and the spawned process. The creating process
will be notified if the created process terminates abnormally and will cause to
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crash the creating process if the exit is not trapped. The functions are available
with different arities: n=1,2,3,4.
spawn_monitor – The function spawn monitor/n spawns the given function
and returns a tuple of a PID and a reference for the process. With this reference
we can monitor the created process. The creating process will be notified if the
created process terminates normally even if it crashes, but will not cause the
creating process to terminate. The function is available with different arities:
n=1,3.
Registering processes With the function register/2 we can associate a local
process identifier with a given name. The function will fail if there is a process
registered with the same name, or the local process does not exist.
If we have several nodes connected and communicating with each other, we
can also register the process globally with the function global:register name/n
(n=2,3).
If the process is registered it can be accessed by its name instead of the PID
when sending it a message.
Sending messages Since the spawned processes are independent, the only way
of communication is message passing, either through the network, or only on
a local node. The process can be accessed by its process identifier obtained by
spawning the process, or by the given name, if it has been registered. There are
some alternatives for sending messages, but we describe only the most common
cases, as the other functions behave similarly.
The right-associative infix send operator ! (exclamation mark) and its func-
tion version send/2 are used most commonly. The operator takes two
operands: the right operand, which is the message to be send, and the left
operand, which is the destination process. As a result, the send operator re-
turns the message. The destination can be a PID, a registered process name, or
even a registered process on a remote node.
The operator ! and the send/n (n=1,2) send the message to the mailbox
(or message queue) of the processes. To send a message to a globally registered
process we can use the function global:send/2.
Receiving messages The messages arrive at the mailbox of the process. We can
extract messages with the receive expression. The receive expression looks like
a case expression (or switch in other languages), except it suspends until it can
extract a message form the mailbox, or the given timeout has elapsed. We can
extract messages with pattern-matching and proceed with execution according
to the received message.
Detecting Spawned Processes Since the process identifiers are created dy-
namically or passed to the functions as parameters, statically detecting the re-
cipient of a message is not straightforward and sometimes it is impossible to
calculate. Let us consider the following Erlang function:
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send_data(Pid) ->
Data = do_some_computation(),
Pid ! {"Sending computed data", Data}.
In this example, if we do not have further knowledge about the function
parameter Pid, we cannot detect where the actual message can flow. Thus we
concentrate on the analysing of process identifiers and on calculating the set
of functions that can be executed as processes. To solve the latter mentioned
problem we have to analyse process spawning. For the sake of simplicity we
describe in more detail only the function spawn/3 hereinafter (the functions
spawn*/n can be handled similarly):
Pid = spawn(ModName, FunName, ArgList)
The function spawn/3 executes the given function in the new independent pro-
cess and returns its unique identifier. The spawn/3 function takes three argu-
ments: the name of the implementing module, the name of the function to be
spawned and the list of the actual parameters for this function. Thus the follow-
ing triple {ModName, FunName, length(ArgList)} identifies the function that
is spawned in a new process.
To calculate the possible values of the identifying triple we can use the se-
quential first order data-flow reaching defined in Section 3.4. The following sets
define the possible values of the elements of the triple, where mn ∈ V denotes
the node representing the module name, fn ∈ V denotes the node representing
the function name and arg ∈ V denotes the node representing the argument list
in the Data-Flow Graph – DFG = (V,E):
– MN = {n ∈ V |n 1f; mn, @n′, n′ ∈ V, n′ 6= n : n′ 1f; n}
– FN = {n ∈ V |n 1f; fn,@n′, n′ ∈ V, n′ 6= n : n′ 1f; n}
– Arg = {n ∈ V |n 1f; arg,@n′, n′ ∈ V, n′ 6= n : n′ 1f; n}
For instance, the set MN contains those expressions which values can flow
into mn, i.e. we perform static backward data-flow reaching starting from mn.
When the node mn is a variable, we need only the binding of the variable and
neglect its references, because only the origin of the variable holds useful infor-
mation for us. We select only the source nodes from the DFG, which has zero
indegree.
Ideally, the type of the elements in MN and FN are atom and the type of
the elements of Arg is an n-element list expression. In this case we can unam-
biguously identify the spawned function. Otherwise we can use some heuristic to
narrow the possible set of functions that can be executed in the spawned process
which receive the sent messages (for details see Section Heuristics for process
detection).
Hereinafter SFPid denotes the set of functions that could be executed by the
process Pid: SFPid = {{val(M), val(F ), size(A)}|M ∈MN,F ∈ FN,A ∈ Arg}
Function val/1 returns the value of an expression instead of its node identifier
in the DFG. Function size/1 returns the estimated size of a list expression.
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Lists have a variable length, so statically calculating the length of a list is not
straightforward.
For the sake of simplicity we present the introduced sets in a simple example:
-module(mymod).
start(Fun, Args) ->











The presented Erlang module mymod defines the function start/2, which
spawns a process and then sends a message to the newly spawned process. The
name and the parameters of the function to be executed by the process are the
parameters of the function start/2, so they are not defined in the function. The
first parameter of spawn/3 is given by a predefined macro application ?MODULE,
the substitution of that macro is the name of the current module mymod. The
function init/0 calls the function start/2 with the actual parameters loop1
and a two-element list. The function process/1 calls start/2 with the actual
parameters loop2 and a two-element list. The body of the function loop*/2 is
not important yet.
Using backward first order data-flow analysis we obtain the following node
sets, where $Expr$ means the node representing expression Expr in the data-
flow ($Expr$ ∈ V ):
– MN = {$?MODULE$}
– FN = {$loop1$, $loop2$}
– Arg = {$[init, []]$, $[proc,Data]$}
– SFPid = {{mymod, loop1, 2}, {mymod, loop2, 2}}
We have identified two possible functions (SFPid) that can be spawned
in start/2, and these are the recipients of the message passed in expression
Pid ! start.
Since we can refer to any registered processes with the associated alias, we
have to analyse the calls of function register/2 too:
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_True = register(Alias, PidExpr)
In this case we have to calculate the possible values of the expression Alias
and to identify the function that has been spawned in a process with identifier
PidExpr. To detect the possible values of these expressions, in both cases we
require backward data-flow reaching:
– AN = {n ∈ V |n 1f; an, @n′, n′ ∈ V, n′ 6= n : n′ 1f; n}
– AtomAN = {n ∈ V | ∃n′, n′ ∈ AN, ∃n′′, n′′ ∈ V, n′′ 1f; n, val(n′′) =
val(n), type(n′) = atom, n ∈MPass}
– PN = {n ∈ V |n 1f; pn, type(n) = spawn app}
In the former sets an denotes the node representing the Alias in the data-flow
graph; pn represents the process identifier expression PidExpr in the data-flow
graph and MPass represents the elements of the message passing expression.
The function type/1 returns the type on an expression; type(n) = spawn app
means that node n is an application of function spawn.
To calculate the function executed in the process referred by the given Alias
we have to select the nodes representing a function call to spawn*/n. This set
of nodes is denoted by PN . We have to calculate the possible functions to be
executed by the processes SFPidi for every element of PN . Since the name Alias
could refer to all of these processes, SFAlias will denote the union of these sets.
The main point in registering a process with an atom atom alias is that the
registered process can be accessed with the registered name atom at different
points of the program without having any information about its PID. Thus an
atom used in a message passing may refer to a process spawned in another
function from another module, even if there is no data-flow connection between
them. Therefore, we have to identify the atoms in message passing that could
refer to the same process: AtomAN . The elements of AtomAN should identify
the same triples as the Alias: ∀A ∈ AtomAN : SFA = SFAlias.
Consider the modified version of the previous example, where the function
init/1 registers the spawned process with a given alias Alias. The function
reg_proc calls init/1 with the actual parameter proc1 and then sends a mes-
sage using the registered alias.
start(Fun, Args) ->












We can calculate that the atom proc1 refers to the function mymod:loop1/2
in message passing expressions:
– AN = {$proc1$}
– from function call init(proc1)
– AtomAN = {$proc1$}
– from expression proc1 ! some_msg
– PN = {$spawn(?MODULE,Fun,Args)$}
– SFAlias = SFPid = {{mymod, loop1, 2}}
– SFproc1 = SFAlias = {{mymod, loop1, 2}}
Heuristics for process detection Ideally the sets MN , FN and Arg contain
atom nodes and list nodes with finite length, but it is not the case for industrial
sized code. Therefore, we have studied some heuristics that can help to detect
the possible functions to be executed in a process.
These heuristics are approximations of concurrent data-flow. The value of a
variable representing the module name, the function name or the parameter list
often cannot be calculated statically, therefore we want to approximate them
based on the analysed source code. These heuristics are approximations of the
dynamic/runtime information that is not available at compile time.
For instance, we can calculate the name of the module and the function to be
spawned, but we cannot calculate the length of the parameter list. Since we have
analysed the modules and functions before the message passing analysis, we can
search for functions in the module without regarding the arity of the function. If
we have found only one function, this must be the spawned function, otherwise
there are more candidates to be spawned and we will scan each function body
for the corresponding receive expressions.
These kinds of heuristics over-approximate the concurrent data-flow edges
and the resulted DFG contains some false positive hints.
The used heuristics are based on the partial knowledge about the module
name, function name and arity, and we extend this knowledge with information
about the source code base. The used heuristics are:
1. when the name of the module (m) and the name of the function (f) are
atoms – we select all functions with the name f from the module without
regarding its arity ni and we add {m, f, ni} to SF∗;
2. when the name of the module (m) is an atom – we select all functions
from the module without regarding its name fi and its arity ni and we add
{m, fi, ni} to SF∗ for each function fi/ni;
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3. when the name of the module (m) is an atom and we can calculate the length
of the parameter list (a) – we select all functions fi from the module with
the calculated arity a and we add {m, fi, a} to SF∗;
4. when the name of the function (f) is an atom and we can calculate the
length of the parameter list (a) – we select every module (mi) that defines
a function f/n and we add {mi, f, a} to SF∗.
It is possible to use other heuristics (for instance, when only the arity of the
function is known), but most of them result in a huge set of possible functions
and thus we should generate lots of edges to the Data-Flow Graph.
Consider the following variation of our example, when the name of the func-
tion is a parameter of the function init/2.
start(Fun, Args) ->










We can deduce that:
– MN = {$?MODULE$}
– FN = {$FunName$}
– Arg = {$[init, []]$, $[proc,Data]$}
Since the name of the function is unknown, we should use a heuristic. The
name of the module is mymod and the arity of the function is 2, so we can
use the first heuristic from the listing. We are searching for the described func-
tions (fi) in the module: loop1/2 and loop1/2, and we add {{mymod, loop1, 2},
{mymod, loop2, 2}} to SFPid.
Data-Flow through Message Passing In the followings we concentrate on
message passing expressions using the send operator (!): e1 ! e2. The left subex-
pression is a process identifier or an alias of a registered process stored in a
variable or a simple atom. The right subexpression is the message to be sent.
The built-in function send/2 can be analysed similarly. For the sake of sim-
plicity we do not explain the case when the origin of the recipient of the message
passing is a registered process on another node, because it is possible to extend
our analysis to handle it.
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Fig. 13. Concurrent data-flow rule
To analyse a send expression we have to identify the recipient of the mes-
sage, so we have to find the origin of the left-hand side subexpression e1. We
use backward data-flow reaching to find the spawn expression that returns the
process identifier e1 or to find the expression that is registered as e1 (alias):
– Spawn = {n ∈ V |n 1f; e1, type(n) = spawn app}
– Reg = {n ∈ V |n 1f; e1, type(sup(n)) = reg app}
sup(n) denotes the superior expression of node n, i.e. n is a subexpression
of sup(n). If the spawning (Spawn) or registering (Reg) expressions are found,
we can use the previously defined algorithm to calculate SFe1 .
When e1 is an atom or the backward reaching from e1 returns an atom, we
cannot use reaching to detect the SFe1 , hence there is no data-flow connection
between the used alias and the registering expression. At this point of the analysis
we need the sets AN and SFA for every register expression where A ∈ AtomAN ,
thus it is required to calculate them in a previous stage of the analysis. In this
case we have to calculate the possible atom values of e1 – name1, ..., namek –
and select SFnamei from the previously constructed sets. In this case SFe1 =⋃k
i=1 SFnamei .
Message passing indicates data-flow edges between the sender and the re-
ceiver expression. Therefore, after identifying the possible functions (SFe1) we
have to find the possible receiver expressions. We have to collect the receiver
expressions from the body of the executed function and from the body of the
functions that are transitively called from the executed function:
Rec = {n ∈ V | type(n) = receive expr, F ∈ tr closure(SFe1), n ∈ body(F )}
The function tr_closure/1 returns the transitive closure of the
call→ relation,
where f1
call→ f2 means that function f1 calls function f2 and fi is represented by
the previously defined triple. The function body/1 returns the expressions from
the body of a function.
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We apply the data-flow rule presented in Figure 13 for every e′ ∈ Rece1 re-
ceive expression. The sent message e2 flows into the different patterns (p1, ..., pn)
of the selected receive expression, i.e. e2
f→ pi. The result of the receive expres-
sion can be the value of the last expression of its clauses (eij
f→ e′) and the result
of the send expression is the message itself (e2
f→ e0).
Let us consider another extension of the previous example, where we extend












There were two send expressions in the previous example: Pid ! start and
proc1 ! some_message. In the former case we have to calculate
the Spawn set: Spawn = {$spawn(?MODULE,Fun,Args)$} and then
SFPid = {{mymod, loop1, 2}}. There is only one receive expression in the body
of the function mymod:loop1/2, so we link the sent message to its patterns:
$start$
f→ p, where p ∈ {$start$, $Msg$, $stop$}. To analyse the latter send
expression we have to calculate SFproc1 = {{mymod, loop1, 2}}, then find the
receive expressions and create the link among the message and the patterns in
the Data-Flow Graph: $some message$
f→ pi.
Refining the Processes Analysis We overestimate the concurrent data-flow
edges, since the introduced static concurrent data-flow calculation algorithm
does not consider the order of the sent messages or the liveness of processes.
Further analyses should be performed to refine the resulted graph. The order of
sent messages should be stored as context information.
It is possible to unregister the name of a process in Erlang programs, and
after unregistering the process name we cannot send a message to the process
by referring to its name. To detect the liveness of processes at a given point of
the program we should improve our concurrent data-flow analysis and we have
to use the control-flow analysis (Section 3.9) to calculate the execution paths of
the program. Similarly, exit signals also have to be considered.
Improving the 1st Order Data-Flow Analysis Beforehand we have in-
troduced the process and message passing analysis for Erlang. Both sections
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assume that we have a data-flow reaching relation. Therefore, we split the data-
flow graph building algorithm into two parts. In the first stage we calculate the
sequential Data-Flow Graph based on the rules from Sections 3.1–3.4.
In the second stage we calculate the concurrent data-flow edges based on
the analysis described in Sections Detecting Spawned processes and Data-Flow
through Message Passing. This analysis extends the DFG with new data-flow
edges, thus calculating 1st order reaching could result in a more accurate result
set. Therefore, running the process analysis on the refined concurrent data-flow
graph could generate new data-flow edges. It is possible to run the process analy-
sis algorithm iteratively until it reaches its fixed point. The algorithm terminates
when there is no more new message passing expression that we can analyse or
we found the recipient for every message passing expression. When the analysis
terminates, the resulted graph contains the possible statically calculable data-
flow connections among Erlang statements. Unfortunately, with static analysis
and the used heuristics we cannot avoid false hits.
Since we do not introduce new edge types for the Data-Flow Graph (only
f→
edges are generated), the definition of the reaching relation remains the same as
it was in the sequential case.
The following example demonstrates the necessity of the iterative application
of the algorithm.
start() ->
Pid1 = spawn(?MODULE, fun1, []),
Pid2 = spawn(?MODULE, fun2, []).
Pid1 ! {pid, Pid2}.
fun1() ->
receive






The function start/0 spawns two processes and sends the process identifier
of the second process to the first process. The first process executes the function
fun1/0, i.e. waits for a message that contains a process identifier and sends a
message to the received Pid. The second process executes the function fun2/0,
i.e. waits for a message and executes a function call do_sth/1 after the message
is received.
It is obvious that a backward reaching on the sequential data-flow graph does
not find the origin of Pid in the message passing, so we cannot deduce that it
refers to function fun2/0. However, we can perform the second stage of the data-
flow analysis for the send expression Pid1 ! {pid, Pid2} and add a flow edge
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between the sent message and the receive pattern in fun1/0: ${pid, P id1}$ f→
${pid, P id}$. Then by performing a backward reaching on the concurrent Data-
Flow Graph we get the origin of Pid and we can deduce that it refers to fun2/0.
Now, we can add the flow edge: $some message$
f→ $A$.
3.8 Behaviour-Flow Analysis
The behaviour-flow or Behaviour-Dependency Graph [18] describes a potential
data related dependency among expressions. A data dependency relation be-
tween two graph nodes (n1 ; n2) means that the behaviour of n2 depends
on the result/behaviour of n1, so the change of node n1 may have an impact
on n2. This kind of information is essential when we want to follow the evo-
lution of software systems and help the developers to maintain the program.
The result of this analysis can provide some information about the expressions
(or functions/modules) that could be affected by a change on the source code.
Based on this information the developer can decide whether the planned change
on the source code is performable. The behaviour dependency relation can be
computed using the data flow, data dependency and the behaviour dependency
edges (described in [18]).
Definition 5. The behaviour dependency relation
b
; is defined as the minimal
















Definition 6. The data and behaviour dependency relation; is defined as the









d→ n3, n3 b; n4
n1 ; n4
(b-dep-rule)




A = 1 + 2,
X = A,
B = A * A,
...
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Definition 5 describes that data-flow and the behaviour dependency edges
(
b→) propagate behaviour dependency among expressions (d-rule, b-rule). In our
example the value of A reaches X, so when we change A that has an impact on
X, changing the behaviour of A affects X too.
Definition 6 presents that data-flow reaching holds a special dependency,
because those nodes from the Data-Flow Graph which could be a copy of node
n1 are affected by changing the value of n1, so modifying n1 could have an impact
on them (n1 ; n2).
Considering the expression A = 1+2 we can notice that changing the expres-
sion 1 to an atom something_else results that the expression something_else+2
could not be evaluated and that it results a run-time error. Then each expression
which behaviour depends on the value of 1+2 could not be evaluated. Therefore,
when there is a data dependency connection between two nodes (n1
d→ n2 –
1
d→ 1 + 2), changing the data in n1 may have an impact on the behaviour of
n2, and those nodes which behaviour may depend on n2 (B = A * A), also may
alter the behaviour from the same data change (b-dep-rule).
3.9 Control-Flow Analysis
The Control-Flow Graph (CFG) represents all the possible execution/evaluation
paths of the program that can be chosen for every possible input. The CFG is a
language dependent representation of the program as it is based on the semantics
of the language.
We have defined control-flow rules for Erlang programming language based
on its semantics. The language has strict evaluation, which means that before
evaluating a compound expression, its subexpressions have to be evaluated. In
every case the subexpressions are evaluated in left to right order. The defined
control-flow rules are compositional, thus the graph can be composed from the
previously computed subgraphs. We use the SPG of RefactorErl and use the
same identifiers for the vertices in the CFG and we extend the set of nodes with
some dummy vertices for joining branches, error nodes, etc. The rules are defined
and described in more detail in Appendix C in Figures 29–32.
The notations in the figures are the followings: e, ei ∈ E are expressions,
g, gj ∈ E are guard expressions, p, pk ∈ P are patterns and f/n ∈ F stands
for functions. The e′0 ∈ E is a dummy node in the control flow graph, which
represents an entry point of the compound expression or a joining of dummy
nodes (ret) to represent the return of conditional branching expressions. The
relation → represents the control-flow between the nodes. The edges that have
no labels represent sequences, and edges with labels represent:
– conditional branching and pattern matching with (
yes→), (no→) edges
– returning to a previous expression (
ret→),
– function calls/applications with (
call→ ),
– receive expression with (
rec→),
– send expression with (
send→ ).
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The relations (
call→ ), (rec→), (send→ ) represent special relations which indicate
the possible dependency between the nodes of different functions (for details,
see Section 3.10). In the rest of this section we describe a small example to give
a general overview about the control flow in Erlang. The reader can find the
listing and discussion of formal rules in Appendix C.
A simple CFG example The simple factorial computing function is described
in Figure 14. The function gets a non negative number and returns its factorial.
By definition the factorial of 0 is 1 and for larger number we can calculate the
factorial by multiplying N with the factorial of N-1.
fact(0) -> 1;
fact(N) when N > 0 ->
N * fact(N - 1).
Fig. 14. Definition of the factorial function
Figure 15 shows the CFG for this simple factorial function. The graph is built
on the formal rules described in Appendix C.
The entry point of the function is the node FORM(1). The actual parameter
is matched against the first formal parameter 0. If it succeeds, the
YES→ edge is
followed and the constant 1 value is returned, otherwise the control flows to the
next pattern through the
NO→ edge. As the next pattern is a variable, the pattern
matching will succeed (N
YES→ N > 0). The next step is to evaluate the guard
expression (N > 0). If the guard expression holds for the actual value, the body
of the function is evaluated. The programming language has strict evaluation,
and the subexpressions are evaluated first in left-to-right order. First the left
operand of the multiplication (N) is evaluated. As it is a variable, the evaluation
may proceed to the next subexpression. After that, the right operand of the
multiplication is evaluated, a function application fact(N − 1). As the function
name may come form a compound expression that is evaluated in runtime, first
the name of the function should be computed, and then the argument of the
function application (analogously to the multiplication). The step between the
return of the function application and the multiplication is marked with a special
edge (fact(N−1) funcall→ N∗fact(n−1)) as the evaluation of the function call may
affect the return of the function (if the called function fails). This information
will be used during the composition of the separately computed parts of the
graph.
The graph includes a special error node ERROR(form, 1), because the func-
tion is a partial function and may produce a runtime error if none of the patterns
and guards match. In the current example the function fails, if it gets a negative
number as an argument.






















Fig. 15. The CFG for the factorial function: fact/1 (in Figure 14)
3.10 Dependency Analysis
The Dependency Graph is a labelled directed graph containing the Erlang ex-
pressions as its nodes, and data and control dependency among the expressions
as its edges. We have introduced three kinds of control dependency edges, one
data and one behaviour dependency edge:
– n1
dd→ n2 denotes that n2 is directly control dependent from n1
– n1
resdep→ n2 (resumption dependent) means that the node n2 depends on
the return of a given function
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– n1
inhdep→ n2 represent that node n2 inherits the dependencies from n1 based
on a function call
– n1
datdep→ n2 represents that n2 is data dependent from n1
– n1
behdep→ n2 represents the behaviour dependency
To build the Dependency Graph the first step is to determine which func-
tions are potentially involved in a dependency analysis. We select functions for
the initial set and calculate the transitive closure on the call-graph of the func-
tions. Thus we obtain a set of functions, and for these functions we build the
Dependency Graph. We have to consider other types of dependencies than func-
tion calls as well, which dependencies are message passing and message receiving.
When we perform impact analysis, the initial set contains the changed functions.
For the calculated set of functions we build the CFG based on the formal
rules described in Appendix C. The CFG is built separately for every function,
thus we obtain the intrafunctional CFG for every function. This CFG does not
follow the function calls, but denotes the fact of the function call (
call→ ), and this
information will be used while building the Postdominator Tree (PDT) and the
Control Dependency Graph (CDG). This edge is called potential control-flow
edge.
Postdominator Tree The Control Dependency Graph is defined with the help
of the PostDominator Tree (PDT). A node from the CFG n1 postdominates n2,
if every execution path from n2 to exit includes n1, where exit is the return
node in the CFG of a function. Therefore, we extend the Control-Flow Graphs
with a special node, which represents the absolute exit point of the function.
We connect the return node and the possible error point of the function with
this special node. We build the PDT using the extended CFG. Using the PDT
and the extended CFG, we calculate the Immediate Postdominator Tree using
the algorithm described in [13]. A node from the CFG n1 immediate postdom-
inates n2, if and only if n1 postdominates n2 and @ n3, n2 6= n3, n3 6= n1: n1
postdominates n3 and n3 postdominates n2.
Immediate Postdominator Tree for function fact/1 Figure 16 shows the Imme-
diate Postdominator Tree of the factorial function introduced in Figure 14. The
(n1 → n2) relation in the graph means that the node n1 immediately postdomi-
nates the node n2. The root of the tree is the special exit node
dummy exit node. The entry point of the CFG (FORM(1)) is postdominated by
this special exit node, which means that the function may exit other than nor-
mally.
Control Dependency Graph To determine the control dependencies among
the expressions we follow the approach described in [13]. We select those edges
from the CFG (n1 → n2) that are not present in the Immediate Postdominator
Tree (n1 is not postdominated by n2). With finding the lowest common ancestor
of these nodes we can determine dependencies. The nodes on the path starting
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dummy_exit_node









Fig. 16. The postdominator tree for the function fact/1 (in Figure 14)
from the common ancestor ended in the node n2 (except the starting node) are
control dependent on node n1.
We want to reduce the cost of rebuilding the Dependency Graph as much as
possible. We follow a compositional approach described in [16]. We build Control-
Flow Graphs, Postdominator Trees and Control Dependency Graphs separately
for each function and compose the CDGs as the last step in the building of the
Composed Control Dependency Graph.
Using this approach, the Control Dependency Graphs (CDG) can be main-
tained separately, and only the composing of the Control Dependency Graphs
should be recalculated if something has changed in a subset of functions.
The next level in building the CDG for the entire program is to compose
the intrafunctional CDG of the functions. The function calls, send and receive
expressions should be examined at this stage. There is a potential dependency
among a function application and its postdominators that comes up if there is
a potential of not returning from the called function (when the execution of
the called function returns abnormally). The dependency among the send and
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receive expressions must be also considered. These dependencies can be resolved



























Fig. 17. The Control Dependency Graph for the function fact/1 (in Figure 14)
Control Dependency Graph for the function fact/1 Figure 18 shows the Control
Dependency Graph for the function fact/1 in Figure 14. In this graph the
potential dependencies were eliminated and were resolved as real dependencies.
Let us come up with an example, how the dependencies are determined for
the function fact/1. There is an edge (N > 0
YES→ N) in the CFG, where
N does not postdominate the node N>0. The lowest common ancestor of these
nodes in the Postdominator Tree is the node dummy exit node, thus nodes on
the path from the ancestor to the node N (RETURN(form, 1), N*fact(N-1),
fact(N-1), . . ., fact and N) are control dependent from N>0. Now that we have
the intrafunctional CDG of the factorial function, the next step is to resolve the
function calls.
There is a function application in the body of the function (as it is a recursive
function) to itself. The called function may fail, since it has an error node for
the cases if the actual parameter does not satisfy the pattern, or guards. Two
new edges are inserted to the CDG
– (fact(N−1) inhdep→ FORM(1)), since the application is a recursive call, and
– (RETURN(form, 1)
resdep→ N ∗ fact(N − 1)), since the evaluation of the
(N ∗ fact(N − 1)) depends on the return from the function call.
The old dependency (fact(N > 0)
inhdep→ N ∗ fact(N − 1)) is removed from the
CDG, since the resolution of the function call has introduced a new dependency.





























Fig. 18. The resolved Control Dependency Graph for the function fact/1 (in Fig-
ure 14)
Improving the accuracy of the Dependency Graph To reveal real depen-
dencies among the statements of the program, data-flow and data dependency
information is also required. The data dependency is calculated from the Data-
Flow Graphs of Erlang programs described in Sections 3.1-3.7. The composed
CDG is extended with additional data dependencies, thus we obtain the Depen-
dency Graph (DG) presented in Figure 19.
This graph can be extended with additional information like behaviour de-
pendencies from Section 3.8. This will provide information how the behaviour
of the function or the entire program is affected, if the data is changed at some
statement. With these additional edges we make the DG more accurate. The
draft algorithm for creating the Dependency Graph is presented in Figure 20.
Usage of Dependency Graphs The previously described flow and depen-
dency analyses are widely used techniques in compiler optimisations and other
static analysis techniques.
We use these Dependency Graphs for static forward slicing [4] of Erlang
programs and for finding prallelisable program parts [17].
The slicing is a well known technique to perform static change impact analy-
sis. For slicing we select an expression or a set of expressions and this set will be
the slicing criterion. This set can be defined as a result of any change or sequence
of changes in the source code. To perform slicing we traverse the Dependency
Graph to select the reachable nodes, starting from the criterion set. Performing
































Fig. 19. The Dependency Graph for the function fact/1 (in Figure 14)
calc_dg(SPG)->
Functions = determine_funs(SPG)
CFG_List = lists:map(fun calc_cfg/1, Functions),




Fig. 20. Draft algorithm for creating the Dependency Graph
static forward slicing from these expressions the result can be used to perform
impact analysis. As a result of the impact analysis, a subset of the test cases
can be selected from the test suite that is possibly affected by the changes. This
subset of test cases should be scheduled to run first, because there were changes
in the functionalities that the selected test cases are intended to check.
4 Static Analysis in RefactorErl
RefactorErl is a static source code analyser and transformer tool for Erlang.
Besides 24 available refactorings, it provides several facilities to support code
comprehension tasks and to query information about the source code.
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RefactorErl stores the Erlang programs in a Semantic Program Graph (Sec-
tion 2.1). The lexical level of the graph stores whitespace and comment informa-
tion, so it can preserve the original layout and comments of the programs during
the transformations. The tool has an incremental semantic analyser framework
to provide a platform to implement efficient static semantic analyses. Refactor-
Erl stores the SPG in a database, so after a change on the source the stored
Semantic Program Graph must be updated. Therefore, the incremental analysis
is important, because it has a high cost to reanalyse the whole code base. After
each refactoring (or manual change on the source code) only the changed parts
are analysed and the necessary information is restored in their context.
The analyser framework is asynchronous and modular: each Erlang form is
analysed by a separate Erlang process, and different types of analyses (module,
function, variable, record, context, data-flow) are implemented in separate anal-
ysers. During the initial analysis the analysers of RefactorErl are executed in a
predefined order: an Erlang process is started for every Erlang form, and each
process runs the different analysers one by one sequentially. In some cases this
ordering is not required (for instance, the record and variable analysers are inde-
pendent). However some analysers depend on each other, such as the data-flow
analyser cannot be performed without the information provided by the variable
analyser or the function analyser. The order of the analysers is: context anal-
yser, variable analyser, module analyser, function analyser, record analyser and
data-flow analyser. The control-flow analyser runs after the initial loading.
Some analysers can run asynchronously on different forms without any in-
teraction (variables are local to a function clause, so there is no communication
between two variable analyser processes), but for analysers using global infor-
mation synchronisation is required (to create a reference and a definition to a
semantic function node must be synchronised).
The data-, control- and behaviour-flow analyses are based on the SPG of
RefactorErl. The data and behaviour flow graphs are built during the initial
analysis and its edges are added to the SPG. The control-flow graph is built as
a separate graph, but it uses the same node identifiers, so the mapping between
them is straightforward. We decided to perform the control-flow analysis after
the initial loading for efficiency reason. The initial static analysis, without the
control-flow analysis, takes almost twelve hours for one and a half million LOC
and has 8.5 GB memory footprint. Running control-flow analysis has an extra
memory and time cost. The most often used features of RefactorErl could be used
without the result of control-flow analysis, so the user can only optionally run
this analysis and obtain its result. Currently RefactorErl builds the Dependency
Graph only when the slicing application is loaded. In this case the tool monitors
the changes made by the performed refactorings on the source code and build
the DG of the changed functions. Then it performs the static program slicing to
detect the test cases affected by the change on the source code.
Contrarily, the result of data-flow analysis is required for several applica-
tions of the tool, therefore the DFG is a part of the semantic level of the SPG.
The result of data-flow reaching is used in refactorings: the Introduce Record
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refactoring (transform the tuple parameter of a function to a record) calculates
reaching on the selected tuple, and transform all reached expressions. The result
of the data-flow reaching is available for the users through a Semantic Query
Language, and can help in the maintenance task: asking the value of a certain
expression (backward reaching) can help to detect and fix failures in the software.
RefactorErl introduces a user level Semantic Query Language for Erlang
developers to ask information about the source code and to support program
comprehension tasks [11, 20].
The language was designed to provide help in the software development pro-
cess. It uses a formalism close to the Erlang language concepts, thus a developer
can easily learn and adopt it.
semantic_query ::= initial_selection [’.’ query_sequence]
query_sequence ::= query [’.’ query_sequence]
query ::= selection | iteration | closure |
property_query
initial_selection ::= initial_selector [’[’ filter ’]’]
selection ::= selector [’[’ filter ’]’]
iteration ::= ’{’ query_sequence ’}’ int [’[’ filter ’]’]
closure ::= ’(’ query_sequence ’)’ int [’[’ filter ’]’] |
’(’ query_sequence ’)+’ [’[’ filter ’]’]
property_query ::= property [’[’ filter ’]’]
Fig. 21. The structure of the semantic queries
The language concept were designed according to the semantic entities of the
language, thus it introduces the following entities: module, function, variable,
record, expression, macro, file. Each entity has a set of selectors and properties.
A selector is a binary relation between two entity types, which selects a set
of entities that meet the given requirements. A property is a function, which
describes some properties of an entity type. For instance, a module has a selector
funs to select the function defined in the module, and has a property name
that defines the name of the module. The result of the query can be filtered. A
semantic query is a sequence of queries starting with an initial selector. There
are global initial selectors such as module, to select every module form the source
code as a starting point of the query, and there are position-based initial selectors
(starting with ’@’) to select the pointed entity in the editor: @var, @fun, @expr.
It is also possible to iterate queries or calculate the closure of a query.
The list of usable selectors and properties for each entity type can be found
in the manual of RefactorErl [2]. Here we present only a few examples of queries.
Call Chain – @fun.(calls)+ or @fun.(called by)+ queries return the forward
and backward call chain starting from the pointed function. It is also possi-
ble to ask the same result starting from the modules of the analysed program:
mods[name=mymod].funs[name=myfun].(calls)+
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References and Definitions – @fun.refs, @fun.def, @record.refs, and similar
queries for each entity type return the references or the definition of a given
entity. @fun.dynrefs returns all the dynamic references to a function.
Original Value of an Expression – @expr.origin results in a list of expressions
which value can be flown to the pointed expression. The query
@expr.origin[type=atom] filters out the atoms from the result. In case of de-
bugging, these queries can be useful. For instance, when we get a badmatch
exception we can find the value of the non matching expression. This query uses
the result of the defined data-flow reaching.
Following an Expression – @expr.reach lists all of the expressions which value
can be a copy of the pointed expression based on the defined data-flow reaching.
Asking dependent nodes – @expr.dep, @fun.dep lists all of the expression nodes
that depend on the pointed expression or function.
Considering the Erlang code from Figure 7, one can select the variable Y
from the body of function cons/0 and query @expr.origin[type = integer]. The
result contains the integer values that can reach Y; in this example this is the
integer 2.
5 Related work
The usage of static analysis techniques was studied in several papers and books.
Most of them are closely related to concrete languages or language types.
The book [14] gives a short overview of static analysis techniques and their
usage to address different kinds of problems.
Dependency graphs are originally designed and used in compilers to prevent
the statement execution in wrong order, i.e. the order that changes the meaning
of the program [13]. This book concentrates on high level of optimisations, while
our purpose was not the optimisation of Erlang programs, rather to make the
information available to the developers. We have utilised some algorithms (e.g.
building the postdominator tree) and ideas from this book in our analyses.
Lots of research has been done on the topic of flow analysis. These techniques
are mainly used in compiler optimisations, liveness analysis, automatic paralleli-
sation, program slicing, and so on. For instance, Olin Shiver [15] presented a
general model for control-flow analysis in Scheme via abstract interpretation
of a denotational semantics. The flow analysis was applied to optimisation of
higher-order languages such as described in the paper [12]. In case of optimisa-
tions, data and control-flow information are calculated simultaneously, but we
separate these analyses. Since RefactorErl stores the calculated information in a
database, our analyses took more time than an in-memory analysis. Therefore,
we decided to calculate only the data-flow information at the initial loading of
files and to calculate the control-flow information upon request (e.g. when slicing
has to be performed).
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It is hard to compare the defined Data-Flow Graphs with flow graphs from
other languages. Most of the techniques are based on solving data-flow equations.
Those algorithms mainly operate on control-flow graphs, while our algorithm is
based on the syntax of Erlang and operates on the extended syntax tree of
Erlang programs (i.e. on the Semantic Program Graph of RefactorErl). Using
the control-flow graphs they define a set of data-flow equations at the entry
and exit point of the basic blocks of the programs and evaluate the flow of
data between pred/succ basic blocks [14]. Contrary to this, Erlang is a single
assignment language, thus the values of the variables cannot be changed. From
this point of view calculating the data-flow reaching in Erlang is a less complex
task.
The defined flow graphs and the Dependency Graph can be used in depen-
dency graph based program slicing methods [9]. Most of these algorithms are
using compound program or system dependency graphs, which are built from
the control- and data-flow graphs of the procedures.
There are static analyser tools for Erlang such as Dialyzer [1]. The goal of this
tool is to identify software discrepancies and defects, such as type mismatches,
race condition defects, etc. Besides the different goals of Dialyzer and Refac-
torErl, there is another difference. Dialyzer analyses the Core Erlang code [5]
instead of the Erlang source file. Core Erlang is an intermediate representation
for Erlang programs, and it has a less complex syntax than Erlang. We decided
to analyse the source code and store it in a custom semantic program graph, be-
cause RefactorErl aims to preserve the original layout of the unmodified program
parts between the refactoring steps.
The refactoring tool Wrangler [10] annotates the Abstract Syntax Tree pro-
vided by the Syntax Tools library of Erlang. The Semantic Program Graph
representation is more efficient in information retrieval, since instead of syntax
tree traversals most of the information about the source code can be gathered
by using fixed length queries.
6 Conclusions
The usage of various static analysis methods is getting widespread in different
stages of the software development lifecycle. Most of the analysers work on an
intermediate source code representation and the abstraction of the representation
depends on the target of the static analysis. In this paper we described static
semantic knowledge representation about Erlang source code in different forms.
We present a model to represent the lexical, syntactic and semantic infor-
mation about the Erlang source code, the Semantic Program Graph. Besides
the graph, we present a formal model for Erlang programs that is used later
to describe formal data-, behaviour- and control-flow rules of Erlang programs.
We can build flow graphs based on these rules from the SPG, and further anal-
ysis can be performed based on them. We have defined reaching relations on
flow graphs. We have described how to build a Dependency Graph using the
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flow graphs, and how these graphs can be used for program slicing, or to detect
parallelisable components in the source code.
The presented graphs are integrated with the RefactorErl tool, that is a
static source code analyser and a refactoring tool for Erlang. We have presented
a query language which is applicable to query flow and dependency information
about the software for developers.
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A The Syntax of Erlang Programs
We introduce the Erlang language in this section.
V ::= variables (including the underscore pattern ( ))
A ::= atoms
I ::= integers
K ::= A | I | other constants (e.g. string, float, char)
P ::= K | V | {P,. . .,P} | [P,. . .,P|P]
F ::= A(P,. . .,P) when E -> E,. . .,E;
...
A(P,. . .,P) when E -> E,. . .,E.
E ::= K | V | {E,. . .,E} | EList |
P = E | E ◦ E | E ! E | ◦E | (E) | E(E,. . .,E) |
case E of
P when E -> E,. . .,E;
...
P when E -> E,. . .,E
end |
if
E -> E,. . .,E;
. . .
E -> E,. . .,E
end |
receive
P when E -> E,. . .,E;
...
P when E -> E,. . .,E
after
E -> E,. . .,E
end | E2
EList ::= [E,. . .,E|E] | [E||P<-E,. . .,P<-E,E,. . .,E]
Fig. 22. Erlang syntax
The source code of Erlang applications is organised to modules. Each module
contains a set of function, record and macro definitions and some attributes (e.g.
module declaration, exported/imported functions, specifications). We introduce
the syntax of the Erlang functions in Figures 22 and 23. We do not introduce the
syntax of the whole Erlang in these figures; we concentrate on those language
elements that are used in the further applied complex semantic analysis such as
data-flow or control-flow analyses. During the semantic analysis we consider the
Erlang programs as a set of functions. Another simplification of the presented
syntax is that the guard expressions are represented as regular Erlang expres-
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sions, however there are only a few restricted language constructs that can be
used as guards. For example, no user defined functions can be used in guards.
E2::= try E, . . . , E of
P when E -> E,. . .,E;
. . .
P when E -> E,. . .,E
catch
P : P when E -> E,. . .,E;
. . .
P : P when E -> E,. . .,E
after







(P,. . .,P) when E -> E,. . .,E;
. . .
(P,. . .,P) when E -> E,. . .,E
end
fun E/I
Fig. 23. Erlang syntax (cont.)
In Figures 22 and 23 we use the following notations:
– V denotes the variables
– K denotes the atoms (A), integers (I) and other constants such as strings,
floats, etc.
– P is a pattern that can be any constant, variable or a tuple or list of patterns
– F is a function that has one or more function clauses separated by semicolons.
A function clause has a name represented by an atom and has n formal
parameters (n ∈ N,n ≥ 0) represented by patterns. Optionally, the function
clauses have a guard expression after the keyword when. The body of the
function is a sequence of expressions separated by commas.
– E denotes the expressions. Several kinds of expressions are listed in Fig-
ures 22 and 23. An expression can be a constant (K), a variable (V ), a
tuple ({E, ..., E}), a list (EList) or can be a compound expression. A list is
a sequence of elements optionally followed by the tail of the list in squared
brackets and also can be a list comprehension that produces the elements
of the list using some generators and filters. A tuple is an ordered list of a
fixed number of elements in curly brackets.
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The simplest compound expression is the pattern matching expression (P =
E), which binds a value to a variable. There are infix operators in Erlang
(+,−, and, or, etc). One of them has a special role: ! is the message passing
operator in Erlang. There are also unary operators (◦E), and parenthesis
expressions ((E)).
There are different kinds of function applications in Erlang (E(E, ..., E)).
An application can refer to a fun-expression (lambda expression) or a named
function. The named functions can be called by using local or qualified func-
tion calls. The latter one refers to the called function with the implementing
module name and the called function name (Mod : Fun(Par1, ..., Parn)).
There are several branching expressions in the language: case, if, receive,
try expression, containing some clauses. Their clauses are similar to func-
tion clauses. The main difference is that an if clause does not contain any
patterns, it only evaluates a guard, and try and receive expression have an
optional after clause. Besides the try expression, a simple catch expression
was introduced to handle runtime errors.
The begin-end expression is the block expression to group a sequence of
expressions into a block.
Finally, like other functional languages, Erlang also introduces unnamed
functions as expressions (fun-expression, lambda expression). There are ex-
plicit and implicit forms of these expressions. The explicit fun expressions
are similar to function definitions and have n clauses (n ∈ N,n ≥ 1). The
fun expressions begin with the keyword fun and are closed with the keyword
end. The implicit fun expressions refers to named functions.
We note here that during the implementation of the Semantic Program Graph
we have extended this syntax description to generate the syntax tree of Erlang
modules (details in Section 2.1).
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B Data-Flow Rules
We build Data-Flow Graphs for Erlang programs using formal rules. We describe
these rules in this section. We use the following notations in the data-flow rules
in Figures 24–26:
– p, pi ∈ P are patterns,
– e, ei ∈ E are Erlang expressions;
– a
∗→ b (a, b ∈ P ∪ E, ∗ ∈ {f, ci, si, d}) denotes that there is a ∗ type of
data-flow edges between nodes a and b
Expression Direct Graph Edges
(Variable)
p binding of a variable

































{e1, . . . , en} e1
c1→ e0, . . . , en cn→ e0
(Tuple pat.)
p0:
{p1, . . . , pn} p0
s1→ p1, . . . , p0 sn→ pn
(List exp.)
e0:
[e1, . . . , en|en+1]
e1






ce→ e0, e2 se→ p
(List pat.)
p0:
[p1, . . . , pn|pn+1]
p0



















Fig. 24. Static Data-Flow Graph building rules
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Variables Erlang binds a value to a variable in a match expression or in a
pattern. This value cannot be changed during the execution of the program.
Therefore, the bound value of a variable flows directly to all occurrences of that
variable – Figure 24: (Variable) rule.
Match Expressions When we bind a value to a variable in a match expression
both the value of the pattern expression and the result of the match expression
itself are the same as the right hand side expression – Figure 24: (Match exp.)
rule.
Operators There is no direct data-flow in operator expressions, because an
operator does not copy the value of its argument. It evaluates some function
using the value on the operands, so the result of the operator expression depends
on the value of its operands – Figure 24: (Unary op.) and (Infix op.) rules.
Compound expressions and patterns Compound expressions, such as tuples
and lists, preserves the value of their elements. For instance, packing some data
into a tuple, then forwarding the tuple somewhere in the program (copying its
value), and then unpacking the data from the tuple result in the same data. We
have to consider only the index of the elements in the compound data structure.
The rules Figure 24: (Tuple exp.) and (Tuple pat.) describe that we construct
(
ci→) the tuple from its elements and we can select ( si→) the elements of the tuple.
The tuple constructor and selector edges are indexed by natural numbers (i ∈ N)
to denote the position of the elements in the tuple, and the same index in the
constructor and in the selector edges represents the same data-flow.
The rule Figure 24: (List exp.) describes that we construct the list from some
value (
ce→) and optionally a list ( f→) – so, we create it from the head elements
and the tail of the list. Like construction, we can select head elements (
se→) and
a tail list (
f→) from a pattern list expression – Figure 24: (List pat.) rule. Lists
are variable sized data structures and the typical use of them makes precise
index-based data-flow calculating useless, so we only distinguish the elements of
the list (denoted with the index e) and the tail of the list. In general, the tail of
the list contains almost every element of the list, thus we approximate this by
adding the flow edge from the tail to the list.
The rule Figure 24: (List gen.) shows another way for constructing a list.
We select an element (p) from a list (e2) and push a new element (e1) to the
constructed list (e0). Most of the time the head expression and the new element
depends on the value of the selected element.
BIF – Built in Functions The rules Figure 24: (BIF 1), (BIF 2) and (BIF
3) present the selector and constructor data-flow edges based on background
knowledge about the given built in functions. The function hd/1 selects the first
element of a list, the function tl/1 selects the tail of the list and the function
element/2 selects the Ith element of a tuple.
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p1 when g1 → e11, . . . , e1l1 ;
...
pn when gn → en1 , . . . , enln
end
e
f→ p1, . . . , e f→ pn
e1l1





g1 → e11, . . . , e1l1 ;
...
gk → ek1 , . . . , eklk
end
e1l1




m : g(e1, . . . , en) or
g(e1, . . . , en)
m:g/n:
g(p11, . . . , p
1
n) when g1 →





g(pm1 , . . . , p
m
n ) when gm →




f→ p11, . . . , e1 f→ pm1
...
en
f→ p1n, . . . , en f→ pmn
e1l1




em : eg(e1, . . . , en)
em or eg not constant or
em : eg/n not defined
em
d→ e0, eg d→ e0
e1
d→ e0, . . . , en d→ e0
Fig. 25. Static Data-Flow Graph building rules (cont.)
Branching expressions Conditional expressions branch the control based on
pattern matching (case expression) or guard evaluation (if expression). The result
of such an expression is always the result of the last expression of the branch
evaluated at runtime. Since potentially any branch can be evaluated, the value
of each last expression can flow to the case/if expression. Besides this, the result
of the head expression of the case expression is matched to the patterns of each
branch, thus it has data-flow among them – Figure 25: (Case exp.) and (If exp.)
rules.
Function calls There are two different function call rules – Figure 25: (Fun.
call 1) and (Fun. call 2). The difference between the two rules is that in the
former case we can unambiguously identify the called function and its body, but
in the latter we cannot detect the called function body (because the AST of
the implementing module is not available or the module or the function name is
dynamic).
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Expressions Direct graph Edges
(Try exp.)
e0:
try e1, . . . , ekof
p1 when g1 →





pn when gn →




pn+1 when gn+1 →





pm when gm →










f→ p1, . . . , e f→ pn
e1l1
f→ e0, . . . , enln
f→ e0
en+1ln+1


















p1 when g1 →





pn when gn →









f→ p1, . . . , e2 f→ pn
e1l1




Fig. 26. Static Data-Flow Graph building rules (cont.)
If the body of the called function is available in our representation, we can
preform an interprocedural data-flow reaching; otherwise we can only denote the
dependency from the called function and the parameters of the call (denoted by
(
d→) edges). In the former case we can find the actual parameters of the called
function and add flow edges form the formal parameters to the corresponding
actual parameter of each function clause. The result of a function call is the
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result of the last expression of the executed function body, therefore we add flow
edges from the last expressions to the function call expression.
Error handling expressions The try expression rule (Figure 26: (Try exp.)) is
similar to the case rule. The head of the try expression contains more expressions
and the result of the last expression is matched to the patterns of the try, but
it does not match the patterns of the catch clauses. These are evaluated when
a runtime exception occurs and the exception matches them. Thus, there is no
data-flow among the last expressions and the patterns of the catch clauses. The
result of the try expression is the result of the evaluated clause, so the values
of the last expressions (including the values of the catch clauses) flow to the
try expression. The result of the after clause is simply omitted, it does not flow
anywhere.
The catch expression rule (Figure 26: (Catch exp.)) describes that the result
of its body flows to the catch. In case of a runtime exception , the result of the
catch is the error report of the exception.
Message sending and receiving The message sending operator (!) differs
from the other infix operators. Its return value is the value of its right hand
side expression, so the value of the sent massage – Figure 26: (Send exp.) rule.
The message flows to the addressed process and tries to match one of its receive
expressions, so the message flows to the patterns of the corresponding receive
expressions. A naive data-flow algorithm should add a flow edge to the patterns
of each receive expression to represent the potential data-flow. This could result
in a huge amount of edges in the graph. Instead of this, we try to calculate the
corresponding receive expressions and connect them with the sent messages (for
details see Section 3.7).
The receive expression is similar to other branching expressions, so its return
value is the last expression of the evaluated clause. Therefore, the value of the
last expression of each clause flows to the receive expression.
Implicit and Explicit Fun Expressions (Lambda Expressions) The rules
of fun expressions (Figure 27: (Fun. exp. 1) and (Fun. exp. 2)) express similar
parameter value and result copying as functions and function calls, but in the
most of the cases identifying them is not straightforward. The fun expressions are
defined in the body of functions and they can spread among functions as data,
so data-flow analysis is required to identify the definitions of fun expressions.
If it is possible to identify the definition of the explicit fun expression –
(Fun. exp 1) rule – we link the actual parameter of the call and the corresponding
formal parameter of each fun expression clause with a flow edge, and add a flow
edge from the last expression of each function body to the call representing the
return value.
If data-flow reaching detects that the defining expression of the fun expres-
sion is an implicit fun expression, we have to find the definition of the re-
ferred function. Similar to the (Fun. call 2.) rule (Figure 26), if the AST is
not available, we have to add the dependency edges to the Data-Flow Graph
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Expressions Direct Graph Edges
(Fun exp. 1)
e:
fun(p11, . . . , p
1
n) when g1 →





(pm1 , . . . , p
m
n ) when gm →




e(e1, . . . , en)
e can be calculated
by data-flow analysis
e1
f→ p11, . . . , e1 f→ pm1
...
en
f→ p1n, . . . , en f→ pmn
e1l1




g(p11, . . . , p
1
n) when g1 →





g(pm1 , . . . , p
m
n ) when gm →




fun m : g/n or fun g/n
e0:
e(e1, . . . , en)
e can be calculated
by data-flow analysis
e1
f→ p11, . . . , e1 f→ pm1
...
en
f→ p1n, . . . , en f→ pmn
e1l1




e(e1, . . . , en)
e cannot be
detected by data-flow reaching
or e is m:g/n or g/n
by data-flow reaching




d→ e0, . . . , en d→ e0
Fig. 27. Static Data-Flow Graph building rules (cont.)
(Figure 27: (Fun. exp. 3)), otherwise we add the flow edges among the parame-
ters and the return values (Figure 27: (Fun. exp. 2)).
The rule Figure 27: (Fun. exp. 3) describes the dependency edges when no
information can be calculated about the referred function or fun expression using
data-flow analysis.
Dynamic Function Calls The rules of dynamic function calls (Figure 28) are
also based on the reuse of data-flow analysis. When it is possible to detect the
referred functions by data-flow analysis we link the actual parameters to the
formal parameters and the return value to the function call by flow edges. The
(Dyn. call. 1) rule describes the MFA-s (qualified function calls where the name
of the module and/or the name of the function are not atoms) when the module
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Expressions Direct Graph Edges
(Dyn. call 1)
e0:
e1 : e2(e3, . . . , en+2)
e1 : e2/n is m:g/n
by data-flow reaching
m:g/n:
g(p11, . . . , p
1
n) when g1 →





g(pm1 , . . . , p
m
n ) when gm →




f→ p11, . . . , e3 f→ pm1
...
en+2
f→ p1n, . . . , en+2 f→ pmn
e1l1





e1 is m, e2 is g,
e3 is [e4, . . . en+3]
by data-flow reaching
m:g/n:
g(p11, . . . , p
1
n) when g1 →





g(pm1 , . . . , p
m
n ) when gm →




f→ p11, . . . , e4 f→ pm1
...
en+3
f→ p1n, . . . , en+3 f→ pmn
e1l1




e1 : e2(e3, . . . , en+2)
e1, . . . en+2 cannot be
detected by data-flow reaching
e1




e1, e2, e3 cannot be
detected by data-flow reaching
e1
d→ e0, e2 d→ e0, e3 d→ e0
Fig. 28. Static Data-Flow Graph building rules (cont.)
name and the function name is statically detectable. The (Dyn. call. 2) rule
describes that in case of an apply call the parameter list of the actual call also
has to be detected. We have to calculate the arity of the function and it is also
necessary to link them to the formal parameters of the referred function.
If one of the necessary information is not reachable, we only have to add the
data dependency edges – (Dyn. call. 3) and (Dyn. call. 4) rules.
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C Control-Flow Rules
The Control-Flow Graph (CFG) represents all the possible execution/evaluation
paths of the program that can be chosen for every possible input. The CFG is a
language dependent representation of the program as it is based on the semantics
of the language.
We have defined the control-flow rules for Erlang programming language
based on its semantics. The language has strict evaluation, which means that
before evaluating a compound expression its subexpressions have to be evaluated.
In every case the subexpressions are evaluated in left to right order. The defined
control-flow rules are compositional, thus the graph can be composed from the
previously computed subgraphs. We use the SPG of RefactorErl and use the
same identifiers for the vertices in the CFG. We extend the set of nodes with
additional dummy vertices for joining branches, error nodes, etc. The rules are
defined in Figures 29–32.
The notation in the figures are: e, ei ∈ E is an expression, g, gj ∈ E is a guard
expression, p, pk ∈ P is a pattern and f/n ∈ F stands for function. The e′0 ∈ E
is a dummy node in the control flow graph, which represents the entry point
of the compound expression and joining dummy nodes (ret) to represent the
return value for the conditional branching expressions. The relation→ represents
the control-flow between the nodes. The edges that have no labels represent
sequences, and edges with labels represent:
– conditional branching and pattern matching with (
yes→), (no→) edges
– returning to a previous expression (
ret→),
– function calls/applications with (
call→ ),
– receive expression with (
rec→),
– send expression with (
send→ ).
The relations (
call→ ), (rec→), (send→ ) represent special relations, which indicate
a possible dependency between the nodes of different functions (for details, see
Section 3.10). In the rest of this section we describe the formal rules for different
expression and discuss the rules in more detail.
Unary operator There are only a few unary operators in Erlang, like +, -,
bnot, not, etc. In the case of the unary operators (Figure 29: (Unary op.)), first
the subexpression is evaluated (e′0 → e1), then the unary operator is applied on
the evaluated subexpression (e1 → e0).
Left associative infix expression The rule in Figure 29: (Left assoc. op.)
describes the control-flow in left associative expressions. The language is strict,
the subexpressions are evaluated first from left to right order (e1 → e2) and
then the operator (e2 → e0). The subexpressions are evaluated from left to right
order.
If there is a sequence of left associative operators with the same precedence,
the sequence of operators are evaluated from left to right order. First the first






0 → e1, e1 → e0
(Left assoc. op.)
e0:
e1 ◦1 e2 ◦2 ...
◦n−2 en−1 ◦n−1 en
e′0 → e1,




e1 ◦1 e2 ◦2 . . .
◦n−2 en−1 ◦n−1 en
e′0 → e1,
e1 → e2 ... en−1 → en,
en → ◦n−1,




e1 ◦ e2 e
′




























e′0 → e1, e1 → e0
(Tuple exp.)
e0:
{e1, . . . , en}
e′0 → e1,




[e1, . . . , en|en+1]
e′0 → e1,
e1 → e2, . . . , en → en+1,
en+1 → e0
Fig. 29. Control-Flow Graph building rules
two subexpressions (e1 → e2) of the first operator are evaluated and the operator
is applied to these values (e2 → ◦1), then the previous result and the result of
the third subexpression (◦1 → e3) using the second operator (e3 → ◦3) and so
on. The left associative infix expressions are: /, *, div, rem, band, and, etc.
Right associative infix expression The rule in Figure 29: (Right assoc. op.)
describes the control-flow in right associative expressions. The language is strict,
the subexpressions are evaluated first and next the operator. The subexpressions
are evaluated from left to right order.
If there is a sequence of right associative operators with the same precedence,
the sequence of subexpressions is evaluated(e1 → e2, e2 → e3, . . ., en−1 → en)
and then the operators are evaluated from right to left order. First the result of




[e||p1<-e1, . . . , pn<-en]
e′0 → e1,




(i ∈ [1, ..., n], en+1 = e)
(List gen. 2)
e0:
[e||p1<-e1, f(1,0), . . . , f(1,m1)
...
pn<-en, f(n,0), . . . , f(1,mn)]
e′0 → e1,









no→ ei, f(i,j) no→ ei,
e→ e1,




[e||f(0,0), . . . , f(0,m0),
p1<-e1, . . . , pn<-en]








no→ e0, f(0,j) no→ e0,
e→ e1,
(i ∈ [1, ..., n], j ∈ [1, ...,m0], n,m0 ∈ N
en+1 = e)
Fig. 30. Control-Flow Graph building rules (cont.)
the last two subexpressions using the last operator is evaluated, next the previous
result and the third subexpression and so on (◦n−1 → ◦n−2, . . ., ◦2 → ◦1). The
right associative operators are: ++, --, =, !, etc.
Comparative infix expression The comparative infix expressions are neither
left nor right associative. The rule in Figure 29: (Comp. infix op.) describes
the control-flow of these expressions. The two subexpressions are evaluated first
from left to right order, then the comparison is evaluated. There are comparison
expressions like: <, >, =<, >=, etc.
Short-circuit expressions (andalso, orelse) The evaluation of the language
is strict, but there are two short-circuit infix expressions. The first of them is
expression andalso (Figure 29: (Andalso op.)), which evaluates its left argument
first. If it evaluates to true the control is given to the right argument (e1
yes→ e2),
otherwise it returns with the result false and lets the right expression non-
evaluated (e1
no→ e0).
The second short-circuit expression is orelse (Figure 29: (Orelse op.)). It
evaluates the left argument and if it evaluates to false, it continues with evalu-
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ating the right argument (e1
no→ e2), otherwise returns with result true and lets
the right argument non-evaluated (e1
yes→ e0).
Send operator (!) The control-flow of the send operator is described in Fig-
ure 29: (Send op.). The send operator is right associative, but we describe its
control-flow separately. The message sending has side effect and may affect the
control-flow of other processes. By analysing the sent messages we can improve
the accuracy of our analysis, thus where the send expression is detected the edge
is labelled with send tag. The evaluation of the send expression is analogous to
the right associative expressions. First the subexpressions are evaluated from left
to right order, then the send expressions are evaluated from right to left order.
The return value of the send expression is the sent value.
Parenthesis With parentheses we can modify the precedence of the expressions.
The control-flow rules for this expression are described in Figure 29: (Parenthe-
sis). We first evaluate the expression in the parentheses and then the parent
expression gets the control.
Tuple expression The n-tuples are to couple coherent data with fixed size
of elements, such as messages, etc. The control-flow of the n-tuples are defined
in Figure 29: (Tuple exp.). The elements of the tuple expression are evaluated
from left to right order and then it resumes the control to the parent expression,
which constructs the tuple.
List expression The control-flow of list expressions (Figure 29: (List exp.))
is similar to the n-tuples. The elements of the list are evaluated and then the
control is passed to the parent expression.
List comprehension The control-flow rules for building the CFG of the list
comprehension is defined in Figure 30: (List gen. 1), (List gen. 2) and (List
gen. 3) rules. The list comprehension is composed of the head expression, which
is an arbitrary expression, and a list of qualifiers. A qualifier is a list of either
a generator or a filter expression. These three rules cover every possible list
comprehension constructs and can be combined. The first rule (List gen. 1)
describes the control-flow between the generator expressions, the second rule
(List gen. 2) describes the control-flow among generator and filter expressions
and among filter expressions, the third rule (List gen. 3) describes the case when
the first element in a qualifier list is a filter expression.
The qualifiers are evaluated in left to right order. If the qualifier is a generator,
its list expression is evaluated first (for example: (e0 → e1)). It tries to match the
values against its pattern (e1 → p1). If it succeeds, then continues with the next
qualifier, which can be either a generator or a filter expression. If none of the
values match the pattern, then it resumes the control to its preceding expression
(for example the e1
ret→ e0).
If the qualifier is a filter expression, it is evaluated. If it evaluates to true
the control is resumed by the next qualifier, which can be either a generator or
a filter expression. For example:
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– to the next filter expression (f(i,j)
yes→ f(i,j+1)) or
– to the list expression of the next generator (f(i,j)
yes→ ei+1)
If the filter expression evaluates to false the control is resumed to the closest
generator situated to its left. For example: f(i,j)
no→ ei).
If the end of the qualifier list is reached and even the last qualifier meets the
requirements, the head expression is evaluated ((f(n,mn)
yes→ e) or (pn yes→ e)) and
again the control is handed to the first qualifier (e→ e1).
Function In Erlang the function may have several function clauses as the pat-
tern matching and the guard expressions play a special role in control-flow and
branching of possible execution paths. The rules for constructing the control-flow
graph of the functions is described in Figure 31:(Function). The actual parame-
ters are matched against the formal parameters/patterns and guard expressions
sequentially. If the pattern matches, then the guard expression is evaluated. If
the guard evaluates to true this clause will be chosen for evaluation. If either
the pattern matching fails or the guard expression evaluates to false the control
flows to the next function clause. The expressions in the body of the function are
evaluated sequentially and subexpressions are evaluated according to the rules
described in this section. The return value of the function is the last evaluated
expression from its body.
Function call The rules of the control-flow in a function application is defined in
Figure 31: (Fun. call). First the expression that defines the module and name of
the function is evaluated (e′0 → ef ), then the evaluation of the actual parameters
follows. The actual parameters are evaluated from left to right order ((e1 →
e2), . . ., (en−1 → en)). Then the evaluation should pass to the called function.
Therefore, the (en
call→ e0) edge indicates an interfunctional control-flow, which
should be considered during the building of the control dependency graph.
Case expression The rules for building the control-flow for the case expression
is described in Figure 32: (Case exp.). First the head expression is evaluated, then
the return value of the evaluated head expression is matched against the patterns.
The control flow of the pattern matching is analogous to the one described at
the (Function) rule. The branch of the first matching pattern and optional guard
that evaluates to true will be evaluated. If the pattern does not match or the
guard is evaluated to false the next pattern is examined. The return value of
the case expression is the value of the last expression of the evaluated branch.
Receive expression The rules of control-flow of the receive expression are
described in Figure 32: (Receive exp). The receive expression tries to remove a
message from the message queue and matches it against the patterns and guards
similarly as the case expression. The execution of the process may hang until it
receives an appropriate message, thus the receiving is marked with the special
label rec in the control-flow.













f(pm1 , . . . , p
m
n ) when g
m →




{p11, . . . , p1n} yes→ g1,
{p11, . . . , p1n} no→ {p21, . . . , p2n},
...
{pm−11 , . . . , pm−1n } yes→ gm−1,
{pm−11 , . . . , pm−1n } no→ {pm1 , . . . , pmn },
{pm1 , . . . , pmn } yes→ gm,













e11 → e12, . . . , e1l1−1 → e1l1 ,
...
em1 → em2 , . . . , emlm−1 → emlm ,
e1l1 → ret f/n,
...
emlm → ret f/n,
(Fun. call)
e0:
ef(e1, . . . , en)
e′0 → ef ,
ef → e1,
e1 → e2, . . . , en−1 → en,
en
call→ e0,
Fig. 31. Control-Flow Graph building rules (cont.)





p1 when g1 → e11, . . . , e1l1 ;
...





yes→ g1, p1 no→ p2,
...
pn1
yes→ gn−1, pn−1 no→ pn,
pn
yes→ gn, pn no→ error,
g1
yes→ e11, g1 no→ p2,
...
gn−1
yes→ en−11 , gn−1 no→ pn,
gn
yes→ en1 , gn no→ error,
e11 → e12, . . . , e1l1−1 → e1l1 ,
...
en1 → en2 , . . . , enln−1 → enln ,
e1l1 → ret case,
...





p1 when g1 → e11, . . . , e1l1 ;
...





Similarly as at rule (Case exp.)
...
e1l1 → ret receive,
...
enln → ret receive,
ret receive→ e0
Fig. 32. Control-Flow Graph building rules (cont.)
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REDUCTION OF REGRESSION TESTS FOR ERLANG
BASED ON IMPACT ANALYSIS
ISTVA´N BOZO´, MELINDA TO´TH, AND ZOLTA´N HORVA´TH
Abstract. Legacy codes are changed in software maintenance processes
to introduce new functionality, modify existing features, eliminate bugs etc.
or by refactorings while the main original properties and the behaviour of
the system should be preserved. Developers apply regression testing with
highest degree of code coverage to be sure about it, and thus they retest the
software after some modifications. Our research focuses on impact analysis
of changes in applications written in the dynamically typed functional
programming language, Erlang. To calculate the affected program parts,
we use dependence graph based program slicing, therefore we have defined
the Dependence Graphs with respect to the semantics of Erlang. Applying
the results, we may shrink the set of test cases selected for regression testing
for ones which are affected by the changes.
1. Introduction
Impact analysis is a mechanism to find those source code parts that are
affected by a change on the source code, therefore it could help in test case
selection for regression testing.
Erlang [9] is a dynamically typed functional programming language that
was designed for building concurrent, reliable, robust, fault tolerant, dis-
tributed systems with soft real-time characteristic like telecommunication ap-
plications. The language has become widespread in industrial applications in
the last decade.
Our research focuses on selecting the test cases of the Erlang applications
that are affected by a change on the source code. In other words, we want to
calculate the impact of a source code modification. To calculate the affected
program parts, we use dependence graph based program slicing [24, 14], there-
fore we have to define the Dependence Graphs for Erlang.
Received by the editors: 1 May 2014.
2010 Mathematics Subject Classification. 68N18, 68Q99.
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Refactoring [10] is the process of changing and improving the quality of
the source code without altering its external behaviour. Refactoring can be
done manually or using a refactoring tool. We have been developing a refac-
toring tool for Erlang, called RefactorErl [6]. RefactorErl is a source code
analysis and transformation tool [3]. It provides 24 refactoring steps for Er-
lang developers, such as moving, renaming different language entities, altering
the interface of functions or the structure of expressions, parallelisation, etc.
Besides transformations, RefactorErl has different features to support code
comprehension [22].
RefactorErl checks the correctness of transformations using complex static
source code analysis and accurate transformations. On the other hand, due to
the semantics of dynamic languages such as Erlang, the accuracy of checking
the side-conditions by static analysis is limited, which means a regression test
is needed even for refactorings.
Erlang applications are often tested with the property based testing tool
QuickCheck [2]: the tool checks some properties given by the developers with
random generated test inputs. Therefore we want to select those QuickCheck
properties that should be retested after the source code is modified.
The rest of this paper is structured as follows: Section 2 presents our
motivation through an example; Section 3 introduces the used intermediate
source code representations and Section 4 describes how we build the Depen-
dence Graph based on the Control-Flow and Data-Flow Graphs; Section 5
describes the used program slicing technique for test case selection; Section 6
describes an extension of the presented techniques; Section 7 compares the
results with the use of dynamic analysis; Section 8 presents related work; and
finally, Section 9 concludes the paper and contains some future work.
2. Motivating Example
In this section we demonstrate a small example showing how we can select
affected test cases after a modification of the source code. For the sake of
simplicity we use an easy to understand transformation, a refactoring step in
this example.
The following module (test) contains the function add_mul/2 that adds
and multiplies two numbers and returns the results in a tuple. We introduce
two QuickCheck properties to test the function: the property prop_add/0
tests whether the first element of the return value of add_mul/2 is the sum of
the two parameters, and the property prop_mul/0 tests whether the second
element of the return value is the product of the two parameters. The module
test also introduces the function pow to raise X to the power Y and a property
to check the power function: IJ = IJ−1 ∗ I





Add = X + Y,
Mul = X * Y,
{Add, Mul}.
prop_add() ->
?FORALL({I, J}, {int(), int()},
element(1, sth(I, J)) == I + J).
prop_mul() ->
?FORALL({I, J}, {int(), int()},




?FORALL({I, J}, {int(), int()},
pow(I, J) == pow(I, J-1) * J).
We can transform this module by the Introduce function refactoring [4].
This refactoring takes an expression or a sequence of expressions as an argu-
ment and creates a new function definition from it, then replaces the selected
expressions with a function application that calls the newly created function.
We can perform this transformation by selecting the X + Y expression:
add_mul(X, Y) ->
Add = add(X, Y),




Our goal is to select those test cases that are affected by the change made
by the Introduce function refactoring. It is obvious that the property prop_pow
is not affected, and neither is the property prop_mul. The refactoring changed
only the value of the variable X that is the first element of the resulted tuple.
Since prop_mul uses only the second element of the result of the function,
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we can deduce that this property is not affected by the change, so we should
recheck only the property prop_add.
It is hard to calculate this manually for a complex source code modification
on a large legacy code consisting of millions of lines. We build a Dependence
Graph containing the data and control dependencies among expressions. Then
we perform static program slicing [14] on the Dependence Graph to determine
the affected code parts after a change on the source code, and finally based on
the program slice, we calculate the properties to recheck.
Note. One can say that calculating the affected test cases for refactorings is not
relevant. Let we give a counterexample. The goal of the ParaPhrase-Enlarged
project [1] is to detect those parts of the source code where parallelism can
be introduced by refactoring. The prior aim of the project is to work with
meaning preserving transformations. It is necessary to carefully define the
side-conditions of these transformations. However these side-conditions have
to be very strict to ensure the meaning preserving transformations, therefore
a huge number of transformations is denied. Using semi-automatic interac-
tive transformations and weakening these side-conditions, we can extend the
applicability of parallelisation. For example, the user can decide whether he
wants to keep the order of “good side-effects” or not (a good side-effect can
be an ets table reading). Although the user applied the transformation, it is
recommended to retest the application after the parallelisation.
3. Intermediate Program Representation
Static program slicing is a technique to calculate the impact of a change
on the source code. In order to calculate the program slices, different levels
of knowledge should be available about the source code: we have to calculate
the data and control dependence/relations among the expressions and we need
static syntactic and semantic information for that. We build different abstract
program representations for efficient calculation of the dependencies. In this
section we briefly introduce the used intermediate representations, such as the
Semantic Program Graph, Data-Flow and Control-Flow Graph [19].
3.1. Semantic Program Graph. The RefactorErl system introduces a Se-
mantic Program Graph (later SPG) [13] to represent syntactic and static se-
mantic information about the source code. The SPG is a rooted, directed,
labelled graph that consists of three layers. The first layer includes the lexical
layer, the middle layer is the Abstract Syntax Tree (later AST) of the program,
and the third layer extends the AST to a SPG by adding different semantic
information, like variable binding structure, function call information etc. Be-
cause of the graph representation and the semantic layer, it is more efficient
to gather information about the source code than traversing the AST.
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3.2. Data-Flow Graph. Based on the information available in the SPG,
we can build a Data-Flow Graph (DFG). The DFG = (N,E) is a directed,
labelled graph containing the expressions of the Erlang programs as nodes
(N) and the direct data-flow relations between them as edges (E). We have
introduced six types of data-flow edges (ni ∈ N):
• n1 flow−→ n2 – represents that the value of the node n2 can be a copy of
the value of n1.
• n1 call−→ n2, n3 ret−→ n4 – the former one represents data-flow between
the formal parameters of the functions and the actual parameters of
the function calls. The latter one represents the data-flow between
the return value of the function and the function applications. These
edges represent that the values of the nodes are the same as in the
flow−→
edge.
• n1 sel−→ n2, n3 cons−→ n4 – these edges represent the data-flow among a
compound data type and its elements. The former one represents that
we select an element of an expression, and the latter one that we create
a compound expression from elements.
• n1 dep−→ n2 – represents direct dependencies among expressions: the
value of n2 depends on the value of n1.
We build an interfunctional DFG based on syntax driven formal rules
and we have defined a relation on the DFG to express the indirect data-flow
among the expressions of the Erlang programs called First order data-flow
reaching [23]: n1
1f
; n2 means that the value of n1 can flow into n2, so the two
values are the same.
3.3. Control-Flow Graph. We have defined compositional rules [21] for
building the Control-Flow Graph (CFG) of Erlang functions according to the
semantics of the language. The CFG is built by traversing the AST, following
the semantic rules of the language.
The CFG = (N,E) is a directed, labelled graph containing the expressions
of the Erlang programs as nodes (N) and the direct data-flow relations between
them as edges (E). We have introduced six types of control-flow edges (ni ∈
N):
• n1 −→ n2 – represents that before evaluating n2 we have to evaluate
n1
• n1 yes−→ n2, n3 no−→ n4 – represent conditional evaluation in the event of
conditional branching and pattern matching
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• n1 funcall−→ n2 – denotes that we have a function call. We build intrafunc-
tional CFG-s for each function, and we resolve the function calls when
creating a compound control dependence graph (See in Section 4.1).
• n1 ret−→ n2 – represents a return to a previously partially evaluated
expression
• n1 send−→ n2 – represents that before evaluating n2 we send the message
that is the value of n1
• n1 rec−→ n2 – represents that before evaluating n2 we have to receive an
expression
4. Calculating Dependencies
We need both the data-flow and the control-flow graph to calculate the
real dependencies among expressions. However, it is not so efficient to use
them for program slicing because every dependence edge calculation could
require several graph traversals. Therefore we build a Control Dependence
Graph from the CFG and then we add the data dependencies calculated from
the DFG to that graph. The resulted graph is called Dependence Graph and
contains the direct data and control dependencies among expressions. We can
determine indirect dependencies by traversing this graph.
4.1. Control Dependence Graph. The Control-Flow Graph contains every
execution path of a certain function, and it also contains the sequencing among
the evaluated expressions. However, when we want to calculate the impact of
some change on the source code, it is not necessarily true that the evaluation
of an element in a sequence has effect on the next elements of the sequence.
Therefore we have to eliminate the unnecessary sequencing from the CFG and
only the real control dependencies are taken into account.
To build the CDG, we have to build the Post-Dominator Tree [15] of the
function (PDT). We say that a node n2 from the CFG post-dominates the node
n1 if every execution path from n1 to the exit point of the function contains n2.
Using the PDT and the CFG, we can calculate the CDG for a function. Since
the CFGs are intrafunctional, the built CDGs do not contain the dependencies
triggered by the function calls, message passing and message receiving. Such
dependencies will be resolved while composing the intrafunctional CDGs into
a composed CDG [17].
While building the CFGs, we examine the functions, whether a function
may fail or not, and mark the expressions where the CDGs will be connected.
This information is used while composing the CDGs to determine interfunc-
tional dependencies.
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The function may potentially fail at run-time if it has no exhaustive pat-
terns, it contains an expression that may fail or throws an exception. The
function application may affect the evaluation of the expressions following in
the sequence, thus this dependency must be taken into account. The expres-
sions following the function application node in the execution order will be
directly dependent on the application node. These dependencies apply only
for functions that may fail.
4.2. Dependence Graph. In the composed CDG, the edges of the graph
denote control dependencies among the statements and expressions of the
involved functions. This information in itself is insufficient for performing
impact analysis. To reveal real dependencies among the statements of the
program, data-flow and data dependency information is also required. The
data dependency is calculated from the data-flow graphs of Erlang programs.
We define data dependence between two nodes n1
ddep
; n2 if:
• there is a direct dependency edge between them – n1 dep−→ n2
• n2 is reachable from n1, so the value of n1 can flow to n2 – n1 1f; n2
The data dependence relation (
ddep









The composed CDG is extended with the additional data dependencies,
thus we obtain the Dependence Graph (DG) and we can perform program
slicing on the DG.
This graph can be extended with some useful information like behaviour
dependencies [20], which provide information how the behaviour of the func-
tion or the entire program is affected if the data at some statement is changed.
With these additional edges we make the DG more accurate.
4.3. Example Graphs. The following function implements the factorial func-
tion in Erlang. When the factorial function takes 0 as an argument, it returns
1, otherwise if the value of the parameter is greater than zero, it returns with
the product of N and the factorial of N-1.
fact(0) ->
1;
fact(N) when N > 0 ->
N * fact(N-1).
Figure 1 shows the Control-Flow Graph of the factorial function. The
evaluation of the function branches on pattern matching (0 and N) and also






















Figure 1. Control-Flow Graph of the factorial function
on the guard evaluation (N>0). The CFG contains a
funcall−→ edge according to
the function application fact(N-1).
Figure 2 presents the Control Dependence Graph of the factorial function.
The
dd−→ edges represent direct control dependencies among expressions, the
inhdep−→ edges represent the inherited control dependencies based on the function
calls and the
resdep−→ edges denote the resumption dependencies when the called
function could fail.





























Figure 2. Control Dependence Graph of the factorial function
Figure 3 introduces the Dependence Graph containing both the control
(black coloured edges) and the data dependencies (red coloured and dashed
edges:
ddep−→). Calculating the affect of a change on the source code means to
traverse this graph following the directed dependence edges without regarding
its label. For instance, the expression 1 control depends on the expression 0
and the expression fact(N-1) data depends on the expression 1, and there-
fore starting the slicing from the expression 0 results in a slice that contains
expression 1, expression fact(N-1), etc.
5. Program Slicing for Test Case Selection
While some parts of the program are affected by a transformation of the
source code, others are not. Let us consider the following simple example with
three statements: X = 2, Y = 3, Z = X + Y. Replacing the integer 2 in the
first match expression with another value does not affect the second match
expression, but affects the third one, because of the data dependency among
them (represented by the variable X). Therefore our task is to select a subset
of expressions that depends on the value calculated at some point of interest,
what is called static forward slice of the program.
































Figure 3. Dependence Graph of the factorial function
A forward program slice contains those expressions of the program that
depend on the slicing criteria. The slicing criteria is an expression of the
program. To calculate the program slice we have to build the Dependence
Graph of the program and gather the expressions dependent on the slicing
criteria.
The dependencies (control, data, behaviour, etc) among the expressions of
the observed application are stored in the calculated Dependency Graph (Sec-
tion 4). If expression B depends on expression A then there is a directed edge
in the DG started from node A to node B. Thus, to calculate the expressions
that depend on the value of another expression means to traverse the DG in
forward direction.
We note here that traversing the DG in backward direction results in
the backward program slice of the program containing those expressions that
potentially affect the slicing criteria.
From our point of view, the slicing criteria is the set of expressions changed
by the performed refactorings. The slicing algorithm extended with some
more steps (we assume that the Semantic Program Graph of the program is
available, because RefactorErl performs the refactorings on the SPG of the
programs):











DG = add_data_dep(DFG, CompDG),
Slice = traverse(DG, forward),
examine(Slice, [{test, qc}]).
Figure 4. Erlang skeleton for the slicing algorithm
• calculate the affected expressions
• determine the functions that contain the changed expressions
• calculate the functions that are potentially affected by the change on
the source : perform a transitive closure calculation on the call graph
in both directions (forward and backward) starting from the changed
functions
• build the Data-Flow and Control-Flow Graphs for the potentially af-
fected functions
• build the Control Dependence Graph
• create the compound DG and resolve the dependencies
• calculate data dependencies between the expressions of the compound
DG based on the DFG
• traverse the DG in forward direction starting from the set of changed
expressions to collect all of the nodes that are affected by them. The
resulted slice is a non-executable slice of the program.
• analyse the resulted slice to select the test cases to be rechecked (see
in Section 5.1)
5.1. Selecting QuickCheck Properties. Since the test cases of Erlang ap-
plications are mainly implemented in Erlang modules (for example in EU-
nit [7], CommonTest [7], TestServer [7], QuickCheck [2]) we have to add those
test cases to the Semantic Program Graph of RefactorErl. The analysis cal-
culates the Dependency Graph based on the contents of the SPG, and the
resulted slice will contain the test cases affected by the change of the source
code.
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Further analysis could evaluate the resulted test case set. For instance, an
empty set of the cases means that the application was not fully tested, and we










Figure 5. Erlang skeleton for the test case selection algorithm
Based on the resulted slice, we use the following method to select the
affected properties to be rechecked after the transformation: every property
that contains at least one expression from the resulted program slice must
be retested. Therefore, we have to determine the functions containing the
expressions from the program slice and then we have to check the body of
the function whether it defines an Erlang QuickCheck property (eqc property).
Since the programmers define the QuickCheck properties using the well-defined
set of eqc macros that are substituted to eqc* function calls, we can calculate
the affected properties based on the call graph of the preprocessed programs.
Identifying non-QuickCheck test cases is also possible, only some back-
ground knowledge is required about the test suit. That can be a naming
convention (prop *, test *, * test) or the exact set of test cases (name of the
test suits or modules containing the tests).
6. Modifying the Source Code Manually
The introduced method is described in terms of refactoring transforma-
tions as a case of applicability. The analysis can be easily adapted to consider
other modifications as well. The transformations can be performed either
manually or with external tools.
The main challenge is to locate the changes in the source code. It affects
the get changes exprs part of the algorithm (shown on Figure 4). Currently
the external changes are detected on the function level in RefactorErl. This
results in loss of accuracy of the analysis.
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To get around this the change detection of the tool could be improved in
the future. Comparing the syntax trees or finding the differences in the source
code and locating the changes in the graph could solve the problem.
6.1. Combined Modifications. There are situations when calculating the
set of test cases after each modification is not sensible. It is more realistic
to first perform a sequence of transformations (either refactoring or manual
modifications) and then run the testing.
Logging the modifications results in a set of changes. This set can be used
as input for the analysis, thus extending the applicability.
The analysis is prepared for handling sets of starting points, but in some
cases it needs to be improved.
This approach raises some new questions that will be answered in the
future.
For example:
• How to detect the undone change?
• How to solve overlapping modifications?
• etc.
7. Using Dynamic Analysis
For well-defined input data the dynamic analysis can provide more accu-
rate results. In Erlang the cover [8] tool comes with other dynamic analyser
tools. It provides a coverage analysis for Erlang programs in different levels of
granularity. With this tool the test cases can be verified whether the relevant
code parts are tested.
Compared cover to our analysis, starting the coverage analysis results in a
dynamic slice of the program. The slice contains lines of the source code that
the effect of the change may reach (forward direction in call chain). Usually
the test cases are at the caller side that is in backward direction of the call
chain.
Our analysis determines the effect of changes in both directions. This
means the test cases will be involved in the statically computed slices (as
precisely as it is possible from statically available information).
Our analysis used with cover is a good complement in a testing process.
First we determine the set of test cases with our analysis then check the
coverage of test on changed code parts.
8. Related Work
Program slicing (introduced by Mark Weiser [24]) is a well-known tech-
nique in object-oriented area, and program slices are commonly used to mea-
sure the impact of a change on the source code. There are different kinds
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of slicing techniques [18]. The most popular among them is the dependency
graph based program slicing [14]. These kinds of analysis are not really wide-
spread in functional languages, but control-flow analysis techniques have been
presented [16] for some functional languages.
In order to perform static analysis on the given set of source code an in-
termediate representation for the source code is needed. This representation
should include the expressions, language constructs and the relations/depen-
dencies among them. Such representations are widely used in compiler tech-
niques and source code analysis, but mainly for imperative and object-oriented
programming languages. This representation is the Program Dependence
Graph (later PDG), which includes control dependence and data dependence
information. As a first step in building the PDG a Control Flow Graph (later
CFG) is necessary. By means of the CFG a Post-dominator tree and the
Control Dependence Graph (later CDG) is built based on the well known
techniques used at compilers [15]. Combining the CDG with data dependence
information we obtain the PDG. Our main goal was to develop similar methods
for the functional programming language, Erlang. It was not straightforward
because of the special language elements and semantics of the Erlang language.
The known techniques for imperative languages assume a distinguished main
procedure that is in relation with the other procedures or functions of the pro-
gram. In Erlang, there can be several functions that frame the interface of the
module. Thus we select a function or a set of functions that are affected by the
change of the performed refactoring, and start to build the dependence graph
from these functions. In addition, the language was designed for developing
parallel and distributed applications, thus a detailed analysis is required to
build appropriate CFGs.
Reducing the number of test cases is also an interesting topic [11]. For
instance, there is a paper ([5]) that describes a methodology for regression test
case selection for object-oriented design using the Unified Modelling Language.
This paper gives a mapping among design changes and gives a classification of
test cases: reusable, retestable and obsolete. In another paper [12] the authors
presented a method for data-flow based selection using intraprocedural slicing
algorithms.
Our mechanism is built for the functional programming language, Erlang,
but it could be applicable for other strict functional languages. The main
task is to build a control and a data-flow graph. Both require deep knowledge
about the syntax and semantics of the selected language.
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9. Conclusions and Future Work
After some program transformations are made on the source code, regres-
sion testing should be performed. In this paper we have presented an impact
analysis mechanism to select a subset of test cases that are affected by a change
on the source code. Rerunning an accurately selected test subset could result
in the same testing coverage as a full regression test, but it takes less time
than the complete test.
In this paper we have briefly described the used mechanism for impact
analysis: dependency graph based program slicing. We have described how to
build Dependence Graph from Erlang programs, and the necessary intermedi-
ate source code representations (Control- and Data-Flow Graph) to calculate
it.
In the future we are going to refine the analysis: adding more Erlang
specific dependency edges to the Dependency Graph, reduce the size of the
resulted slices with more static and maybe also with dynamic information. We
are also planning to analyse methods that can approximate the resulted slice
without building the Dependence Graph, and in this way make the test case
selection faster.
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Abstract. Program slicing is a well-known technique that utilizes de-
pendency graphs and static program analysis. Our goal is to perform
impact analysis of Erlang programs based on the resulted program slices,
that is we want to measure the impact of any change made on the source
code: especially we want to select a subset of test cases which must be
rerun after the modification. However impact analyzer tools exist for ob-
ject oriented languages, the used dependency graphs heavily depend on
the syntax and semantics of the used programming language, thus we
introduce dependency graphs for a dynamically typed functional pro-
gramming language, Erlang.
1 Introduction
Program slicing [14] is the most well-known method used to perform impact anal-
ysis. Different methods are available to perform program slicing (e.g. dataflow
equations, information flow relations, dependency graphs), but the most pop-
ular techniques are based on dependency graphs built form the program to be
sliced [7]. These graphs include both the data and the control dependencies of
the program.
There are many ways to use program slicing during the software life-cycle.
It can be used in debugging, optimization, program analysis, testing or other
software maintenance tasks. For example, using program slicing to detect the
impact of a change on a certain point of the program could help to the developer
to select the subset of the test cases which could be affected by a program code
change.
Our goal is to adopt the existing methods and to develop new algorithms for
program slicing of programs written in a dynamically typed functional program-
ming language, Erlang [2]. Therefore we use three kinds of dependencies: data,
behaviour and control dependency information. The first two kinds of dependen-
cies have been studied in previous papers ([13, 9]), so in this paper we focus on
control dependency. The control dependency graph is based on the control-flow
graph of the Erlang programs.
The dependency graphs are useful to reach the mentioned goal and trans-
form the program slicing to a graph reachability problem. We want to calculate
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the forward slices of the program, especially for those program parts which are
changed after a refactoring [3]. Calculating the forward slices could help the
programmers to reduce the number of test cases to be rerun after the transfor-
mation.
Our project’s goal is to measure the impact of refactorings made by Refactor-
Erl. RefactorErl [6, 5] is a refactoring tool for Erlang. It was originally designed
to be a framework for source code transformation, but it is also a static analyzer
tool. It has 24 implemented refactorings, features for module and function clus-
tering, a user defined semantic query language to support code comprehension
and a query language to query structural complexity metrics of Erlang programs.
The rest of this paper is structured as follows. Section 2 describes the Erlang
syntax. Section 3 introduces the Erlang control-flow and dependency graph.
Section 4 presents related work, and Sections 5 and 6 conclude the paper and
discuss future work.
2 A partial model for Erlang programs
In the following sections we introduce formal rules to define the control flow
graph for Erlang. In the presented rules we use the Erlang syntax described
in Figure 1. This syntax is a subset of the Erlang syntax presented in [4].The
symbol P denotes the Erlang patterns, E denotes the Erlang (guard)expressions
and F denotes the named functions.
The presented model is not complete and contains some simplifications, these
are:
– Some expression types (try, if) are left out form the table, because they
can be handled similarly to the presented ones.
– The attributes of the Erlang modules do not carry relevant information in
the meaning of control and data dependencies, thus they are also left out
from the table.
– In fact the guards in Erlang are expressions with some restrictions, but we
represent the guards as simple expressions. The differences between them are
that the guards can call just a few functions (”guard” built in functions or
type test), the infix guard expressions are arithmetic or boolean expressions,
or term comparisons and guards can contain only bound variables.
– The receive expression has an optional “after” clause that is not present in
the formal description.
– ◦ denotes the infix expressions. “!” is a special infix expression: it denotes
the message passing in Erlang.
3 Retrieving dependency information
3.1 A representation of the Erlang programs
For building the dependency graph we use the Semantic Program Graph (SPG)
of RefactorErl. The SPG is a three layered graph, which stores lexical, syntactic
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V ::= variables (including , the underscore pattern)
A ::= atoms
I ::= integers
K ::= A | I | other constants (e.g. strings, floats)
P ::= K | V | {P,. . .,P} | [P,. . .,P|P]
E ::= K | V | {E,. . .,E} | [E,. . .,E|E] | [E||P<-E] | P = E |
E ◦ E | E ! E | (E) | E(E,. . .,E) |
case E of
P when E -> E,. . .,E;
...
P when E -> E,. . .,E
end |
receive
P when E -> E,. . .,E;
...
P when E -> E,. . .,E
end
F ::= A(P,. . .,P) when E -> E,. . .,E;
...
A(P,. . .,P) when E -> E,. . .,E.
Fig. 1. The used Erlang syntax subset
and semantic information about the Erlang programs. The base of the graph is an
abstract syntax tree and different static analyzers extend the AST with semantic
information, for example the call graph of the program, the record usage, or the
binding structure of the variables. Information retrieval is available through a
query language, which is quicker and more efficient than traversing the abstract
syntax tree of the program.
The analyzer framework of RefactorErl is asynchronous and incremental. The
SPG is stored in Mnesia (built in database for Erlang), and after each syntactic
transformation the analyzer framework restores the necessary semantic informa-
tion in the graph and in the database, so we do not need to reanalyze the pro-
grams before each transformation, just an initial load is necessary. The analyzer
framework guarantees the semantic consistency of the graph using efficient incre-
mental analysis, when a subexpression is transformed (insert/remove/update/rep-
lace) only the affected expression and its necessary context will be reanalyzed.
Since we do not want to rebuild the whole dependency graph after each refac-
toring step, we should make the used flow analysis as incremental as possible.
3.2 Dependency information
We have to consider different kinds of dependency information to perform pro-
gram slicing. The following dependencies must be taken in account: data, be-
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haviour and control dependency. In this paper our focus is on control dependency.
The Dependency Graph (DG), that is used to perform program slicing, contains
each kinds of dependencies. The DG contains the Control Dependency Graph
(CDG) and additional data and behaviour dependency edges. The CDG is built
based on the Control-Flow Graph (CFG) of the Erlang program.
The steps in creating the DG are:
– Create the CFG of the needed Erlang functions separately
– Create the intrafunctional CDG from the CFG
– Interconnect the CDG-s of the functions
– Add data and behaviour dependency edges to the resulted interfunctional
control dependency graph.
The data, behaviour and control flow edges could be calculated in an incre-
mental way (based on the compositional rules: Section 3.3 and [13, 9]). After a
refactoring we should rebuild the intrafunctional CDG-s only for the changed
functions and replace the old version in the interfunctional CDG.
3.3 Control-Flow Graph
We build the control flow graph of the Erlang program based on the formal rules
defined in Figures 3 and 2 and 4. The rules correspond to the semantics of Erlang
presented in [4].
The notation on the figures are: e ∈ E is an expression, g ∈ E is a guard
expression, p ∈ P is a pattern and f ∈ F is a function. e′ ∈ E is a dummy
node in the control flow graph, its role is to avoid unnecessary loops in the CFG.
There are summary nodes (ret) to represent return value in case of branching
evaluation. The relation → represents a direct control flow relation between two
nodes. The relations
call→ , rec→, send→ represent an auxiliary relation which indicate
dependency between the nodes of different functions (for details, see Section 3.4).
In the rest of this section we want to describe some of the control flow rules.
Functions The control flow model of an Erlang function is shown on Figure 2:
Function. When a function is called the first matching pattern should be selected
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guard expression is evaluated, and if it holds, then the control flows to the body
of the function (g1
yes→ e11). Otherwise the control flows to the second clause, etc.
The control flow among the expressions in the body of the function and the last
expression returns (eili → ret f/n).
Match expressions. On Figure 3: Match exp. the rule e′0 → e1 means that when
the match expression gets the control the e1 is evaluated at first, and then the
control flows to e0.
Infix expressions Figure 3: Infix exp. shows that before evaluating an infix ex-














f(pm1 , . . . , p
m
n ) when g
m →




{p11, . . . , p1n} yes→ g1,
{p11, . . . , p1n} no→ {p21, . . . , p2n},
...
{pm−11 , . . . , pm−1n } yes→ gm−1,
{pm−11 , . . . , pm−1n } no→ {pm1 , . . . , pmn },
{pm1 , . . . , pmn } yes→ gm,













e11 → e12, . . . , e1l1−1 → e1l1 ,
...
em1 → em2 , . . . , emlm−1 → emlm ,
e1l1 → ret f/n,
...
emlm → ret f/n,
Fig. 2. Control-flow edges
Compound data structures. In the evaluation of compound data structures (Fig-
ures 3: Tuple exp. and List exp) the control flows from left to right direction.
List comprehensions. List comprehensions (Figures 3: List gen.) are like loops
in the imperative languages. At first we take one element of the list e2 (e2 → p)
and then we evaluate the expression e1. After it the control flows back to e2
(e1 → e2). When e2 becomes empty then the control flows back to e0 (e1 → e0).
Conditional expressions. The rule of a conditional expression (Figure 3: Case
exp.) is similar to the rule of the function (Figure 2: Function.), but before
matching the patterns e is evaluated.




p = e1 e
′
0 → e1, e1 → e0
(Infix exp.)
e0:
e1 ◦ e2 e
′




e′0 → e1, e1 → e0
(Tuple exp.)
e0:
{e1, . . . , en}
e′0 → e1,




[e1, . . . , en|en+1]
e′0 → e1,





e′0 → e2, e2 → p, p→ e1,




p1 when g1 → e11, . . . , e1l1 ;
...





yes→ g1, p1 no→ p2,
...
pn1
yes→ gn−1, pn−1 no→ pn,
pn
yes→ gn, pn no→ error,
g1
yes→ e11, g1 no→ p2,
...
gn−1
yes→ en−11 , gn−1 no→ pn,
gn
yes→ en1 , gn no→ error,
e11 → e12, . . . , e1l1−1 → e1l1 ,
...
en1 → en2 , . . . , enln−1 → enln ,
e1l1 → ret case,
...
enln → ret case,
ret case→ e0
Fig. 3. Control-flow edges
Function calls. In case of the parameters of a function call (Figure 4: Fun. call.)
the control flows from left to right. Then the evaluation should pass to the called
function. Therefore the
call→ edge indicate an interfunctional dependency, which
should be considered during building the control dependency graph.
Receive and send expressions. Similarly to the function calls the rules of the re-





f(e1, . . . , en)
e′0 → e1,






p1 when g1 → e11, . . . , e1l1 ;
...





Similar to rule (Case exp.)
...
e1l1 → ret receive,
...





e′0 → e2, e2 → e1,
e1
send→ e0
Fig. 4. Control-flow edges
iary edges (
rec→, send→ ) indicating that the evaluation depend on the sent/received
messages.
3.4 Compositional CDG
As we want to define a dependency graph that can be maintained we follow the
compositional approach described in [11].
First we build the CFG based on the formal rules described in Section 3.3.
For every function in the program the CFG is built separately, thus we obtain
so called intrafunctional CFG for every function. This CFG does not follow the
function calls, but denotes the fact of the function call (
call→ ) and this information
will be used while building the post-dominator tree and the control dependency
graph (CDG). This edge is called potential control-flow edge.
The next step in building the CDG is to construct the postdominator tree
(PDT). We use the algorithm presented in [8]. There are two types of edges
in the postdominator tree, these are: immediate postdominator and potential
postdominator. The post-dominator tree is extended with the potential post-
dominator arcs, that the next expression after the function call potentially post-
dominates the function call. If it turns out at composing the CDGs that it is
not the case, the edge will be replaced corresponding to the context, or can be
deleted.
We now have the CFGs and PDTs of the functions built intrafunctionally. Us-
ing the CFG and the corresponding PDT we build the intrafunctional CDG that
contains the direct control dependencies and the potential control dependencies
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inherited from the potential post-dominators. The potential control dependency
edges will be resolved at the time of composing the intrafunctional CDGs.
The next level in building the CDG for the entire program is to compose
the intrafunctional CDG of the functions. In this process we change the poten-
tial control dependence edges to real control dependencies or indirect control
dependence edges corresponding to the calling context of the functions.
When we build the intrafunctional CDG we also have to resolve the potential
dependency indicated by the edges
rec→ and send→ . The received message influences
the control, thus adds dependency edges to the graph. We have to extend our
data- and behaviour-flow model with message passing analysis.
calc_dg(SPG)->
FlowGraph_List = calc_cfg(SPG),




Fig. 5. Draft algorithm for creating the dependency graph
3.5 Slicing
Our main goal is to select a subset of Erlang test cases which has to be rerun
after some kinds of change on the source code, therefore we want to perform
static froward slicing. A forward slice contains from those expressions of the
program that are dependent on the value of the modified expression.
The slicing criteria is a vertex in the graph, that represents the modified
expression in the DG. It is also possible that the slicing criteria is a set of
vertices, if the change affects more than one expression.
Program slicing is a graph reachability problem on the resulted Dependency
Graph. We have to traverse the DG starting from the slicing criteria, and the
resulted slice contains all the vertices from the DG that are reachable from
the source. The resulted slice will be a non executable slices of the program.
Designing the graph reaching and traversing algorithms are in progress.
4 Related work
There are some projects that work with test case selection in case of object-
oriented languages. For example, the paper [1] gives a formal mapping between
design changes and a classification of regression test cases (reusable, retestable,
obsolete) using the Unified Modeling Language.
Using program slicing to measure the impact of a change in case of functional
languages is not really widespread, but some publications are dealing with flow
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analysis of functional languages. Shivers’ thesis [10] presented the theory of flow
analysis of higher order languages, and that is applied for optimization in com-
pilers. Different flow analysis was applied for improving the testing process in
Erlang [15].
In the thesis [11] a language independent control dependency analysis was
studied and applied for example to software architecture descriptions [12]
5 Conclusions
Our goal is to perform impact analysis through program slicing. Specially we
want to measure the impact of a change on a set of test cases, and select a
subset from it which should be retested after the source code modification.
There are many forms of program slicing, we choose the dependency graph
based analysis. The Dependency Graph of the program depends on the syntax
and semantics of the used language. In this paper we focused on the dynamically
typed functional programming language, Erlang.
The Dependency Graph contains control, data and behaviour dependency
information about the Erlang programs. In this paper we presented the control-
flow graphs of Erlang programs and a method to build the interfunctional control
dependency graph from it. The dependency graph contains the interfunctional
control dependency graph extended with data and behaviour dependency edges.
The program slice could be calculated by traversing the dependency graph. The
resulted slice is a non executable static forward slice of the program.
6 Future work
The presented DG could be improved and refined in different ways. One of them
is the usage of n-th order flow analysis. The presented model based on a 0-th
order data flow graph. One of the disadvantage of that graph is that we can
not distinguish the different function calls and that make the graph imprecise.
An other improvement on the data flow graph is an accurate message passing
analysis which can also improve the control dependency graph.
Regarding the dynamic nature of the language the static analysis is not
straightforward, but some kinds of extra knowledge about the library functions
could help to improve the accuracy of the graph. An example could be the usage
of generic servers (gen servers) to implement client-server applications [2]. In
this case the library functions hide a lot of information about the control flow,
but we know that each gen server call indicate a calback function call which can
be analyzed instead of the gen server call.
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Selecting Erlang test cases using impact analysis 1
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Abstract. Refactoring is a commonly used technology in the software development and maintenance process. However
refactorings preserve the original behaviour of the system, developers want to be convinced about that, thus they retest the
software after some modifications. Software testing is said to be the most expensive part of the lifecycle of software systems.
Therefore our research focuses on selecting test cases affected by refactorings and have to be retested after the transformation.
We describe the used mechanism in case of a dynamically typed functional programming language, Erlang.
Keywords: static analysis, Erlang, program slicing, test case selection
PACS: 68Q99
1. INTRODUCTION
Refactoring [1] is the process of changing and improving the source code without altering its external behaviour.
Refactoring can be done manually or using a refactoring tool. Those tools tries to guarantee the meaning preserving
transformations using complex static source code analysis and accurate transformations. We have been developing a
refactoring tool for Erlang, called RefactorErl [2, 3].
Erlang [4] is a dynamically typed functional programming language that was designed for building concurrent, re-
liable, robust, fault tolerant, distributed systems with soft real-time characteristic like telecommunication applications.
The language got widespread in industrial applications in the last decade.
RefactorErl is a source code analyser and transformer tool. It provides 24 refactoring steps for Erlang developers,
such as moving, renaming different language entities, altering the interface of functions or the structure of expression,
parallelisation, etc. Besides the transformations RefactorErl has different features to support code comprehension [5].
Since different refactorings are performed under the software development and maintenance process, reducing the
number of used test cases under the regression testing could reduce the high cost of testing. Impact analysis is the
mechanism to find those source code parts, that are affected by a change on the source code, so it could help in test
case selection.
Our research focuses on selecting those test cases of the Erlang applications that are affected by a change on the
source code. In other words, we want to calculate the impact of a source code transformation. To calculate the affected
program parts we use dependency graph based program slicing [6, 7], so we have to define dependency graphs for
Erlang.
The rest of this paper is structured as follows: Section 2 introduces the used source code representations and
dependencies; Section 3 describes the used program slicing technics for test case selection; Section 4 presents related
work; and finally, Section 5 concludes the paper and contains some future work.
2. INTERMEDIATE PROGRAM REPRESENTATION
In order to perform static analysis on the given set of source code an intermediate representation for the source code
is needed. This representation should include the expressions, language constructs and the relations/dependencies
among them. Such representations are widely used in compiler techniques and source code analysis, but mainly for
imperative and object oriented programming languages. This representation is the Program Dependence Graph (later
PDG), which includes control dependence and data dependence information. As a first step in building the PDG a
Control Flow Graph (later CFG) is needed. By means of the CFG a Post-dominator tree and the Control Dependence
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FIGURE 1. Control flow graph and dependency graph of the factorial function
Graph (later CDG) is built based on the well known techniques used at compilers [8]. Combining the CDG with data
dependence information we obtain the PDG. Our main goal is to adopt and adjust these techniques to the functional
programming language, Erlang.
Adopting and adjusting these techniques is not straightforward, because of the special language elements and
semantics of the Erlang language. The known techniques for imperative languages assume a distinguished main
procedure that is in relation with the other procedures or functions of the program. In Erlang, there can be several
functions that frame the interface of the module. Thus we select a function or a set of functions that are affected by
the change of the performed refactoring, and start to build the dependence graph from these functions. In addition, the
language was designed for developing parallel and distributed applications, thus a detailed analysis is required to build
appropriate CFGs.
2.1. Semantic Program Graph
As a base for building the CFG we use the Semantic Program Graph (later SPG) of RefactorErl. The SPG is a
rooted, directed, labeled graph that is composed from three layers. The first layer includes the lexical layer, the middle
layer is the Abstract Syntax Tree (later AST) of the program, and the third layer extends the AST to a SPG by adding
different semantic information, like variable binding structure, function call information etc.
2.2. Control Flow Graph
We have defined compositional rules [9] of building the CFG of Erlang functions according to the semantics of the
language. The CFG is built by traversing the AST, following the semantic rules of the language.
We select functions for the analysis by performing a transitive closure on the call graph in both (forward and
backward) directions started from the affected functions. A CFG is built for every function that is involved in the
analysis. The CFGs are intrafunctional, thus do not follow the call edges and inter-process communication, only make
notations on the fact of the call or message passing.
2.3. Dependence Graph
As the CFGs of the involved functions are available the construction of the Dependence Graphs (later DG) follow.
In building the Dependence Graph we use a compositional approach[10]. The CDGs are constructed separately for
every function and are composed in a later stage. The composition of the CDGs is started from the affected functions,
thus these functions take the role of the central main procedure used at these techniques. The dependencies related to
the calling context and synchronous message passing are resolved in the composition phase.
In the composed CDG, the edges of the graph denote control dependencies among the statements and expressions
of the involved functions. This information in itself is insufficient for performing impact analysis. To reveal real
dependencies among the statements of the program, data-flow and data dependency information is also required. The
data dependency is calculated from the data-flow graphs of Erlang programs [11]. The composed CDG is extended
with additional data dependencies, thus we obtain the Dependence Graph (DG).
This graph can be extended with some useful information like behaviour dependencies [12], that provide information
how the behaviour of the function or the entire program is affected, if the data at some statement is changed. With
these additional edges we make the DG more accurate.
The following function implements the factorial function in Erlang and Figure 1 shows its control flow and
dependency graph.
fact(0) -> 1;
fact(N) when N > 0 -> N * fact(N-1).
3. PROGRAM SLICING FOR TEST CASE SELECTION
There are some parts of the program that are affected by a transformation of the source code, and there are some
that are not. Lets consider the following simple example with three statements: X = 2, Y = 3, Z = X + Y.
Replacing the integer 2 in the first match expression with another value does not affect the second match expression,
but affects the third one, because of the data dependency among them (represented by the variable X). Therefore our
task is to select a subset of expressions that depend on the value calculated at some point of interest, what is called
static forward slice of the program.
The dependencies (control, data, behaviour, etc) among the expressions of the observed application are stored in the
calculated Dependency Graph (Section 2.3). If the expression B depends on the expression A then there is a directed
edge in the DG started from node A to node B. Thus, to calculate the expressions that depends on the value of another
expression means to traverse the DG in forward direction.
The slicing criteria is the set of expressions that are changed in the source code and we use static forward slicing
to calculate the program slice. The resulted slice is a non executable slice of the program, but for our purpose an
executable slice could result a larger subset of test cases.
Since the test cases of Erlang applications are mainly implemented in Erlang modules (for example in EUnit [13],
CommonTest [13], TestServer [13], QuickCheck [14]) we have to add those test cases to the Semantic Program Graph
of RefactorErl. The analysis calculates the Dependency Graph based on the content of the SPG, and the resulted slice
will contain the test cases affected by the change of the source code.
Further analysis could evaluate the resulted test case set. For instance, an empty set of the cases means that the
application was not fully tested, and we can make suggestions for the type of further test cases.
4. RELATEDWORK
Program slicing (introduced by Mark Weiser [6]) is a well-known technique in object-oriented area, and program
slices are commonly used to measure the impact of a change on the source code. There are different kinds of slicing
technics [15]. The most popular among them is the dependency graph based slicing [7]. These kinds of analysis are
not really widespread in case of functional languages, but control flow analysis techniques have been presented [16]
for some functional languages.
Reducing the number of test cases is also an interesting topic [17]. For instance, the paper [18] describes a
methodology for regression test case selection for object oriented design using the Unified Modeling Language. This
paper gives a mapping among design changes and gives a classification of test cases: reusable, retestable and obsolete.
In an other paper [19] the authors presented a method for data-flow based selection using intraprocedural slicing
algorithms.
Our mechanism is built for the functional programming language, Erlang, but it could be applicable in case of other
strict functional languages. The main task is to build a control and a data-flow graph. Both require deep knowledge
about the syntax and semantics of the selected language.
5. CONCLUSIONS AND FUTUREWORK
After some program transformation is made on the source code regression testing should be preformed. In this paper
we showed an impact analysis mechanism to select a subset of test cases that are affected by a change on the source
code. Rerun an accurately selected test subset could result in the same testing coverage as a full regression test, but
takes less time than the complete test.
In this paper we briefly described the used mechanism for impact analysis: dependency graph based program slicing.
We described how to build Dependency Graph from Erlang programs, and the necessary intermediate source code
representations (Control- and Data-Flow Graph) to calculate it.
In the future we plan to refine the analysis: adding more Erlang specific dependency edges to the Dependency
Graph, reduce the size of the resulted slices with more static and maybe also with dynamic information. We also plan
to analyse methods that can approximate the resulted slice without building the dependency graph, and in this way
make the test case selection faster.
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Detecting and Visualising Process Relationships in Erlang
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Abstract
Static software analyser tools can help in program comprehension by detecting relations among
program parts. Detecting relations among the concurrent program parts, e.g. relations between
processes, is not straightforward. In case of dynamic languages only a (good) approximation of
the real dependencies can be calculated. In this paper we present algorithms to build a process
relation graph for Erlang programs. The graph contains direct relation through message passing
and hidden relations represented by the ETS (Erlang Term Storage) tables.
Keywords: process relations, communication model, visualisation, Erlang
1 Introduction
Erlang [3] is a dynamically typed concurrent programming language. Erlang was designed to
develop highly concurrent, distributed, fault tolerant systems with soft real-time characteristics.
The dynamic and concurrent features of the language make static analysis hard, however the
statically calculated information and the abstract representations built from the source code
can help the developers in different phases of the software development lifecycle. The static
analyses can help for debugging and maintenance, or for program comprehension.
The main goal of the RefactorErl project [9, 1] is to support program comprehension for
Erlang developers in numerous ways. It provides a semantic query language for obtaining
information about the source. The tool can generate call graphs with dynamic call information,
and use them to perform side-effect analyses. RefactorErl provides a platform for module and
function restructuring and clustering, it can generate function or module dependency graphs,
and it offers several interfaces, e.g, it can be used from Emacs or the Erlang shell, and it provides
web interfaces for multi-user usage.
Our current goal is to extend the functionality of the tool and implement process relation
analysis. Roughly speaking, this means that we represent the processes as graph nodes and
add the relation as edges to the graph. In this chapter we describe relations through message
passing and through Erlang Term Storage (ETS) tables. The latter one define hidden relations
among processes, and the algorithms presented in this paper can be adopted to other types of
hidden relations (such as relation through files, and database usage).
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The paper is structured as follows. In Section 2.1, we introduce the tool RefactorErl. In
Section 2.2, we present the basic concurrent language construct of Erlang. In Section 3, we
introduce a small client-server example. In Section 4, we describe a representation of process
relations and give algorithms to detect them. Section 5 applies the presented algorithms to the
motivating example. Section 6 discusses related work and Section 7 concludes the paper.
2 Background
2.1 RefactorErl
RefactorErl [6] is a static source code analyser and transformer tool for Erlang. The tool
represents the source code in a Semantic Program Graph (SPG), which is a data structure
designed to store lexical, syntactic and semantic information about the source code. RefactorErl
provides an asynchronous semantic analyser framework and implements static semantic analyses
based on this framework about variables, functions, modules, records, call graph and dynamic
calls, side-effects, dependencies, dataflow etc.
Since RefactorErl provides a powerful platform for developing further analyses, we used it
to built our process relation analysis. Both syntactic information (such as collecting message
passing expressions) and semantic information (such as the possible values of an expression
by dataflow reaching) can be gathered efficiently from the SPG using the query language.
Therefore, the necessary collection of syntactic information can be transformed into queries
during our analysis.
2.2 Examined Language Constructs
In this section we describe the subset of the language constructs that are relevant for describing
our analyses. As described in the introduction, our analyses focus on the communication of
parallel processes, and we cover here only the relevant language constructs. The reader can
find a more detailed description in the documentation of the language [5].
2.2.1 Process Creation
Every process in Erlang is identified by a unique process identifier (pid). The function self/0
returns the process identifier of the running process. Erlang processes can be created with any of
the following functions: spawn, spawn link, spawn monitor, spawn opt, etc. These spawning
functions have similar behaviour, thus we describe here only the basic functionspawn/3.
The function call spawn(Mod, Fun, Args ) creates a new process executing the given func-
tion Mod :Fun (Arg 1, Arg 2, ..., Arg n) and returns the pid of the created process, where
Args = [Arg 1, Arg 2, ..., Arg n]. The newly created process is placed into scheduler queue
of the virtual machine. If the given function does not exist, a pid is returned and a report is
created about the error.
2.2.2 Processes Registration
Processes can be registered with a given name using the built in function register(Name,
Pid ). After registration, the process can be addressed with its Pid or with its registered name.
The process can be unregistered with the built in function unregister(Name ). The registered
process is automatically unregistered when the process terminates.
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2.2.3 Communication
Processes communicate by message sending and receiving.
Messages can be send with message sending operator (!) or with functions erlang:send/2,
erlang:send/3, erlang:send after/3 etc. The expression Expr 1 ! Expr 2 sends the value
of Expr2 to Expr1 asynchronously, where Expr1 must evaluate to a Pid or a registered process
name.
Messages can be received with the receive construct. The receive expression suspends
the execution of the executing process until a message is received. The received messages are
matched sequentially against the given patterns. The return value of the receive expression
will be the result of the firstly matching body. If none of the patterns match a new message
is extracted from the message queue. The optional after branch is evaluated if none of the
received messages matched in the given time interval MilliSec (milliseconds).
receive
Pattern1 [when Guard1] -> Body1;
...




2.2.4 Erlang Term Storage (ETS)
The ETS tables provide possibility to store large amount of data in the Erlang run-time system
and constant access time to this data. The data is stored in dynamic tables as tuples. The
table is linked to the creator process, when the process terminates the ETS table is deleted.
A new ETS table can be created by calling the function ets:new(Name, Options). The
function returns a table identifier, which can be used for accessing the table. The first argument
is the name of the table, and the second argument is a list of the options.
New entities can be inserted into the table with the function ets:insert(Tab, Data). Tab
must be evaluated to a table identifier or an atom if the table is named. Data is either a tuple
or a list of tuple expressions.
There are several ways to retrieve data from an ETS table. The most used ones are
ets:match(Table, Pattern) and ets:select(Table,MatchSpec).
3 Motivating Example – Job Server
We will use a simple client-server example to illustrate our model. The source code of the server
and client can be found in Fig. 1 and 2.
The server module provide interface functions for starting (start/0) and stopping (stop/0)
the server process.
The server module also provides interface functions for the client application:
• connect/1 – connects the given client (Cli) to the server;
• disconnect/1 – disconnects the given client (Cli) from the server;
• do/3 – asks the server to execute the given function (Fun) from module (Mod) on the given
table (Tab).
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1 −d e f i n e (Name, j o b s e r v e r ) .
2 %%%%%%%% Cl i en t i n t e r f a c e %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
3 connect ( C l i ) −> ?Name ! {connect , C l i} .
4 d i s connec t ( C l i ) −> ?Name ! {disconnect , C l i} .
5 do (Mod, Fun , Tab) −> ?Name ! {do , Mod, Fun , Tab} .
6 %%%%%%%% Server i n t e r f a c e %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
7 s t a r t ( ) −> register (?Name, spawn l ink (?MODULE, i n i t , [ ] ) ) .
8 stop ( ) −> ?Name ! stop .
9 %%%%%%%% Server implementat ion %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
10 i n i t ( )−>
11 p r o c e s s f l a g ( t r a p e x i t , true ) ,
12 ?MODULE: loop ( [ ] ) .




17 {connect , C l i} −>
18 ?MODULE: loop ( [ Cl i | State ] ) ;
19 {disconnect , C l i} −>
20 ?MODULE: loop ( l i s t s : f i l t e r ( fun (A) −>
21 A /= Cl i
22 end , State ) ) ;
23 {do , Mod, Fun , Tab} −>
24 hand le job (Mod, Fun , Tab) ,
25 ?MODULE: loop ( State )
26 end .
27 hand le job (Mod, Fun , Tab) −>
28 Data = e t s : s e l e c t (Tab , [{{ ’ $1 ’ , ’ $2 ’} ,
29 [{ ’/= ’ , ’ $1 ’ , r e s u l t } ] ,
30 [ ’ $$ ’ ]} ] ) ,
31 Result = Mod: Fun( Data ) ,
32 e t s : i n s e r t (Tab , { r e s u l t , Result} ) .
Figure 1: Job server skeleton code
The server implements the function init/1 to initialize the server process and the iter-
ating function (loop/1) that receives messages and performs the asked tasks. The function
loop(State) stores the connected clients in the server state variable (State). If it receives
the message stop then terminates. If it receives the {connect, Cli} message, then updates
the server state with adding the new client to the list. If it receives the {disconnect, Cli}
message, then updates the server state with removing the client from the list. If it receives
the message {do, Mod, Fun, Tab}, it extracts the necessary data from the provided table,
executes the given function and writes the result to the table and continues accepting jobs.
The client module provides an interface function (start/1) to start the client application.
The function connects to the server process and creates a named, public ets table (data). In
the next step it spawns a new input reader process and starts to execute the function loop/2.
The function input/1 reads commands iteratively from the input and sends these commands
to the parent process. If it reads the atom quit, it stops reading input.
The function loop/2 receives messages from the function input/1 and forwards the jobs to
the server. If it receives the atom quit from the input process it disconnects from the server
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1 s t a r t ( C l i en t ) −>
2 s e r v e r : connect ( C l i en t ) ,
3 e t s : new( data , [ named table , pub l i c ] ) ,
4 spawn(?MODULE, input , [ s e l f ( ) ] ) ,
5 loop ( data , C l i en t ) .
6
7 loop (Tab , Name) −>
8 receive
9 qu i t −>
10 s e r v e r : d i s connec t (Name) ,
11 i o : format ( ”˜p˜n” , [ e t s : match (Tab , { r e s u l t , ’ $1 ’} ) ] ) ;
12 { job , {Mod, Fun}} −>
13 s e r v e r : do (Mod, Fun , Tab) ,
14 loop (Tab , Name)
15 end .
16
17 input ( Loop ) −>
18 case r ead input ( ) of
19 qu i t −>
20 Loop ! quit ,
21 ok ;
22 Job −>
23 Loop ! { job , Job} ,
24 input ( Loop )
25 end .
26
27 read input ( ) −>
28 [ e t s : i n s e r t ( data , Data ) | | Data <− i n i t d a t a ( ) ] ,
29 r e t u r n s t h e j o b t o b e e x e c u t e d ( ) .
Figure 2: Client skeleton code
and prints the results.
There are several processes in our example. There is a client process to communicate with
the server, a client process for input reading, a server process, and processes to start and stop
the server. We note here that the last two operations can be performed from the same process.
Our goal is to present a model to represent these processes and the relations among them.
4 Representing Process Relationships
Based on our case study we will illustrate how we detect and build the communication model
of Erlang programs to represent the relationships between processes. In this chapter we focus
on two types of relationships: relationships through message passing and hidden dependencies
through ETS tables.
We represent the process relationships in a labelled graph (G = (V,E)) that describes the
communication of Erlang processes. The vertices (v ∈ V ) of the graph are the processes. We
use the ModuleName:FunctionName/Arity triple to identify the process p, and if p is registered
we also use its name. The labelled edges of the graph (e ∈ E) represent:
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• process creation ({spawn, spawn link}),
• process name registration (register),
• message passing ({send,Message} - labelled with a tuple containing the sent message),
• ETS table creation (create),
• reading from an ETS table ({read, Pattern} - labelled with a tuple containing the selection
pattern),
• writing into an ETS table ({write,Data} - labelled with a tuple containing the inserted
data).
4.1 Identifying Processes
The dynamic nature of Erlang makes the static process detection hard, therefore we use data-
flow reaching [12, 11] to calculate all possible values of expressions which contain the necessary
information for process detection. A Data-Flow Graph (DFG) is built based on the syntax
and semantics of the language containing the direct relations among the expressions of a given
program. We can calculate the indirect data-flow relation based on the DFG as a transitive-
reflexive closures of the direct relations. This closure calculation is called data-flow reaching.
We identify different types of process nodes for functions which take part in communication
(Identification Algorithm):
1. A process node pi is created in the graph for each spawn* call.
2. A process node is present in the graph for each function (f) which takes part in com-
munication (when f sends or receives messages or spawns a new process). In this case
we have to identify whether the function f already belongs to a process from the first
group. Therefore, we calculate the backward call chain of the function f . If the backward
call chain contains a spawned function, then the function f belongs to the process of the
spawned function pi. Thus, the communication edges generated by f are linked to pi.
3. When a function g takes part in communication, but its backward call chain does not
contain a spawned function we create a new process node pj . This process is identified
with the module, the name and the arity of g if there is no communicating function in
the backward call chain. Otherwise we select the last communicating function h in the
call chain and we identify the created pj process with module, name and arity of h.
4. There is a “super process” (SP ) in the graph which represent the runtime environment.
It represents the fact that the communicating functions can be called from the currently
running process, for example from the Erlang shell.
We create the listed process nodes in a predefined order:
1. At first we collect the spawn expressions from the source code and add them to the set S.
2. We create a process node ps for each s ∈ S spawned process and add it to the set Ps.
3. We collect the communicating functions C and create process nodes for them (using the
second and third step of the identification algorithm).
4. We link every created ps (s ∈ S) process to its parent process with a spawn∗ edge.
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5. We select each register expression from the source code and add the appropriate register
link to the graph.
6. Each process node pj that has no parent (pj 6∈ Ps) is linked to the node SP .
To identify a spawned process we have to calculate the possible values of the actual param-
eters of the function call spawn*(ModName,FunName,Args). We calculate the values based on
the result of the data-flow analysis [12], while it is a static analysis it is always an approximation
of the real dynamic information.
4.2 Message Passing
The next step is to add the message passing edges to the graph. We calculate the message
passing edges based on the data-flow information presented in [11]. That analysis links the
sent and received messages with a flow edge in the Semantic Program Graph of RefactorErl
(Section 2.1). We use the following algorithm to calculate the communication edges:
1. We select the message sending expressions from the source code and add it to the set M .
2. For each m ∈M we calculate the receive expression rm which receives the sent message.
3. We calculate the containing process node pm for each m ∈M expression and the contain-
ing process node pr for each rm, and add the {send,Message} link from pm to pr (where
Message is the sent message from the expression m).
4.3 Hidden Communication – ETS tables
ETS tables can be considered as a form of shared memory in Erlang: one process can write
some data in it and share it with other processes. Therefore, ETS tables represent hidden
communication among processes, thus we add them as a special process relation to our model.
Every created ETS table is added to our graph as a special process node, and read and write
operations as special message passing edges:
1. The first step is to select the created ETS tables and add them to the set E.
2. For each e ∈ E table we create a process node pe and link it to the parent process. The
parent process is the process of the function which calls the function ets:new/2.
3. The next step is to detect whether the found table can be referred using its name. We
analyse the option list (the second parameter of the call ets:new/2) and calculate its
possible values by data-flow reaching. If the named_table atom is one of them, then we
have to calculate the possible names of ETS table by data-flow reaching, and add the
name of the ETS table as an attribute to the process node.
4. Each ETS table manipulation (e.g. insert*, delete*) is added as write operation to
the graph between the ETS table node and the process of the expression calling the ets
functions.
5. Each query operation (e.g. match*, select*) is added as read operation to the graph
between the ETS table node and the process of the expression calling the ets functions.
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Calculating write edges. The relation
1f
; denotes the first order data flow reaching [12].
n1
1f
; n2 means that the value of node n2 can be a copy of the value of node n1. We use this
relation to calculate the ETS write edges in the following steps:
1. Collect the function calls which refer to an ETS table and change it. Add it to the set
W . For example, ets:insert(Tab, Data).
2. For each w ∈W call calculate the referred ETS table with data-flow reaching. At first the
possible values of w1 (denoted with Ew) have to be calculated: e ∈ Ew and e 1f; w1 (where
w1 is the first parameter of the call expression w, e is an expression which value can flow to
w1). If there is an expression e ∈ Ew which is an atom and its value is some name, then
we select the process node (pe) referring to the named ETS table some name. Otherwise
we should find a table reference in Ew which creates the ETS table (a call to ets:new/2),
and select the process node pe of the created ETS table.
3. Determine the process node where the call ets:insert/2 belongs to: pw. To identify this
process we use a similar algorithm that was presented in the second and third step of the
Identification algorithm. We determine the function f which contains w, and calculate
the process of f .
4. Connect the process node pw and the found ETS table node pe.
Calculating the read edges works similarly to write edges, but we have to analyse the query
functions of the ets module.
The function ets:rename/2 also has to be considered, because it changes the name of the
ETS table, and only the new name can be used. To handle this we will refine our analysis using
the Control-Flow Graphs of Erlang programs [11].
5 Motivating Example – Resulting Model
We will illustrate the presented algorithms step by step using the client-server example from
Section 3. We highlight only some element of the algorithm here.
Process identification.
• There are two spawn expressions in our example at line 7 in the client module, and in
line 21 in the server module. We add their expression nodes to the set S.
• We collect all functions that take part in communication, e.g : We create the process node
client:start/1, because there is no spawned process in its backward call chain, and the
last function in its backward call chain is the function client:start/1 itself; but we do
not create a process node for client:loop/1, because it contains client:start/1 in its
backward call chain and it already has a process node.
Message passing information.
• The pid of the recipient process in the message sending expressions of the server code
comes from the macro ?Name, thus the receive expressions for the server code must be
in the spawned and registered process job_server. This is the receive expression from
the body of the function server:loop/1. The pid in the code of the client is a variable,
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Figure 3: Communication Model (extended with ETS usage)
so we use data-flow reaching to calculate its value, which is identified as the result of
the function self() in the body of the function client:start/1. Therefore, the receive
expression must be in the process of client:start/1: it is the receive expression from
client:loop/2.
ETS usage information.
• We create the process node ets:new/2 in the graph and link it to its parent process
client:start/1.
• We select the write operations from the source code: there is a call ets:insert in the
32st line of the server and in the 29st line of the client. We link the process node of the
manipulated ETS table to the process node of the caller function. For example in the
server code we create a link from the process server:init/0 to ets:new/2, data.
The graph, extended with the ETS usage, is shown in Figure 3.
6 Related work
Different static analysis tools have been designed for Erlang, but none of them can create the
communication graph at compile time.
Analysing parallel and distributed Erlang software are key research topics. For example,
one goal of the ParaPhrase project [7, 8] is to analyse Erlang programs, statically detect parallel
patterns and transform the source code to adjust the advantages of manycore architectures.
The RELEASE project [10] aims to help in developing well designed scalable distributed
Erlang software by defining the SD Erlang (Scalable Distributed Erlang). They define language
primitives to create process groups. The frequently communicating processes should be placed
to the same group on the same Erlang node. However, the explicit process placement based on
the communication flow, is not straightforward for the programmers. Therefore SD Erlang aims
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to design automatic process placement based on connectivity distance metrics. Our analysis
could be extended to handle and visualise SG Erlang as well.
The goal of the static analyser tool, Dialyzer [4], is to identify software discrepancies and
defects, such as type mismatches, race condition defects, etc. The tool detects message passing
by analysing the Core Erlang code [2], and can report concurrent programming defects.
7 Summary
We presented a model to represent the communication between Erlang processes. The model
contains the most important relations between processes, i.e. process hierarchy, communication
through message passing, and hidden relations generated by ETS usage.
We store the result of our analysis in the graph of RefactorErl. These results can help in
code comprehension tasks of the Erlang developers. One possible way is the visualisation of the
relations in a graph, but we also want to integrate the result of the analysis into the semantic
query language of RefactorErl.
We want to make the presented algorithms more efficient and more precise based on the
result of the control-flow analysis and by adding background knowledge about the Erlang/OTP.
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Abstract. Understanding and maintaining the source code of industrial-scale software product is hard and time-consuming,
and it is getting more difficult when the software implements parallel/concurrent/distributed computations and behaviours.
Static source code analysis tools support program comprehension through detecting dependencies and relations among small
(like functions and processes) or large (modules and components) software elements. For Erlang, which is a dynamically typed
language, only an approximation of the real dependencies can be calculated statically. However it is possible to improve these
analyses by adding application specific information, such as the most frequently used behaviours. In this paper we introduce an
extension of the process relation analysis for Erlang which extract information of generic server behaviour implementations.
The Communication Graph is extended with the result of the analysis.
Keywords: static analysis, Erlang, behaviours, processes
PACS: 68N18, 68N19
1. INTRODUCTION
Erlang is a concurrent functional programming language. Therefore once a source code analysis and transformation
tool is developed for Erlang, the concurrent language elements and all of the related dependencies have to be
discovered as well. RefactorErl [1] is a tool that aims to support meaning preserving source code transformations
and code comprehension. It represents the source code in a Semantic Program Graph (SPG) [2] and extends it with a
Communication Graph [3] to represent the connections generated by the usage of built in language primitives.
One can build an application using the communication primitives in Erlang or can use several libraries provided by
Erlang OTP [4]. For example a client-server application (eg. chat server) can be implemented using the gen_server
behaviour of Erlang and a finite state machine (eg. coffee machine) using the gen_fsm behaviour.
In this paper we focus on improving of the Communication Graph of ReafctorErl by extending it with application
specific information. We present static analysis of the callback modules implementing the generic server behaviour.
The servers are represented as special process nodes in the Communication Graph. The communication information is
extracted with the help of the data-flow analysis. The communication between the server and the caller processes are
represented with directed edges.
Generic server behaviour. Erlang was designed for developing concurrent and distributed software systems with
soft real-time characteristics. Erlang supports process starting and communication between processes with built in
language primitives.
Beside the communication primitives the Erlang OTP comes with a set of design patterns, so called behaviours [4].
In this paper we only focus on static analysis of source codes implementing the gen_server behaviour.
The interface of the gen_servermodule is contains a start*/3,4 function to start the server with the provided
callback module, arguments and options. There are two ways to communicate with the started server, either in a
synchronous form with functions call/3,4, or asynchronously by function cast/2.
The callback module contains the specific part of the server implementation. The most relevant callback functions
are the handle_call/3 and handle_cast/2. These functions implement the behaviour of the server when a
synchronous or an asynchronous request arrives.
In Section 2 the reader can find an example source code.
Communication Analysis in RefactorErl. RefactorErl [1] is a source code analysis and transformation tool for
Erlang. RefactorErl uses Semantic Program Graph (SPG) to represent the Erlang source code. The data structure was
designed to efficiently store and reuse the calculated lexical, syntactic and semantic information. The analysis traverses
the SPG and extends it with process relation information. For a more detailed communication information a separate
graph (Communication Graph) can be built from it using the process relation analysis presented in [3].
The Communication Graph is a graph G = (V,E). Every vertex v ∈V represents an Erlang process, and every e ∈ E
is a labeled edge representing relation or communication between processes. Every v ∈V is a triple {Mod,Fun,Ary}
representing a function. We use this notation because in Erlang a process is an actor that evaluates a function. Every
e ∈ E is represented by a triple {v1, l,v2}, where v1,v2 ∈V and l (label or action) is one of the followings:
• spawn, spawn_link – process v1 spawns (creates) a new process v2;
• register – process v1 registers the process v2 with a provided name. The assigned name is added as an attribute to
v2;
• send, Msg – process v1 sends a message (Msg) to process v2.
The Communication Graph has a special node SP, called super process to denote the runtime environment.
Data-Flow Reaching. To identify the identifiers of processes and recipients of the messages we use data-flow
analysis [5]. A Data-Flow Graph is built during the initial analysis. Our analysis uses the first order data-flow reaching
relation ( 1f;) to calculate the possible values of certain expressions. The notation e1
1f
; e2 means that the value of
expression e1 can flow to expression e2.
2. ANALYSING GENERIC SERVER BEHAVIOURS
The initial stage of the analysis is the server identification: all of the servers have to be identified and their properties
have to be calculated. The next step is to calculate the communication between the server and the potential clients. The
applications of the callback functions are analysed and the communication graph is extended with edges representing
the clients’ requests and the replies of the servers (when there are replies).
Server identification. A server can be identified by looking up applications of gen_server:start* functions.
If the server is registered, it will be identified by its name, otherwise the name of the callback module will be used in the
analysis. To identify the details of the starting arguments data-flow analysis is used to calculate accurate information.
When the processes are identified the following step is to insert them to the SPG and to the Communication Graph.
Next we calculate caller processes where the servers are started. We link the function applications with the caller
processes with eval_in label, and the new generic server process and the evaluating process with the corresponding
start or start_link label.
The Communication Graph (G = (V,E)) is extended with a process node v of type gen_server. v may have
several attributes. In case of a registered server the attributes are the followings:
• name – the name of the server. Its value is calculated based on the data-flow reaching: t = {t1, t2} 1f; p1 and
a 1f; t2. t is a tuple which second element is an atom a that is the calculated name of the server. p1 is the first
parameter of the start*/4 call;
• type – the visibility type of the server. Its value is calculated based on the data-flow reaching: t = {t1, t2} 1f; p1
and a 1f; t1. t is a tuple which first element is an atom a that is the atom value global or local.
• mod – the name of the callback module. Its value is calculated by the following relation: a 1f; p2. a is an atom
which value flows to the second parameter of the function call p2.
A new edge e is added to the graph: {SP,spawn_sp,v}.
The next step in the analysis is to approximate the communication between the processes as accurately as possible.
At that stage we make good use of the data-flow analysis again.
Synchronous messages and replies. In our analysis we look up applications of gen_server:call/2,3 func-
tions in the SPG and analyse them. We examine the arguments of the function applications. For this we use data-flow
reaching, thus we can identify the sent messages and the addressed generic server process, whether it is referenced
with its process identifier or its name. When the necessary information is available we determine the processes that
evaluate these expressions.
At this stage of the analysis the Communication Graph is extended with the processes vi that take part in the
communication. Once a process calls a gen_server:call/2 function a new node v is created in the graph. We
calculate the recipient of the message based on the first argument of the function call: {t1, t2} 1f; p1. t1 is the type
of visibility of the server and t2 is the name of the server identified by vS in the Communication Graph. We add the
following edges to the graph:
• {v,{sync_call,Msg},vs} – where Msg is the message, that is the value of the second parameter of the call
function application: Msg 1f; p2;
• {vs,{sync_reply,Reply},v} – where Reply is the second argument of return value {t1, t2, t3} of the
handle_call function: Reply 1f; t2.
Asynchronous messages. Similarly to the synchronous messages we look up and analyse the function applications
of the gen_server:cast/2 functions. We apply data-flow reaching on the arguments of the function applications
to determine the addressed process and the message.
Once a process calls a gen_server:cast/2 function a new node v is created in the graph. We calculate the
recipient of the message based on the first argument of the function call: {t1, t2} 1f; p1. t1 is the type of visibility of the
server and t2 is the name of the server identified by vS in the Communication Graph. We add the following edge to the
graph:
• {v,{async_call,Msg},vs} – where Msg is the message, that is the value of the second parameter of the cast
function application: Msg 1f; p2.
Example. Figure 1 shows a part of a chat server implementation and Figure 2 shows the resulting model. The reader
can observe that the analysis has identified one server process, the chatsrv, which is a global process. There are two
asynchronous messages passed to the server (async_call) and one synchronous communication (sync_call).
There are two possible replies (sync_reply) from the server. The server may reply a message deny when the limit
of the users exceeds the given limit, or ok otherwise.
FIGURE 1. Server source code
3. RELATEDWORK
Supporting code comprehension by static analysis tool is not unique, several tools exist for different programming
languages. A few static analysis tools exist for Erlang as well, but none of them is focusing on gen_server based
client-server implementation visualisation.
The paper [6] introduces message passing analysis for Erlang based on control flow graphs. The main purpose of
this work was to detect common message passing errors in Erlang programs. The paper does not focus on the Erlang
OTP behaviours. This tool is using some features of the static analyser tool, Dialyzer [7]. The main goal of Dialyzer
is to identify software discrepancies and defects.
Researches have been done in the area of formal analysis (verification) of problems related to message passing. In
paper [8] the authors defines race condition analysis, deadlock detection etc. for MPI (Message Passing Interface).
Message passing analyses have been developed to build accurate data- [9] and control-flow [10, 9] graphs of MPI
programs as well. The data-flow analysis technique presented in [9] is used for activity analysis and constant reaching
analysis. The former analysis is used to reduce the computation and storage requirements of MPI programs.
gen_server: gen_chatserver | [{global, chatsrv}]
gen_chatserver:connect/1
{sync_reply,  deny}{sync_reply,  ok}
gen_chatserver:start/1
start










FIGURE 2. Detected communication
4. SUMMARY
Under the development and maintenance of a concurrent software the developer has to properly understand the
source code. In this paper we have introduced a static analyser tool that detects and visualise communications among
Erlang processes. Besides the standard message passing primitives the Erlang OTP libraries provide several ways
to implement concurrent/distributed programs. For example the Erlang behaviours implement the generic part of
commonly used design-patterns in Erlang, and the programmer has to deal only with the specific part of an application.
The gen_server behaviour implements the client-server model. As an extension of the Communication Graph of
RefactorErl a generic server based application analysis have been presented in this paper.
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Erlang programok statikus elemze´se e´s szeletele´se
A funkciona´lis programoza´si nyelvek terjede´se´nek veleja´ro´ja, hogy felmeru¨l
az ige´ny olyan eszko¨zo¨kre, amelyek a fejleszte´si folyamatot ta´mogatja´k. Ezek
lehetnek futa´si ideju˝ eszko¨zo¨k, vagy olyanok, melyek csupa´n a forra´sko´d elem-
ze´se´vel k´ına´lnak hasznos informa´cio´kat a fejleszto˝k sza´ma´ra.
Az Erlang ipari ko¨rnyezetben is gyakran haszna´lt funkciona´lis programoza´si
nyelv. A RefactorErl egy statikus elemzo˝ e´s refaktora´lo´ eszko¨z Erlanghoz, mely
sza´mos transzforma´cio´t biztos´ıt a forra´sko´d jelente´smego˝rzo˝ a´talak´ıta´sa´ra,
ma´sre´szro˝l kiterjedt statikus elemzo˝ke´szlettel seg´ıti a fejleszto˝ket a minden-
napos teve´kenyse´gu¨kben.
Kutata´somban olyan elemze´si mo´dszerekkel foglalkoztam, amelyek seg´ıtse´-
ge´vel az Erlang programok forra´sko´dja´ban rejlo˝ o¨sszetett o¨sszefu¨gge´sek nyer-
heto˝k ki. Ezek az eredme´nyek pedig tova´bbi magasabb szintu˝ elemze´sek alapja´t
ke´pzik. Az ismertetett eredme´nyeim a veze´rle´s e´s az Erlang folyamatok ko¨zo¨tti
kapcsolatok elemze´se´hez kapcsolo´dnak.
A dolgozatomban Erlang programok veze´rle´sfolyam-gra´fja´t adtam meg,
amely tartalmazza a programok ve´grehajta´sa sora´n elo˝a´llo´ lehetse´ges ve´grehaj-
ta´si utakat. A gra´fot a nyelv szintaktikus katego´ria´ihoz rendelt forma´lis szaba´-
lyok seg´ıtse´ge´vel definia´ltam, amelyek a nyelv szemantika´ja´nak megfelelo˝en
adja´k meg a veze´rle´sfolyam-gra´f e´leit. A veze´rle´sfolyam-gra´f felhaszna´la´sra
keru¨lt tova´bbi elemze´sekhez is, mint pe´lda´ul a pa´rhuzamos´ıthato´ komponen-
sek azonos´ıta´sa.
A veze´rle´sfolyam-gra´f, illetve a benne foglalt informa´cio´k felhaszna´lhato´ak
a forra´sko´dban to¨rte´no˝ va´ltoza´sok hata´selemze´se´hez. A veze´rle´sfu¨ggo˝se´gi gra´f
egy kompaktabb reprezenta´cio´, amely a veze´rle´si utakban le´vo˝ szekvencia´k
elimina´la´sa´val ma´r csak a kifejeze´sek ko¨zo¨tti ko¨zvetlen fu¨ggo˝se´geket tartal-
mazza. Megadtam Erlang programokra a veze´rle´sfu¨ggo˝se´gi gra´fot, amelyet
adatfu¨ggo˝se´gi informa´cio´kkal ege´sz´ıtettem ki. Az ı´gy definia´lt Erlang fu¨ggo˝se´gi
gra´f felhaszna´lhato´ gra´f alapu´ statikus programszeletele´shez. A definia´lt inf-
rastruktu´ra´ra e´p´ıtve megadtam egy hata´selemze´s alapu´ teszteset szelekcio´s
mo´dszert. A mo´dszer azon tesztesetek halmaza´t adja meg, amelyek e´rintettek
lehetnek a va´ltoztata´s/transzforma´cio´ kapcsa´n. Azaz a va´ltoztata´s hata´sa el-
terjedhet a tesztelt funkcionalita´sba. Az elemze´s nem csak a transzforma´cio´k
hata´sa´nak elemze´se´re, hanem tetszo˝leges va´ltoza´s elemze´se´re is haszna´lhato´.
Dolgozatomban bemutattam Erlang programok egy statikus kommunika´-
cio´s modellje´t. Megadtam azokat az algoritmusokat, melyek seg´ıtse´ge´vel fel-
der´ıtheto˝ek az elind´ıtott Erlang folyamatok e´s a ko¨ztu¨k aszinkron u¨zenet-
ku¨lde´sekkel lebonyol´ıtott kommunika´cio´. A modellbe felvettem olyan rej-
tett kommunika´cio´s elemeket is, mint a ko¨zo¨s osztott memo´ria´nak tekint-
heto˝ Erlang Term Storage (ets) ta´bla´k haszna´lata. Megadtam azokat a stati-
kus elemze´si algoritmusokat, melyek felhaszna´la´sa´val kiege´sz´ıtheto˝ a kommu-
nika´cio´s gra´f specia´lis Erlang folyamatokkal (pe´lda´ul generikus szerverek) e´s
az interfe´szeiken keresztu¨l to¨rte´no˝ rejtett kommunika´cio´val. A kommunika´cio´s
gra´f kiva´lo´an haszna´lhato´ a ko´dban rejlo˝ o¨sszefu¨gge´sek megjelen´ıte´se´re, ko´d-
mege´rte´s, konkurencia´bo´l fakado´ hibakerese´s ta´mogata´sa´hoz. Ugyanakkor fel-
haszna´lhato´ konkurens programok va´ltoza´sa´hoz ko¨theto˝ hata´selemze´s pon-
tos´ıta´sa´hoz is.

Static analysis and slicing of Erlang programs
Functional programming languages are getting more popular nowadays,
thus there is a high demand on new tools that may support the development
process. There are two main types of such tools, one is operating with dynamic
information by running the code, the other is performing static analysis on the
source code of the program.
Erlang is a functional programming language designed for developing real
world applications. The RefactorErl tool is an extensive static analyzer frame-
work developed for Erlang. The tool offers several refactorings and code com-
prehension support for developers.
In general, the focus of my research was to develop new static analysis
methods. These methods extract compound semantic information from the
source code, and the result could be used for other analysis methods. My
results are related to control flow, control dependence, impact analysis and
communication model of Erlang programs.
In my dissertation, I have presented formal control flow rules based on the
semantics of the language. The rules are compositional and can be used for
developing control flow graph of an expression, or a function. The results of the
control flow graph have been used further analysis techniques, like discovering
parallelable components in legacy source codes.
The information available in the control flow graphs can be used in many
ways. It can be used for parallelization, debugging or change impact analysis.
The control dependence graph is a more compact representation compared
to control flow graph. It includes only direct control dependencies, while the
control flow graph contains every execution path of a program. I have presented
and extended the control dependence graph with data dependencies, what we
call Erlang dependence graph. I have presented an impact analysis method
based on the dependence graph. This method can be used for relevant test case
selection. It selects only those test cases that could be affected by a change.
The presented method can not only be used for impact analysis of refactorings,
but can be generalized for an arbitrary modification.
I have also presented a method for extracting the communication model
from Erlang source codes. I have described the algorithms that can be used
to identify the processes and the possible communication between them. I
have extended the model with the analysis results of hidden communication.
The Erlang Term Storage (ets) tables can be used as shared memory between
processes. Any reading or writing operation is taken as an interaction with
other processes accessing the same table. I have added analysis of generic
server behaviors as another extension to the process model. This introduces
another type processes and the hidden communication. The results can be used
in code comprehension techniques, but the results from the communication
model could be used in impact analysis as well.

