This paper shows that Zipf's Law for cities can emerge as a property of a clustering process. If initially uniformly distributed people chose their location based on a specific gravity equation as found in trade studies, they will form cities that follow Zipf's Law in expected value. This view of cities as spatial agglomerations is supported empirically by the observation that larger cities are surrounded by larger hinterland areas and larger countryside populations.
Introduction
Zipf's Law for cities, which is sometimes referred to as rank-size rule, is a stylized distribution of the size of cities, which suggests that the size of a city is inversely proportional to its rank. The exact distribution specifies that the largest city has twice the population of the second largest, and three times the population of the third largest and so forth.
1 Expressed in more technical terms, Zipf's Law is a Pareto distribution with a shape parameter of minus one. If S r denotes the size of the r-th largest city, this distribution implies the relationship rS r = S 1 . In logarithmic form, this relationship becomes ln r = ln S 1 + β ln S r .
Empirical tests of Zipf's Law for cities typically test for a coefficient of β = −1 in an estimation of equation (1), a coefficient that many studies using different time periods and countries could not reject. Recent evidence that follows a bottom-up economic definition of city boundaries was provided by Makse et al (2011) , but there are many more examples.
2 Some studies present evidence against a coefficient of β = −1. In a meta-study, Nitsch (2005) found a mean coefficient of −1.1 for a selection of recent estimates and could reject a coefficient of −1 in the aggregate of these studies.
The alternative of −1.1 is however close to the stylized Zipf coefficient.
The wide range of countries and years for which this empirical regularity has been 1 The reference is Zipf (1949) , who observed the same pattern for the distribution of the frequency of words in languages. A similar pattern was confirmed for firm size, see Axtell (2001) . The earliest formulation of this regularity for cities quoted in the literature is the one by Auerbach (1913) . 2 Eaton and Eckstein (1997) provide evidence for Zipf's Law in Japan and France in panels that cover several decades. Giesen and Suedekum (2010) show that Zipf's Law holds for Germany as a whole, and also for German regions in a panel from 1975 to 1997. Black and Henderson (2003) and Giesen and Suedekum (2012) provide evidence for Zipf's law in the US. Holmes and Lee find Zipf's Law using a grid of six × six miles in the US. De Vries (1984) provides evidence for historic European data. Further surveys were provided by Gabaix and Ioannides (2004) , and Ioannides and Skouras (2009). observed suggests that a simple and universal force that is not dependent on economic, cultural or geographic specifics might explain a large part of the pattern of urbanization. Some authors have thus thought that a credible explanation should rely only on few parameters and assumptions that still lead to a pattern similar to
Zipf. An early work along these lines is Simon (1955) , the most prominent recent attempts into this direction are Eeckhout (2004) and Gabaix (1999) . 3 Eeckhout (2004) could not reject for US 2000 data that the distribution of population density represents random draws from a log-normal distribution, when not only the top but the entire distribution is considered. This is consistent with random growth rates of cities, as shown by Gibrat (1931) . It does not however translate easily into an explanation for the empirical regularity. To show that a Pareto distribution with a shape paremeter of −1 cannot be statistically distinguished from the right tail of a log normal distribution by some standard tests does not imply that random draws from a log normal distribution will follow Zipf's Law, which would depend on parameters of that log normal distribution such as its standard deviation, and also the number of draws. Gabaix (1999) suggested that random growth leads to Zipf distributions on the right tail if city sizes in this process are not allowed to shrink below a certain lower bound. This 'grain of sand' that is added to random growth is crucial for this argument, since random growth alone will lead to log-normal distributions, as shown by Gibrat (1931). Behrens, Duranton and Robert-Nicoud (2012) provide a static model that generates approximately Zipf's Law. In this model, the population of a city is a power function of the talent of its residents such that small productivity differences between cities can generate large differences in population.
Several models of size or growth rates of cities implicitly see cities as units that have no spatial relationships to one another or their surrounding areas, examples are the aforementioned papers by Behrens et al. (2012) , Eeckhout (2004) and Gabaix (1999) . This models cities as geographic units. Cities are seen as spatial aggregations of countryside populations and this paper shows that a fairly general aggregation process on a two dimensional surface, that uses gravity equations known from trade studies, leads to a Zipf distribution of city size. This result requires only very few structural assumptions, mainly a specific form of relocation preferences.
4
In the model discussed below, people are initially uniformly distributed on a surface.
In addition, there are uniformly distributed city locations with different values that indicate how suitable they are for settlement. The distribution of these values is irrelevant, only their ranking matters as long as the distribution is not degenerate.
Each person has an individual maximum willingness to move, and choses the best location within this search radius, consistent with existing models of search. The strictest assumption that this model requires is a specific functional form for the distribution from which the search radii are taken. This assumption however can be obtained from the data, and follows the gravity equation frequently found in the literature on international trade and migration. In addition to Zipf's Law for cities, the model predicts (a) that a larger city is surrounded by larger area and (b) larger countryside population, and (c) that cities consist mainly of people who were born in or near it. These predictions, for which I provide empirical evidence, are typically not part of models of urbanization.
A related work is Hsu (2012) , who shows that endogenous firm locations on a circle may lead to cities that are Zipf distributed, if these firms have different production functions. This model differs in at least two important ways from the one discussed here. First, Hsu's model considers location on a one dimensional circle, while the model below considers a two-dimensional surface. Second, the model below does not include assumptions on firms and production processes.
The model demonstrates primarily a mathematical property and does not try to build a sophisticated economic argument. It is thus quite simple, which I view as a strength, rather than a weakness. While it would be straight forward to nest this model in an economic model that provides an economic logic for the assumed behavior, 5 I prefer to keep the model in its pure mathematical form, which leaves the mechanics of the argument clear and easy to follow.
Model
Consider a borderless surface -for example a sphere -with an area normalized to one. Initially a mass of people is uniformly distributed on the area. There are N potential locations for cities that are spread randomly and independently of initial rural population in that area. This implies that in expected value both initial populations and potential city locations are spread evenly. Some of these locations are better suited for the construction of a city than others, and thus each potential city location j has a score v j , which indicates how suitable it is as city location.
To describe the clustering behavior of people I assume a simple decision strategy for each individual. Each person has an individual search radiusx, and searches for the city with the highest value v j within distancex of her initial location. This is a fixed search rule, which can be an equilibrium outcome of a search model, see Morgan and Manning (1985) . As shown in the following paragraphs this search rule also leads to aggregate behavior that is consistent with empirical observation. The differences in the maximum distance people are willing to move may be accounted for by differences of occupations. Someone who looks for employment as a waiter or taxi driver may find plenty of offers within her immediate surroundings, while someone who wants to work as a lawyer may have to search using a larger radius within the area to which the law that she studied applies, while a specialized academic researcher may search worldwide for appropriate employment. The utility from moving to a city with value v j at a distance d j of the initial position of a person is then
Let x * denote the expected distance that a person moves, andx the maximum willingness to travel for this person. People that find no city location within their search radius will not move and stay in their initial rural location. Under the assumptions above every point within distancex of this individual's initial location is equally likely to be the preferred location for her. The probability that the highest value v is exactly at a distance of x is 2πx/(x 2 π). Hence the expected distance in equilibrium is
This implies that the distribution of the individual maximum willingness to move is proportional to observed moved distances. In this paper I make the central assumption that the search radius of every person is a random draw from the distribution
, where k is a scaling parameter. 6 This is the distance relationship as frequently found in gravity equations from the trade literature. Gravity type estimation approaches have also frequently been used in the migration literature, see Anderson (2010) for a recent survey. The feature of gravity equations that I use here is the surprisingly robust finding that in regressions of log trade volumes on 6 A more general solution and some speculation on other functional forms are discussed below.
log distance the coefficient on distance has a coefficient of -1. 7 There is no consensus as to why this structural parameter is that constant, however Chaney (2011) provides a theory based on the spread information networks in a one dimensional space. 8 In the next section I will add to that evidence, by showing for 2000 US data that this assumption is consistent with observed migration patterns in the US and internationally, as it should be from equation (3).
On the surface of a sphere the maximum distance one can move is bounded from above. To address this concern I introduce the assumption of a maximum search radius within the populationx to the model, chosen such that search circles don't overlap with themselves on the surface. On the surface of a sphere of area one, the corresponding maximum value forx that fulfills this feature is √ π/2. Note that this is not an assumption that restricts the gravity relationship in the model, it is rather a restriction that ensures that the gravity equation is applied correctly, and that distances that are larger than half the equator do not enter the consideration of people. In addition I show below this restriction is not driving the main prediction of this model, and in fact introduces a small bias.
The expected value of the number of cities within radius x is equal to x 2 πN , where
, the distribution of values of potential city locations v. Note that given the preferences above the shape of the distribution of v is irrelevant as long as it is not degenerate; only the ranking of city values matters. Then if a possible city location draws value v, the probability that it has the highest value within a circle of x is equal to the probability that all (2008) for disaggregated estimates. 8 The mechanisms of his model of contacts and information are fairly different from the one proposed here. One relationship between this paper and his is that he proves gravity for exporters taking Zipf's Law of export sizes as given, while I prove Zipf's Law taking gravity as given. Thus in an interesting way both papers link these fundamental empirical relationships, even if by very different processes.
expected value of a city size can be written as a function of its value v alone.
The solution for the expected value of city sizes in this model requires two elements.
First, the expected number of people with a given search radius that move to a location with value v. A person with search radiusx i will move to location j with value v j with probability G(v)
x 2 πN if j lies within distancex i of i. For city j, there are πx 2 f (x) persons with search radius x that are close enough to consider location j. Second, since the outcome of interest is a relationship concerning ranks and not value draws, I need a mapping of the cumulative probability density function of location value draws to ranks. Note that as long as g(v) is continuous, for a draw from g(v) each value between 0 and 1 of G(v) has the same probability. Thus for a mapping from draws from G(v) to ranks the same rules apply as for uniform distributions bounded by 0 and 1. Let R denote the rank of a city, such that the highest valued city has a rank of R = 1, and the second most valuable city a value of R = 2 and so on. It holds that the expected value of the cdf value of the largest value draw equals 1 − 1/(N + 1), and the expected value of the second highest draw equals 1 − 2/(N + 1), and generally the expected value of the draw with rank R is 1 − R/(N + 1). I use this mapping from expected values of ranks to ranks to rewrite the size of a city as a function of its rank R:
Note that the scaling parameter k is irrelevant for the relative size of cities, and thus the shape of this city density is solely dependent on the parameters N andx. If the number of initial possible locations for cities N is large, we can use the following three approximations for cities with small rank R:
These approximations simplify the problem to:
for large N at the right tail of the distribution. The assumption of a large N does not lead to meaningful testable implications, because it is not required in the setup of this model that a potential city location develops into a city.
Note that the assumption of a finite number N would lead to results that look fairly similar to the rank-size rule, albeit expressed in a more complex mathematical form.
For example, when I consider the number 135 for N , which is the number that 
Supportive empirical evidence
The functional form of f (x) Equation (3) gression may be an appropriate approach to describe a tendency in this relationship, as in estimations of the well known gravity equation, the standard approach to address similar estimations in the trade literature. Using the data described in the last paragraph, I estimate a standard gravity equation, represented by the regression of the log number of people that moved from state j to state i ln(f ij ) on the log of the distance between states i and j ln(d ij ) and the log populations of both states, ln(P i ) and ln(P j ). The estimated gravity equation is of the form
and gives estimates as follows (robust standard error in parentheses): β 0 = 8.03 (0.04), Figure 1 shows the fit of the prediction for a bin size of 100 kilometers. The equation above seems to provide a reasonable fit to the data. In Figure 1 I show the log number of people that move a certain distance against that distance. I do not use the log of distance to leave the displayed distance values easier to interpret.
This exercise is not a direct estimation of the discussed model, as population in the data is not uniformly distributed in the initial period. Thus equation (6) may capture equilibrium dynamics that are different from the forming dynamics described by my model, mainly because the size of the non-movers will be determined by the degree to which the US already was equilibrium in the initial period. To address Robust standard errors are displayed in brackets, the number of observations is 2,550. Hence also in this estimation I cannot reject a coefficient of −1 on the log distance at 5% level of statistical significance.
One concern here is that this observation may just be a mechanical implication from a different process given the geographic features of the US. For example, if the number of people moving from state s i to state s j is a constant for all i and j, I may still find a declining relationship in the figure, since the number of distances is not uniformly distributed, and people may move to destinations outside of the US. To address this concern I repeat the analysis for people who moved out of Nebraska (a state in the center of the United States), and only include destination states that are within a circle with its center in Nebraska that fully overlaps territory in the United
States. These are all the states within a distance closer than 1,000 kilometers to Nebraska. 9 In this restricted sample I cannot reject a slope coefficient of value −1 at a 95 percent level of significance either.
I repeat the exercise for migration within the US at the county level in Figure 2 using data on migration between counties from the US Census ( 
Other functional forms for f (x)
The functional form f (x) = 1/(xk) is not only consistent with the findings in Figures 1 and 2 , it is also, by coincidence, the only one in the set of more general
Pareto functions 1/(kx p ) for which the solution to the integral in equation (4) does not involve the incomplete Gamma function. The general solution for the integral specified in equation (4) under the assumption that N is large and
where Γ is the incomplete Gamma function. For finite values ofx this is hard to simplify further. This can however be simplified for values of p < 3 under the assumption thatx becomes infinite. Allowing this approximation, the solution further simplifies to involve the complete Gamma function
For any value of p < 3 this Gamma function gives a positive constant that does not influence the coefficient of interest. Then the stylized relationship between log rank and log size of cities is
where c is constant with respect to R. This is equivalent to a Pareto distribution with a shape parameter of (3 − p)/2. In the case of p = 1, which is the focus of this paper, this indeed gives Zipf's Law with a slope coefficient of −1. To assess the bias in equation (7) for finite values ofx I show predictions for sim-ulations of that equation in Table 1. In this table each row represents a simulation in which I compute the largest N cities as predicted by equation (7), and estimate equation (1) . The columns titled p,x, N and k show the parameters of each simulation. The unbiased slope is the predicted Pareto shape parameter for limx → ∞, as in equation (8). The biased slope gives the simulated prediction under the chosen parameters under finite values ofx, the next column shows the corresponding robust standard error. The p-value comes from a t-tests for the equality of these two slopes.
The maximum bias notes the percentage loss of population for the largest city of the simulation against its unbiased prediction. Note that this is the maximum bias for any city in the simulation, and this bias diminishes rapidly for any following city, similar to the numbers in the example given above. In the first simulations I verify a few expected relationships. In simulation (1) I chose a parameter of p = 1. In this special case the bias is the one derived and discussed before in this paper, as both models then are solutions to the same problem. The simulation verifies this, with again a bias for the largest city of roughly 1/12. Simulations (2) and (3) show that the bias is independent of the choice of k in the simulation as indeed it should be, as k only enters the constant term in the Zipf regression. Simulations (4) and (5) show that the bias of the slope becomes smaller and eventually disappears in larger samples. This is a consequence of the nature of this bias which only has a sizable effect on the largest units. As expected, the bias for the largest city remains unaffected from increasing the sample size. Simulations (6) to (9) Table 1 : Simulations of equation (7). Each row represents a simulation, columns p, x, N and k are the parameters of the model. The unbiased slope is the predicted Pareto shape parameter for limx → ∞, the biased slope gives the prediction using the chosen parameters. The p-value comes from a test of equality of these two slopes.
The maximum bias notes the percentage loss of population for the largest city of the simulation against its unbiased prediction. Figure 3 shows the deviations of simulated city sizes from stylized Pareto distributions as in Table 1 . Deviations are measured as percentage deviations of predicted population size, the bias for the largest city corresponds to the number in Column (Max. Bias) in Table 1 . I only show these deviations for the largest five cities, since they become virtually invisible thereafter for all these parameters. The figure demonstrates how rapidly the bias decreases in R, and that apart from the bias for the largest cities with finite values ofx the predicted cities follow Pareto distributions closely.
Figure 3: The figure shows the bias for the largest five cities in simulations as in Table 1 , the lines correspond in descending order to simulations (9) (8), (1), (7), (6) . Parameters arex = √ π/2, N = 100, k = 1, p varies as described in the figure. The bias shows percentage deviations of predicted population from a Pareto distribution.
Correlation between a city and its hinterland Gabaix (1999) and other previous models that try to explain the Pareto distribution at the right tail view cities as independent observations with no mutual or any other spatial relationships. This model on the other hand has clear testable spatial predictions. Given that a city consists of the people from the area around it, and that in the shadow of a city with a large value draw smaller cities find it difficult to develop, a larger city should be surrounded by larger area and also larger hinterland populations. I show that both correlations are observed in US Minor Civil Divisions data. For this exercise I define the largest N units as cities, and the other units as countryside. I then assign each countryside unit to its nearest city, and compute the conditional correlations.
To test these hypotheses I use Minor Civil Division (MCD) data from the US census.
MCDs are county subdivisions that fulfil two essential requirements that make them suitable for this exercise: They are small units (one county incorporates on average 11 MCDs) and they cover the entire area and population of the US. The small size of MCDs allows to distinguish urban and rural units more clearly than at the level of counties or MSAs. After dropping Alaska and Hawaii there are about 35,000 units left, which cover the entire area and population of the remaining states.
Among these MCDs I chose N cities, based on the units with the highest population density. I chose density and not population since the area of MCDs is considerably larger in the West than in the North East, and thus urban areas are more straight forwardly identified with the use of density than population. I consider each of the remaining MCDs a countryside unit, and link it to its nearest city. Then for each city I sum the population and area of these non-city MCDs. I regress the log area and the log population of the surrounding areas on the population of the city. Table 2 reports these correlations, using robust standard errors in parentheses. In the first two columns I define the densest 1,000 MCDs as cities, and the remaining ones as countryside. I link each countryside unit with its nearest city. In column (1) I sum the area of the hinterland for each city and include the own area of a city.
The model assumes that a city is essentially a point on the surface, and thus the MCDs own area is part of the surrounding area. I find evidence of strongly positive correlation between the population of a city and its surrounding areas. In column (2) I regress a citys population on the population of its hinterland. Here I exclude the population of the city itself. Not all cities have surrounding MCDs to which they are closest, thus the number of observations decreases. Also this estimation suggests a strong positive correlation.
Columns (3) and (4) repeat the exercise, but include state fixed effects to account for state specific migration barriers across the US. The columns suggest that the described positive correlation is observed within states as well as across states. In columns (5) and (6) I repeat the exercise, but chose only the 150 densest units as cities, a number that is close to the number of cities included in famous tests of Zipf's Law (for example Gabaix 1999 or Krugman 1996 . Again I observe a positive correlation for both variables. In columns (7) and (8) I exclude all MCDs that are within 25 kilometers from a city, which also leads to the exclusion of the own area of a city. This robustness addresses the concern that the observed positive correlations may be driven by suburban areas or populations, which we expect to be larger for larger cities by the monocentric city model. Again the positive correlations are observed. 10 Table 2 : City size explaining its surrounding area (including its own), and surrounding countryside population (excluding own population). Cities are defined as the largest N units according to population density in the MCD data. Robust standard errors displayed in parentheses. Stars denote statistical significance at the 1 percent (***), 5 percent (**) and 10 percent (*) level. 
Conclusion
The contribution of this paper is to propose a theory of city creation that can explain Zipf's Law in a novel way. The model accounts for the fact that larger cities are surrounded by larger areas, and also by larger countryside populations, and that cities consist by majority of people that were born near or in it. Existing explanations of Zipf's Law typically do not predict these latter features. To arrive at these properties, the paper studies clustering behavior of uniformly distributed populations on a surface that move to locations of different values. In this model, each person searches possible locations within a heterogeneous radius, and then moves to the best location she or he can find within this circle. This behavior is consistent with data on aggregate population movement in the United States.
State level data for 2000
The state dataset is created by merging two datasets: First the US census data as 
