1), Definition: An experiment that has only two possible outcomes is called a Bernoulli trial. Define the random variable X = the number of the success in a Bernoulli trial with
2), Properties of the Bernoulli random variable
1) The expected value of X is p, i.e. E(X) = p.
In fact, by the definition of the expected value, we have E(X) = 0 × P (X = 0) + 1 × P (X = 1) = p.
2) The variance of X is p(1 − P ), i.e. var(X) = p(1 − p).
In fact,

E(X
2 ) = 0 2 × P (X = 0) + 1 2 × P (X = 1) = p,
3) m X (t) = (1 − p + pe t ).
4) * Consider n independent Bernoulli trials. Let X i be the number of the success in ith trial. Then the sum of X i , i.e. X = X 1 + · · · + X n , will indicate the total number of the success in n Bernoulli trials. We call it as a Binomial random variable.
Binomial distribution 1), Definition:
Let X be a binomial random variable based on n independent and identical Bernoulli trials with probability of a success p. Then
We call X follows Binomial distribution, and denotes X ∼ bin(n, p) In particular, when n = 1, i.e. if we make only one trial, then the binomial r.v. is reduce as the Bernoulli r.v.
2), Properties of the Binomial random variable
1) The expected value of X is np, i.e. E(X) = np.
In fact, let X i be ith Bernoulli random variable. Then
2) The variance of X is np(1 − P ), i.e. var(X) = np(1 − p).
In fact, var(X) = var(X 1 ) + · · · + var(X n ) = np(1 − p).
3) Consider n independent Bernoulli trials. Let X i be the number of the success in ith trial. The total number of the success in n Bernoulli trials X = X 1 +· · ·+X n .
The sample mean can be defined as
we can show that the expected value of p is
and the variance is
Uniform distribution
The Uniform distribution U [c, d] is an equally likely probability over the interval [c, d] . It is used for conducting a simulation study. 1). Definition. A random variable X is said to have a uniform distribution over [c, d] if the pdf is given by 
2). The basic properties a. The expected values:
Exponential distribution
The exponential distribution is used for such random variable as waiting time between successive arrivals at a service station, time to failure of an electronic component. The exponential distribution is a very popular and simple distribution. 1). Definition. A random variable X is said to have an exponential distribution over [c, d] if the pdf is given by
Denoted by X ∼ Exp(λ) where λ is a parameter. A graph of the exponential distribution is given in Figure 6 .1. The cdf of X is
2). The basic properties a. The expected values: E(X) = 1 λ , i.e. by using integration by parts, we have
d. * (Memoryless property) If a random variable X has an exponential distribution, then for all t > 0 and x > 0,
In fact, using the cdf of X, we have
EX1: Let X be lifetime of the computer having an exponential distribution.
EX2: Let X be a length of the phone call following an Exp(λ) with λ = 1/10.
Find a) P (X > 10); b) P (10 < X < 20).
Solution: a) we have 
Normal Distribution
Let X be a normal random variable N(µ, σ 2 ) with pdf
• the curve f(x) is symmetric around µ, see Figure 1
Therefore, Y has N(0, 1) distribution with pdf
. We have a normal table for computing cdf of N(0, 1). Table A .1 (p851) gives prob.
left-hand side area of the curve up to z. P (Z ≤ −2.33) = P (Z > 2.33) = 1 − Φ(2.33) = 1 − 0.9909 = 0.01, lower 1% tail P (Z > 2.33) = 0.01 upper 1% tail.
EX. 1: A class of 100 has score which is N(65, 10
2 ). If a student got 86 points, how good is P (X ≤ 86) =?
Since µ = 65 and σ = 10, the normal score for 86 is
The student is the top 2%.
Properties of Normal distribution
• Let X be a normal random variable N(µ, σ 2 ). Then mgf is m X (t) = e In fact
t 2 .
• Let
2 ), and X 1 and X 2 are independent, then distribution of Y = aX 1 + bX 2 is also a normal distribution N(aµ 1 + bµ 2 , a 2 σ
2 ). In fact:
By independence of X 1 and X 2 , we have [a 2 σ 2 1 +b 2 σ 2 2 ]t 2 .
• Let X 1 , · · · , X n be iid normal random sample N(µ, σ 2 ). Then
Review of the properties of the normal distribution X ∼ N(µ, σ 2 ).
• E(X) = µ, V ar(X) = σ 2 , and m X (t) = e • aX + b ∼ N(aµ + b, a 2 σ 2 ).
•
Why is the normal distribution so important?
• Symmetrical distribution for continuous data;
) when n is large, n ≥ 30.
(Central Limit Theorem)
The central limit theorem
Let X 1 , X 2 , · · · , X n be independent identically distributed random sample with mean EX = µ and variance V ar(X) = σ 2 . Define sample mean
ThenX n will distribute approximately (when n is large, n > 30) as N(µ, σ 2 /n), i.e.
∼ N(0, 1) provide n → ∞, i.e. for any number a and b,
Some special approximate distributions
Note that the sum of n independent Bernoulli random variable is binomial r.v, i.e. X = X 1 + · · · , X n follows bin(n, p), thus
EX. 2 Let X be bin(60000, 0.2). Find P (X ≥ 12489) =?
By central limit theorem, the probability of Binomial random variable can be found by
2 dz = 0.0000003.
EX. 3:
Suppose that the income X is a random variable with mean µ = 20, 000 and the variance σ 2 = 100 2 . The average income of 1000 people isX 1000 . What is the chance that the sample mean will be between 15, 000 and 18, 000.
E(X 1000 ) = µ = 20, 000, and V ar(X 100 ) = ∼ N(0, 1), and then P (15, 000 <X < 18, 000) = P 15, 000 − 20, 000 √ 10 <X − 20, 000 √ 10 < 18, 000 − 20, 000 √ 10 = P (−1700 < Y < −600) = 0.0 EX. 4: A random sample of size n = 15 is drawn from the pdf f X (x) = 3(1 −
x)
2 , 0 ≤ x ≤ 1. LetX = ).
Note, first of all, that E(X)
, and E(
. By the central theorem,
Poisson distribution
Poisson distribution can be used to model the numbers of certain events during a period of time.
e.g.
• the number of the phone calls in one hours
• the number of car accidents in a day at an intersection
• the number of death in the past 10 years
1). Definition
Let X be the number of occurrences in the unit length (e.g. 1hr). Then
X is discrete random variable and follows Poisson distribution, and denoted by p(λ).
The above expression is a probability distribution function (pdf). In fact, since
2). The basic properties a. The expected values: E(X) = λ, i.e.
and the variance V arX = E(X)
c. The moment generating function is m X (t) = e λ(e t −1) . In fact,
−λ e e t λ = e λ(e t −1) .
Note that:
• 1) The poisson random variable has the same expected value and variance, i.e.
• 2) If X has a mgf, i.e. m X (t) = e λ(e t −1) , then X must follow a Poisson distribution.
• 3) Let X 1 ∼ p(λ 1 ) and X 2 ∼ p(λ 2 ), and X 1 and X 2 are independent. Then X 1 + X 2 follows the poisson distribution of p(λ 1 + λ 2 ). Which is the mgf of Poisson with parameter of λ 1 + λ 2 . Thus, X 1 + X 2 has a poisson distribution with intensity λ 1 + λ 2 .
Geometric Distribution
"Waiting distribution" Consider a series of independent trials, each having one of two possible outcome with success probability p.
Let X = waiting number of trials until the first success, then
We call the probability model a geometric distribution, and X is geometric random variable. Clearly,
Some properties of Geometric random variable
In fact: By the def. of mgf, we have
• E(X) = • Geometric distribution has a memoryless property, i.e.
P (X = m + k|X > m) = P (X = k).
Negative Binomial Distribution
Again, let each trial has p to have a success. If X is waiting number of trials until the rth success, then
We call the probability model a negative binomial distribution with the parameter p.
In particular, if r = 1, then negative binomial distribution is reduced as a geometric distribution.
Some properties of Negative Binomial random variable
• The negative binomial random variable is sum of r independent geometric random variables, X 1 , · · · , X r , with X i = waiting number of trials from (i − 1)th success to ith success, i.e., X = X 1 + X 2 + · · · + X r , where P X i (k) = p(1 − p) k−1 , k = 1, 2, · · · ; i = 1, · · · , r.
• mgf of X is m X (t) = 
