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Doing the mathematics of fluid flow networks
Dedicated to all my students, teachers and collaborators
1 Networked flow problems
In this address, I would like to present some of the experience that we have gained over the years since
2004 in the area of mathematical analysis of flows through domains which are interconnected by a network
structure. One cannot help but think about examples like water supply networks, traffic flow through road
networks, supply chain networks, blood flow networks, networks of exit corridors in a shopping mall as
well as natural gas flow networks. The functionality of these networks is sometimes taken for granted but
can it be proven to be foolproof? As a user of such systems one wishes that the system remains predictable
and stable. In this address, gas flow networks will be used as a case study but in general the mathematical
findings can be extended to other networks listed above and beyond. In general, it is sometimes difficult
to identify deep and interesting mathematical problems in our everyday life experiences. As a secondary
aim, I hope the address demonstrates the process of identifying a mathematical problem from a real-world
problem, also referred to as the mathematical modelling process, the mathematical analysis involved, and
the predictive as well as control aspects of the mathematical models. Above all, good mathematics must
be employed to deeply understand the underlying physical behaviour of the problem. Hence the address
title.
The study of networks originated from Euler’s celebrated paper of 1736 [1] in which the solution to the
problem of the seven bridges of Ko¨nigsbridge is presented. This was the first true proof of the theory of
networks. From this event fields of mathematics such as topology, graph theory and discrete mathematics
have evolved. In the modern era there are different types of networks, which sometimes are classified as:
social networks, information networks (knowledge networks), technological networks, biological networks
[2]. Recently, there has been a lot of mathematical research with the emphasis on considering small
graphs and the mathematical properties of individual nodes or links within such graphs [3]. A special
case of such networks are fluid flow networks.
In general, a network is a set of objects, which are referred to as vertices or sometimes nodes, with
connections between them, called edges (see Figure 1). Systems taking the form of networks (also referred
to as graphs in much of the mathematical literature) are numerous in the world.
vertex/node
edge/link
Figure 1: Sketches of two directed networks. The arrows denote the direction of flow.
The graphs or networks we are interested in also evolve over time, with values defined on vertices
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and edges changing. The study of networks is by no means a complete science yet [3], and many of the
possibilities have yet to be explored in depth. Ours is just a small contribution to the whole discussion
and there is still a lot to be done. The ultimate goal of our research is to understand and explain the
workings of systems built upon networks, i.e. to look at the behaviour of models of physical (or biological
or social) processes taking place in the networks. It is widely acknowledged that progress on this front
has been slower than progress on understanding network structure [3].
Of interest in the gas pipeline engineering community is optimisation of the pipeline functions under
transient conditions. Thus one has to work with transient flow in natural gas transportation systems.
For example, some of the important issues that mathematical modelling or simulation technology can
address include optimising pipeline operations to economise costs, and calibrating the performance of
a pipeline system. Computerised simulation of pipeline systems in which steady state conditions of
distribution networks were considered began in the 1950’s. To date transient analysis and inclusion
of elements such as valves, compressors and storage fields have been developed. The development of
digital codes to undertake the analysis began in the 1970’s. Our contribution has been to undertake
mathematical analysis, proving well-posedness, of the nodes of flow networks for gas dynamics, optimal
control of compressor stations, which are also considered special nodes, as well as the stabilisation of flow
on networks through boundary stabilisation.
2 Gas flow
In network flow problems, the mathematical model of the underlying physical process is formulated by an
interconnected hierarchy of dynamics on the arcs/edges using mathematical modelling principles. These
dynamics are coupled and interact with other processes by transmission conditions at the vertices/nodes
of the graph. The transmission conditions might obey other independent dynamic laws defined based on
physical, chemical or engineering considerations.
Arising mathematical issues deal with modelling and the interaction of different dynamics on arcs and
the influence of the transmission conditions on the local and global dynamics of the network. This in
particular involves the interaction between different dynamic and/or discrete models. Other problems
arise due to the underlying complex physics and governing principles inside the vertices which are usually
not known exactly, but need to be formulated in a concise mathematical formulation for further treatment.
From a practical point of view, network problems are usually large-scale and contain additional com-
plexity due to their geometry. Hence, efficient numerical methods and new techniques are required to
compute solutions for given accuracy and within a reasonable time. In most cases real-time solutions
would be the desired goal.
To address such problems, one considers modelling of the dynamics on the arcs and development or
application of efficient and accurate numerical methods for resolving these dynamics. Already developed
models are available and can be applied. Where necessary a careful derivation of simplified dynamics
which yields a trade-off between accuracy and computability can be considered. The second step is
the modelling of transmission or coupling conditions informed by the underlying physical processes and
mathematical analysis of the derived conditions. In particular, the compatibility of the coupling with
both mathematical and engineering needs are of interest. For example, in the case of gas dynamics in
pipelines, results are already available. The details of mathematical proofs of existence of solutions to a
coupled system of dynamics on arcs and vertices are presented in [4]. Optimisation techniques for solving
optimisation problems based on the space mapping idea are presented in [5]. Further to that, numerical
analysis of stabilisation problems can be found in [6].
2.1 Flow in a single pipe
To present flow in a network of pipes, it is necessary to consider flow in a single pipe. Thereafter extensions
of single pipe flow to coupled pipes in a network will be discussed. The link between the two are algebraic
relations which are defined using physical considerations.
The most detailed model, also referred to as the fine model, is a non-linear partial differential equation
(PDE) which is a simplification of the Euler equations for gas dynamics. Some simplifications assumed
on the Euler equations are as follows. For pipelines the cross-section of the pipes is very small com-
pared to the length of the pipeline segments (pipes). Such being the case, the flow is assumed to be
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one-dimensional. Hence, pressure and velocity variations across the cross-sectional area are assumed
negligible. The temperature of the gas is assumed to be constant. This is the case since most of the pipes
in the real-world are buried underground and the soil is assumed to be a large heat sink. Therefore, the
flow is assumed to be in thermodynamic equilibrium. Only two forces acting on the gas are considered
significant: internal friction of the pipe and inclination of the pipe due to topography.
With these assumptions the isothermal Euler equations in one space dimension augmented with non-
linear source terms are obtained [4, 7]:
∂ρ
∂t
+
∂q
∂x
= 0; (1a)
∂(ρu)
∂t
+
∂
∂x
(q2
ρ
+ p(ρ)
)
= s1(ρ, u) + s2(x, ρ). (1b)
The first equation defines the conservation of mass. The second equation is based on Newton’s laws of
motion and describes the conservation of momentum (mass flux of the gas) q = ρu where ρ(x, t) is the
mass density of the gas, u(x, t) is the gas velocity and p(ρ) is a pressure law. The pressure law satisfies
the following properties:
(P) p ∈ C2(R+;R+) with p(0) = 0 and p′(ρ) > 0 and p′′ ≥ 0 for all ρ ∈ R+.
With the above assumptions, p(ρ) is often chosen as
p(ρ) =
ZRT
Mg
ρ = a2ρ, (2)
where Z is the natural gas compressibility factor, R the universal gas constant, T the absolute gas
temperature, and Mg the gas molecular weight. Since temperature has been assumed constant, one
considers the constant a to be the speed of sound in the gas. Also note that a depends on the type of
gas as well as the temperature.
For the sake of simplicity but without losing too many properties of real-world gas flow [8, 9, 10],
further assumptions are made: pipe wall expansion or contraction under pressure loads is negligible;
hence, pipes have constant cross-sectional area. The diameter, D, of the pipe is constant.
The source term modelling the influence of friction is modelled by assuming steady state friction for
all pipes [8, 11]. The friction factor fg is calculated using Chen’s equation [12]:
1√
fg
:= −2 log
( ε/D
3.7065
− 5.0452
NRe
log
( 1
2.8257
( ε
D
)1.1098
+
5.8506
0.8981NRe
))
(3)
where NRe is the Reynolds number NRe = ρuD/µ, µ the gas dynamic viscosity and  the pipeline
roughness, which are again assumed to be the same for all pipes. With the above assumptions, the
friction term takes the form
s1(ρ, u) = − fg
2D
ρu|u|.
The pipe inclination takes the form
s2(x, ρ) = −gρ sinα(x)
where g is acceleration due to gravity and α(x) is the slope of the pipe.
In addition, two additional assumptions need to be made:
A1. There are no vacuum states, i.e. ρ > 0.
A2. All flow states are subsonic, i.e.
q
ρ
< a.
These assumptions are backed by physical considerations. It is reasonable to assume that atmospheric
pressure is the lower bound for the pressure in the pipes. Lower pressure can occur due to waves travelling
through the pipe. Waves which would create vacuum states are untenable since they would cause the
pipe to explode or implode. Generally pipelines are operated at high pressure (40 to 60 bar) and the gas
velocity is very low (< 10 m/s). As the speed of sound in natural gas is around 370 m/s, the second
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assumption also makes sense. In pipeline networks, all states are a reasonable distance from the sonic
states so that travelling waves cannot create sonic or supersonic states.
Briefly, some mathematical properties of the above system will be discussed [13]. These mathematical
properties are used to discuss the well-posedness of the flow problem in a single pipe. With the above
assumptions Equation (1) are also strictly hyperbolic. If an initial condition is given, the problems are
also referred to as Cauchy problems. These admit discontinuous solutions or shock solutions and need
to be treated in a weak topology. For mathematical analysis it is common practice to consider Equation
(1) with discontinuous initial solutions, the so-called Riemann problem. To solve Riemann problems,
characteristic fields based on Lax-curves are employed [14, 13].
2.2 Flow in networks or coupling pipes and nodes
To complete the discussion of flows in networks it is necessary to discuss coupling of different pipes at
a node. Coupling of pipes is believed to be the major part of gas networks [10]. Approaches in the
engineering community are exploited.
Applying assumption A2 and the notation in [15, 4], a network of pipes is defined as a finite directed
graph (J ,V) where J is a set of edges and V is a set of nodes. Both sets are taken to be non-empty.
Each edge j ∈ J corresponds to a pipe parametrised by an interval Ij := [xaj , xbj ]. Each node v ∈ V
corresponds to a single intersection of pipes. For each node v ∈ V, the set of all indices of pipes j ∈ J
ingoing and outgoing to the node can be separated into two sets δ−v and δ
+
v , respectively. The set of all
pipes intersecting at a node v ∈ V can be denoted as δv = δ−v ∪ δ+v . In addition, the degree of a vertex
v ∈ V is the number of pipes connected to the node.
Further, the nodes V can also be classified according to their physical utility. Any node of degree
one, i.e. |δ−v ∪ δ+v | = 1, is either an inflow (δ−v = ∅) or an outflow (δ+v = ∅) boundary node for the
network. These nodes can be interpreted as suppliers or consumers of gas and the sets of such nodes
can be denoted as VI or VO, respectively. Some nodes of degree two are controllable nodes (for example,
compressor stations or valves). This subset of nodes is denoted by VC ⊂ V. The rest of the nodes,
VP = V \ (VI ∪ VO ∪ VC), can be considered the standard pipe-to-pipe intersections.
In addition to the above assumptions, the following can also be imposed:
A3. All pipes have the same diameter D. The cross-sectional area is given by A =
D2
4
pi. Similar to a
single pipe, the walls do not expand or contract due to pressure load.
A4. The friction factor, fg, is the same for all pipes.
In general, the value at a node v depends only on the flow in the ingoing and outgoing pipes and
where needed some (possibly) time-dependent controls. Thus for the network, on each edge l ∈ J , assume
that the dynamics is governed by the isothermal Euler equations (1) for all x ∈ [xal , xbl ] and t ∈ [0, T ]
supplemented with initial data U0l . In addition, on each vertex v ∈ V systems of the type (1) are coupled
by suitable coupling conditions:
Ψ(ρ(l1), q(l1), . . . , ρ(ln), q(ln)) = Π(t), δv = {l1, . . . , ln}.
Hence the network model for gas flow in pipelines consisting of m pipes takes the form
∂ρ(l)
∂t
+
∂q(l)
∂x
= 0; (4a)
∂q(l)
∂t
+
∂
∂x
( (q(l))2
ρ
+ a2ρ(l)
)
= s(x, ρ(l), q(l)), l ∈ {1, . . . ,m}; (4b)
Ψ(ρ(l1), q(l1), . . . , ρ(ln), q(ln)) = Π(t). (4c)
Now let us consider different junctions and the resulting coupling conditions.
2.2.1 Inflow and outflow nodes
The inflow and outflow nodes v ∈ VI ∪ VO can be identified with boundary conditions for the Equations
(1), modelling time-dependent inflow pressure or the outgoing mass flux of the gas. This formulation is
well known and widely discussed in the literature [13].
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2.2.2 Standard junctions
On junctions v ∈ VP , the amount of gas is conserved at pipe-to-pipe intersections:∑
l∈δ+v
q(l) =
∑
l¯∈δ−v
q(l¯)
In addition, pressure is assumed equal for all pipes at the node [16, 17, 9], i.e.
p(ρ(l)) = p(ρ(l¯)), ∀ l, l¯ ∈ δ−v ∪ δ+v .
An introduction of such coupling conditions was undertaken in [7] and analysed in [4]. The conserva-
tion of mass at the nodes is unanimously agreed upon in the literature. The pressure conditions, however
provide room for debate. The engineering community apply pressure tables but it is still not clear how
these can be represented in mathematical terms. Different conditions can be applied [18]. Here we assume
there is ‘good mixing’ at each vertex so that the condition of equal pressure can be imposed. Hence at
the vertex the pipes are coupled using the following conditions:
Ψ(ρ(l1), q(l1), . . . , ρ(ln), q(ln)) =

∑
l∈δ+v q
(l) −∑l¯∈δ−v q(l¯)
p(ρ(l1))− p(ρ(l2))
· · ·
p(ρ(l1))− p(ρ(ln))
 = 0 (5)
for δ−v ∪ δ+v = {l1, . . . , ln}.
To solve the problem at the vertex, ideas from solutions of the standard Riemann problem are adopted
[13, 14, 19]. Half-Riemann problems are solved instead [20]. It is believed this was one of the most
important breakthroughs in the mathematical analysis of networked flow nodes. In addition to that a few
remarks on the process are in order. Given a node with n pipes coupled through coupling conditions (5),
in each of the n pipes assume a constant subsonic state (ρ¯(l), q¯(l)). The states (ρ¯(1), q¯(1)), . . . , (ρ¯(n), q¯(n)))
need not satisfy the coupling conditions. Hence, similar to the Riemann problem, the Lax curves can
be used to construct the intermediate states that develop at the node. Unfortunately, solutions to this
problem are only realisable if the waves generated travel with negative speed in incoming pipes and with
positive speed in outgoing pipes, which means the coupling conditions do not provide feasible solutions
to all choices of states (ρ¯(1), q¯(1)), . . . , (ρ¯(n), q¯(n))).
The coupling conditions as presented above are well-posed. This result was discussed in [4, 20].
This is arguably our most important contribution to the mathematical analysis of gas flow at the node.
Below a numerical example will be presented. In addition, this work has been extended further to prove
well-posedness for multi-phase flows. The special case of the drift-flux model has been investigated in
[21].
At this point an example taken from [4] is presented. Consider an incoming wave on pipe l = 1, which
cannot freely pass the intersection, due to a given low flux profile on the outgoing pipe l = 2. Friction in
the pipes is taken to be fg = 10
−3. The sound speeds are al = 360 m/s and the pipe diameter is D = 0.1
m. An inflow of qin = 70 kg m
−2s−1 at x = xa1 and an outflow of qout = 1 at x = x
b
2 is prescribed.
Both pipes have the same initial condition U0j = [
1
360 , 1]. In Figure 2, snapshots of the density evolution
are shown. Take note that the inflow profile moves on pipe 1 until it reaches the intersection. Since the
maximal flow on the outgoing pipe is q∗ = 1, a backwards moving shock wave on pipe 1 develops and
increases the density near the intersection.
2.2.3 Controllable nodes
At controllable nodes one may think about objects that are used to regulate the flow. What comes
to mind are valves and compressor stations. The compressor will be discussed here since it is used to
regulate the flow at a prescribed level in order to satisfy the needs of consumers. The compressor acts
as a directed external force, which means gas is only pumped in one direction. In this case the degree of
the junction is two.
Denote the ingoing quantities by v− and the outgoing ones by v+. Assuming the compressors are
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Figure 2: Snapshots of the solution ρl to the problem of two connected pipes at different times t [4].
powered by external energy, then the amount of gas is conserved at controllable nodes [20]
q(v−) = q(v+).
The effect of the compressor can be modelled as a second coupling condition of the form [22]
Pv(t) = q
(v−)
((p(ρ(v+))
p(ρ(v−))
)κ
− 1
)
(6)
where κ is a parameter of the gas defined by κ =
γ − 1
γ
using the isentropic coefficients γ ∈
{5
3
,
7
5
}
of the
gas. Note that the time-dependent power of the compressor is proportional to Pv(t). Further, q
(v−) > 0
by assumption. Hence, the coupling for q(v−) ≤ 0 is given by the standard node conditions.
For the compressor station the coupling conditions are given by
Ψ(ρ(v−), q(v−), ρ(v+), q(v+)) =
(
q(v−) − q(v+)
q(v−)
((
p(ρ(v+))
p(ρ(v−))
)κ
− 1
)) = ( 0
Pv(t)
)
. (7)
It is interesting to note that if the compressor is turned off, (Pv = 0), the second coupling condition
in (7) reduces to p(ρ(v+)) = p(ρ(v−)). It is therefore clear that the coupling conditions of the compressor
are indeed a generalisation of the coupling conditions at standard junctions of degree two.
The Lax curves can also be used to illustrate how the compressor works [20]. In summary, one can
show that mathematically the compressor increases the pressure in the outgoing pipe at the expense of
the pressure in the incoming pipe. Furthermore, the pressure in the outgoing pipe cannot be increased
arbitrarily, since the maximum flux at the junction is bounded. This is consistent with the expected
behaviour of a compressor.
3 Optimal control
Compressors are one of the most costly devices to operate. Energy suppliers, therefore, are interested
in understanding how to optimally control the compressors in order to deliver gas to consumers at pre-
determined contract conditions. An attempt to develop an optimal control procedure was made using the
idea of space mapping. For this, one needs a cheap (efficient) model to drive the optimal control process
and an expensive model (fine model) to correct the solution of the cheap model.
The fine model based on isothermal Euler equations, Equation (1), is considered here. For this model,
let us assume that s2 = 0, i.e. ignoring the pipe inclination. Further, the model of the compressor station
is the one given in Equation (6).
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Assuming that u 1 then the fine model simplifies to:
∂ρ
∂t
+
∂q
∂x
= 0 (8a)
∂q
∂t
+
∂p(ρ)
∂x
= −fg q|q|
ρ
= s1(ρ, q). (8b)
The assumption of small velocities in gas networks has been made in high-pressure gas networks. In
such cases, changes in the demand and supply only occur on a time-scale of hours. Typically values for
velocities and pressure are u = 10 ms , p = 70 bar, t = 1h and the length of the pipe is 10
5m. Therefore,
∂ρu2
∂x
= 0.05
N
m3
which is small compared to the pressure gradient of
∂p
∂x
= 70
N
m3
.
A further simplification is to consider a steady state version of (8), i.e.
∂ρ
∂t
= 0 and
∂q
∂t
= 0, to obtain
one of the most basic models also referred to as the algebraic model. This makes sense if the dynamics at
the boundary are much slower than the flow and pressure dynamics in the pipe. One only accounts for
the pressure drop due to pipe-wall friction. Hence, for a single pipe the model reduces to
∂q
∂x
= 0, (9a)
∂p(ρ)
∂x
= s1(ρ, q). (9b)
Integrating the model analytically yields a stationary mass flux in the pipe and a square-root shaped
density profile along the pipe. To close the system one needs to define boundary conditions induced by
coupling conditions at compressor stations presented in Equation (7). It is worth noting that due to the
inlets to and outlets of the network the functions q and ρ are in general time-dependent. In summary,
the coarse model consists of the equations (9), (7) and initial conditions.
It can be remarked here that in terms of computational cost there is a significant difference between
the fine and coarse models. The PDEs (1) are solved by second-order finite-volume schemes with N∆t
and N∆x discretization points in time and space, respectively. Since explicit schemes are applied, the
discretization points N∆t and N∆x are chosen so that the CFL-condition is satisfied. It should be expected
that the solution to the non-linear PDE is computationally far more expensive than the solution to the
algebraic model.
To solve the optimal control problem efficiently one needs to apply the coarse model. However, the fine
model defines more dynamics and its optimisation is the desired objective. To achieve the desired pressure
levels compressor stations must be run to compensate for pressure losses due to internal pipe friction.
This is the major industrial problem. Mathematically, this problem is formulated as an optimisation
problem for the unknown compressor.
The inflow pressure p(xa1 , t) and the outflow mass flux q(x
b
2, t) of this simple network are given. One
needs to approximate a certain desired outlet pressure p¯(t) = p(ρ¯(t)) at x = xb2 within a requisite time-
horizon of T by adjusting the compressor power Pv(t). The power is therefore the control variable. The
solution, P ∗v (t), is therefore obtained by solving the following optimisation problem
P ∗v (t) = arg min
Pv(t)∈Padm
1
2
∫ T
0
(
p(xb2, t)− p¯(t)
)2
dt subject to (4) for l = 1, 2, and (7); (10a)
pin(t), qout(t) t ∈ (0, T ) (10b)
where pin is pressure at inlet to the network, qout is the given outlet mass flux and Padm is a set of all
admissible controls Pv.
Apart from efficiency issues, the second more technical reason to consider the algebraic model is
that the non-linear model admits discontinuous solutions which complicate the calculus needed to solve
optimisation problems [23, 24, 25]. Hence the approach developed here is to only involve simulations of
(4). The approach uses space mapping [26, 27] to estimate the derivatives of the objective function. The
non-linear model is only used to verify the estimates.
Within the context of the gas network the outlet pressure for the compressor power Pv(t) based on
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the fine scale model is therefore
F(Pv)(t) := p(xb2, t).
Similarly, for given inlet pressure and outlet mass flux data, the algebraic model (9) and (7), the coarse
scale model, are solved. The control is the same as for the fine model. The coarse model response is
easier to evaluate and is denoted by
C(Pv)(t) := p(xb2, t).
The real benefit of applying the coarse model lies in the shorter computational time.
Using the previously defined functionals, problem (10) is equivalent to
min
1
2
∫ T
0
(
F (Pv) (t)− p¯(t))
)2
dt subject to (1) for l = 1, 2, and (7). (11)
The minimizer to (11) is denoted by P ∗vF . Hence an alternative problem is posed: For a given function
p¯(t), solve
min
1
2
∫ T
0
(
C (Pv) (t)− p¯(t)
)2
dt subject to (9) for l = 1, 2, and (7). (12)
The solution to problem (12) is denoted by P ∗vC(t; p¯). The existence of P
∗
vC(t; p¯) is necessary in order to
obtain a well-defined space mapping algorithm.
The space mapping functional Pv → Q(Pv) can be defined as
Q (Pv) = arg min
PvC(t)
1
2
∫ T
0
(
C (PvC) (t)−F (Pv) (t)
)2
dt. (13)
Perfect matching is defined as the case in which
P ∗vC(t; p¯) = Q (P ∗vF ) (t) = arg min
PvC(t)
1
2
∫ T
0
(
C (PvC) (t)−F (P ∗vF ) (t)
)2
dt. (14)
The desired aim is to find
Q (P ∗vF ) (t) ≈ P ∗vC(t; p¯)
for the desired data p¯.
Following the stated algorithm, it is required to determine P ∗vC , possibly an approximation
Q (P ∗v ) (t) = P ∗vC(t; p¯). (15)
The solution, P ∗v , of Equation (15) is then denoted P
∗
vF .
Existence of solutions to (12):
For a simple geometry of two connected pipes the algebraic model can be integrated exactly. Fur-
thermore, the solution t→ P ∗vC(t; p¯) to (12) exists provided that the desired pressure profile satisfies
p¯2(t) ≥ ρ2in(t)−
2(xb2 − xa1)fg
a2
|qout(t)|qout(t) > 0 (16)
and qout(t) ≥ 0.
Existence of solutions to (11):
Assume that a solution P ∗v for (15) is obtained for P
∗
vC(t; p¯), then since Q is in this case a perfect
mapping, it can be deduced that
F(P ∗v )(t) = p(ρin(t)). (17)
This also implies that P ∗v is a solution to (11). Hence the following proposition:
Proposition 3.1. Assume a network consists of two pipes connected by a single compressor. As-
sume inlet pressure data is pin(t) and outlet mass flux data is qout(t) ≥ 0 and a desired pressure
12
profile p¯ be given such that (16) is satisfied.
A solution to (15) exists if and only if a solution to (11) exists.
It needs to be noted here that there is a major difference in the behavior of solutions to (4) and (9):
the hyperbolic equation generates waves traveling with finite speed of propagation while in the algebraic
model perturbations travel instantaneously (infinite speed). This means that the coarse model needs to
estimate the speed of propagation.
Now an example is presented. The speed of sound for the gas under consideration is 380 [m/s] and
constant initial density of ρ¯ = 105 [kg/m3] at the inlet of the first pipe and a non-stationary mass
flux q¯(t) = 80 + sin
(
1
10pit
)
at the outlet of the second pipe is prescribed [5]. The desired density is
an s-shaped profile connecting the densities ρ = 100 and ρ = 105 and then linearly decreasing until
ρ = 102 within a given time horizon of T = 36. Figure 3 shows that the final outlet pressure evolutions
show the same qualitative and quantitative behavior. Therefore, the presented optimisation approach is
mesh-independent. Further, sufficiently good agreement between the desired and the obtained pressure
evolution is obtained for N∆P ≥ 40; c.f. the clipping in the right part of the figure.
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Figure 3: Pressure evolution for optimized compressor control. The compressor control is discretized
using N∆P ∈ {10, . . . 200} discretization points. The evolution for t ∈ [50, 90] is shown in more detail in
the right part of the figure [5].
4 Boundary stabilisation
The significant tool that has been introduced in the study of boundary stabilisation problems are suitable
Lyapunov functions. For stability of the solution to the partial differential equation, the exponential decay
of such a Lyapunov function can be established in a variety of cases – see [28] for example. For a more
detailed discussion, the reader may refer to [30] and the references therein. Our focus was the analysis
of the numerical discretisation analogous to the continuous results. Therefore, the conditions under
which in a numerical scheme an exponential decay of the discrete solution to the hyperbolic system can
be observed were derived [6]. Mathematical proofs for explicit decay rates for general three-point finite
volume schemes, using the discrete counterpart of the Lyapunov function, are presented in [6]. In general,
the exponential decay of discrete L2-Lyapunov functions up to a given finite terminal time only has been
proved.
4.1 The continuous results
The following results are (probably) the most generally available continuous stabilisation results [28, 29].
Consider the non-linear hyperbolic partial differential equation
∂u
∂t
+
∂f(u)
∂x
= 0, u(x, 0) = u0(x), (18)
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where t ∈ [0,+∞), x ∈ [0, L], u : [0,+∞) × [0, L] → Rp and f : Rp → Rp denotes a possibly non-linear
smooth flux function. The gas dynamics model discussed above is a special case of this with p = 2. The
flux function f is assumed to be strictly hyperbolic. If the solution, u, is smooth, solving Equation (18)
is equivalent to solving
∂u
∂t
+ F (u)
∂u
∂x
= 0, x ∈ [0, L], t ∈ [0,+∞), u ∈ Rp (19)
with F (u) = Duf(u) a p× p real matrix and
u(x, 0) = u0(x). (20)
Consider the case where L = 1 and hence x ∈ [0, 1]. In addition, ‖a‖q denotes the q-norm of the vector
a ∈ Rp, p > 1, and ‖x‖ denotes the absolute value of a real number x ∈ R.
Feedback boundary conditions [28, 30, 31] for (19) can be prescribed as follows:(
u+(t, 0)
u−(t, 1)
)
= G
(
u+(t, 1)
u−(t, 0)
)
, t ∈ [0,+∞) (21)
where G : Rp → Rp is a possible non-linear function. The variables u+ and u− will be defined at a later
stage below. Denote by Λi for i = 1, . . . , p the eigenvalues of F (0). As in [28], F (0) may be assumed to
be diagonal (otherwise an appropriate state transformation is applied). Due to the strict hyperbolicity
the eigenvalues are distinct, i.e. Λi 6= Λj for i 6= j. In addition, assume that Λi 6= 0 for all i = 1, . . . , p.
The eigenvalues are ordered such that Λi > 0 for i = 1, . . . ,m and Λi < 0 for i = m + 1, . . . , p. For any
u ∈ Rp, define u+ ∈ Rm and u− ∈ Rp−m by requiring
u =
(
u+
u−
)
.
Hence, u± are the components of the vector u ∈ Rp corresponding to the positive and negative eigenvalues
of the diagonal matrix F (0). Similarly, for F (and G), define for F+ : Rp → Rm×p, G+ : Rp → Rm and
F− : Rp → Rp−m×p, G− : Rp → Rp−m by
F (u) =
(
F+(u)
F−(u)
)
and G(u) =
(
G+(u)
G−(u)
)
.
Again, assume that F±(u) and G±(u) are diagonal, for all u. Let G+(u) = G+((u+, u−)T ). The partial
derivatives with respect to u+ and u− will be denoted by G′+,u+(u) and G
′
+,u−(u), respectively and
analogously for G−. This notation is as in [28]. Then, the definition of stability of the equilibrium
solution u ≡ 0 is given by:
Definition 4.1 (Definition 2.2[28]). The equilibrium solution u ≡ 0 of the non-linear system (19)-(20)
is exponentially stable (in the H2-norm) if there exists  > 0, ν > 0, C > 0 such that, for every
u0 ∈ H2((0, 1);Rp) satisfying ‖u0‖H2((0,1);Rp) ≤  and the compatibility conditions(
u0+(0)
u0−(1)
)
= G
(
u0+(1)
u0−(0)
)
;
F+(u
0(0))u0x(0) = G
′
+,u+
(
u0+(1)
u0−(0)
)
F+(u
0(1))u0x(1) +G
′
+,u−
(
u0+(1)
u0−(0)
)
F−(u0(0))u0x(0);
F−(u0(1))u0x(1) = G
′
−,u+
(
u0+(1)
u0−(0)
)
F+(u
0(1))u0x(1) +G
′
−,u−
(
u0+(1)
u0−(0)
)
F−(u0(0))u0x(0);
the classical solution u to the Cauchy problem (19) and (20) with boundary conditions (21) is defined for
all t ∈ [0,+∞) and satisfies
‖u(·, t)‖H2((0,1);Rp) ≤ C exp(−νt)‖u0‖H2((0,1);Rp). (22)
For any real p × p matrix A, ρ1(A) := inf{‖∆A∆−1‖2 : ∆ ∈ Dp,+}, where Dp,+ is the set of all real
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p× p diagonal matrices with strictly positive diagonal elements. Then, the following general result holds:
Theorem 4.2 (Theorem 2.3[28]). Assume F (0) is diagonal with distinct and non-zero eigenvalues and F
is of class C2(Rp;Rp) in a neighbourhood of zero. Take F (0) = diag(Λi)pi=1 and Λi > 0 for i = 1, . . . ,m
and Λi < 0 for i = m + 1, . . . , p and Λi 6= Λj . Assume G is of class C2(Rp;Rp) in a neighbourhood of
zero and G(0) = 0.
Let ρ1(G
′(0)) < 1, then the equilibrium u ≡ 0 for (19) with boundary conditions given by (21) is
exponentially stable.
In this context our contribution was to develop the analysis of the Lyapunov function for a discrete
case. Up to now a discrete counter-part to Theorem 4.2 has not been proved. A weaker result concerning
the L2-stabilisation was developed in [5].
4.2 Stabilisation of a discrete problem
The finite volume numerical schemes for boundary L2-stabilisation of one-dimensional non-linear hy-
perbolic systems were adopted. In order to facilitate the proofs, we will need additional assumptions
discussed below.
The boundary conditions are considered as in (21) with G being a diagonal matrix. To simplify the
discussion, let
F (u) = diag(Λi(u))
m
i=1, Λi(u) > 0, Λi(u) 6= Λj(u), i 6= j. (23)
In the following ~u denotes all components of u, i.e., ~u := (uj)
m
j=1. Let δ > 0 and denote by Mδ(0) := {~u :
|uj | ≤ δ, j = 1, . . . ,m}. Assume δ is sufficiently small such that
Mδ(0) ⊂ B(0).
Further, let ∆x denote the cell width of a uniform spatial grid and N the number of cells in the
discretisation of the domain [0, 1] such that ∆xN = 1 with cell centres at xi = (i+
1
2 )∆x, i = 0, . . . , N−1.
Further x−1 and xN denote the cell centres of the cells outside the computational domain on the left-hand
and right-hand side of the domain, respectively. The interfacial numerical fluxes are computed at cell
boundaries xi−1/2 = i∆x for i = 0, . . . , N . The left and right boundary points are at x−1/2 and xN−1/2,
respectively. The temporal grid is chosen such that the CFL condition holds:
λ
∆t
∆x
≤ 1, λ := max
j=1,...,m
max
~u∈Mδ(0)
Λj(~u) (24)
and tn = n∆t for n = 0, 1, . . . ,K where by possibly further reducing ∆t, it can be assumed that
K∆t = T. The value of uj(x, t) at the cell centre xi is approximated by u
n
i,j for i = 0, . . . , N − 1 and
for each component j at time tn for n = 0, 1, . . . ,K. The left boundary is discretized using un−1,j . The
initial condition is discretized as
u0i,j :=
1
∆x
∫ xi+1/2
xi−1/2
u0j (x)dx
where u0j (x), j = 1, . . . ,m denotes the components of solution vector ~u.
Hence, the following discretisation of (19)–(21) for n = 0, . . . ,K − 1 is introduced:
un+1i,j = u
n
i,j −
∆t
∆x
Λj(~u
n
i )
(
uni,j − uni−1,j
)
, i = 0, . . . , N − 1; (25a)
un+1−1,j = κju
n+1
N−1,j ; (25b)
u0i,j =
1
∆x
∫ xi+1/2
xi−1/2
u0j (x)dx, i = 0, . . . , N − 1; j = 1, . . . ,m; (25c)
u0−1,j = κju
0
N−1,j . (25d)
Note that the last condition is the discrete compatibility condition for u0.
15
The discrete Lyapunov function at time tn with positive coefficients µj , j = 1, . . . ,m takes the form
Ln = ∆x
N−1∑
i=0
m∑
j=1
(
uni,j
)2
exp(−µjxi). (26)
The numerical result is as follows:
Theorem 4.3. Let T > 0 and assume (23) holds. For any κj , j = 1 . . . ,m such that
0 < κj <
√
Dminj
Dmaxj
, (27)
where max
~u∈Mδ(0)
∆t
∆xΛj(~u) =: D
max
j ≤ 1 and ∆t∆xΛj(~uni ) ≥ min~u∈Mδ(0)
∆t
∆xΛj(~u) =: D
min
j > 0 the following holds:
there exists µj > 0, j = 1, . . . ,m and δ > 0 such that for all initial data u
0
i,j with
‖u0i,j‖ ≤ δ, ‖
u0i,j−u0i−1,j
∆x ‖ ≤ δ, and ‖
un0,j−un−1,j
∆x ‖ ≤ δ exp
(
tn max
ξ∈Mδ(0)
‖∇~uΛj(~ξ)‖∞
)
for all i = 0, . . . , N −
1; j = 1, . . . ,m, the numerical solution uni,j defined by (25) satisfies
Ln ≤ exp(−νtn)L0, n = 0, 1, . . . ,K (28)
for some ν > 0. Moreover, uni,j is exponentially stable in the discrete L
2-norm
∆x
N−1∑
i=0
m∑
j=1
(
uni,j
)2 ≤ C˜ exp(−νtn)∆xN−1∑
i=0
m∑
j=1
(
u0i,j
)2
, n = 0, 1, . . . ,K. (29)
The by-product of this analysis is that, assuming (27), the explicit form of bounds and constants such
as µj , δ, ν are derived and C˜ =
C1
C0
= max
j=1,...,m
exp(µjxN−1). The grid size ∆x,∆t is not fixed and can
be chosen arbitrarily provided that the CFL condition is satisfied.
Remark 4.4. One observes that the presented result is weaker than the corresponding continuous result
obtained in [28, Theorem 2.3]. Therein, no assumption on the boundedness of T is required. The con-
tinuous Lyapunov function can be shown to be equivalent to the H2-norm of u. The exponential decay of
this Lyapunov function therefore yields the global existence of u.
A simple linear transport is considered [6]:
∂
∂t
(
u1
u2
)
+
∂
∂x
(
1 0
0 −1
)(
u1
u2
)
= 0, x ∈ [0, 1], t ∈ [0, T ] (30)
and subject to the boundary and initial conditions
u1(t, 0) = κ u2(t, 0), u2(t, 1) = κ u1(t, 1), ui(0, x) = u
0
i . (31)
In this example, the analytical decay rates ν of the Lyapunov function is of interest. In the following
numerical computations, a three point scheme given above is used in each component as in Equation (25).
A time horizon fixed at T = 12 is taken and constant initial data u01 = − 12 and u02 = 12 are prescribed.
The value of the Lyapunov function is computed by Lexactn := L
0 exp(−νtn) with ν. These values are
compared to those of the numerical Lyapunov function Ln. The L2- and L∞-difference between both for
different choices of the computational grid, boundary damping κ and values of the CFL constant are
considered.
The parameter is fixed at κ = 34 and the sharpest possible bound is set for the CFL constant, CFL = 1.
In Table 1, the results for different grid sizes ∆x = 1N are presented. In the L
2 and Linf the expected
first-order convergence of the numerical discretisation is observed. Further, the values of µ and ν also
converge towards the theoretical value in the case ∆x→ 0 which are given by µ = lnκ−2= 5.75E-01 and
ν = µ.
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Table 1: The number of cells in the spatial domain [0, 1] is denoted by N. Linf denotes the norm
‖(Lexactn )n − (Ln)n‖∞ and L2 the norm ‖(Lexactn )n − (Ln)n‖2. The CFL constant is equal to one and
κ = 34 [6].
N Linf L2 µ ν
100 4.32E-03 7.48E-04 5.66E-01 5.69E-01
200 2.18E-03 2.67E-04 5.70E-01 5.72E-01
400 1.09E-03 9.49E-05 5.73E-01 5.73E-01
800 5.48E-04 3.36E-05 5.74E-01 5.74E-01
1600 2.74E-05 1.19E-05 5.75E-01 5.75E-01
5 Summary
In this discussion, it has been shown that modelling in networked flow is developed by integrating a
variety of existing models. This process is a multi-disciplinary process. Coupling conditions for the
isothermal Euler equations in the case of multiple pipe connections were introduced. Results on existence
of solutions at a pipe-to-pipe intersection have been highlighted. Numerical results were also presented
which demonstrate a resolution of a shock wave. Optimal control of compressors was also discussed.
Lastly, a discussion on boundary stabilisation of flow was also presented. Indeed, mathematics can be
treated as a key technology which can help understand details of real-world problems for research and
design.
This field is still very active as evidenced by different applications, publications as well as journals
which have come into existence in the recent past. See also [32] for recent developments. It is hoped
that those interested in doing mathematics with a direct link to real-world problems will join us in doing
mathematics of fluid flow on networks.
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