Abstract-Simple presentation graphics are intuitive and easy-to-use, but only show highly aggregated data. Bar charts, for example, only show a rather small number of data values and x-y-plots often have a high degree of overlap. Presentation techniques are often chosen depending on the considered data type-bar charts, for example, are used for categorical data and x-y plots are used for numerical data. In this article, we propose a combination of traditional bar charts and x-y-plots, which allows the visualization of large amounts of data with categorical and numerical data. The categorical data dimensions are used for the partitioning into the bars and the numerical data dimensions are used for the ordering arrangement within the bars. The basic idea is to use the pixels within the bars to present the detailed information of the data records. Our so-called pixel bar charts retain the intuitiveness of traditional bar charts while applying the principle of x-y charts within the bars. In many applications, a natural hierarchy is defined on the categorical data dimensions such as time, region, or product type. In hierarchical pixel bar charts, the hierarchy is exploited to split the bars for selected portions of the hierarchy. Our application to a number of real-world e-business and Web services data sets shows the wide applicability and usefulness of our new idea.
INTRODUCTION
B ECAUSE of fast technological progress, the amount of data which is stored in computers increases very quickly. Finding the valuable information hidden in the data, however, is a difficult task. Visual data exploration techniques play an increasingly important role in solving this problem. In most data mining systems, however, only simple graphics, such as bar charts, pie charts, and x-y plots, are used to support the data mining process. While simple graphics are intuitive and easy-to-use, they either show highly aggregated data and actually present only a very small number of data values (as in the case of bar charts or pie charts) or have a high degree of overlap, which may occlude a significant portion of the data values (as in the case of x-y plots). The usefulness of bar charts is especially limited if the user is interested in relationships between different attributes such as product type, price, number of orders, and quantities. The reason for this limitation is that multiple bar charts for different attributes do not support the discovery of interesting subsets, which is one of the main tasks in mining customer transaction data.
For an analysis of large volumes of e-commerce transactions, the visualization of highly aggregated data is not sufficient. What is needed is to present an overview of the data, but, at the same time, show detailed information for each data item. In this article, we describe extensions to a new visualization technique called pixel bar chart. The basic idea of pixel bar charts is to use not only the intuitive and widely used presentation paradigm of bar charts, but also use the available screen space to present more detailed information [14] . By coloring the pixels within the bars according to the values of the data records, very large amounts of data can be presented to the user. To make the display more meaningful, two parameters of the data records are used to impose an ordering on the pixels in the x-and y-directions. A categorical data dimension is used for the partitioning into bars and numerical data dimensions are used for the ordering arrangement within the bars. For many categorical attributes, there is a natural hierarchical structure. Examples are the product category hierarchy for a product type dimension or the time hierarchy (years, days, hours, minutes, seconds) for a time dimension. Hierarchical pixel bar charts exploit the hierarchy and split the bars for selected portions of the hierarchy to show more detailed information for the selected portion of the data.
RELATED WORK-INFORMATION VISUALIZATION TECHNIQUES
Over the last decade, a large number of information visualization techniques have been developed and some of the techniques are closely related to pixel bar charts. Information visualization techniques can be classified according to three different criteria (see Fig. 1 ):
. the data type to be visualized (see also [21] ), such as one-dimensional data (e.g., temporal data), two-dimensional data (e.g., geographical maps), multidimensional data (e.g., relational tables), text & hypertext (e.g., news articles), and hierarchies & graphs (e.g., Web sites). One, two, or multidimensional data may have numerical (real, integer) or categorical (ordinal, nominal) data dimensions. . the visualization technique used, such as standard 2D/3D displays (e.g., bar charts and x-y plots), geometrically transformed displays (e.g., parallel coordinates [9] , [10] , and graph visualization [4] ), iconbased displays (e.g., stick figures or color icons [17] , [5] ), dense pixel displays (e.g., recursive pattern and circle segments [2] , [11] , [13] , stacked displays (e.g., treemaps and dimensional stacking [15] , [18] , [20] ), and hybrid techniques. . the interaction and distortion techniques, such as filtering, zooming, and linking [1] , [3] , [6] , spherical and hyperbolic distortions [16] , [23] , and TableLenses [24] . With respect to the first category of the classification (data type to be visualized), pixel bar charts can be used on multidimensional data sets with numerical as well as categorical data dimensions. Bar charts require the partitioning of the data into a small number of partitions. While categorical data dimensions with a small number of categories are best suited for this purpose, any data dimension with an appropriate partitioning may be used. For the ordering within the bars, any numerical or ordinal data dimension may be used. With respect to the second category of the classification (visualization technique), pixel bar charts are a combination of standard techniques (bar charts and x-y plots) and pixel-oriented display techniques and, with respect to the third category, pixel bar charts are closely related to Value Bars [7] and Mosaic Plots [22] . Value Bars are a special type of scrollbars, mapping attribute values onto bars, and Mosaic Plots are a generalization of bar charts with an additional partitioning in the y-direction. In both cases, however, one attribute value is mapped to a rectangular region and, therefore, the number of data values which can be visualized at one point in time is rather limited. Note that connecting multiple visualizations by interaction techniques, which is, for example, done in Mosaic Plots, provides important additional information, which cannot be seen otherwise.
FROM BAR CHARTS TO PIXEL BAR CHARTS
Bar charts are a common method for visualizing large data volumes since they are intuitive and easy to understand. Fig. 2 illustrates the use of regular bar charts to visualize customer e-commerce sales transaction data. In Fig. 2a , the height of the bars represents the number of customers for 12 different product categories and, in Fig. 2b , the width of the bars corresponds to the number of customers. Equal-width bar charts are widely used. The advantage of equal-height bar charts is that they make better use of the available screen space, but this comes at the disadvantage that the presented numbers are harder to compare. In general, bar charts require a high degree of data aggregation and actually show only a rather small number of data values (only 12 values are shown in Fig. 2 ). Therefore, for the exploration of large multidimensional data, they are of limited value and do not show important information such as:
. data distributions of multiple attributes, . local patterns, correlations, and trends, . detailed information, e.g., each customer's profile (age, income, location, etc.).
Basic Idea of Pixel Bar Charts
Pixel bar charts are derived from regular bar charts (see Fig. 2a ). The basic idea of a pixel bar chart is to present the data values directly instead of aggregating them into a few data values [12] . The approach is to represent each data item (e.g., a customer) by a single pixel in the bar chart. The detailed information of one attribute of each data item is encoded into the pixel color and can be accessed and displayed as needed. One important question is: How are the pixels arranged within each bar? Our idea is to use one or two attributes to separate the data into bars (dividing attributes) and then use two additional attributes to impose an ordering within the bars (see Fig. 3 for the general idea). The pixel bar chart can therefore be seen as a combination of the traditional bar charts and the x-y diagrams. The result is a visualization in which one pixel corresponds to one customer. If the partitioning attribute is redundantly mapped to the colors of the pixels, we obtain the regular bar chart shown in Fig. 4a (Fig. 4b shows the equal-height-bar-chart, which we will explain in the next section). Pixel bar charts, however, can be used to present large amounts of detailed information. The one-to-one correspondence between customers and pixels allows us to use the color of the pixels to represent additional attributes of the customer-for example, sales amount, number of visits, or sales quantity.
In Fig. 4a , a pixel bar chart is used to visualize thousands of e-commerce sales transactions. Each pixel in the visualization represents one customer. The number of customers can be as large as the screen size (about 1.3 million). The pixel bar chart shown in Fig. 4a uses product type as the dividing attribute and number of visits and dollar amount as the x and y-ordering attributes. The color represents the dollar amount spent by the corresponding customer. High dollar amounts correspond to bright colors, low dollar amounts to dark colors.
Space-Filling Pixel Bar Charts
One problem of traditional bar charts is that a large portion of the screen space cannot be used due to the differing heights of the bars. With very large data sets, we would like to use more of the available screen space to visualize the data. One idea that increases the number of displayable data values is to use equal-height instead of equal-width bar charts. In Fig. 2b , the regular bar chart of Fig. 2a is shown as an equal-height bar chart. The area (width) of the bars corresponds to the attribute shown, namely, the number of customers.
If we now apply our pixel bar chart idea to the resulting bar charts, we obtain space-filling pixel bar charts which use virtually all pixels of the screen to display customer data. In Fig. 4b , we show an example of a space-filling pixel bar chart which uses the same dividing, ordering, and coloring attributes as the pixel bar chart in Fig. 4a Again, each customer is represented by one pixel.
Note that pixel bar charts generalize the idea of regular bar charts. If the partitioning and coloring attributes are identical, both types of pixel bar charts become scaled versions of their regular bar chart counterparts. The pixel bar charts can therefore be seen as a generalization of the regular bar charts, but they contain significantly more information and allow a detailed analysis of large original data sets.
Hierarchical Pixel Bar Charts
In many cases, there exists a natural hierarchical structure on the categorical data dimension, which is used for partitioning the data into the bars. Examples are the product category hierarchy for a product type dimension, the time hierarchy (years, days, hours, minutes, seconds) for a time dimension, or the geographical subdivision into regions, states, counties, zip code areas, etc. The idea of hierarchical pixel bar charts is to allow the user to select a bar of a pixel bar chart to get the bar expanded and the corresponding data partitioned according to the next level of the hierarchy. The different levels of the hierarchy are indicated by different heights of bars belonging to that level. The interactive selection allows the user to drill-down and see more details for interesting subsets of the data. In dealing with different levels of the hierarchy, the amount of data which is presented within one bar may vary to a large extent-some partitions may get very small and the pixels within the bar become difficult to perceive. Hierarchical Pixel Bar Charts therefore require a more sophisticated size adjustment algorithm (see Section 4.4)
Multipixel Bar Charts
In many cases, the data to be analyzed consists of multiple attributes. With pixel bar charts, we can visualize multiple attribute values using pixel bar charts, which use different color mappings but the same dividing and ordering attributes. This means that the arrangement of data items within the corresponding bars of multipixel bar charts is the same, i.e., the colored pixels corresponding to the different attribute values of the same data item have a unique position within the bars. In Fig. 5 , we show an example of three pixel bar charts with product type as the partitioning attribute and number of visits and dollar amount as the x and y-ordering attributes. The attributes, which are mapped to color, are dollar amount spent, number of visits, and sales quantity.
Note that the pixels in corresponding bars in multiple bar charts are related by their position, i.e., the same data record has the same relative position within each of the corresponding bars. It is therefore possible to relate the different bar charts and detect correlations.
FORMAL DEFINITION OF PIXEL BAR CHARTS
In this section, we formally describe pixel bar charts and the problems that need to be solved in order to implement an effective pixel placement algorithm.
Definition of Pixel Bar Charts
For a general definition of pixel bar charts, we need to specify the:
. dividing attribute (for between-bar partitioning), . dividing attribute hierarchy (for hierarchical partitioning of dividing attribute), . ordering attributes (for within-bar ordering), . coloring attributes (for pixel coloring). In traditional bar charts, there is one dividing attribute which partitions the data into disjoint groups corresponding to the bars. In space-filling bar charts, the bars correspond to a partitioning of the screen according to the horizontal axis (x). We may generalize the definition of space-filling pixel bar charts by allowing more than one dividing attribute, i.e., one for the horizontal axis (D x ) and the one for the vertical axis (D y ). In addition, we may have a hierarchy defined for the horizontal dividing attribute (H x ). The hierarchy is a grouping of categorical values or numerical value ranges from bottom to top of the hierarchy. Next, we need to specify an attribute for ordering the pixels in each pixel bar. Again, we can do the ordering according to the x and the y-axis, i.e., along the horizontal (O x ) and vertical (O y ) axes inside each bar. Finally, we need to specify an attribute for coloring the pixels. Note that, in multipixel bar charts, we may assign different attributes to colors in different bar charts, which enables the user to relate the different coloring attributes and detect partial relationships among them. Note that the dividing and ordering attributes have to be the same in order to do that.
Let DB ¼ fd 1 ; . . . ; d n g be the data base of n data records, each consisting of k attribute values d i ¼ fa where D x ; D y ; O x ; O y ; C 2 fA l ; . . . ; A k ; g [ ? 1 and H x defines a hierarchy on D x . The attributes D x =D y are the dividing attributes in x-/y-direction, H x the hierarchy on D x , O x =O y are the ordering attributes in x-/y-direction, and C is the coloring attribute. The dividing attributes D x and D y are used to partition the data into a small number of partitions. Categorical data types are most often used for this purpose. If numerical data dimensions are used for the partitioning, a limited number of value ranges has to be determined. The hierarchy defines a level-by-level grouping of the categories or value ranges. The ordering attributes O x and O y must have an ordering defined on them, i.e., only numerical or ordinal data types can be used.
The multipixel bar chart example of sales transactions shown in Fig. 5 , for example, is defined by the five-tuple < product type; ?; no: of visits; dollar amount; C >; where C corresponds to different attributes, i.e., number of visits, dollar amount, and quantity. Fig. 6 . shows the general idea of pixel bar charts with the diving attributes D x and D y as well as the ordering attributes O x and O y and the coloring attribute C. Fig. 7 exemplifies the idea of a hierarchical pixel bar chart with a dividing attribute on the x axis only. The hierarchical expansion is done on the third category for the second level and on the fourth category for the third level. Fig. 8 shows an example of a hierarchical pixel bar chart with dividing attributes in the x and y direction and an expansion on the second category for the second level.
Formalization of the Problem
The basic idea of pixel bar charts is to produce dense pixel visualizations, which are capable of showing large amounts of data on a value-by-value basis without aggregation. The specific requirements for pixel displays are:
. dense display, i.e., bars are filled completely, . nonoverlapping, i.e., no overlap of pixels in the display, . locality, i.e., similar data records are placed close to each other, 1. The ? element is used if no attribute is specified.
. ordering, i.e., ordering of data records according to O x ; O y . To formalize these requirements we first have to introduce the screen positioning function
which determines the x-/y-screen positions of each data record d i , i.e., fðd i Þ ¼ ðx; yÞ denotes the position of data record d i on the screen and fðd i Þ:x denotes the x-coordinate and fðd i Þ:y the y-coordinate. Without loss of generality, we assume that O x ¼ A 1 and O y ¼ A 2 . The requirements can then be formalized as:
Dense Display Constraint
The dense display constraint requires that all pixel rows (columns) except the last one are completely filled with pixels. For equal-width bar charts, the width w of the bars is fixed. For a partition p consisting of |p| pixels, we have to ensure that 8i ¼ 1::w; 8j ¼ 1:: p j j=w b c: 9d i with fðd i Þ ¼ ði; jÞ:
For equal-height bar charts of height h, the corresponding constraint is 8i ¼ 1:: p j j=h b c; 8j ¼ 1::h : 9d i ; with fðd i Þ ¼ ði; jÞ:
No-Overlap Constraint
The no-overlap constraint means that a unique position is assigned to each data record. Formally, we have to ensure that two different data records are placed at different positions, i.e.,
Locality Constraint
In dense pixel displays, the locality of pixels plays an important role. Locality means that similar data records are placed close to each other. The partitioning in pixel bar charts ensures a basic similarity of the data records within a single bar. In positioning the pixels within the bars, however, the locality property also has to be ensured. For the formalization, we need a function simðd i ; d j Þ ! ½0 . . . 1 which determines the similarity of two data records and the inverse function of the pixel placement function f À1 , which determines the data record for a given (x, y)-position on the screen. An example for the similarity function is the normalized weighted average of the O x and O y attribute values. The locality constraint can then be expressed as
Note that, in general, it is not possible to place all similar pixels close to each other while respecting the dense display and no-overlap constraints. This is the reason why the locality constraint is formalized as a global optimization problem.
Ordering Constraint
The last constraint, which is closely related to the locality constraint, is the ordering constraint. The idea is to enforce a one-dimensional ordering in the x and y-direction according to the specified attributes O x ¼ A 1 and O y ¼ A 2 . Formally, we have to ensure 8i; j 2 1::n :
Note that ordering the data records according to the attribute and placing them in a row-by-row or column-bycolumn fashion may easily fulfill each one of the two constraints. Ensuring both constraints at the same time, however, may be impossible in the general case.
Note that there may be a trade-off between the x and the y-ordering constraint. In addition, the optima for the locality and the ordering constraints are, in general, not identical. This is due to the fact that the similarity function may induce a different optimization criterion than the x-/y-ordering constraints. For solving the pixel placement problem, we therefore have to solve an optimization problem with multiple competing optimization goals. The problem is a typical complex optimization problem which is likely to be NP-complete and can therefore only be solved efficiently by a heuristic algorithm. 
Pixel Placement Algorithm
For the generation of pixel bar charts, we have to . partition the data set according to D x and D y , . determine the pixel color according to C, . place the pixels of each partition in the corresponding regions according to O x ; O y . The partitioning according to D x and D y and the color mapping 2 are simple and straightforward to implement and, therefore, do not need to be described in detail here. The pixel placement within one bar, however, is a difficult optimization problem because it requires a two-dimensional ordering. In the following, we describe our heuristic pixel placement algorithm, which provides an efficient solution to the problem. The basic idea of the heuristic pixel placement algorithm is to partition the data set into subsets according to O x and O y and use those subsets to place the bottom and leftmost pixels. This provides a good starting point, which is the basis for the iterative placement of the remaining pixels. The algorithm works as follows (see Fig. 9 
depending on which d s provides the overall lower value. Next, we place all pixels in the bottom and left pixel rows/columns of the bar. This is done as
3. The final step is the iterative placement of all remaining pixels. This is done starting from the lower left to the upper right. If pixels at positions ði À 1; jÞ and ði; j À 1Þ are already placed, the pixel at position ði; jÞ is determined as
where sumða 1 ; a 2 Þ is the weighted sum of a 1 and a 2 .
Because we have partitioned and sorted the data as mentioned in
Step 1, the pixel to be placed at each position can be determined in O(1) time if
, we have to iteratively extend the partitions X i and Y j and consider
If this set is still empty, we have to consider
and so on, until a data point to be placed is found. Note that this procedure is quite efficient due to the data partitioning and sorting done in Step 1. Fig. 9 exemplifies the three steps of the pixel placement algorithm. If n is the number of pixels to be placed, the complexity of determining the quantiles and sorting in Step 1 is Oðn lognÞ. In Steps 2 and 3, the pixels can be directly placed (for X i \ Y j 6 ¼ ;) resulting in a complexity of OðnÞ. The total complexity of the algorithm is therefore Oðn lognÞ.
Pixel Inflation and Deflation Algorithm for Bar
Size Adjustment
In visualizing one data value by one pixel, the size of the visualization becomes directly proportional to the size of the data set and it is not always possible to tailor the size of the considered data subset to the screen size. Depending on the size of the data set, the generated pixel bar chart may therefore be too large or too small. The effect becomes even more severe when dealing with hierarchical pixel bar charts where additional space is needed for the subdivision according to the finer partitioning. The problem is that, with the increasing hierarchy level, the same amount of data is partitioned into smaller and smaller subsets, resulting in smaller and smaller bar widths. If the bar width gets too small, it is difficult to discern the individual pixels and perceive their structure. In Fig. 10 , we show a hierarchical pixel bar charts with three levels: The first level are days, the second level are hours, and the third level are minutes. 3 While it is still 2. We use a color map which maps high data values to bright colors and low data values to dark colors.
3. For the applications details, see Section 6.
possible to see some interesting patterns, it is difficult to discern the detail information in the 60 small bars corresponding to the minutes. Our size adjustment algorithm tries to scale the bars such that the important information remains visible. One important aspect is that we require the bars to have a minimum width (min_width) of about 10 pixels. Since the height of the bars in equal-height pixel bar charts varies slightly depending on the hierarchy level, we need a minimum number of pixels for each partition. For lower levels of the hierarchy, it becomes less and less likely that all partitions contain enough data points and, therefore, we have to form fewer partitions (as done in Fig. 14) . In addition, it may be necessary to inflate the small partitions to fill the required min_width. On the other side, if there are too many data points, we may have to reduce the number of data points and therefore deflate the partitions accordingly. In the following, we describe our pixel inflation/deflation algorithms.
Assume the data set consists of n data points, which are partitioned into p partitions. Assume further that the pixel bar chart has a maximal size of (w Â h) pixels and, since we deal with equal-height bar charts, the height of each bar is h pixels (in the hierarchical case the height h is slightly varying depending on the hierarchy level). The minimum number of pixel in one bar is, therefore, min width Ã h. If p < w=min width, it is not possible to draw the bar chart with the given min_width constraint and, in the following, we assume that this is not the case. Without restriction of generality, we assume that k infl < p partitions contain less than min width Ã h data points and therefore need to be inflated. Assume that we have at least h pixels in each of the k infl partitions. 4 The inflation algorithm starts with replicating the first pixel column. If the resulting bar has min_width columns, then the inflation algorithm stops. Otherwise, the procedure is repeated for the next pixel column. If all columns are replicated and the width of the bar is still below min_width, the whole procedure starts over with the first column.
In addition to an inflation of pixel columns it may also be necessary to deflate some partitions. If the k infl partitions contain n infl data points and if " n n ! n is the number of data points adjusted for pixels that are "wasted" to fill up partially filled pixel columns, then a deflation of partitions is necessary if
The deflation is done analog to the inflation by successively compressing two neighboring pixel columns into one, averaging the value of the two pixels that are compressed. In the case of deflation, however, we have to decide in which order the pixel columns of the bars are compressed. To keep the overall picture as similar as possible to the original picture, the algorithm starts with the first column of the largest partition (widest bar). If the width of the whole pixel bar chart is still too large, the pixel column compression proceeds with the next uncompressed column of the bar for which the factor, ðcurrent width À min widthÞ has the highest value. It compresses wider bars more than smaller bars, but keeps the new size proportional to the original width of the bars. The further the difference of the current width to min_width, the higher is the factor. The algorithm iteratively compresses the bars until the width of all bars is smaller than w. Note that we assumed that p < w=min width.
Why do we develop a new algorithm instead of using simple image zoom technology? Then, the main objective of our system is to enable the user to drill down and look at individual data points. While we cannot fully adhere to this goal in cases where deflation is necessary, we still want to be able to access exactly those data points which belong to the selected pixel. This is obviously possible with our approach since, in each step of the iterative refinement, one pixel is associated with a clearly defined (small) set of data points, but would not be easy for most image zoom algorithms. Our algorithm is further tailored to the specific needs of hierarchical bar charts which use the same algorithm but only use the h value corresponding to the considered hierarchy level.
THE PIXEL BAR CHART SYSTEM
To analyze large volumes of transaction data with multiple attributes, pixel bar charts have been integrated into a visual data mining system [19] . The system uses a Web browser with a Java activator to allow real-time interactive visual data mining on the Web. The Web interface is based on standard HTML and Java applets, which are used to explore relationships and retrieve data within a region of interest. The server is integrated with the data warehouse and the mining engine. The user at the client side visually explores the data by dynamically accessing the large multiattribute transactions with complex relationships through HTML pages in a Web browser.
System Architecture and Components
The pixel bar chart system connects to a data warehouse server and uses the database to query for detailed data as needed. The data to build the pixel array is kept in memory to support real-time manipulation and correlation. As illustrated in Fig. 11 , the pixel bar chart system architecture contains three basic components:
1. Pixel array ordering and grouping. A pixel array is constructed from the pixel bar chart five tuple specification. One pixel represents one data record, i.e., a customer. The partitioning algorithm assigns each data record to the corresponding bar according to the partitioning attribute(s) and the pixel placement algorithm positions the pixel on the display according to the heuristics presented in Section 4.4. 2. Multiple linked pixel bar charts. In multipixel bar charts, the position of the pixels belonging to the same data record remains the same across multipixel bar charts for correlation. The colors of the pixel correspond to the value of the selected attributes (such as price, number of orders, etc.). 3. Interactive data exploration. The Pixel Bar Chart system provides simultaneous browsing and navigation of multiple attributes with a real-time response time of 10-100 milliseconds.
Interactive Data Analysis
Interactivity is an important aspect of the pixel bar chart system. The attributes used for partitioning ðD x ; D y Þ, ordering ðO x ; O y Þ, and coloring ðCÞ can be selected and changed at execution time. To make large volumes of multiattribute data sets easy to explore and interpret, the pixel bar chart system provides the following interaction capabilities:
1. Hierarchical Interaction. A hierarchical drill-down and drill-up technique allows the viewing of all related information after selecting a single partition ðD x ; D y Þ. For example, the user may do a layered drill-down from a product sales category to focus on a particular product type for further analysis. To maintain a full pixel bar chart image and to provide a global view of the entire hierarchy, the unfocused pixel partitions are shrunk and available space is provided for the focused-partition to drill down to the next level.
2. Interactive Selection. To provide detail-on-demand, the user can draw a bounding box anywhere in a pixel bar chart, either inside a partition or across multiple partitions. As illustrated in Fig. 12 , the user Fig. 12a ). With a line divider, the user can easily identify the difference in data distribution between the two portions.
APPLICATIONS
The hierarchical pixel bar chart technique has been proto- . Different widths of the pixel bars: The different widths of the bars show the number of data items belonging to each category. In the wireless communications application, for example, the pixel bars show how many transactions belong to each time period. The application experts immediately see which time periods have large numbers of problematic transactions and therefore know on which hours they have to focus their attention. . Multiattribute correlation capability: Multiple pixel bar charts showing different data attributes allow an intuitive multiattribute correlation. In the Web transaction application, for example, the multiattribute correlation capability allows the experts to determine the message delay time depending on the message queue length and connection type. (LAN,  MODEM) .
. Hierarchical drill-down capability: Hierarchical pixel bar charts allow the application experts to drill down for focus on interesting patterns. An example from the wireless text message analysis application is the drill-down from a high daily response time to the hour and minute, which is the source of the delay. The experimental studies with the application experts provided useful insights, but, due to the proprietary nature of the data and the limited number and availability of the application specialists, the experiments do not qualify as formal user studies. In the following, we describe the three applications and the findings resulting from the data analysis using the hierarchical pixel bar chart system.
Wireless Text Message Analysis
The pixel bar chart system has been applied to explore endto-end wireless text message latency. In Fig. 13 , the pixels of the bar chart represent the text messages. In the resulting pixel bar chart, transactions with similar network behaviors (i.e., day-of-time, round trip time, number of stored messages, in-coming messages, delivered messages, and failed messages at that point of time) are placed close to each other. A system analyst can use the visualization to rapidly discover text message patterns and use those patterns to identify the latency and manage the network configuration. . The user can further analyze the data by selecting day 13 and drilling down to the next level (hour). In Fig. 14 , the distribution of the parameters for day 13 can be seen in more detail (hour by hour). Hour 8 turns out to be the hour with the longest delays (most red). The user can drill down to the third level of the hierarchy (minutes). A visualization of the drill-down to minutes is shown in Fig. 10 . Since the bar width, however, is too small, in Fig. 15 , we consider 15-minute intervals. It turns out that the second interval (minutes [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] ) is the interval with the longest delays. The user may interactive choose other partitions for drill-down to examine interesting effects in more detail.
2.
Number of waiting messages: The incoming messages are stored in the database and are waiting to be forwarded to the receiver phone. The number of waiting messages impacts the text message latency. From the first level of the hierarchy, it is clear that day 13 has the highest number of waiting messages (burgundy and red, less green). If the user drills down on day 13, the next level of the hierarchy shows the partitioning according to hours, as illustrated in Fig. 13b . The user can easily navigate through the problem areas and discover patterns. For example, the hours 7-9 and 16 have much higher numbers of waiting messages stored in the database than any other time of the day (more red and blue, less green). If the user drills down again and selects hour 8 to see the 15-minute intervals, she/he finds that the second interval has the highest number of waiting messages, which causes the long latency shown in Fig. 13a . 3. Number of incoming messages: Although the number of incoming messages seems equally high for most of the time, some interesting patterns show up. There are some bright sprinkles of similar color which seem to occur regularly and are close to each other in the visualization, which means that they are not only clustered with respect to time but also with respect to their round trip time and their corresponding number of messages. In drilling down to the hour and 15-minute intervals, the pixels of the same color cluster in the same partition, which means that the corresponding messages occur within a small time frame. The pattern found in the number of incoming messages windows suggests that there are some system processes, which periodically restricts the number of incoming messages. By relating different bars of the multipixel bar charts of Figs. 13, 14, and 15, the user may observe important facts such as, for example:
. The long round trip time often matches the number of incoming messages and waiting messages stored in the server database (blue, burgundy, and red in the top portion of bars in Fig. 13-first level) . . Daytime (8) (9) (10) (11) (12) (13) (14) (15) (16) has more text messages than evening or morning (more red, second level). . Minute interval (second interval, minutes [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] seems to be the time period with the longest latency.
Web Transaction Analysis
Due to the high volume of Web transactions, typically, the performance data collected for a Web service, even for a short time, results in large volumes of performance data. Finding the valuable information hidden in the performance data, however, is a difficult task. Visual data mining techniques are indispensable to solving this problem. While regular bar charts provide aggregated information on the average response time by hours, the corresponding pixel bar charts include important additional information, such as the response time distribution of the transactions. More specifically, a pixel bar chart provides the following additional information:
. Response time, page size, and connection type distribution instead of average/aggregated values. . Each transaction's detailed information can be seen and drilled down as needed. Fig. 16 illustrates an example of a multipixel bar chart of 32,846 Web service transactions. The dividing attribute ðD x Þ is hour; the x-ordering attribute is response time ðO x Þ, and the x-ordering attribute is page size ðO y Þ. The colors ðCÞ in the different bar charts represent the attributes response time, page size, and connection type (LAN or MODEM). By clicking on a specific pixel (labeled A in Fig. 16 ), we may find out that the transaction A response is 8 seconds, the client IP is 15.8.154.86, and the URL is troi.rose.hp.com. The transaction page size is 28,078. The connection type is LAN. From Fig. 16 , the following information about the web sales transactions can be obtained:
1. From Fig. 16a: . The busiest time is the middle of the day during hours 9, 10, 12, and 14 (wider bar widths). . The number of transactions exceeding the threshold (100 seconds, colored red), which is interestingly higher in off-peak transactions (around the hours 17 and 18). . The number of transactions achieving good response times (colored green). . The number of Web services with bad response time at all hours.
2. From Fig. 16b: . Illustration of the correlations between the response time and the page size. . The red area presents the transactions for which the page size exceeds 100,000. The analysts can make the conclusion that there is no direct correlation between the response time and the page size due to the different page sizes displayed in all ranges of the response time (yellow, green, blue, and burgundy colors across all different response times).
3. From Fig. 16c :
. The expected direct correlations between the response times and connection type (LAN/ MODEM). . The majority of connection types are LAN (green). Only for burgundy colored areas (MODEM) are there high response times. In addition, the pixel bar charts indicate that hour 12 has the worst response time from the comparison of average response times (the average response time line is not shown in Fig. 16 ). Actually, there are large areas colored with green and blue in Fig. 16a , which means that there are many transactions with good response time. Only a very small number of transactions are colored red with very long response time (exceeding 100 sec). These make hour 12's average response time very high. This observation is unexpected and may be used to discover web transaction distributions and to further improve the web service. Note that this observation cannot be discovered from regular bar charts.
Searching Behavior Mining
In a third application, we used the pixel bar chart technique to analyze customer search behavior on HP's electronic support site (http://itrc.hp.com). As illustrated in Fig. 17 , each pixel represents one search transaction. We mapped the search criteria used (Boolean, AllWords, AnyWord, Phrase, labeled 1-4 in Fig. 17 ) together with the selected search type (Product Search, Solve/Fix Problem, Patch Search, . . . ) and the number of used keywords (i.e., printer, patch, . . . ) to generate the pixel bar chart. The pixel bar chart technique places customers with similar searching behaviors next to each other based on the above-described parameters. Using the pixel bar chart we are able to visualize the log entries from one month (several hundred thousand search record entries) into one consolidated display. The visualization allows us to detect certain customer behaviors, as described in detail in the following paragraphs.
In our current search engine interface implementation, our customers use an average of 1.7 keywords per search. This is not enough to return relevant results. Based on our current research, we enlarged the search engine query box to increase the number of used keywords in the query. But, the average number of used keywords per search was not raised significantly. Using pixel bar charts, we were able to easily identify the searches with a much higher average number of keywords (about six keywords).
In further analyzing the visualization, we found a customer search cluster for the search type "Fix/Solve a problem" (marked area in Fig. 17c ). Based on the data, we can derive that the number of keywords used also depends on the search type used. In the next product releases, this information will be used to enhance the user interface to make the usage of more keywords in corresponding searches easier. In addition, we discovered that most searches for a patch consisted of one keyword string, which probably represented the patch id number and not a real query string (second marked area in Fig. 17c ). This seems to be a common search type, which should also be directly supported by the user interface. Note also that, in most of the searches, the user did not change the search criteria value settings on the screen (the big green area in Fig. 17a) , which shows the high importance of the default settings.
The pixel bar chart was the first visual data mining technique that allowed us to visualize such huge data sets in a limited space, providing a good overview but still retaining the capability to drill down into details because each pixel represents an individual search record. Currently, we are using pixel bar charts to analyze and compare the customer search behavior obtained from different HP search engines and customer segments. We expect to get a better understanding of important design issues to be able to further improve the interfaces.
CONCLUSION
In this article, we present hierarchical pixel bar charts, a new method for visualizing large amounts of multiattribute data. The approach is a generalization of traditional bar charts and x-y diagrams, avoiding the problem of losing information by aggregation and overplotting. Instead, pixel bar charts map each data point to one pixel of the display. For generating the pixel bar chart visualizations, we have to solve a complex optimization problem. The pixel placement algorithm is an efficient and effective solution to the problem. We apply the pixel bar chart idea to real data sets from wireless message transactions, Web usage, and e-commerce applications. . For more information on this or any computing topic, please visit our Digital Library at http://computer.org/publications/dlib.
