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Abstract
Stochastic dynamic optimization methods are powerful mathematical tools for informing
sequential decision-making in environments where the outcomes of decisions are uncertain.
For instance, the Markov decision process has found success in many application areas that
involve sequential decision-making under uncertainty, including the evaluation and design
of treatment and screening protocols for medical decision making. However, the useful-
ness of these models is only as good as the data used to parameterize them, and multiple
competing data sources are common in many application areas, including medicine. Unfor-
tunately, the recommendations that result from the optimization process can be sensitive
to the data used and thus, susceptible to the impacts of ambiguity in the choices regarding
the model's construction.
To address the issue of ambiguity in Markov decision processes, we introduce the multi-
model Markov decision process (MMDP) which generalizes a standard Markov decision
process (MDP) by allowing for multiple models of the rewards and transition probabilities.
Solution of the MMDP generates a single policy that considers the performance of the
policy with respect to the dierent models of the parameters. This approach allows for the
decision maker (DM) to explicitly trade o conicting sources of data. In this thesis, we
study this problem in three parts.
In the rst part, we study the weighted value problem (WVP) in which the DM's objective
is to nd a single policy that maximizes the weighted value of expected rewards in each
model. We identify two important variants of this problem: the non-adaptive WVP in
which the DM must specify the decision-making strategy before the outcome of ambiguity
is observed and the adaptive WVP in which the DM is allowed to adapt to the outcomes of
ambiguity. We study the structural properties of these problems and establish important
connections to partially-observable MDPs (POMDPs) and stochastic integer programs. To
solve these problems, we develop exact methods and fast approximation methods supported
by error bounds. Finally, we illustrate the eectiveness and the scalability of our approach
xiii
using a case study in preventative blood pressure and cholesterol management that accounts
for conicting published cardiovascular risk models.
In the second part, we leverage the special structure of the non-adaptive WVP to de-
sign exact decomposition methods for solving MMDPs with a larger number of models.
We present a branch-and-cut (B&C) approach to solve a mixed-integer program (MIP)
formulation of the problem and a custom branch-and-bound (B&B) approach. Both ap-
proaches leverage the decomposable structure of the problem and allows for the solution of
MMDPs with a larger number of models. Numerical experiments show that a customized
implementation of B&B signicantly outperforms B&C.
In the third part, we extend the MMDP beyond the WVP to consider other objective
functions that are sensitive to the ambiguity arising from the existence of multiple mod-
els. We summarize existing ambiguity-aware formulations and provide modications to
the B&B procedure to solve these alternate formulations. We compare the solution of the
MMDP under these alternative objective functions and compare to a tractable approach
for handling ambiguity in the transition probability matrices for MDPs that relies on an
assumption that models can be selected independently for dierent points in the planning
horizon. We compare these formulations in two case studies related to MDPs of deterio-
rating systems. We show that the solution to the mean value problem (MVP), wherein
all parameters take on their mean values, can perform quite well with respect to several
measures of performance under ambiguity. We also show that a common method for ad-
dressing ambiguity can lead to overly aggressive actions. We illustrate that it is possible
for this classical approach to perform worse than the policy resulting from the MVP in
terms of performance in each MMDP model.
In summary, in this dissertation we present new methods for sequential decision-making
under uncertainty in the presence of ambiguity. We consider the problem through the
lens of MDPs and stochastic programming and present results for measuring the impact
of ambiguity on performance. We analyze alternative forms of the problems, describe the
complexity of the problems, develop solution methods, and identify properties of the op-
timal solutions that provide insight into the eects of ambiguity on optimal policies. Our
ndings suggest that model averaging may be a suitable approach when the ambiguous
parameters are closely concentrated around their mean values. However, in other settings,
the impact of ambiguity is much more substantial and our methods outperform the more
traditional approaches in these settings. Although we illustrate our methods on decision-
making for medical treatment and machine maintenance, the methods we present in this
xiv
thesis can be applied to other domains in which optimal sequential decision-making uncer-
tainty is clouded by ambiguity.
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Chapter 1
Introduction
Throughout our personal and professional lives, we all must make decisions. Often times,
determining the best decisions can be quite complicated because we must weigh the short-
term consequences of these decisions against the long-term consequences. Decisions can be
further complicated because the future is clouded by uncertainty. While we are able to in-
uence what happens in the future, we are unable to completely control our destiny due to
inherent randomness. Although many decision makers (DMs) wish to make decisions that
best position themselves to achieve their future goals, these factors can leave DMs unsure
how best to proceed. The eld of stochastic dynamic optimization describes mathematical
tools that can be used to inform decision-making in these challenging settings. Optimiza-
tion describes the eld of mathematics focused on selecting the best set of decisions among
the alternatives as measured by an objective function. Dynamic optimization describes
the methods used when these decisions are made sequentially over time such that deci-
sions made now may inuence the decisions made in the future. Stochastic optimization
describes the decision-making setting in which the environment evolves in part due to ran-
domness and in part due to the decisions made. Hence, stochastic dynamic optimization
can be succinctly described as the eld of sequential decision-making under uncertainty.
This eld has been quite well-studied and has found success in helping DMs in many areas
including inventory management, machine maintenance, nance, and healthcare [10, 56]
While standard stochastic dynamic optimization methods are powerful for informing
sequential decision-making under uncertainty, these methods have often ignored another
layer of uncertainty that faces DMs: the lack of knowledge around the uncertain environ-
ment. That is, we may use mathematical models to represent uncertainty, but often times
we do not know the best mathematical model to represent the uncertainty in how a system
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evolves over time, which can limit the usefulness of the resulting recommendations. To
understand how this limitation can impact decision-making, consider that we are oered
a bet that depends on the outcome of a ip of a weighted coin. If we know how the coin is
weighted, we can evaluate the expected benet of each outcome and weigh that outcome
with how likely it is to occur. However, if the weight of the coin is unknown, our decision
becomes much more dicult as we no longer are certain about what the best mathematical
model is to help us guide our decisions. For clarity, throughout this thesis, we will refer
to uncertainty as the imperfect information about the future which can be characterized
via a mathematical model. We refer to ambiguity as the imperfect information about the
mathematical model itself.
In this thesis, we consider the impact of ambiguity on a particular stochastic dynamic
optimization method: the Markov decision process (MDP). The MDP is a mathematical
model of sequential decision-making under uncertainty, which models the decision-making
process as a controlled stochastic system. The MDP generalizes a Markov chain wherein the
DM can take actions to inuence the transition dynamics of the system. Standard methods
allow for the MDP to be solved quickly and provide the DM with a set of actions that
maximize the expected value over the planning horizon. Unfortunately, the optimal course
of action, as prescribed by the optimization of the MDP, is sensitive to the probabilities
that describe the likelihood of transitions that characterize the stochastic process of the
system's progression through the possible states.
In the operations research literature, ambiguity in model parameters is typically handled
through one of two paradigms: robust optimization and stochastic optimization. Robust
optimization handles ambiguity in the parameters by assuming that the parameters are
allowed to vary within an ambiguity set (sometimes called an uncertainty set). The typical
robust optimization approach is to determine the decisions that will perform the best under
the worst-case realization of those parameters when they are allowed to vary within the
ambiguity set. Robust optimization has been the standard approach for handling ambiguity
in the transition matrices of MDPs. However, the literature has shown that the ambiguity
sets require special structure in order to be solved quickly and relaxing this assumption
can cause the resulting problems to become computationally intractable.
In this thesis, we present new results about ambiguity in MDPs through a stochastic
optimization lens. In stochastic optimization, ambiguous parameters are typically modeled
as random variables. In many cases, the ambiguous parameters are modeled as discrete
random variables with nite support. When this is the case, the realization of these
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parameters can be viewed as possible scenarios under which the system might operate.
We will consider ambiguity in MDPs by allowing the transition probability and reward
parameters of the MDP to be one of a nite set of models.
The theoretical contributions of this thesis were motivated by a specic application
of MDPs to cardiovascular disease (CVD) management. The management of CVD is
characterized by a series of sequential decisions regarding the best way to treat a patient.
If a patient's blood pressure and cholesterol levels are left uncontrolled, the patient is at
higher risk of having a serious health event, such as a heart attack or stroke. Therefore,
over the course of a patient's adult life, it is suggested that a patient visit their doctor who
can observe their blood pressure and cholesterol levels and help the patient make decisions
regarding their health. Although lifestyle modications are typically suggested as the rst
measure to lower blood pressure and cholesterol, they are frequently ineective due to
challenges associated with maintaining behavioral interventions. Thus, many US adults
rely on medications to lower these risk factors which in turn lowers their risk of having a
heart attack and stroke. Therefore, it is left to the doctor to make a dicult set of trade-os.
One must weigh the long-term benet of starting a medication, which lowers a patient's
risk of having an adverse health event, with the immediate costs of starting a medication,
such as the side eects and monetary costs incurred when taking the medication. However
conicting recommendations that can result from multiple reasonable models of a patient's
risk leading to ambiguity in the best course of treatment.
Summary of major contributions. In this thesis, we present methods for sequential
decision-making under uncertainty in the presence of ambiguity. We summarize the main
contributions from each chapter below.
Chapter 2 presents a new framework for addressing ambiguity in MDPs, which we refer to
as the multi-model Markov decision process (MMDP). The main contributions of Chapter
2 are as follows:
 New Method for Handling Parameter Ambiguity in MDPs. An MMDP generalizes
an MDP to allow for multiple models of the transition probabilities and rewards,
each dened on a common state space and action space. In this model formulation,
the places a weight on each of the models and seeks to nd a single policy that will
maximize the weighted value function.
 Optimal Policies for Two Cases of MMDPs. It is well-known that for standard
MDPs, optimal actions are independent of past realized states and actions; optimal
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policies are history independent. We show that, in general, optimal policies for
MMDPs may actually be history dependent, making MMDPs more challenging to
solve. With the aim of designing policies that are easily translated to practice, we
distinguish between two important variants: 1) a case where the DM is limited to
policies determined by the current state of the system, which we refer to as the
non-adaptive MMDP, and 2) a more general case in which the DM attempts to nd
an optimal history-dependent policy based on all previously observed information,
which we refer to as the adaptive MMDP.
 Exact and Approximate Solution Methods. For medical decision making, the non-
adaptive problem is more relevant due to its simplicity and is our primary focus. Un-
fortunately, the well-known value iteration algorithm for MDPs cannot solve MMDPs
to optimality. Fortunately, we are able to formulate a mixed-integer program (MIP)
that produces optimal policies. We rst test this method on randomly generated
problem instances and nd that even small instances are dicult to solve; moreover,
we nd that the dierences in objective values between the solutions of the adap-
tive and the non-adaptive problems are small at best. For larger problem instances
though, as one might nd in medical decision making applications, models are com-
putationally intractable. Therefore, we introduce a fast approximation algorithm
based on backwards recursion that we refer to as the Weight-Select-Update (WSU).
 Implications for CVD Management. We establish the eectiveness and scalability
of this new modeling approach using a case study that addresses ambiguity in the
context of preventive treatment of CVD for patients with type 2 diabetes. Our study
demonstrates the ability of MMDPs to blend the information of multiple competing
medical studies and directly meet the challenge of designing policies that are easily
translated to practice while mitigating the impact of ambiguity that arising from the
existence of multiple conicting models.
Chapter 3 expands upon the exact solution methods for the non-adaptive weighted value
problem discussed on Chapter 2, which was shown to be NP-hard. We improve these exact
solution methods in Chapter 3. The main contributions of Chapter 3 are:
 Decomposition Methods. In this chapter, we present two decomposition methods
that leverage the decomposable structure of the problem and allow for the solution
of larger MMDPs. We present a branch-and-cut (B&C) algorithm for solving the
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MIP formulation of the MMDP presented in Chapter 2, as well as a customized
branch-and-bound (B&B) approach which begins by relaxing the requirement that
each model of the MMDPmust operate under the same policy treats and subsequently
adds requirements that the policies must match in certain states of the system and
times during the planning horizon.
 Computational comparison. We present numerical experiments that compare the
time to solve the MMDP using the following three exact solution methods: solving
the extensive form of the MIP directly, solving the MIP via B&C, and solving the
MMDP using the customized B&B approach. We show that the B&B algorithm
outperforms the methods based on the MIP formulation of the MMDP.
 Numerical study of the impacts of ambiguity. Because we are able to solve larger
MMDPs, we are able to present an analysis of the impact of ambiguity in model
parameters on the resulting recommendations from the MMDP. We nd that when
the models' parameters are concentrated around their mean value, the solution of
the mean value problem (MVP), wherein all parameters take on their mean values,
provides a near-optimal solution to the weighted value problem in many cases. How-
ever, when the models' parameters are distributed further from their mean, there is
more benet to solving the weighted value problem.
Chapter 4 extends the model presented in Chapter 2 to reect other risk-preferences to-
wards ambiguity represented as a nite number of scenarios, as in the MMDP.
 B&B for alternative risk preferences. We compile recent advances in MMDPs that
consider alternative risk preferences towards ambiguity. We show that these formu-
lations are also solved with minor modications to the B&B procedure presented in
Chapter 3.
 Numerical study on the mitigation of ambiguity. The exibility of the B&B proce-
dure to incorporate other risk preferences and its success in solving moderately-sized
MMDPs allows us to perform one of the rst analyses comparing various proposed
methods in terms of their eectiveness in mitigating the impact of ambiguity on
nite-horizon MDPs. We compare alternative formulations of the MMDP and eval-
uate the resulting policies in terms of their performance on several metrics. These
alternative formulations show that the MVP does well on a variety of metrics for
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nite-horizon MDPs. We also show that the DM should use caution when using
methods described by earlier work if the assumptions required do not hold, as these
can produce policies that perform worse than simply using the MVP's policy.
The novel contributions of this thesis are embodied in Chapters 2-4, which present the
ndings described above. The thesis concludes with Chapter 5 which presents a summary
of the most important ndings and an outline of opportunities for future research that
stem from this work.
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Chapter 2
Multi-model Markov Decision Processes
2.1. Introduction
The MDP is a mathematical framework for sequential decision making under uncertainty
that has informed decision making in a variety of application areas including inventory
control, scheduling, nance, and medicine [10, 56]. MDPs generalize Markov chains in that
a DM can take actions to inuence the rewards and transition dynamics of the system.
When the transition dynamics and rewards are known with certainty, standard dynamic
programming methods can be used to nd an optimal policy, or set of decisions, that will
maximize the expected rewards over the planning horizon.
Unfortunately, the estimates of rewards and transition dynamics used to parameterize
the MDPs are often imprecise and lead the DM to make decisions that do not perform
well with respect to the true system. The imprecision in the estimates arises because these
values are typically obtained from observational data or from multiple external sources.
When the policy found via an optimization process using the estimates is evaluated under
the true parameters, the performance can be worse than anticipated [46]. This motivates
the need for MDPs that account for this ambiguity in the MDP parameters.
In this chapter, we are motivated by situations in which the DM relies on external sources
to parameterize the model but has multiple credible choices which provide potentially
conicting estimates of the parameters. In this situation, the DM may be grappling with
the following questions: Which source should be used to parameterize the model? What
are the potential implications of using one source over another? To address these questions,
we propose a new method that allows the DM to simultaneously consider multiple models
of the MDP parameters and create a policy that balances the performance while being no
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more complicated than an optimal policy for an MDP that only considers one model of
the parameters.
2.1.1. Applications to medical decision making
We are motivated by medical applications for which Markov chains are among the most
commonly used stochastic models for decision making. A keyword search of the US Library
of Medicine Database using PubMed from 2007 to 2017 reveals more than 7,500 articles on
the topic of Markov chains. Generalizing Markov chains to include decisions and rewards,
MDPs are useful for designing optimal treatment and screening protocols, and have found
success doing so for a number of important diseases; e.g., end-stage liver disease [2], HIV
[64], breast cancer [4], and diabetes [47].
Despite the potential of MDPs to inform medical decision making, the utility of these
models is often at the mercy of the data available to parameterize the models. The tran-
sition dynamics in medical decision making models are often parameterized using longi-
tudinal observational patient data and/or results from the medical literature. However,
longitudinal data are often limited due to the cost of acquisition, and therefore transition
probability estimates are subject to statistical uncertainty. Challenges also arise in control-
ling observational patient data for bias and often there are unsettled conicts in the results
from dierent clinical studies; see Mount Hood 4 Modeling Group [51], Etzioni et al. [22],
and Mandelblatt et al. [44] for examples in the contexts of breast cancer, prostate cancer,
and diabetes, respectively.
A specic example, and one that we will explore in detail, is in the context of CVD for
which cardiovascular risk calculators estimate the probability of a major cardiovascular
event, such as a heart attack or stroke. There are multiple well-established risk calcula-
tors in the clinical literature that could be used to estimate these transition probabilities,
including the American College of Cardiology/ American Heart Association (ACC/AHA)
Risk Estimator [27] and the risk equations resulting from the Framingham Heart Study
(FHS) [75, 76]. However, these two credible models give conicting estimates of a patient's
risk of having a major cardiovascular event. Steimle and Denton [69] showed that the best
treatment protocol for CVD is sensitive to which of these conicting estimates are used
leaving an open question as to which clinical study should be used to parameterize the
model.
The general problem of multiple conicting models in medical decision making has also
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been recognized by others (in particular, Bertsimas, Silberholz, and Trikalinos [8]), but it
has not been addressed previously in the context of MDPs. As pointed out in a report
from the Cancer Intervention and Surveillance Modeling Network regarding a compara-
tive modeling eort for breast cancer, the authors note that \the challenge for reporting
multimodel results to policymakers is to keep it (nearly) as simple as reporting one-model
results, but with the understanding that it is more informative and more credible. We have
not yet met this challenge" [31]. This highlights the goal of designing policies that are as
easily translated to practice as those that optimize with respect to a single model, but with
the robustness of policies that consider multiple models. The primary contribution of our
work is meeting this challenge for MDPs.
The general problem of coping with multiple (potentially valid) choices of data for med-
ical decision making motivates the following more general research questions: How can we
improve stochastic dynamic optimization methods to account for parameter ambiguity in
MDPs? Further, how much benet is there to mitigating the eects of ambiguity?
2.1.2. Contributions
In this chapter, we present a new approach for handling parameter ambiguity in MDPs,
which we refer to as the MMDP. An MMDP generalizes an MDP to allow for multiple
models of the transition probabilities and rewards, each dened on a common state space
and action space. In this model formulation, the DM places a weight on each of the models
and seeks to nd a single policy that will maximize the weighted value function. This model
was proposed concurrently by Steimle, Kaufman, and Denton [70] for nite-horizon MDPs
and by Buchholz and Scheftelowitsch [14] for innite-horizon MDPs under the name of
concurrent MDPs.
It is well-known that for standard MDPs, optimal actions are independent of past realized
states and actions; optimal policies are history independent. We show that, in general,
optimal policies for MMDPs may actually be history dependent, making MMDPs more
challenging to solve. With the aim of designing policies that are easily translated to
practice, we distinguish between two important variants: 1) a case where the DM is limited
to policies determined by the current state of the system, which we refer to as the non-
adaptive MMDP, and 2) a more general case in which the DM attempts to nd an optimal
history-dependent policy based on all previously observed information, which we refer to as
the MMDP. We show that the adaptive problem is a special case of a partially-observable
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MDP (POMDP) that is PSPACE-hard, and we show that the non-adaptive problem is
NP-hard.
For medical decision making, the non-adaptive problem is more relevant due to its sim-
plicity and is our primary focus. Unfortunately, the well-known value iteration algorithm
for MDPs cannot solve MMDPs to optimality. Fortunately, we are able to formulate a MIP
that produces optimal policies. We rst test this method on randomly generated problem
instances and nd that even small instances are dicult to solve; moreover, we nd that the
dierences in objective values between the solutions of the adaptive and the non-adaptive
problems are small at best. For larger problem instances though, as one might nd in
medical decision making applications, models are computationally intractable. Therefore,
we introduce a fast approximation algorithm based on backward recursion that we refer to
as the WSU.
Finally, we establish the eectiveness and scalability of this new modeling approach using
a case study that addresses ambiguity in the context of preventive treatment of CVD for
patients with type 2 diabetes. Our study demonstrates the ability of MMDPs to blend
the information of multiple competing medical studies (ACC/AHA and FHS) and directly
meet the challenge of designing policies that are easily translated to practice while being
robust to ambiguity arising from the existence of multiple conicting models.
2.1.3. Organization of the chapter
The remainder of this chapter is organized as follows: In Section 2.2, we provide some
important background on MDPs and discuss the literature that is most related to our
work. We formally dene the MMDP in Section 2.3, and in Section 2.4 we present analysis
of our proposed MMDP model. In Section 2.5, we discuss exact solution methods as well
as fast and scalable approximation methods that exploit the model structure. We test
these approximation algorithms on randomly generated problem instances and describe
the results in Section 2.6. In Section 2.7, we present our case study. Finally, in Section 2.8,
we summarize the most important ndings from our research and discuss the limitations
and opportunities for future research.
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2.2. Background
In this chapter, we focus on discrete-time, nite-horizon MDPs under ambiguity. In this
section, we will describe the MDP and parameter ambiguity, as well as the related work
aimed at mitigating the eects of ambiguity in MDPs.
2.2.1. Markov decision processes
MDPs are a common framework for modeling sequential decision-making that inuences a
stochastic reward process. For ease of explanation, we introduce the MDP as an interaction
between an exogenous actor, nature, and the DM. The sequence of events that dene the
MDP are as follows: rst, nature randomly selects an initial state s1 2 S according to the
initial distribution 1 2 M (S), where M () denotes the set of probability measures on
the discrete set. The DM observes the state s1 2 S and selects an action a1 2 A. Then,
the DM receives a reward r1(s1; a1) 2 R and then nature selects a new state s2 2 S with
probability p1(s2 j s1; a1) 2 [0; 1]. This process continues whereby for any decision epoch
t 2 T  f1; : : : ; Tg, the DM observes the state st 2 S, selects an action at 2 A, and receives
a reward rt(st; st), and nature selects a new state st+1 2 S with probability pt(st+1 j st; at).
The DM selects the last action at time T which may inuence which state is observed at
time T + 1 through the transition probabilities. Upon reaching sT+1 2 S at time T + 1,
the DM receives a terminal reward of rT+1(sT+1) 2 R. Future rewards are discounted
at a rate of  2 (0; 1] which accounts for the preference of rewards received now over
rewards received in the future. In this chapter, we assume without loss of generality that
the discount factor is already incorporated into the reward denition. We will refer to the
times at which the DM selects an action as the set of decision epochs, T , the set of rewards
as R 2 RjSAT j, and the set of transition probabilities as P 2 RjSAST j with elements
satisfying pt(st+1 j st; at) 2 [0; 1] and
P
st+12S pt(st+1 j st; at) = 1; 8t 2 T ; st 2 S; at 2 A.
Throughout the remainder of this chapter, we will use the tuple (T ;S;A; R; P; 1) to
summarize the parameters of an MDP.
The realized value of the DM's sequence of actions is the total reward over the planning
horizon:
TX
t=1
rt(st; at) + rT+1(sT+1): (2.1)
The objective of the DM is to select the sequence of actions such that the expectation of
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(2.1) with respect to the distribution dened by the transition probabilities is maximized.
Thus, the DM will select the actions at each decision epoch based on some information
available to her. The strategy by which the DM selects the action for each state at decision
epoch t 2 T is called a decision rule, t 2 t, and the set of decision rules over the planning
horizon is called a policy,  2 .
There exist two dichotomies in the classes of policies that a DM may select from: 1)
history-dependent vs. Markov, and 2) randomized vs. deterministic. History-dependent
policies may consider the entire history of the MDP, ht := (s1, a1, . . . , at 1, st), when
prescribing which action to select at decision epoch t 2 T , while Markov policies only
consider the current state st 2 S when selecting an action. Randomized policies specify
a probability distribution over the action set, t(st) 2 M (A), such that action at 2 A
will be selected with probability t(atjst). Deterministic policies specify a single action to
be selected with probability 1. Markov policies are a subset of history-dependent policies,
and deterministic policies are a subset of randomized policies. For standard MDPs, there
is guaranteed to be a Markov deterministic policy that maximizes the expectation of (2.1)
[Proposition 4.4.3 in 56] which allows for ecient solution methods that limit the search
for optimal policies to the Markov deterministic (MD) policy class,  2 MD. We will
distinguish between history-dependent (H) and Markov (M), as well as randomized (R)
and deterministic (D), using superscripts on . For example, MR denotes the class of
Markov randomized policies.
To summarize, given an MDP (T ;S;A; R; P; 1), the DM seeks to nd a policy  that
maximizes the expected rewards over the planning horizon:
max
2
E;P;1
"
TX
t=1
rt(st; at) + rT+1(sT+1)
#
: (2.2)
A standard MDP solution can be computed in polynomial time because the problem de-
composes when the search over  is limited to the Markov deterministic policy class, MD.
We will show that this and other properties of MDPs no longer hold when parameter am-
biguity is considered.
2.2.2. Parameter ambiguity and related work
MDPs are known as models of sequential decision making under uncertainty. However,
this \uncertainty" refers to the imperfect information about the future state of the system
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after an action has been taken due to stochasticity. The transition probability parameters
are used to characterize the likelihood of these future events. For the reasons described
in Section 2.1, the model parameters themselves may not be known with certainty. As a
reminder, we will refer to uncertainty as the imperfect information about the future which
can be characterized via a set of transition probability parameters. We refer to ambiguity
as the imperfect information about the transition probability parameters themselves.
In this chapter, we consider a variation on MDP in which parameter ambiguity is ex-
pressed through multiple models of the underlying Markov chain, and the goal of the DM
is to nd a policy that maximizes the weighted performance across these dierent mod-
els. The concept of multiple models of parameters is seen in the stochastic programming
literature whereby each set corresponds to a \scenario" representing a dierent possibility
for the problem data [9]. Stochastic programming problems typically consist of multiple
stages during which the DM has diering levels of information about the model parame-
ters. For example, in a two-stage stochastic program, the DM selects initial actions during
the rst-stage before knowing which of the multiple scenarios will occur. The DM subse-
quently observes which scenario is realized and takes recourse actions in the second stage.
In contrast, in MMDP, the model parameters will never be revealed to the DM.
Perhaps the most closely related research to this chapter is that of Bertsimas, Silberholz,
and Trikalinos [8] who recently addressed ambiguity in simulation modeling in the context
of prostate cancer screening. The authors propose solving a series of optimization problems
via an iterated local search heuristic to nd screening protocols that generate a Pareto
optimal frontier on the dimensions of average-case and worst-case performance in a set of
dierent simulation models. This article identied the general problem of multiple models
in medical decision making; however, they do not consider this issue in MDPs. The concept
of multiple models of problem parameters in MDPs has mostly been used as a form of
sensitivity analysis. For example, Craig and Sendi [17] propose bootstrapping as a way to
generate multiple sets of problem parameters under which to evaluate the robustness of
a policy to variation in the transition probabilities. There has been less focus on nding
policies that perform well with respect to multiple models of the problem parameters
in MDPs. As pointed out in a report from the Cancer Intervention and Surveillance
Modeling Network regarding a comparative modeling eort for breast cancer, the authors
note that \the challenge for reporting multi-model results to policymakers is to keep it
(nearly) as simple as reporting one-model results, but with an understanding that it is
more informative and more credible. We have not yet met this challenge" [31]. This
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highlights the goal of designing policies that are as easily translated to practice as those
that optimize with respect to a single model, but with the robustness of policies that
consider performance in multiple models.
The approach of incorporating multiple models of parameters is also seen in the rein-
forcement learning literature, however the objective of the DM in these problems is dierent
than the objective of the DM in this chapter. For example, consider what is perhaps the
most closely related reinforcement learning problem: the contextual Markov decision pro-
cess (CMDP) proposed by Hallak, Di Castro, and Mannor. The CMDP is essentially the
same as the MMDP set-up in that one can think of the CMDP as C MDPs all dened on
the same state space and action space, but with dierent reward and transition probability
parameters. In the CMDP problem, the DM will interact with the CMDP throughout a
series of episodes occurring serially in time. At the beginning of the interaction, the DM
neither has any information about any of the C MDP's parameters, nor does she know
which MDP she is interacting with at the beginning of each episode. Our work diers
from that of [32] in that we assume the DM has a complete characterization of each of the
MDPs, but due to ambiguity the DM still does not know which MDP she is interacting
with. Others have studied related problems in the setting of multi-task reinforcement learn-
ing [13]. Our work diers from this line of research in that we are motivated by problems
with shorter horizons while contextual and multi-task learning is appropriate for problems
in which the planning horizon is suciently long to observe convergence of estimates to
their true parameters based on a dynamic learning process, such as in the area of mobile
health [33, 50].
Our research is distinct from the more traditional approach of mitigating parameter
ambiguity in MDPs, known as robust dynamic programming, which represents parameter
ambiguity through an ambiguity set formulation. The standard robust dynamic program-
ming is a \max-min" approach in which the DM seeks to nd a policy that maximizes
the worst case performance when the transition probabilities are allowed to vary within
an ambiguity set. The ambiguity set can be constructed as intervals around a point esti-
mate, and the max-min approach represents that the DM is risk neutral with respect to
uncertainty and risk adverse with respect to ambiguity.
A key result regarding the max-min problem is that it is tractable for instances that
satisfy the (s; a)-rectangularity property [35, 52]. The (s; a)-rectangularity implies that
observing the realization of a transition probability parameter gives no information about
the values of other parameters for any other state-action-time triplet. Because each param-
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eter value for any given state-action-time triplet is independent of the others, the problem
can be decomposed so that each worst-case parameter is found via an optimization problem
called the inner problem. Iyengar [35] and Nilim and El Ghaoui [52] provide algorithms for
solving the max-min problem for a variety of ambiguity sets by providing polynomial-time
methods for solving the corresponding inner problem.
While (s; a)-rectangular ambiguity sets are desirable from a computational perspective,
they can give rise to policies that are overly-conservative because the DM must account for
the possibility that parameters for each state-action-time triplet will take on their worst-
case values simultaneously. Therefore, much of the research in robust dynamic program-
ming has focused on ways to mitigate the eects of parameter ambiguity while avoiding
policies that are overly conservative by either nding non-(s; a)-rectangular ambiguity sets
that are tractable for the max-min problem or optimizing with respect to another objective
function usually assuming some a priori information about the model parameter [18, 30,
41, 45, 62, 74, 78].
To our knowledge, Le Tallec [40], Ahmed et al. [1], and Merakli [49], and Saghaan [59]
are the only articles that have considered addressing ambiguity in the MDP parameters
by using multiple discrete sets of parameters. Le Tallec introduced the concept of an
MDP with \random uncertainty" wherein ambiguity is represented as a nite number of
models. The author does so as a way to study the complexity of MDPs with ambiguity,
but the focus is limited primarily to the complexity of such problems rather than the
solution of such problems. Recently, Ahmed et al. propose sampling rewards and transition
probabilities at each time step to generate a set of discrete MDPs and then seek to nd
one policy that minimizes the maximum regret over the set of MDPs. To do this, they
formulate a MIP to approximate an optimization problem with quadratic constraints which
minimizes regret. They also propose cumulative expected myopic regret as a measure of
regret for which dynamic programming algorithms can be used to generate an optimal
policy. The authors require that the sampled transition probabilities and rewards are
stage-wise independent, satisfying the (s; a)-rectangularity property. Concurrently with
our work, Merakli propose percentile optimization approach for MDPs where ambiguity
is represented using a nite number of models. In the POMDP setting, Saghaan uses
multiple models of the parameters to address ambiguity in transitions among the core
states in a POMDP and use an objective function that weights the best-case and worst-case
value-to-go across the models. This is in contrast to our work which considers the expected
value-to-go among multiple models. Saghaan assumes that the best-case and worst-
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case model are selected independently across decision epochs, satisfying the rectangularity
assumption. In our MMDP formulation, the rectangularity assumption is not required; the
objective is to nd a single policy that will perform well in each of the models which may
have interdependent transition probabilities across the planning horizon.
Later in this article, we will describe a case study that illustrates the eectiveness and
scalability of the MMDP formulation on a medical decision making problem with parameter
ambiguity in the context of prevention of cardiovascular disease. As pointed out in Section
2.1, MDPs are increasingly used for designing optimal treatment and screening protocols;
however, the literature on addressing ambiguity in MDPs for medical decision making is
very sparse. As mentioned previously, Bertsimas, Silberholz, and Trikalinos [8] addressed
ambiguity in simulation modeling in the context of prostate cancer screening. Goh et
al. [28] proposed nding the best-case and worst-case transition probability parameters
for this policy when these parameters are allowed to vary within an ambiguity set. The
authors assumed that this ambiguity set is a row-wise independent set that generalizes the
existing row-wise ambiguity models in Iyengar [35] as well as Nilim and El Ghaoui [52].
This rectangularity assumption allows for the authors to solve a semi-innite linear program
(LP) problem eciently. The authors apply their methods to fecal immunochemical testing
(FIT) for colorectal cancer and show that, despite the ambiguity in model parameters
related to FIT, this screening tool is still cost-eective relative to the most prevalent
method, colonoscopy.
To our knowledge, the optimal design of medical screening and treatment protocols un-
der parameter ambiguity is limited to the work of Kaufman, Schaefer, and Roberts [37],
Sinha, Kotas, and Ghate [66], and Zhang, Steimle, and Denton [80]. Kaufman, Schae-
fer, and Roberts [37] consider the optimal timing of living-donor liver transplantation, for
which some critical health states are seldom visited historically. They use the robust MDP
framework, modeling ambiguity sets as condence regions based on relative entropy bounds.
The resulting robust solutions are of a simple control-limit form that suggest transplanting
sooner, when patients are healthier, than otherwise suggested by traditional MDP solu-
tions based on maximum likelihood estimates of transition probabilities. Sinha, Kotas, and
Ghate [66] use a robust MDP formulation for response-guided dosing decisions in which
the dose-response parameter is allowed to vary within an interval ambiguity set and show
that a monotone dosing policy is optimal for the robust MDP. Zhang, Steimle, and Den-
ton [80] propose a robust MDP framework in which transition probabilities are conned to
statistical condence intervals. They employ a rectangularity assumption implying inde-
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pendence of rows in the transition probability matrix. They assume an adversarial model
in which the DM decides on a policy, and an adversary optimizes the choice of transition
probabilities that minimizes expected rewards subject to an \uncertainty budget" on the
choice of transition probabilities. While these articles address parameter ambiguity in the
transition probabilities, they all assume an (s; a)-rectangular ambiguity set which decou-
ples the ambiguity across decision epochs and states. In contrast, the MMDP formulation
that we propose allows for the ambiguity in model parameters to be linked across tuples
of states, actions, and decision epochs.
2.3. Multi-model Markov decision processes
In this section, we introduce the detailed mathematical formulation of the MMDP starting
with the following denition:
Denition 2.1 (Multi-model Markov decision process). An MMDP is a tuple
(T ;S,A,M,) where T is the set of decision epochs, S and A are the state and action
spaces respectively, M is the nite discrete set of models, and  := f1; : : : ; jMjg is the
set of exogenous models weights with m 2 (0; 1);8m 2 M and
P
m2M m = 1. Each
model m 2 M is an MDP, (T ;S;A; Rm; Pm; m1 ), with a unique combination of rewards,
transition probabilities, and initial distribution.
The requirement that m 2 (0; 1) is to avoid the trivial cases: If there exists a model
m 2 M such that m = 1, the MMDP would reduce to a standard MDP. If there exists
a model m 2 M such that m = 0, then the MMDP would reduce to an MMDP with
a smaller set of models, M n fmg. The model weights, , may be selected via expert
judgment to stress the relative importance of each model, as tunable parameters which the
DM can vary (as illustrated in the case study in Section 2.7), according to a probability
distribution over the models, or as uninformed priors when each model is considered equally
reputable (as in [8]).
In an MMDP, the DM considers the expected rewards of the specied policy in the
multiple models. The value of a policy  2  in model m 2 M is given by its expected
rewards evaluated with model m's parameters:
vm() := E;Pm;m1
"
TX
t=1
rmt (st; at) + r
m
T+1(sT+1)
#
:
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We associate any policy,  2 , for the MMDP with its weighted value:
W () :=
X
m2M
mv
m() =
X
m2M
mE;P
m;m1
"
TX
t=1
rmt (st; at) + r
m
T+1(sT+1)
#
: (2.3)
Thus, we consider the weighted value problem (WVP) in which the goal of the DM is to
nd the policy  2  that maximizes the weighted value dened in (2.3):
Denition 2.2 (Weighted value problem). Given an MMDP (T ;S;A;M;), the WVP
is dened as the problem of nding a solution to:
W  := max
2
W () = max
2
(X
m2M
mE;P
m;m1
"
TX
t=1
rmt (st; at) + r
m
T+1(sT+1)
#)
(2.4)
and a set of policies  := f : W () = W g   that achieve the maximum in (2.4).
The WVP can be viewed as an interaction between the DM (who seeks to maximize
the expected weighted value of the MMDP) and nature. In many robust formulations,
nature is viewed as an adversary which represents the risk-aversion to ambiguity in model
parameters. However, in the WVP, nature plays the role of a neutral counterpart to the
DM. In this interaction, the DM knows the complete characterization of each of the models,
and nature selects which model will be given to the DM by randomly sampling according
to the probability distribution dened by  2 M (M). For a xed model m 2 M, there
will exist an optimal policy for m that is Markov (i.e., m 2 M). We will focus on the
problem of nding a policy that achieves the maximum in (2.4) when  = M . We will
refer to this problem as the non-adaptive problem because we are enforcing that the DM's
policy be based solely on the current state, and she cannot adjust her strategy based on
what sequences of states she has observed. As we will show, unlike traditional MDPs,
the restriction to M may not lead to an overall optimal solution. For completeness,
we will also describe an extension, called the adaptive problem, where the DM can utilize
information about the history of observed states, however this extension is not the primary
focus of this article. The evaluation of a given policy in the WVP is illustrated in Figure
2.1.
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Figure 2.1: An illustration of policy evaluation in terms of weighted value, which is
the objective function used to compare policies for an MMDP. The DM species a
policy  which is subsequently evaluated in each of the jMj models. The weighted
value of a policy  is determined by taking of the sum of this policy's value in each
model m, vm(), weighted by the corresponding model weight m.
2.3.1. The non-adaptive problem
The non-adaptive problem for MDPs is an interaction between nature and the DM. In this
interaction, the DM species a Markov policy,  2 M , a priori. In this case, the policy
is composed of actions based only on the current state at each decision epoch. Therefore
the policy is a distribution over the actions:  = ft(st) = (t(1 j st); : : : ; t(jAj j st)) 2
M (A) : at 2 A; st 2 S; t 2 T g. In this policy, t(at j st) is the probability of selecting
action at 2 A if the MMDP is in state st 2 S at time t 2 T . Then, after the DM has
specied the policy, nature randomly selects model m 2 M with probability m. Now,
nature selects s1 2 S according to the initial distribution m1 2M (S), and the DM selects
an action, a1 2 A, according to the pre-specied distribution 1(s1) 2 M (A). Then,
nature selects the next state s2 2 S according to pm1 (js1; a1) 2 M (S). The interaction
carries on in this way where the DM selects actions according to the pre-specied policy, ,
and nature selects the next state according to the distribution given by the corresponding
row of the transition probability matrix. From this point of view, it is easy to see that
under a xed policy, the dynamics of the stochastic process follow a Markov chain. Policy
evaluation then is straightforward; one can use backward recursion. While policy evaluation
is similar for MMDPs as compared to standard MDPs, policy optimization is much more
challenging for MMDPs. For example, value iteration, a well-known solution technique for
MDPs, does not apply to MMDPs where actions are coupled across models.
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2.3.2. The adaptive problem
The adaptive problem generalizes the non-adaptive problem to allow the DM to utilize
realizations of the states to adjust her strategy. In this problem, nature and the DM
interact sequentially where the DM gets new information in each decision epoch of the
MMDP and the DM is allowed to utilize the realizations of the states to infer information
about the ambiguous problem parameters when selecting her future actions. In this setting,
nature begins the interaction by selecting a model,m 2M, according to the distribution ,
and the model selected is not known to the DM. Nature then selects an initial state s1 2 S
according to the model's initial distribution, m1 . Next, the DM observes the state, s1, and
makes her move by selecting an action, a1 2 A. At this point, nature randomly samples
the next state, s2 2 S, according to the distribution given by pm1 (js1; a1) 2 M (S). The
interaction continues by alternating between the DM (who observes the state and selects
an action) and nature (who selects the next state according to the distribution dened by
the corresponding row of the transition probability matrix).
In the adaptive problem, the DM considers the current state of the MMDP along with
information about all previous states observed and actions taken. Because the history is
available to the DM, the DM may be able to infer which model is most likely to correctly
characterize the behavior of nature which the DM is observing. As we will formally prove
later, in this context the DM will specify a history-dependent policy in general,  =
ft(ht) : ht 2 S A : : :A S; t 2 T g.
2.4. Analysis of MMDPs
In this section, we will analyze the WVP as dened in (2.4). For both the adaptive and
non-adaptive problems, we will describe the classes of policies that achieve the optimal
weighted value, the complexity of solving the problem, and related problems that may
provide insights into promising solution methods. These results and solution methods are
summarized in Table 2.1.
2.4.1. General properties of the weighted value problem
In both the adaptive and non-adaptive problems, nature is conned to the same set of
rules. However, the set of strategies available to the DM in the non-adaptive problem is
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Property Non-adaptive Problem Adaptive Problem
Always an optimal
Markov policy?
Yes Proposition 2.5 No Corollary 2.1
Always an optimal
deterministic policy?
Yes Proposition 2.5 Yes Corollary 2.2
Computational Complexity NP-hard Proposition 2.6 PSPACE-hard Proposition 2.3
Exact Solution Method MIP Proposition 2.7
Outer linearization
with state-wise pruning
Procedure 2
Procedure 3
Approximation
Algorithm
WSU
Mean Value Problem
Procedure 1
{
{ {
Table 2.1: Summary of the main properties and solution methods related to the non-
adaptive and adaptive problems for MMDPs. Solution methods with dashed entries
are not discussed in this thesis.
just a subset of the strategies available in the adaptive problem. Therefore, if W N and W

A
are the best expected values that the DM can achieve in the non-adaptive and adaptive
problems, respectively, then it follows that W N  W A.
Proposition 2.1. W N  W A. Moreover, the inequality may be strict.
Proof. Consider the MMDP illustrated in Figure 2.2.
First, we describe the decision epochs, states, rewards, and actions for this MMDP. This
MMDP is dened for 3 decision epochs where state 1 is the only possible state for decision
epoch 1, states 2 and 3 are the states for decision epoch 2, and state 4 is the only state
reachable in decision epoch 3. States 5 and 6 are terminal states. This MMDP has two
models M = f1; 2g. For each model, the only non-zero reward is received upon reaching
the terminal state 5. In states 1, 2, and 3, the DM only has one choice of action a = 1. In
state 4, the DM can select between action a = 1 and a = 2.
Now we will describe the transition probabilities for each model. Each line represents
a transition that happens with probability one when the corresponding action is selected.
Solid lines correspond to transitions for model m = 1 and dashed lines correspond to
transitions for model m = 2.
Since state 4 is the only state in which there is a choice of action, we dene the possible
policies selecting an action in this state. Consider the adaptive problem for this MMDP.
The optimal decision rule for state 4 will depend on the state observed at time t = 2: If
the history of the MMDP is (s1 = 1; a1 = 1; s2 = 2; a2 = 1), then select action 1, otherwise
select action 2. In model 1, the only way to reach state 4 is through state 2. Upon observing
this sample path, the policy prescribes taking action 1 which will lead to a transition to
state 5 and thus a reward of 1 will be received. On the other hand, in model 2, the only
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way to reach state 4 is through state 3. Therefore, the policy will always prescribe taking
action 2 in model 2 which leads to state 5 with probability 1. This means that evaluating
this policy in model 1 gives an expected value of 1 and evaluating this policy in model 2
gives an expected value of 1. Therefore, for any given weights , this policy has a weighted
value of W A = 1.
Now, consider the non-adaptive problem for the MMDP. Before the DM can observe the
state at time t = 2, she must specify a decision rule to be taken in state 4. For state 4,
there are two options: select action 1 or select action 2. Let q be the probability of selecting
action 1. If action 1 is selected, this will give an expected value of 1 in model 1 and an
expected value of 0 in model 2, which produces a weighted value of 1. Analogously, if
action 2 is selected, the weighted value in the MMDP will be 2. Thus, the optimal policy
for the non-adaptive problem gives a weighted value of maxq2[0;1]fq1; (1 q)2g which will
be exactly maxf1; 2g.
This means that for any choice of  such that 1 < 1 and 2 < 1, the MMDP has
W N = maxf1; 2g < 1 = W A. In this MMDP, there does not exist a Markov policy that
is optimal for the adaptive problem.
Corollary 2.1. It is possible that there are no optimal policies that are Markovian for the
adaptive problem.
The results of Proposition 2.1 and Corollary 2.1 mean that the DM may benet from being
able to recall the history of the MMDP. This history allows for the DM to infer which
model is most likely, conditional on the observed sample path and tailor the future actions
to reect this changing belief about nature's choice of model. Therefore, the DM must
search for policies within the history-dependent policy class to nd an optimal solution to
the adaptive MMDP. These results establish that the adaptive problem does not reduce
to the non-adaptive problem in general. For this reason, we separate the analysis for the
adaptive and non-adaptive problems.
2.4.2. Analysis of the adaptive problem
We begin by establishing an important connection between the adaptive problem and the
POMDP [67]:
22
Figure 2.2: An example of an MMDP with WA > WN . The MMDP shown has
six states, two actions, and two models. Each arrow represents a transition that
occurs with probability 1 for the corresponding action labeling the arrow. Solid lines
represent transitions in model 1 and dashed lines represent transitions in model 2.
There are no intermediate rewards in this MMDP, but there is a terminal reward
of 1 if state 5 is reached.
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Proposition 2.2. Any MMDP can be recast as a special case of a POMDP such that the
maximum weighted value of the MMDP is equivalent to the expected discounted rewards of
the POMDP.
Proof. Let (T ;S;A;M;) be an MMDP. From this MMDP, we can construct a POMDP
in the following way. The core states of the POMDP will be constructed as state-model
pairs, (s;m) 2 S M. The action space for the POMDP is the same as the action space
for the MMDP, A. We construct the rewards for the POMDP, denoted rP , as follows:
rP ((s;m); a) := mr
m(s; a); 8s 2 S;m 2M; a 2 A:
The transition probabilities among the core states are dened as follows:
p((s0;m0) j (s;m); a) =
8<:pm(s0 j s; a) if m0 = m;0 otherwise.
This observation space of the POMDP has a one-to-one correspondence to the state space
of the MMDP. We will label the observation space for the POMDP as O := f1; : : : ; Sg
where S := jSj. In this POMDP, the observations give perfect information about the
state element of the state-model pair, but no information about the model element of the
state-model pair, and the conditional probabilities are dened accordingly:
q(sj(st;m)) =
8<:1 if s = st;0 otherwise.
This special structure on the observation matrix ensures that the same policy is evaluated
in each model of the MMDP. By the construction of the POMDP, any history-dependent
policy that acts on the sequence of states (observations in the case of the POMDP) and
actions (s1; a1; s2; : : : ; at 1; st) will have the same expected discounted rewards value in the
POMDP as the weighted value for the MMDP.
Remark 2.1. If the state-model pairs that make up the POMDP core state space are
ordered as (1; 1); : : : ; (S; 1); (1; 2); : : : ; (S; 2); : : : ; (1;M); : : : ; (S;M), then the transition
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POMDPMMDPMDP
Figure 2.3: A Venn diagram illustrating the relationship between an MDP, MMDP,
and POMDP. As shown in Proposition 2.2, any MMDP is a special case of a POMDP
due to the structure of the transition matrix and observation conditional probabili-
ties. Further, an MDP is a special case of an MMDP in which the MMDP only has
one model.
probability matrix has the following block diagonal structure:
Pt(at) :=
266664
P 1t (at) 0 : : : 0
0 P 2t (at) : : : 0
:::
:::
: : :
:::
0 0 : : : PMt (at)
377775 :
The block diagonal structure of the transition probability matrix implies that the underlying
Markov chain dened on the core states is reducible.
Corollary 2.2. There is always a deterministic policy that is optimal for the adaptive
problem.
The implication of Proposition 2.2 is illustrated in Figure 2.3 which displays the rela-
tionship between MDPs, MMDPs, and POMDPs. Given Proposition 2.2, we can draw
on similar ideas proposed in the literature for solving POMDPs and rene them to take
advantage of structural properties specic to MMDPs. This important connection was rst
established by Le Tallec [40]. However, we show that even though MMDPs have special
structure on the observation matrix and transition probability matrix (see the proof of
Proposition 2.2), we cannot expect any improvements in the complexity of the problem
due to this structure. The following result was rst proved by Le Tallec [40] and we subse-
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quently did the same analysis independently. We include the proof using our notation for
completeness.
Proposition 2.3. The adaptive problem for MMDPs is PSPACE-hard.
Proof. This result follows from the original proof of complexity for POMDPs from [54]. Al-
though the MMDP is a special case of a POMDP, we illustrate that the special structure in
the observation matrix and transition probabilities is precisely the special case of POMDPs
used in the original complexity proof. To aid the reader's understanding, we reproduce
the proof here with the modications to make it specic to MMDPs. We also provide
Figure 2.4 which illustrates the construction of an MMDP from the quantied satisability
problem with two clauses for two existential variables and a universal variable.
First, we assume that m 2 (0; 1) 8m 2 M. To show that the adaptive WVP for
MMDPs is PSPACE-hard, we reduce QSAT to this problem. We start from any quantied
boolean formula (Q1u1)(Q2u2)    (Qnun)F (u1; u2; : : : ; un) with n variables, n quantiers
(i.e, Qi is 9 or 8), and m clauses C1; C2; : : : ; Cm. We construct an MMDP with m models
such that its optimal policy has weighted value of 0 or less if and only if the formula is
true. The MMDP is constructed as follows: for every variable ui, we will generate states
corresponding to two decision epochs 2i   1 and 2i. In decision epoch 2i   1, there will
be two states, A0i and Ai. In decision epoch 2i, there will be four states, T
0
i , F
0
i , Ti, and
Fi. After the last decision epoch (at time 2n + 1), there will be 2 states, An+1 and A
0
n+1.
The initial state is A01 for every model. The action space is constructed as follows: for
every existential variable ui, the states A
0
i and Ai each have two possible actions, true (T)
and false (F), which are elements of the action set fT; Fg. All other states have only one
action. The models of the MMDP correspond to the clauses in the quantied formula.
Each model's transition probabilities are dened as follows: for every existential variable,
the transitions out of A0i and Ai are deterministic according to the action taken. For
state A0i (Ai), selecting action true will ensure that the next state is T
0
i (Ti) and selecting
action false will ensure that the next state is F 0i (Fi). For every universal variable ui,
the transitions from A0i (Ai) to T
0
i (Ti) and from A
0
i (Ai) to F
0
i (Fi) occur with equal
probability. The dierences between the models' transition probabilities occur depending
on the negation of variables within the corresponding clause. For every variable ui that is
not negated in the clause, transitions occur deterministically from T 0i to Ai+1, F
0
i to A
0
i+1,
Ti to Ai+1, and Fi to A
0
i+1. For every variable ui that is negated in the clause, transitions
occur deterministically from T 0i to A
0
i+1, F
0
i to Ai+1, Ti to A
0
i+1, and Fi to Ai+1. The initial
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state is A01 for every model. There is a terminal cost of 1 upon reaching state A
0
n+1 and no
cost for reaching An+1. Other than the terminal costs, there are no costs associated with
any of the states or actions.
Now that we have constructed the MMDP, we must show that there exists a policy that
achieves a weighted value of zero if and only if the statement is true. First, we show that if
there exists a history-dependent policy with a weighted value of zero, then the statement
must be true. Consider that such a policy exists. Recall that for every model, we start in
state A01. In order to achieve a weighted value equal to zero, the policy must ensure that
we end in state An+1 for every model. If not, we incur a cost of 1 at time 2n+ 1 in one of
the models m 2 M which has weight m > 0, and thus the weighted value is not zero. If
we were able to reach state An+1 in every model, this would imply that our policy is able
to select actions for states A0i and Ai for existential variables ui based on observation of
the previous universal variables in a way that the clause is satised. Since this occurs for
all models, each clause must be true.
Next, we show that if the quantied formula is true, then there exists a policy that
achieves a weighted value of zero. If the quantied formula is true, this means that there
exist choices of the existential variables that satisfy the statement. For every existential
variable ui, one can select the appropriate action in fT; Fg so that based on the values of
the previous universal variables, the statement is still true. This corresponds to a policy
that will end up in state An+1 with probability one for all models. Thus, this policy achieves
a weighted value equal to zero.
Although the adaptive problem is PSPACE-hard, and we cannot expect to develop an
algorithm whose solution time is bounded above by a function that is polynomial in the
problem size, we now discuss some special properties of the problem that can be exploited to
develop an exact algorithm for solving this problem in Section 2.5. We start by establishing
a sucient statistic for MMDPs:
Denition 2.3 (Information state for MMDPs). The information state for an MMDP is
given by a vector:
bt :=
h
bt(1; 1); : : : ; bt(S; 1); bt(1; 2); : : : ; bt(S; 2); : : : ; bt(1;M); : : : ; bt(S;M)
i0
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A01
T 01
F 01
T1
A1
F1
A02
A2
T 02
F 02
T2
F2
A03
A3
T 03
F 03
T3
F3
A04
A4
T
F
T
F
T
F
T
F
(a) The transitions probabilities in Model 1 represents the rst clause over
the quantied variables, u1_ !u2_ !u3.
A01
T 01
F 01
T1
A1
F1
A02
A2
T 02
F 02
T2
F2
A03
A3
T 03
F 03
T3
F3
A04
A4
T
F
T
F
T
F
T
F
(b) The transitions probabilities in Model 2 that represents the second clause
over the quantied variables, u1 _ u2 _ u3.
Figure 2.4: An example of reduction of QSAT to an adaptive MMDP. The gure
illustrates how the quantied formula 9u18u29u3(u1_ !u2 _ u3) ^ (u1 _ u2_ !u3) can be
represented as an MMDP. Solid lines represent transitions that occur with prob-
ability. Dashed lines represent transitions that occur out of the state with equal
probability. Transitions corresponding to the actions true and false are labeled with
T and F , respectively. State A0i represents the case where the clause is false at this
point and states Ai represents the case where the clause is true at this point.
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with elements:
bt(st;m) := P (st;m j s1; a1; : : : ; st 1; at; st) :
The fact that the information state is a sucient statistic follows directly from Proposi-
tion 2.2, the formulation of a POMDP, and the special structure in the observation matrix.
Given this sucient statistic, we establish some structural properties of the WVP:
Proposition 2.4. The information state, bt, has the following properties:
1. The value function is piece-wise linear and convex in the information state, bt.
2. bt(s;m) > 0) bt(s0;m) = 0; 8s0 6= s.
3. The information state as dened above is Markovian in that the information state
bt+1 depends only on the information state and action at time t, bt and at respectively,
and the state observed at time t+1, st+1.
Proof of 2.4.1. We will prove this by induction. At time T + 1, the value function is
represented as:
vT+1(bT+1) = b
0
T+1rT+1;8bT+1 2 B
which is linear (and therefore piecewise linear and convex) in bT+1. Now, we perform the
induction step. The inductive hypothesis is that the value function at t + 1 is piecewise
linear and convex in bt+1 and therefore can be represented by set of hyperplanes B such
that vt+1(bt+1) = maxt+12Bt+1 
0
t+1bt+1.
vt(bt) = max
at2A
8<:b0trt(at) +  X
st+12S
(st+1jbt; at)vt+1(T (bt; at; st+1))
9=;
= max
aT2A
8<:b0trt(at) + 
24 X
st+12S
 X
m02M
X
st2S
pm
0
(st+1jst; at)bt(st;m0)
!
 vt+1(T (bt; at; st+1))
359=;
= max
at2A
(X
st2S
X
m2M
rmt (st; at)  bt(st;m)
+ 
X
st+12S
X
m2M
max
t+12Bt+1
t+1(st+1;m) 
X
st2S
pm(st+1jst; at)bt(st;m)
)
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= max
at2A
8<:X
st2S
X
m2M
0@rmt (st; at) + X
st+12S
max
t+12Bt+1
t+1(st+1;m)  pm(st+1jst; at)
1A bt(st;m)
9=;
(2.5)
which is piece-wise linear and convex in bt. Therefore, we can represent (2.5) as the
maximum over a set of hyperplanes:
vt(bt) = max
t2Bt
f0tbtg ;
where
Bt := ft : t = rt(a) + P 0t(a)t+1; a 2 A; t+1 2 Bt+1g:
Proof of 2.4.2. This follows directly from the denition of the information state 2.3 and
the denition of the conditional probabilities in (2.4.2). To elaborate, we prove this by
induction: In the initial decision epoch, s1 is observed and so for every m 2 M, only the
state corresponding to (s1;m) can have a positive value. Now, suppose that at time t, only
jMj values of bt are positive, and they correspond to the state-model pairs (s;m) with
s = st. Then, the DM selects an action at and a new state, st+1, is observed. At this point,
only states (s;m) with s = st+1 can have positive values.
Proof of 2.4.3. Next, we show that the information state can be eciently transformed in
each decision epoch using Bayesian updating. That is, we aim to show that the information
state is Markovian in that the information state at the next stage only depends on the
information state in the current stage, the action taken, and the state observed in the next
stage.
bt+1 = T (bt; at; st+1) (2.6)
Consider the information state at time 1 at which point state s1 has been observed. This
information state can be represented by the vector with components:
b1(s;m) =
8><>:
m
m
1 (s)P
m02M m
m0
1 (s)
if s = s1
0 otherwise
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Now, suppose that the information state at time t is bt, the decision-maker takes action
at 2 A, and observes state st+1 at time t + 1. Then, every component of the information
state can be updated by:
bt+1(s;m) =
8<:Tm(bt; at; st+1) if s = st+10 otherwise
where
Tm(bt; at; st+1) :=
P
st2S p
m
t (st+1jst; at)bt(st;m)P
m02M
P
st2S p
m0
t (st+1jst; at)bt(st;m0)
which follows from the following:
bt+1(st+1;m) = P (m j ht+1)
= P (m j st+1; at; ht) (2.7)
=
P (m; st+1 j at; ht)
P (st+1 j at; ht) (2.8)
=
P (st+1 j m; at; ht)P (m j at; ht)P
m02M P (st+1 j m; at; ht)P (m j at; ht)
(2.9)
=
P (st+1 j m; at; ht)P (m j ht)P
m02M P (st+1 j m; at; ht)P (m j ht)
(2.10)
=
P
st2S p
m
t (st+1 j st; at)1(st)P (m j ht)P
m02M
P
st2S p
m0
t (st+1 j st; at)1(st)P (m0 j ht)
(2.11)
=
P
st2S p
m
t (st+1 j st; at)bt(st;m)P
m02M
P
st2S p
m0
t (st+1 j st; at)bt(st;m0)
(2.12)
if st+1 2 S is in fact the state observed at time t + 1. (2.7) follows from the denition of
ht+1, (2.8) and (2.9) follow from the laws of conditional probability and total probability.
(2.10) follows because the action is selected independently of the context. (2.11) follows
from the denition of pm(st+1 j st; at) and an indicator which denotes the state at time t,
and (2.12) follows from the denition of the information state at time t. We dene the
operator T such that the element at (s;m) in T (bt; at; st+1) is exactly T
m(bt; at; st+1) if
s = st+1 and 0 otherwise.
Therefore, the information state is Markovian in that the information state at time t+1
only relies on the information state at time t, the action taken at time t, and the state
observed at time t+ 1.
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According to part 1, the optimal value function can be expressed as the maximum value
over a set of hyperplanes. This structural result forms the basis of our exact algorithm in
Section 2.5.1. Part 2 states that only elements in the vector with the same value for the
state portion of the state-model pair (s;m) can be positive simultaneously, which implies
that at most jMj elements of this vector are zero. This result allows us to ignore the parts
of this continuous state space that have zero probability of being occupied. Part 3 allows
for a sequential update of the belief that a given model is the best representation of the
observed states given the DM's actions according to Bayes' rule. Consider the information
state at time 1 at which point state s1 has been observed. This information state can be
represented by the vector with components:
b1(s;m) =
8><>:
m
m
1 (s)P
m02M m
m0
1 (s)
if s = s1;
0 otherwise:
Now, suppose that the information state at time t is bt, the DM takes action at 2 A, and
observes state st+1 at time t + 1. Then, every component of the information state can be
updated by:
bt+1(s;m) =
8<:Tm(bt; at; st+1) if s = st+1;0 otherwise;
where Tm(bt; at; st+1) is a Bayesian update function that reects the probability of model
m being the best representation of the system given the most recently observed state, the
previous action, and the previous belief state:
Tm(bt; at; st+1) :=
P
st2S p
m
t (st+1jst; at)bt(st;m)P
m02M
P
st2S p
m0
t (st+1jst; at)bt(st;m0)
:
As mentioned previously, our focus in this article is on applications of the MMDP frame-
work to medical problems in contexts for which learning by Bayesian updating is not ap-
propriate. However, the adaptive framework would apply to other contexts. We describe
solution methods that exploit these structural properties in Section 2.5.1.
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2.4.3. Analysis of the non-adaptive problem
In this section, we analyze the non-adaptive problem for which restricts the DM's policy
is restricted to the class of Markov policies (M). We begin by establishing the important
result that there always exists a deterministic optimal policy for the special case of the non-
adaptive problem. This result is important because searching among policies in the Markov
deterministic policy class may be appealing for several reasons: First, each individual
model is solved by a policy in this class and it could be desirable to nd a policy with the
same properties as the each model's individual optimal policy. Second, Markov policies are
typically easier to implement because they only require the current state to be stored rather
than partial or complete histories of the MDP. Third, Markov deterministic policies are
ideal for medical decision making, the motivating application for this article, because they
can be easily translated to treatment guidelines that are based solely on the information
available to the physician at the time of the patient visit, such as the patient's current
blood pressure levels. For applications in medicine, such as the case study in Section
2.7, deterministic policies are a necessity since randomization is unlikely to be considered
ethical outside the context of randomized clinical trials.
Proposition 2.5. For the non-adaptive problem, there is always a Markov deterministic
policy that is optimal.
Proof. Let t be the probability distribution induced over the states by the partial policy
used up to time t in the MMDP, so that t (st;m) = P (st j 1:(t 1)), where 1:(t 1) is the
partial policy over decision epochs 1 through (t   1). Now we will prove the proposition
by induction on the decision epochs.
The base case of the proof is the last decision epoch, T : For any partial policy 1:(T 1),
there will be some stochastic process that induces the probability distribution T . Given
T , the best decision rules are found by:
max
q
X
sT2S
max
X
aT2A
qt(aT jsT )
 X
m2M
T (sT ;m)
24rmT (sT ; aT ) +X
sT+1
pm(sT+1jsT ; aT )rmT+1(sT+1)
35!
s.t. qT (aT jsT )  0; 8sT 2 S; aT 2 A;X
aT2A
qT (aT jsT ) = 1;8sT 2 S:
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Since we are selecting the action probabilities independently for each state, we can focus
on the maximization problem:
max
qT (sT )
X
aT2A
qt(aT jsT )
X
m2M
T (sT ;m)
24rmT (sT ; aT ) +X
sT+1
pm(sT+1jsT ; aT )rmT+1(sT+1)
35
s.t. qT (aT jsT )  0;X
aT2A
qT (aT jsT ) = 1;
which is a LP, and will have a solution where at most 1 action has a non-zero value of
qT (aT jsT ). Thus, for any given partial policy  = (1; : : : ; T 1), the optimal decision rule
at time T will be deterministic.
Next, we assume that for any partial policy 1:t = (1; 2; : : : ; t), there exists de-
terministic decision rules that are optimal for the remainder of the horizon: (t+1):T =
(t+1; 

t+2; : : : ; 

T ), and that the partial beginning policy used up to decision epoch t,
(1; : : : ; t 1), has induced the probability distribution t . We will show that it follows
that there exists a deterministic decision rule that is optimal for decision epoch t:
X
st2S
max
q
X
at2A
qt(atjst)
X
m2M
t (st;m)
"
rmt (st; at) +
X
st+1
pm(st+1jst; at)vmt+1(st+1)
#
s.t. qt(atjst)  0;X
at2A
qt(atjst) = 1:
Once again, we can focus on the maximization problem within the sum:
max
qt(atjst)=1
X
at2A
qt(atjst)
X
m2M
t (st;m)
"
rmt (st; at) +
X
st+1
pm(st+1jst; at)vmt+1(st+1)
#
s.t. qt(atjst)  0;X
at2A
qt(atjst) = 1:
This is a LP so there will exist an extreme point solution that is optimal. This extreme
point solution corresponds to a deterministic decision rule for decision epoch t.
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This result means that for the non-adaptive problem, the DM can restrict her attention
to the class of Markov deterministic policies. This result may be surprising at rst due to
the result of Fact 2 in [65] which states that the best stationary randomized policy can be
arbitrarily better than the best stationary deterministic policy for POMDPs. While this
result may seem to contradict Proposition 2.5, it is worth noting that Fact 2 of [65] was
derived in the context of an innite-horizon MDP in which it is possible that the same
state can be visited more than once. In the nite-horizon MMDP, it is not possible that
st could be visited more than once.
Even though the non-adaptive problem requires searching over a smaller policy class
than for the adaptive problem (MD  HD), the non-adaptive problem is still provably
hard. The following result was rst proved by Le Tallec [40] under the name of MDP with
random uncertainty. We subsequently did the same analysis independently and include
the proof using our notation for completeness.
Proposition 2.6. Solving the non-adaptive problem for an MMDP is NP-hard.
Proof. We show that any 3-CNF-SAT problem can be transformed into the problem of
determining if there exists a Markov deterministic policy for an MMDP such that the
weighted value is greater than zero. Let's suppose we have a 3-CNF-SAT instance: a set
of variables U = fu1; u2; : : : ; ung and a formula E = C1 ^ C2 : : : ^ Cm. We will construct
an MMDP with one decision epoch from this instance of 3-CNF-SAT. In the only decision
epoch, the state space consists of one state per variable, ui; i = 1; : : : ; n. At the terminal
stage, there are two states labeled \T" and \F". There are no immediate rewards for this
problem. For every state ui, there are two actions true or false. The terminal rewards
correspond to a cost of 0 for reaching the terminal state \T" and a cost of 1 upon reaching
the terminal state \F".
The transition probabilities for model j correspond to the structure of clause Cj and
are dened as follows: for any variable ui; i < n that does not appear in Clause j, both
actions lead to the state ui+1 with probability 1. If variable un does not appear in Clause
j, both actions lead to the state \F" with probability 1. For any variable ui that appears
non-negated in clause Cj, the action true leads from state ui to state \T" with probability
1 and the action false leads from state ui to state ui+1 with probability 1. For the variables
that appear negated in the clause, the action true leads from state ui to state ui+1 with
probability 1 and the action false leads from state ui to state \T" with probability 1. The
initial distribution of all models is variable u1 with probability 1.
35
(a) The transitions probabilities in model
1 that represent the rst clause: C1 =
!u1_ !u2 _ u3.
(b) The transitions probabilities in model 2
that represent the second clause: C2 = u1 _
u2_ !u4.
Figure 2.5: An example of the reduction of 3-CNF-SAT to a non-adaptive MMDP.
The gures illustrates how a 3-CNF-SAT instance, E = (u1_ !u2 _ u3) ^ (u1 _ u2_ !u4),
can be represented as an MMDP. Solid lines represent the transitions associated
with the action true and dashed lines represent the transitions associated with the
action false. All transitions shown happen with probability 1.
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We will show that there is a truth assignment for the variables in U that satises E if
and only if there is a Markov deterministic policy for the MMDP that achieves a weighted
value equal to 0.
First, we show that if there is a truth assignment for the variables in U that satises E,
then there exists a Markov deterministic policy for the MMDP that achieves a weighted
value equal to 0. To construct such a policy, take the action true in every state ui such that
ui is true is the satisfying truth assignment and take the action false otherwise. Because
this true assignment satises each clause, the corresponding policy will reach state \T"
with probability 1 in each model. By construction, this policy will have a weighted value
of zero.
Next, we show that if there is a policy  = MD that achieves a weighted value of 0,
that there exists a truth assignment that will satisfy E. Suppose that policy  2 MD
achieves a cost of zero. This implies that for every clause, the policy  leads to the state
\T" with probability 1. We can construct a truth assignment from this policy by assigning
ui to be true if (ui) is true, and ui to be false if (ui) is false.
Therefore, we have created a one-to-one mapping of truth assignments to MD policies
such that any policy that satises E will also have weighted value 0. Hence, if we were
able to nd a policy that achieves a weighted value of 0 in polynomial time, we would also
be able to solve 3-CNF-SAT in polynomial time. Thus, the MMDP WVP with  = MD
is NP-hard.
The result of Proposition 2.6 implies that we cannot expect to nd an algorithm that
solves the non-adaptive problem for all MMDPs in polynomial time. Still, we are able to
solve the non-adaptive problem by formulating it as an MIP as discussed in the following
proposition.
Proposition 2.7. Non-adaptive MMDPs can be formulated as the following MIP:
max
; v
X
m2M
X
s2S
m
m
1 (s)v
m
1 (s) (2.13a)
s:t:
X
a2A
t(ajs) = 1; 8s 2 S; t 2 T ; (2.13b)
Mt(ajs) + vmt (s) 
X
s02S
pmt (s
0js; a)vmt+1(s0)  rmt (s; a) +M; (2.13c)
8m 2M; s 2 S; a 2 A; t 2 T ;
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vmT+1(s)  rmT+1(s);8m 2M; s 2 S; (2.13d)
t(ajs) 2 f0; 1g; 8a 2 A; s 2 S; t 2 T : (2.13e)
Proof. The decision variable vt(s) represents the optimal value-to-go for state s 2 S at
time t 2 T . The dual variables correspond to the probability of selecting an action given a
state. Corner point solutions correspond to deterministic policies, and the optimal policy
is deterministic by construction.
For an MMDP, we cannot use the standard LP formulation used to solve MDPs because
of the requirement that the policy must be the same in each of the dierent models. The
mixed-integer program shown in (2.13) gives a formulation that ensures that the policy
 2 MD is the same in each model. Each decision variable, vmt (s) represents the value-
to-go from state s 2 S at time t 2 T for model m 2 M corresponding to the policy
 2 MD that maximizes the weighted value of the MMDP. To enforce that the same
policy in each model, m 2 M, we introduce binary decision variables, xs;a;t for every
state, s 2 S, action, a 2 A, and decision epoch t 2 f1; 2; : : : ; Tg. If xs;a;t takes on a
value of 1, this means that the best policy dictates taking action a in state s at time t
for every model, and xs;a;t = 0 otherwise. If the choice of M is suciently large (e.g.,
M > (jT j+ 1) maxm2M;s2S;a2A;t2T rt(s; a)), then the inequalities will become tight when
the corresponding binary decision variable xs;a;t = 1, because all of the other actions'
constraints will have a large value, M , added to their value in the second inequality. The
equality constraint ensures that every state-time pair only has one action prescribed.
In this formulation, the decision variables, vmt (s) 2 R, represent the value-to-go from
state s 2 S at time t 2 T in model m 2M. The binary decision variables, t(ajs) 2 f0; 1g,
take on a value of 1 if the policy prescribes taking action a 2 A, in state s 2 S, at epoch
t 2 T , and 0 otherwise.
It is well-known that standard MDPs can be solved using a LP formulation [56, x6.9].
Suppose that vt(s; a) represents the value-to-go from state s 2 S using action a 2 A at
decision epoch t 2 T . The LP approach for solving MDPs utilizes a reformulation trick
that nding maxa2A vt(s; a) is equivalent to nding min vt(s) such that vt(s)  vt(s; a) for
all feasible a. In this reformulation, the constraint vt(s)  vt(s; a) is tight for all actions
that are optimal. The MIP formulation presented in (2.13) relies on similar ideas as the
LP formulation of an MDP, but is modied to enforce the constraint that the policy must
be the same across all models.
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In the MIP formulation of the non-adaptive MMDP, we require that constraints
vmt (s)  rmt (s; a) +
X
s02S
pmt (s
0js; a)vmt+1(s0) +M(1  t(ajs)); 8m 2M; s 2 S; a 2 A
are tight for the action a 2 A such that t(ajs) = 1 for any given state s 2 S, decision
epoch t 2 T , and model m 2 M. The purpose of the big-M is to ensure that vmt (s) =
vmt (s; a) only if t(ajs) = 1 meaning that the value-to-go for this state-time pair in model
m 2M corresponds to the policy that is being used in all models. Thus, if action a 2 A is
selected (and thus, t(ajs) = 1), we want vmt (s) = vmt (s; a) and if not (t(ajs) = 0), we want
vmt (s)  vmt (s; a). Therefore, we must selectM suciently large enough for all constraints.
We also consider formulations of the MIP based on the dual LP formulation of an MDP (see
Puterman [56]) in Appendix A. The formulation (A.1) is suited for Lagrangian methods
such as progressive hedging, and the formulation (A.6) is suited to nonlinear programming
methods. These additional formulations could be useful for future research on alternative
methods for solving MMDPs.
The formulation of the non-adaptive problem as an MIP may seem more natural after
a discussion of the connections with two-stage stochastic programming [9]. If we view
the non-adaptive problem through the lens of stochastic programming, the t(ajs) binary
variables that dene the policy can be interpreted as the rst-stage decisions of a two-
stage stochastic program. Moreover, nature's choices of model, M, correspond to the
possible scenarios which are observed according to the probability distribution . In this
interpretation, the value function variables, vmt (s), can be viewed as the recourse decisions.
That is, once the DM has specied the policy according to the  variables and nature has
specied a model m 2 M, the DM seeks to maximize the value function so long as it is
consistent with the rst-stage decisions:
V (;m) = max


vm() j
X
a2A
t(ajs) = 1;
8s 2 S; t 2 T ; t(ajs) 2 f0; 1g; 8s 2 S; a 2 A; t 2 T

;
where V () is the recourse function. This can be written as
V () = Em [V (;m)] = E;Pm;m1
"
TX
t=1
rt(st; at) + rT+1(sT+1)
#
:
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The formulation in (2.13) is the deterministic equivalent formulation of this stochastic
integer program.
Our initial numerical experiments showed that moderate-sized MDPs can be solved using
(2.13), but this approach may be too computationally intensive to solve large problems
such as those that arise in the context of medical decision making. This motivated the
development of an approximation algorithm that we describe in Section 2.5, subsequently
test on randomly generated problem instances in Section 2.6, and then apply to a medical
decision making problem in the case study in Section 2.7. The following relaxation of
the non-adaptive problem allows us to quantify the performance of our approximation
algorithm:
Proposition 2.8. For any policy ^ 2 , the weighted value is bounded above by the
weighted sum of the optimal values in each model. That is,X
m2M
mv
m(^) 
X
m2M
m max
2MD
vm(); 8^ 2 :
Proof. The result follows from this series of inequalities:X
m2M
mv
m(^)  max
2MD
X
m2M
mv
m() (2.14)

X
m2M
m max
2MD
vm();
where (2.14) states than any MD policy will have a weighted value at most the optimal MD
policy's weighted value. This optimal weighted value, in turn, is at most the value that
can be achieved by solving each model separately and then weighting these values.
The result of Proposition 2.8 allows us to evaluate the performance of any MD policy
even when we cannot solve the WVP exactly to determine the true optimal policy. We use
this result to illustrate the performance of our approximation algorithm in Section 2.7.
Proposition 2.8 motivates several connections between robustness and the value of infor-
mation. First, the upper bound in Proposition 2.8 is based on the well-known wait-and-see
problem in stochastic programming that relaxes the condition that all models must have
the same policy. Second, the expected value of perfect information (EVPI) is the expected
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value of the wait-and-see solution minus the recourse problem solution:
EV PI =
"X
m2M
m max
2M
vm()
#
  max
2M
"X
m2M
mv
m()
#
:
While the wait-and-see value provides an upper bound, it may prescribe a set of solutions,
one for each model, and thus it often does not provide an implementable course of action.
Another common approach in stochastic programming is to solve the MVP which is a
simpler problem in which all parameters take on their expected values. In the MMDP,
this corresponds to the case where all transition probabilities and rewards are weighted as
follows:
pt(s
0js; a) =
X
m2M
mp
m
t (s
0js; a); 8s 2 S; a 2 A; t 2 T
and
rt(s; a) =
X
m2M
mr
m
t (s; a):
Solving the MVP will give a single policy, , which we will term the mean value solution,
with the following expected rewards:
W () =
X
m2M
mv
m():
Thus, we can measure the robustness in an MMDP via the value of the stochastic solution
(VSS):
V SS = W   W ();
which is a common measure of the impact of randomness in stochastic programming [9,
x4.2]. If VSS is low, this implies that there is not much value from solving the MMDP
versus the MVP. On the other hand, if VSS is high, this implies that the DM will benet
signicantly from solving the MMDP.
While the non-adaptive problem has connections to stochastic programming, it also
has connections to POMDPs. The non-adaptive problem can be viewed as the problem
of nding the best memoryless controller for this POMDP [72]. Memoryless controllers
for POMDPs are dened on the most recent observation only. For an MMDP, this would
translate to the DM specifying a policy that is based only on the most recent observation of
the state (recall that the DM gets no information about the model part of the state-model
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pair). Because no history is allowed to be incorporated into the denition of the policy, this
policy is permissible for the non-adaptive problem. These connections between MMDPs
and stochastic programs and POMDPs allow us to better understand the complexity and
potential solution methods for nding the best solution to the non-adaptive problem.
2.5. Solution methods
2.5.1. Solution methods for the adaptive problem
In this section, we present an exact solution method that can be used to solve the adaptive
problem for an MMDP. We begin by describing Procedure 1 which is an exact solution
method for solving the adaptive weighted value problem. The correctness of this solution
method follows from Proposition 2.2 which states that every MMDP is a special case of a
POMDP and that the maximum weighted value is equivalent to the expected discounted
rewards of the corresponding POMDP. Therefore, we transform the MMDP into a POMDP
and use a solution method analogous to a well-known solution method for POMDPs [67].
This method exploits the property that the value function is piece-wise linear convex
and therefore can be represented as the maximum over a set of supporting hyperplanes
(Proposition 2.4).
In the worst-case, the number of hyperplanes needed to represent the value function
could potentially be as large as 1+ jAj+PT 1t=1 jAjjSj+T t for T  2, but in many cases the
number of hyperplanes that are actually needed to represent the optimal value function is
much smaller. Pruning describes the methods by which hyperplanes that are not needed
to represent the optimal value function are discarded. The pruning method described
in Procedure 2 is based on the LP method described in [67], but exploits the result of
Proposition 2 for computational gain. This result states that only certain parts of the
information space are reachable due to the special structure of the MMDP, and this allows
for the LP problems for pruning to be decomposed into a set of smaller LPs.
For this procedure, we will use the information state as dened in Denition 2.3 and
dene the following notation:
rmT+1 :=
2664
rT+1(1)
:::
rT+1(jSj)
3775 ; rmt (at) :=
2664
rt(1; at)
:::
rt(jSj; at)
3775 ; 8m 2M; 8at 2 A;
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rT+1 :=
2664
r1T+1
:::
r
jMj
T+1
3775 ; rt(at) :=
2664
r1t (at)
:::
r
jMj
t (at)
3775 ; 8at 2 A;
For every action, we dene the block diagonal matrix:
Pt(at) :=
266664
P 1t (at) 0 : : : 0
0 P 2t (at) : : : 0
:::
:::
: : :
:::
0 0 : : : PMt (at)
377775 ;
where each matrix Pmt (at); 8m 2M is the transition probability matrix in decision epoch
t 2 T associated with action at 2 A for model m 2 M. The matrix Q represents the
analog of the conditional probability matrix for observations:
Q := [IjSj; : : : ; IjSj| {z }
jMj times
]0;
where IjSj denotes an jSj  jSj identity matrix. We use Q(st) to denote the column vector
corresponding to st 2 S such that the elements indexed (s;m) in this vector have values
q(stj(s;m)) =
8<:1 if s = st0 otherwise
for all m 2M.
The space of all information states at time t is
Bt =
(
bt : bt(s;m)  0; 8(s;m) 2 S M;
X
m2M
bt(s;m) = 1;8s 2 S
)
:
Procedure 1 is a backwards induction algorithm which generates a set of hyperplanes
at each decision epoch. Procedure 2 eliminates hyperplanes that are not necessary to
represent the optimal value function. The DM selects the optimal sequence of actions for
the observed history in an analogous way to a POMDP: update the information state based
on the observation and select the action corresponding to the maximizing hyperplane at
this particular information state.
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Algorithm 1: Algorithm for solving the WVP (2.2) for an adaptive MMDP ]
Data: MMDP
Result: Collection B0; : : : ; BT
1 Initialize BT+1 = frT+1g
2 The value-to-go at time T + 1. vT+1(bT+1) = 
0
T+1bT+1, 8bT+1 2 BT+1
3 t T
4 while t  0 do
5 for Every action at do
6
Bt(at) 
n
t(at) : t(at) = rt(at) +
X
st+12S
Pt(at)diag(Q(st+1))
st+1
t+1 ;
81t+1      jSjt+1 2 Bt+1      Bt+1
o
7 end
8 Bt  [at2ABt(at)
9 State-wise Prune(Bt)
10 The value-to-go at time t is vt(bt) = maxt2Bt 
0
tbt; 8bt 2 Bt
11 t t  1
12 end
We do not consider approximation algorithms for the adaptive problem in this thesis.
There is an extensive literature on approximation algorithms for POMDPs [42], and the
results we presented for exact solution methods could also be adapted for use in some of
those approximation algorithms.
2.5.2. Solution methods for the non-adaptive problem
In this section, we will discuss how to leverage the results of Section 2.4 to solve the
non-adaptive problem. We discuss the MIP formulation of Proposition 2.7 for solving the
non-adaptive weighted value problem. Although the MIP formulation provides a viable
way to exactly solve this class of problems, the result of Proposition 2.6 motivates the need
for a fast approximation algorithm that can scale to large MMDPs
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Algorithm 2: State-wise Prune
Data: A set of vectors in RjSMj, B.
Result: B
1 for Every vector  2 B do
2 for Every state s 2 S do
3 Let B(s) = fs : s(m) = (s;m);  2 Bg
4 Solve the LP (2.15)
5
zs := min
s2M (M);x2R
x  0ss (2.15)
s.t. x  0ss 8s 2 B(s);X
m2M
s(m) = 1
If
Q
s2S z

s > 0, remove  from B
6 end
7 end
Mixed-integer programming formulation
The big-M constraints are an important aspect of the MIP formulation of the weighted
value problem. Thus, we discuss tightening of the big-M values in the following constraints:
vmt (s)  rmt (s; a) +
X
s02S
pmt (s
0js; a)vmt+1(s0) +M(1  t(ajs));
8m 2M; s 2 S; a 2 A; t 2 f1; : : : ; Tg:
Recall that the decision variables of the form vmt (s) 2 R represent the value-to-go from
state s 2 S at time t 2 T in model m 2 M under the policy specied by the  variables.
For the purposes of this discussion, we dene the optimal value function for epoch t and
model m for a given state-action pair (s; a) as:
vmt (s; a) = r
m
t (s; a) +
X
s02S
pmt (s
0js; a)vmt+1(s0) +M(1  t(ajs));
8m 2M; s 2 S; a 2 A; t 2 f1; : : : ; Tg:
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For action a 2 A, we would like the smallest value of M's that still ensure that:
rmt (s; a) +
X
s02S
pmt (s
0js; a)vmt+1(s0)  rmt (s; a0) +
X
s02S
pmt (s
0js; a0)vmt+1(s0) +Mm;s;t; 8a0 2 A:
Rearranging, we obtain:
Mm;s;t  rmt (s; a)+
X
s02S
pmt (s
0js; a)vmt+1(s0)  rmt (s; a0) 
X
s02S
pmt (s
0js; a0)vmt+1(s0); 8a; a0 2 A:
(2.16)
A sucient condition for (2.16) is the following:
Mm;s;t  max
a2A
vmt (s; a) min
a2A
vmt (s; a):
By the denition of vt(s; a), we are assuming that the policy dened by the x variables is
being followed after time t. However, we can relax this assumption further and allow each
model to follow a dierent policy to obtain the big-M values, where maxa2A vmt (s; a) is the
largest value-to-go for this model and mina2A vmt (s; a) is the smallest value-to-go for this
model. This will provide tighter bounds that strengthen the MIP formulation, and fur-
thermore these bounds can be computed eciently using standard dynamic programming
methods.
Weight-Select-Update (WSU) Approximation Algorithm
Next, we discuss our Weight-Select-Update (WSU) algorithm, formalized in Procedure 3,
which is a fast approximation algorithm for the non-adaptive problem. WSU generates
decision rules ^t 2 MDt stage-wise starting at epoch T and iterating backwards. At epoch
t 2 T , the algorithm has an estimate of the value for this policy in each model conditioned
on the state st+1 at epoch t+1 2 T . This estimate is denoted v^mt+1(st+1); 8m 2M;8st+1 2
S. The algorithm weights the immediate rewards plus the value-to-go for each of the models
and then the algorithm selects, for each state, an action that maximizes the sum of these
weighted terms and denotes this action ^t(st). Next, the algorithm updates the estimated
value-to-go for every state in each model according to the decision rule ^t at epoch t 2 T .
This procedure iterates backwards stage-wise until the actions are specied for the rst
decision epoch.
Upon rst inspection, it may not be obvious that WSU is not guaranteed to produce
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Algorithm 3: Weight-Select-Update (WSU) approximation algorithm for the non-
adaptive problem (2.4)
Data: MMDP
Result: The policy ^ = (^1; : : : ; ^T ) 2 MD
1 Let v^mT+1(sT+1) = r
m
T+1(sT+1); 8m 2M
2 t T
3 while t  1 do
4 for Every state st 2 S do
5
^t(st) arg max
at2A
n X
m2M
m

rmt (st; at) +
X
st+12S
pmt (st+1jst; at)v^mt+1(st+1)
o
(2.17)
6 end
7 for Every model m 2M do
8
v^mt (st) rmt (st; ^t(st)) +
X
st+12S
pmt (st+1jst; ^t(st))v^mt+1(st+1) (2.18)
9 end
10 t t  1
11 end
the optimal MD policy; however, this approximation algorithm fails to account for the fact
that, under a given policy, the likelihood of occupying a specic state could vary under
the dierent models. The result of Proposition 2.9 shows that ignoring this could lead to
sub-optimal selection of actions as illustrated in the proof.
Proposition 2.9. WSU is not guaranteed to produce an optimal solution to the non-
adaptive weighted value problem.
Proof. Consider the counter-example illustrated in Figure 2.6 for 1 = 0:8; 2 = 0:2. The
MMDP has 5 states, 2 actions, 2 models, and 2 decision epochs. First, we can explicitly
enumerate all possible deterministic policies for the non-adaptive weighted value problem.
By explicitly enumerating all of the possible deterministic policies, we see that selecting
action 1 for state A and action 1 for state B leads to the maximum expected weighted
value of 0:92 = 0:72. Now, consider the resulting policy generated from WSU. There is
only one option for state C, so WSU will select (C) = 1 and update the value for each
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Figure 2.6: An illustration of an MMDP for which the WSU approximation algorithm
does not generate an optimal solution to the non-adaptive weighted value problem.
Possible transitions for actions 1 and 2 are illustrated with the dashed and solid
line respectively. The probability of each possible transition in both of the models is
listed by the corresponding line. The DM receives a reward of 1 if state D is reached.
Otherwise, no rewards are received.
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Table 2.2: An explicit enumeration of the weighted value under every possible de-
terministic policy for the non-adaptive weighted value problem.
Policy Expected Values
State A State B Value in Model 1 Value in Model 2 Weighted Value
1 1 0 0.9 0.92 = 0.72
1 2 0.1 0 0.11 = 0.08
2 1 0 0.1 0.12 = 0.02
2 2 0.1 0 0.11 = 0.08
model as v1(C) = 0 and v2(C) = 0. For state B, WSU will select:
^(B) arg max
a2f1;2g
f1p1(DjB; a) + 2p2(DjB; a)g
and because 1 > 2, the algorithm will select (B) = 2, and then update v
1(B) = 1 and
v2(B) = 0. Then, the algorithm will select an action for state A as:
^(B) arg max
a2f1;2g
f1p1(BjA; a)g;
and so, the algorithm is indierent between action 1 and action 2 because both give
1p
1(BjA; a) = 0:11. Therefore, the policy resulting from WSU is either ^ = f^(A) =
1; ^(B) = 2; ^(C) = 1g or ^ = f^(A) = 2; ^(B) = 2; ^(C) = 1g, both of which give a
weighted value of 0:11 which is suboptimal. This shows that WSU may generate a policy
that is suboptimal for the non-adaptive weighted value problem.
Although WSU is not guaranteed to select the optimal action for a given state-time pair,
this procedure is guaranteed to correctly evaluate the value-to-go in each model for the
procedure's policy, ^. This is because, although the action selection in equation (2.17) may
be suboptimal, the update of the value-to-go in each model in (2.18) correctly evaluates
the performance of this action in each model conditional on being in state st at decision
epoch t. That is, for a xed policy, policy evaluation for standard MDPs applies to each
of the models, separately.
Proposition 2.10. For jMj = 2, if 1m > 2m, then the corresponding policies ^(1) and
^(2) generated via WSU for these values will be such that
vm(^(1))  vm(^(2)):
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Proof. For ease of notation, we refer to ^(1) as 1. The value-to-go under policy  in
model m from state s will be denoted as vmt (s; ). Because jMj = 2, we will refer to the
two models as m and m where m is the weight on model m and (1 m) is the weight on
model m.
Suppose the proposition is not true; that is, suppose there exists 1m > 
2
m such that
vm(^(1)) < vm(^(2)). Then, it must be the case that for some t 2 T ; s 2 S that
vmt (s; 
1) < vmt (s; 
2): (2.19)
Let t be the last decision epoch in which 1t (st) 6= 2t (st). Note that this implies that
vmt0 (s
0; 1)) = vmt0 (s
0; 2); 8t0 > t; s0 2 S.
First, consider the weighted value problem for m = 
1
m. Consider a state s at time t for
which 1t (s) 6= 2t (s). Because the approximation algorithm selected 1t (s) as the action, it
must be that:
1mv
m
t (s; 
1) + (1  1m)v mt (s; 1)  1mvmt (s; a) + (1  1m)v mt (s; a); 8a 2 A
)1mvmt (s; 1) + (1  1m)v mt (s; 1)  1mvmt (s; 2) + (1  1m)v mt (s; 2) (2.20)
Next, consider the weighted value problem for m = 
2
m. In this case, for the same state s
as above, it must be that the approximation algorithm selected action 2t (s) because:
2mv
m
t (s; 
2) + (1  2m)v mt (s; 2)  2mvmt (s; a) + (1  2m)v mt (s; a); 8a 2 A
)2mvmt (s; 2) + (1  2m)v mt (s; 2)  2mvmt (s; 1) + (1  2m)v mt (s; 1): (2.21)
Rearranging (2.20), we have
1(vmt (s; 
1)  vmt (s; 2)) + (1  1m)(v mt (s; 1)  v mt (s; 2))  0; (2.22)
and rearranging (2.21), we have
2m(v
m
t (s; 
2)  vmt (s; 1)) + (1  2m)(v mt (s; 2)  v mt (s; 1))  0 (2.23)
)  2m
 
vmt (s; 
1)  vmt (s; 2)
  (1  2m)  v mt (s; 1)  v mt (s; 2)  0: (2.24)
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Adding (2.22) and (2.24), we have:
(1m   2m)
 
vmt (s; 
1)  vmt (s; 2)

+
 
(1  1m)  (1  2m)
  
v mt (s; 
1)  v mt (s; 2)
  0
)(1m   2m)
 
vmt (s; 
1)  vmt (s; 2) + v mt (s; 2)  v mt (s; 1)
  0: (2.25)
Because 1m > 
2
m, it must be that
vmt (s; 
1)  vmt (s; 2) + v mt (s; 2)  v mt (s; 1)  0
)v mt (s; 2)  v mt (s; 1)  vmt (s; 2)  vmt (s; 1)
)v mt (s; 2) > v mt (s; 1); (2.26)
where (2.26) follows because of (2.19). However, because vmt (s; 
1) < vmt (s; 
2) and
v mt (s; 
1) < v mt (s; 
2), this implies that
1mv
m
t (s; 
1) + (1  1m)v mt (s; 1) < 1vmt (s; 2) + (1  1m)v mt (s; 2);
which contradicts that the approximation algorithm would have selected action 1t (s) for
the weighted value problem with m = 
1
m. Therefore, it must be the case that if 
1
m > 
2
m,
then
vm(^(1))  vm(^(2)):
Proposition 2.10 guarantees that the policies generated using WSU will have values in
model m 2 M that are non-decreasing model m's weight, m. This result is desirable
because it allows DMs to know that placing more weight on a particular model will not
result in a policy that does worse with respect to that model. Proposition 2.10 is also
useful for establishing the lower bound in the following proposition:
Proposition 2.11. For jMj = 2, any policy generated via WSU will be such that
W (^())  v1(2) + (1  )v2(1):
where m is the optimal policy for model m.
Proof. Let  be the weight on model 1, 1 be an optimal policy for model 1, and 2 be an
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optimal policy for model 2. Due to the result of Proposition 2.10, it follows that
v1(^())  v1(2) = v1(^(0)); 8 2 [0; 1];
v2(^())  v2(1) = v2(^(1)); 8 2 [0; 1];
and therefore,
W (^()) = v1(^()) + (1  )v2(^())  v1(2) + (1  )v2(1):
Proposition 2.11 provides a lower bound on the weighted value of the policy obtained via
WSU. While Proposition 2.8 provides an upper bound that applies for any policy  2 , the
lower bound in Proposition 2.11 is specic to the Markov deterministic policies obtained via
WSU for the specic case of 2 models. The bound is generated by appropriately weighting
the value obtained by model 1's optimal policy in model 2 and the value obtained by model
2's optimal policy in model 1. This establishes an easy way to obtain this bound because
it involves solving the 2 models independently and then evaluating these policies.
2.6. Computational experiments
In this section, we describe a set of computational experiments for comparing solution
methods for the adaptive problem and the non-adaptive problem on the basis of run-
time and quality of the solution. Our experiments were based on a series of random
instances of MMDPs. To generate the random test instances, rst the number of states,
actions, models, and decision epochs for the problem were dened. Then, model parameters
were randomly sampled. In all test instances, it was assumed that the sampled rewards
were the same across models, the weights were uninformed priors on the models, and
the initial distribution was a discrete uniform distribution across the states. The rewards
were sampled from the uniform distribution: r(s; a)  U(0; 1);8(s; a) 2 S  A. The
transition probabilities were obtained by sampling from a uniform distribution so that
~pm(s0js; a)  U(0; 1). Then, for every (m; s; a; s0) 2 M  S  A  S, the transition
probabilities were normalized so that the row of the transition probability matrix had
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elements that sum to one:
pm(s0js; a) := ~p
m(s0js; a)P
s002S ~p
m(s00js; a) :
To solve the adaptive version of these instances, Procedure 1 with pruning was used.
Procedure 1 was implemented using Python using SciPy's linprog package to solve the
LPs in the pruning procedure described in Procedure 2. Procedure 1 was terminated if
jBj > 10; 000. The non-adaptive problem was solved using WSU, MVP, and the MIP
formulation. WSU and MVP were implemented using Python 3.5.2. All MIPs were solved
using AMPL Version 20150815 and CPLEX 12.6.1.
2.6.1. Comparison of adaptive solution and the non-adaptive solution
Our experiments investigated the time required to solve a set of random instances of
MMDPs with 2 states, 2 actions, 2 models for 2 to 5 decision epochs. For each choice of
decision epochs, 30 random instances were generated for a total of 120 random instances.
For each instance, the non-adaptive problem was solved using the MIP formulation, and the
adaptive problem was solved using Procedure 1 with pruning. The non-adaptive problems
could be solved in less than 1 second on average and could be solved in less than 10 seconds
in the worst-case. Even for the small problems we considered, the time required to solve
the adaptive problem could be quite large. For example, the time for Procedure 1 with
pruning to solve an adaptive problem with 2 states, 2 actions, 2 models, and 5 decision
epochs was over 19 minutes in the worst case and 89 seconds on average. These experiments
illustrated that exactly solving the adaptive problem is not a scalable approach, which is
consistent with the complexity results of Section 2.4. Moreover, these experiments revealed
a very small gap between the adaptive and non-adaptive solutions. For these instances,
the average gap (calculated as
W A W N
W A
100%) was less than 0.1%, and the worst-case gap
was less than 2%.
Due to the solution times in the experiments described above, we did not expect to be
able to solve larger instances of the adaptive problem in a reasonable amount of time. To
investigate the gap between the solutions of the non-adaptive and the adaptive problems
for larger problem sizes, we compared the non-adaptive solution obtained via the MIP to
the upper bound from Proposition 2.8 to obtained an upper bound on this value. A base
case problem size of 4 states, 4 actions, 4 models, and 4 decision epochs was dened. A
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variety of problem sizes were tested by changing one aspect of the base case problem size
at a time. The number of states was varied from 4 to 10, the actions from 4 to 10, the
models from 4 to 10, for a total of 28 dierent problem sizes. For each problem size, 100
instances were generated for a total of 2800 random instances. Over these 2,800 random
instances, the worst-case gap between the MIP solution and the upper bound was 5.01%,
and the average gap was 0.46%. This suggests the benets of solving the adaptive problem
over the non-adaptive problem are small at best. Furthermore, the upper bound from
Proposition 2.8 can be used to bound the gap between the non-adaptive solution and the
adaptive solution.
2.6.2. Comparison of solution methods for the non-adaptive problem
For the non-adaptive problem, we compared the exact and approximate solution methods
on the basis of run-time and quality of solution. To do so, a base case problem size of
4 states, 4 actions, 4 models, and 4 decision epochs was dened. Then, the size of the
problem was varied with respect to the number of states, actions, models, and decision
epochs independently to determine the inuence of growth in the problem size on the
average- and worst-case run times and optimality gaps.
To evaluate the quality of the solutions obtained via the WSU approximation algorithm
and MVP, we will compare the weighted value policies obtained via the approximation
algorithms (WN(^)) to the optimal value obtained by solving the MIP to within 1% of
optimality, W N :
Gap =
W N  WN(^)
W N
 100%;
where ^ is the policy obtained from either WSU or MVP. For each problem size tested,
the WSU approximation algorithm had a worst-case optimality gap of 1.0% and an av-
erage optimality gap being less than 0.01%. The performance of MVP had a worst-case
optimality gap of 51.9% and an average gap of 3.5%. These results indicate that the WSU
approximation algorithm is likely a better approximation method than MVP.
We also compared the time required to solve the instances using the WSU approximation
algorithm and the MIP (see Figure 2.7). The WSU approximation algorithm was able to
generate an policy relatively quickly on these test instances (under 1 CPU second on
average) while the average time required to solve the MIP noticeably increases as the size
of the problem increases, especially with respect to the number of decision epochs in the
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Figure 2.7: The solution times required to solve the non-adaptive problem using the
WSU and MIP solution methods for 100 random instances of various problem sizes,
in CPU seconds. The base case problem size is 4 decision epochs, 4 states, 4 actions,
and 4 models. One aspect of the problem size was varied at a time and 100 random
instances were generated and solved using the WSU approximation algorithm and
the MIP formulation. The dashed line at 150 CPU seconds in Figure 2.7(a) is used
to highlight the change in scale in the y-axis between 2.7(a) and 2.7(b), (c), and (d).
MMDP. These results suggest that approximation algorithm may be needed to approximate
solutions for larger MMDPs, such as the one presented as a case study in Section 2.7.
2.7. Case study: blood pressure and cholesterol
management for cardiovascular disease prevention in
type 2 diabetes
In this section, we present an MMDP to optimize the timing and sequencing of the initi-
ation of blood pressure medications and cholesterol medications for patients with type 2
diabetes. Here, WSU was used to generate a policy that trades o conicting estimates
of cardiovascular risk from two well-established studies in the medical literature. We be-
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gin by providing some context about the problem, the MMDP model, and the parameter
ambiguity that motivates its use.
Diabetes is one of the most common and costly chronic medical conditions, aecting more
than 25 million adults, or 11% of the adult population in the United States [15]. Diabetes is
associated with the inability to properly metabolize blood glucose (blood sugar) and other
metabolic risk factors that place the patient at risk of complications including coronary
heart disease (CHD) and stroke. There are several types of diabetes including type 1
diabetes, in which the patient is dependent on insulin to live, gestational diabetes, which
is associated with pregnancy, and type 2 diabetes in which the patient has some ability
(albeit impaired) to manage glucose. In this case study we focus on type 2 diabetes, which
accounts for more than 90% of all cases.
The rst goal, glycemic control, is typically achieved quickly following diagnosis of dia-
betes using oral medications and/or insulin. Management of cardiovascular risk, the focus
of this case study, is a longer term challenge with a complex tradeo between the harms
of medication and the risk of future CHD and stroke events. Patients with diabetes are at
much higher risk of stroke and CHD events than the general population. Well-known risk
factors include total cholesterol (TC), high density lipoprotein (HDL) often referred to as
\good cholesterol", and systolic blood pressure (SBP). Like blood glucose, the risk factors
of TC, HDL, and SBP are also controllable with medical treatment. Medications, such as
statins and brates, can reduce TC and increase HDL. Similarly, there are a number of
medications that can be used to reduce blood pressure including ACE inhibitors, ARBs,
beta blockers, thiazide, and calcium channel blockers. All of these medications have side ef-
fects that must be weighed against the long-term benets of lower risk of CHD and stroke.
An added challenge to deciding when and in what sequence to initiate medication is due
to the conicting risk estimates provided by two well known clinical studies: the FHS [75,
76] and the ACC/AHA assessment of cardiovascular risk [27].
2.7.1. MMDP formulation
The MDP formulation of [47] was adapted to create an MMDP based on the FHS risk model
[75, 76] and the ACC/AHA risk model [27]. These are the most well-known risk models
used by physicians in practice. The state space of the MMDP is a nite set of health states
dened by SBP, TC, HDL, and current medications. A discrete set of actions represent the
initiation of the two cholesterol medications and 4 classes of blood pressure medications.
56
The objective is to optimize the timing and sequencing of medication initiation to maximize
quality-adjusted life years (QALYs). QALYs are a common measure used to assess health
interventions that account for both the length of a patient's life as well as the loss of quality
of life due to the burden of medical interventions. For this case study, we will assume that
the rewards are the same in each of the models of the MMDP and that only the transition
probabilities vary across models. Figure 2.8 provides a simplied example to illustrate the
problem. In the diagram, solid lines illustrate the actions of initiating one or both of the
most common medications (statins (ST), ACE inhibitors (AI)), and dashed lines represent
the occurrence of an adverse event (stroke or CHD event), or death from other causes.
In each medication state, including the no medication state (;), patients probabilistically
move between health risk states, represented by L (low), M (medium), H (high), and
V (very high). For patients on one or both medications, the resulting improvements in
risk factors reduce the probability of complications. Treatment actions are taken at a
discrete set of decision epochs indexed by t 2 T = f0; 1; : : : ; Tg that correspond to ages 54
through 74 at one year intervals that represent annual preventive care visits with a primary
care doctor. States can be separated into living states and absorbing states. Each living
state is dened by the factors that inuence a patient's cardiovascular risk: the patient's
TC, HDL, and SBP levels, and medication state. We denote the set of the TC states by
LTC = fL;M;H; V g, with similar denitions for HDL, LHDL = fL;M;H; V g, and SBP,
LSBP = fL;M;H; V g. The thresholds for these ranges are based on established clinically-
relevant cut points for treatment [23]. The complete set of health states is indexed by
` 2 L = LTC  LHDL  LSBP.
The set of medication states is M = f = (1; 2; : : : ; n) : i 2 f0; 1g; 8i = 1; 2; : : : ; 6g
corresponding to all combinations of the 6 medications mentioned above. If i = 0, the
patient is not on medication i, and if i = 1, the patient is on medication i. The treat-
ment eects for medication i are denoted by !TC(i), for the proportional reduction in TC,
!HDL(i), for the proportional change in HDL, and !SBP(i), for the proportional change in
SBP, as reported in [47]. The living states in the model are indexed by (`; ) 2 L M.
The absorbing states are indexed by d 2 D = fDS;DCHD;DOg represent having a stroke,
DS, having a CHD event, DCHD, or dying, DO. The action space depends on the history of
medications that have been initiated in prior epochs. For each medication, at each epoch,
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Figure 2.8: An illustration of the state and action spaces of the CVD management
MDP (as illustrated in Mason et al. [47]). In the corresponding MMDP, when
medications are initiated (solid lines denote actions), the risk factors are improved
and the probability of an adverse event (denoted by the dashed lines) is reduced.
The probabilities of adverse events may dier in the dierent models depending on
the risk calculator that was used to estimate the probability.
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medication i can be initiated (I) or initiation can be delayed (W ):
A(`;mi) =
8<:fIi;Wig if i = 0,fWig if i = 1,
and A(`;) = fA(`;1) A(`;2)     A(`;n)g. Action a 2 A(`;) denotes the action in state
(`; ). If a patient is in living state (`; ) and takes action a, the new medication state
is denoted by  0, where  0i is set to 1 for any medications i that are newly initiated by
action a;  0i = i for all medications i which are not newly initiated. Once medication
i is initiated, the associated risk factor is modied by the medication eects denoted by
!TC(i), !HDL(i), and !SBP(i), resulting in a reduction in the probability of a stroke or CHD
event. Two types of transition probabilities are incorporated into the model: probabilities
of transition among health states and the probability of events (fatal and nonfatal). At
epoch t, pt (dj`) denotes the probability of transition from state (`; ) 2 L  M to an
absorbing state d 2 D. Given that the patient is in health state ` 2 L, the probability of
being in health state `0 in the next epoch is denoted by qt(`0j`). The health state transition
probabilities, qt(`
0j`), were computed from empirical data for the natural progression of
BP and cholesterol adjusted for the absence of medication [20]. We dene pt (jj`) to be
the probability of a patient being in state j 2 L[D at epoch t+ 1, given the patient is in
living state (`; ) at epoch t. The transition probabilities can be written as:
pt (jji) =
8>>>>>>>><>>>>>>>>:

1  P
d2D
pt (dji)

qt(jji) if i; j 2 L;
pt (jji) if i 2 L, j 2 D;
1 if i = j 2 D;
0 otherwise.
The two models of the MMDP represent the dierent cardiovascular risk calculators used
to estimate the transition probabilities to the absorbing states: pt (dji) for i 2 L; d 2 D.
We will refer to the model using the ACC/AHA study as model A and the model using
FHS as model F . We weight these models by A 2 [0; 1] and F := 1   A respectively.
We estimate of all other cause mortality based take from the Centers for Disease Control
and Prevention life tables [3]. The reward rt(`; ) for a patient in health state ` at epoch
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t is:
rt(`; ) = Q(`; ),
where Q(`; ) = 1   dMED() is the reward for one QALY. QALYs are elicited through
patient surveys, and are commonly used for health policy studies [29]. The disutility
factor, dMED(), represents the estimated decrease in quality of life due to the side eects
associated with the medications in  .
2.7.2. Results
Using the MMDP described above, we evaluated the performance of the solutions generated
via WSU in terms of computation time and the objective function of QALYs until rst
event. We also discuss the policy associated with the solution generated using WSU when
the weights are treated as an uninformed prior on the models. The MMDP had 4099 states,
64 actions, 20 decision epochs, and 2 models.
Table 2.3: The solution times for the CVD MMDP. We report the time required
to approximate a solution to the weighted problem using the Weight-Select-Update
(WSU) algorithm and to solve each of the nominal models using standard dynamic
programming, in CPU seconds.
Female Male
WSU with F = A = 0:5 10.98 sec. 11.08 sec.
Standard DP, FHS Model 8.70 sec. 8.77 sec.
Standard DP, ACC/AHA Model 8.98 sec. 9.00 sec.
Table 2.3 shows the computation time required to run WSU with F = A = 0:5, as well
as the time to required to solve the FHS model and the ACC/AHA model using standard
dynamic programming, for the female and male problem parameters. While WSU requires
more computation time than standard dynamic programming for each of the individual
models, WSU does not take more computation time than the total time for solving both
of the nominal models.
Figure 2.9 shows the performance of the policies generated using WSU when evaluated
in the ACC/AHA and FHS models, as well as the weighted value of these two models
for the corresponding choice of the weight on the FHS model, F .The dashed line in
these gures represents the upper bound from Proposition 2.8. When F = 100%, WSU
nds the optimal policy for the FHS model which is why the maximum the FHS value is
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Figure 2.9: The performance of the policies generated using the Weight-Select-
Update (WSU) approximation algorithm in the CVD MMDP. The performance
is reported for the MMDP for treatment of men (Figure 2.9a) and women (Figure
2.9b). For each choice of the weight on the FHS model in WSU, the graph shows
the performance of these policies with respect to three dierent metrics: the per-
formance in the ACC/AHA model (light grey), the performance in the FHS model
(dark grey), and the weighted value (black). The dashed line represents the upper
bound from Proposition 2.8.
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achieved at F = 100%. Of the WSU policies, the worst value in the ACC/AHA model
is achieved at this point because the algorithm ignores the performance in the ACC/AHA
model. Analogously, when F = 0%, WSU nds the optimal policy for the ACC/AHA
model which is why the performance in the ACC/AHA model achieves its maximum,
and the performance in the FHS model is at its lowest value at this point. For values
of F 2 (0; 1), WSU generates policies that trade-o the performance between these two
models. We found that WSU generated policies that slightly outperformed the policy
generated by solving theMVP. As supported by Proposition 2.10, WSU has the desirable
property that the performance in model m is non-decreasing in m. For women, using the
FHS model's optimal policy leads to a severe degradation in performance with respect to
the ACC/AHA model. In contrast, WSU is able to generate policies that do not sacrice
too much performance in the ACC/AHAmodel in order to improve performance in the FHS
model. The results for women clearly illustrate why taking a max-min approach instead
of the MMDP approach can be problematic in some cases. To see this, note that the FHS
model's optimal policy is a solution to the max-min problem because vF (F ) < v
A(F ) and
thus no policy will be able to achieve a better value than F in the FHS model. However,
Figure 2.9(b) shows that this policy leads to a signicant degradation in performance in
the ACC/AHA model relative to that model's optimal policy A. This demonstrates why
taking a max-min approach, which is common in the robust MDP literature as pointed
out in Section 2.2, can have the unintended consequence of ignoring the performance of a
policy in all but one model in some cases. By taking the weighted value approach with
nontrivial weights on the models, the DM is forced to consider the performance in all
models. By generating policies using WSU by varying F 2 (0; 1), the DM can strike a
balance between the performance in the ACC/AHA model and the FHS model.
Table 2.4 illustrates that the WSU approximation algorithm generates a policy that will
perform well in both the ACC/AHA model and in the FHS model. The table reports
the QALYs gained per 1000 persons relative to a benchmark policy of never initiating
treatment; these values are reported for three policies: (1) the ACC/AHA model's optimal
policy, (2) the FHS model's optimal policy, and (3) the WSU policy. While using a model's
optimal policy results in the highest possible QALY gain in that model, that model's opti-
mal policy can sacrice performance when evaluated in the other model. This is illustrated
in the table in terms of regret ; regret for a specic model is dened to be the dierence
between the QALYs gained by that model's optimal policy and the QALYs gained by the
specied policy. The table shows that in the ACC/AHA model, the FHS model's optimal
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(a) Male
Metric
(per 1000 men)
Evaluation
ACC/AHA
Optimal Policy
FHS
Optimal Policy
WSU
Policy
QALYs Gained
Over No Treatment
ACC/AHA 695:9 561:5 679:3
FHS 1788:9 1880:5 1841:4
Weighted 1242:4 1211:0 1260:4
Regret
ACC/AHA 0 134:4 16:6
FHS 91:6 0 39:1
Weighted 45:8 67:2 27:9
(b) Female
Metric
(per 1000 women)
Evaluation
ACC/AHA
Optimal Policy
FHS
Optimal Policy
WSU
Policy
QALYs Gained
Over No Treatment
ACC/AHA 205:2  155:3 147:9
FHS 1401:1 1670:4 1464:1
Weighted 803:1 757:5 806:0
Regret
ACC/AHA 0 360:5 57:3
FHS 269:3 0 206:3
Weighted 134:7 180:2 131:8
Table 2.4: A comparison of WSU and nominal policies for CVD MMDP. We re-
port the performance of 3 policies in terms of QALYs gained over no treatment and
regret for (a) men and (b) women. The 3 policies are (1) the optimal policy for
the ACC/AHA model, (2) the optimal policy for the FHS model, and (3) the pol-
icy generated via the Weight-Select-Update (WSU) approximation algorithm which
considers both the ACC/AHA and FHS models simultaneously. These policies are
evaluated in terms of the QALYs gained over a policy which never initiates medica-
tion in the ACC/AHA model and the FHS model, as well as the weighted QALYs
gained over no treatment in these two models. Regret is determined by taking the
dierence between the QALYs obtained by the optimal policy for a model and the
QALYs obtained by the given policy.
policy achieves 134.4 QALYs per 1000 men less than the ACC/AHA model's optimal pol-
icy while the WSU policy is able to achieve only 16.6 less QALYs per 1000 men. Similarly,
in the FHS model, the ACC/AHA model's optimal policy sacrices 91.6 fewer QALYs per
1000 men relative to the optimal policy for the ACC/AHA model while the WSU policy
only sacrices 39.1 QALYs per 1000 men relative to the optimal policy for this model.
Assuming an uninformed prior, the WSU approximation algorithm with equal weights on
the models provides a weighted regret that is 17.9 and 2.9 QALYs less than the ACC/AHA
model's optimal policy for men and women respectively, and WSU achieved a weighted
regret that was 39.3 and 48.4 QALYs less than the FHS models' optimal policy for men
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and women respectively. For women in particular, we nd that using ignoring ambiguity
in the risk calculations could potentially lead to very poor outcomes. The ndings sug-
gest that the FHS model's optimal policy is worse than the no treatment policy in the
ACC/AHA model results. This is likely because the FHS model's optimal policy is much
more aggressive in terms of starting medications (as seen in Figure 2.10, which is discussed
later). Therefore, it seems that the FHS model's optimal policy is starting many women
on medication which leads them to incur the disutility associated with these medications,
but that these medications do not provide much benet in terms of risk reduction in the
ACC/AHA model. While the ACC/AHA model's optimal policy outperforms the no treat-
ment policy in the Framingham model, we still see a large amount of regret in terms of
QALYs gained per 1000 women in the FHS model. For both of these models, the WSU
policy nds a policy that achieves a lower regret than the \other" model's optimal policy.
Once again, weighting the regret from the two models equally, we see that the WSU policy
is able to hedge against the ambiguity in risk for women and outperforms the two policies
which ignore ambiguity.
It is interesting to note that the regret achieved by the WSU is much smaller for men than
for women. This may be due to the disparity in the eects of ambiguity on decision making
for women and men. EVPI is one way to quantify the expected value of resolving ambiguity
and gives a DM a sense of how valuable it would be to obtain better information. Because
WSU  W , the following is an upper bound on EVPI: EV PI = WS W   WS WSU .
For this case study, the upper bound on the EVPI suggests that as many as 28 QALYs per
1000 men and 131.8 QALYs per 1000 women could be saved if there were no ambiguity in
the cardiovascular risk of the patient. Estimates such as this provide insight into the value
of future studies that could reduce the ambiguity.
Figures 2.10(a) and 2.10(b) illustrate medication use for male and female patients, re-
spectively, under three dierent policies: the ACC/AHA model's optimal policy, the FHS
model's optimal policy, and a policy generated via WSU with F = A = 50%. These
gures illustrate the probability that a patient who follows the specied policy from age
54 will be on the corresponding medication, conditioned on the patient being alive, as a
function of their age. For men, the optimal policy for FHS model and the optimal policy
for the ACC/AHA model agree that all men should start statins immediately, which could
be explained by the relatively low disutility and high risk reduction of statins in both
models. However, the models disagree in the use of brates and the 4 classes of blood
pressure medications. The optimal policy for the ACC/AHA model suggests that all men
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Figure 2.10: The medication usage in the CVD management MMDP. The gure
presents the percentage of patients who have not died or had an event by the specied
age that will be on a medication under each of three dierent treatment policies:
the ACC/AHA model's optimal policy, the FHS model's optimal policy, and a policy
generated via WSU with F = 50%, as evaluated in the FHS model.
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should start brates immediately, suggesting that cholesterol control is important in the
ACC/AHA model. However, brates are less commonly prescribed under the FHS model's
optimal policy with about two-thirds of men on this medication by age 65. The policy
generated with WSU agrees with the ACC/AHA policy's more extensive use of brates
which may suggest that focusing on cholesterol control could be a good strategy in both
models. Among the blood pressure medications, there are some disagreements between
the optimal policies of the two models, with the most distinct being for the use of calcium
channel blockers. This is likely to be due to the relatively high disutility (from side eects
of calcium channel blockers) and low risk reduction associated with this medication. In the
ACC/AHA model, the risk reduction of calcium channel blockers is worth the disutility in
many cases, but in the FHS model, there are few instances in which the disutility associ-
ated with this medication is worth the gain in QALYs. The policy generated with WSU
generates a policy that strikes a balance between these two extremes. While the dierences
are not quite as extreme, WSU also generates a policy that balances the utilization of thi-
azides prescribed by each model's optimal policy. For the other classes of blood pressure
medications, both models agree that these medications should be commonly used for men,
but disagree in the prioritization of these medications. The ACC/AHA model tends to
utilize these medications more at latter ages, while the FHS model starts more men on
these medications early. Interestingly, WSU suggests that starting ACE/ARBs and beta
blockers earlier is a good strategy in both models.
For women, the optimal policy for FHS and the optimal policy for ACC/AHA agree
that all women should be on a statin by age 57. The models mostly agree that relatively
few women should start taking ACE/ARBs or calcium channel blockers. These results
are not surprising as statins have low disutility and high risk reduction in both models,
making them an attractive medication to use to manage a patients cardiovascular risk, while
calcium channel blockers and ACE/ARBs are the two medications with lowest expected risk
reduction in both models. The models disagree in how to treat women with thiazides, beta
blockers, and brates. Beta blockers and thiazides have a higher estimated risk reduction
in the FHS model than in the ACC/AHA model, which may be why these medications
are considered good candidates to use in the FHS model but not in the ACC/AHA model.
WSU nds a middle ground between the use of thiazides and beta blockers in the two
models, but suggests more use of ACE/ARBs for some women.
In summary, the results of this case study illustrate how the policy generated by WSU
trades o performance in the ACC/AHA and FHS models. This information could be useful
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for decision makers who are tasked with designing screening and treatment protocols in
the face of conicting information from the medical literature.
2.8. Conclusions
In this chapter, we addressed the following research questions: (1) how can we improve
stochastic dynamic optimization methods to account for parameter ambiguity in MDPs?
(2) how much benet is there to mitigating the eects of ambiguity? To address the
rst question, we introduced the MMDP, which allows for multiple models of the reward
and transition probability parameter and whose solution provides a policy that maximizes
the weighted value across these models. Solution of the non-adaptive MMDP provides
a policy that is no more complicated than the policy corresponding to a single-model
MDP while having the robustness that comes from accounting for multiple models of
the MDP parameters. Although our complexity results establish that the MMDP model
is computationally intractable, our analysis shows there is promising structure that can
be exploited to create exact methods and fast approximation algorithms for solving the
MMDP.
To address the second research question, we established connections between concepts
in stochastic programming and the MMDP that quantify the impact of ambiguity on an
MDP. We showed that the non-adaptive problem can be viewed as a two-stage stochastic
program in which the rst-stage decisions correspond to the policy and the second-stage
decisions correspond to the value-to-go in each model under the specied policy. This
characterization provided insight into a formulation of the non-adaptive problem as an
MIP corresponding to the deterministic equivalent problem of the aforementioned two-stage
stochastic program. We showed the adaptive problem is a special case of a POMDP and
described solution methods that exploit the structure of the belief space for computational
gain.
We evaluated the performance of our solution methods using a large set of randomly-
generated test instances and also an MMDP of blood pressure and cholesterol management
for type 2 diabetes as a case study. The WSU approximation algorithm performed very well
across the randomly-generated test cases while solution of the MVP had some instances
with large optimality gaps indicating that simply averaging multiple models should be
done with caution. These randomly-generated test instances also showed that there was
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very little gain from adaptive optimization of policies over non-adaptive optimization for
the problem instances considered.
In the case study, we solved an MMDP consisting of two models which were parameter-
ized according to two well-established but conicting studies from the medical literature
which give rise to ambiguity in the cardiovascular risk of a patient. The WSU policy ad-
dresses this ambiguity by trading o performance between these two models and is able
to achieve a lower expected regret than either of the policies that would be obtained by
simply solving a model parameterized by one of the studies, as is typically done in practice
currently. The case study also highlights how the MMDP can be used to estimate the ben-
et of mitigating parameter ambiguity arising from these conicting studies. The EVPI
in this case study suggests that gaining more information about cardiovascular risk could
lead to a substantial increase in QALYs, with potentially more benet to be gained from
learning more about women's cardiovascular risk. For the most part, the policies generated
via the WSU approximation algorithm found a balance between the medication usage in
each of the models. However, for men, the WSU approximation algorithm suggested that
more aggressive use of thiazides and ACE/ARBs would be allow for a better balance in
performance in both models. For women, the WSU approximation algorithm generated a
policy that is more aggressive in cholesterol control than the FHS model's optimal policy
and more aggressive in blood pressure control than the ACC/AHA model's optimal policy.
In summary, the MMDP is a new approach for incorporating parameter ambiguity in
MDPs. This approach allows DMs to explicitly trade o conicting models of problem
parameters to generate a policy that performs well with respect to each model while keeping
the same level of complexity as each model's optimal policy. The MMDP may be a valuable
approach in many application areas of MDPs, such as medicine, where multiple sources
are available for parameterizing the model.
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Chapter 3
Decomposition methods for solving
Multi-model Markov decision processes
3.1. Introduction
As discussed in Chapter 2, we propose the MMDP as a method to design strategies that
account for ambiguity in the parameters of an MDP [70]. The MMDP represents ambi-
guity through multiple models of the MDP parameters, and a solution of the MMDP is a
strategy that maximizes a weighted function of the performance in each of the models. We
showed that searching for such a strategy within the class of Markov deterministic poli-
cies can be viewed as a two-stage stochastic integer program in which each model of the
data corresponds to a scenario. Binary rst-stage decision variables encode the Markov
deterministic policy, and continuous second-stage decision variables encode the value of
this policy in each of the models. Viewing the problem through a stochastic programming
lens suggests promising approaches for solution methods, such as a MIP representing the
extensive form of the deterministic equivalent problem and a corresponding decomposition
scheme. However, the problem is NP-hard, and as we found in Chapter 2, solving the MIP
directly is only viable for small-scale instances of MMDPs.
In this chapter, we present new methods for solving the MMDP that leverage the spe-
cial structure of the problem. Specically, we present a branch-and-cut (B&C) method
which follows from decomposition algorithms in the stochastic programming literature and
a custom branch-and-bound (B&B) method that exploits the decomposable nature of the
problem. Further, we present the rst numerical study of exact algorithms for MMDPs
for realistic problem instances. Our numerical experiments show that the custom B&B
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approach outperforms a commercial solver when applied to both the extensive form of
the MIP and the customized B&C procedure in terms of computation time. Due to this
new ability to solve larger MMDPs, we investigate the impact of ambiguity on the perfor-
mance of an MDP in the context of a case study related to the optimal time to repair a
machine. Our numerical results uncover some important properties of MMDPs and show
that the MMDP approach is most benecial when there is high variance in the transition
probabilities given by the dierent models of the MDP.
The remainder of this chapter is structured as follows: In Section 3.2, we provide back-
ground on ambiguity in MDPs and related solution methods for solving MMDPs. In
Section 3.3, we state the MIP for solving the WVP for a non-adaptive MMDP. In Section
3.4, we describe two methods, a B&C procedure and a B&B procedure, that leverage prob-
lem structure to solve MMDPs. We compare the solution methods in Section 3.5 using
a machine maintenance problem. Finally, we conclude with a summary and discussion of
the most important contributions of this chapter in Section 3.6.
3.2. Background
As discussed in Chapter 2, the MMDP is an approach for addressing ambiguity in MDPs in
which the DM considers multiple models of the MDP parameters and seeks to nd a policy
that maximizes the weighted performance with respect to each model of the MDP. The
MMDP is an NP-hard problem that has close ties to two-stage stochastic integer programs.
In a two-stage stochastic program context, ambiguous problem parameters are treated as
random variables where collective outcomes dene scenarios. The DM must take some
rst-stage decisions before these random variables are realized. Upon the realization of
the problem parameters, the DM may take some recourse actions in the second-stage to
adapt to the information gained. In many cases, the random variables representing the
problem data have nite support and the outcomes of these random variables are referred
to as scenarios. We refer the reader to Birge and Louveaux [9] and Shapiro, Dentcheva,
and Ruszczyski [63] for more information on stochastic programming.
Through the lens of stochastic programming, the MMDP can be viewed as a two-stage
stochastic integer program in which the DM species a policy that is encoded through the
use of rst stage binary variables to indicate the action for each state-time pair. Then,
the DM observes which model of the MDP is realized, which subsequently determines
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the corresponding value functions for each model, which are represented using continuous
variables. This two-stage stochastic integer program has a xed technology matrix and a
random recourse matrix with a nite number of scenarios. The problem can be written in
its extensive form which contains decision variables representing the rst-stage variables
as well as second-stage decision variables for each scenario. However, the extensive form
of the problem can become quite large and potentially inecient to solve as the number of
models grows. Fortunately, the constraint matrix in the extensive form is block-separable
except for the columns corresponding to the rst-stage decision variables. Therefore, x-
ing the rst-stage \complicating" rst-stage decision variables separates the problem into
smaller, independent optimization problems that correspond to each scenario. Due to this
structure, two-stage stochastic programs lend themselves well to divide-and-conquer type
algorithms, such as Benders decomposition (also known as the L-shaped method) [5, 71].
Benders decomposition breaks the problem into a master problem and subproblems. The
master problem typically only considers \complicating variables" while the subproblems
will consider the other variables assuming xed values of the complicating variables. In the
context of stochastic programming, typically one solves a \relaxed master problem" which
involves only the rst-stage decisions and a subset of the constraints required to specify
the complete optimization problem. Then, one uses duality for the subproblems to subse-
quently add constraints, or cuts, to the relaxed master problem to enforce the feasibility
and optimality of the proposed rst-stage solutions from the relaxed master problem.
The MMDP has some features that require special algorithmic consideration. First,
the binary rst-stage decision variables require integer programming methods, such as
B&B. Early work to address this problem includes that of Wollmer [77], which proposed
a cutting plane decomposition method, and Laporte and Louveaux [38] which proposed a
B&C scheme wherein the feasibility and optimality cuts are added within a B&B framework
for solving the master problem. Second, the MMDP has relatively complete recourse and
therefore, feasibility cuts are not required. Third, logical constraints are required to enforce
that the value functions in each of the models of the MMDP correctly correspond to the
policy encoded by the binary variables. The logical constraints are enforced through the
introduction of notorious \big-Ms" which weaken the linear programming relaxation of
the extensive form of the MIP and cause problems for potential decomposition methods.
Logic-based cuts have been proposed to strengthen formulations and avoid the explicit use
of the big-M values [16, 34, 43, 53]. In this article, we propose a customized B&B method
that eliminates the need to consider the big-Ms in the MMDP and further exploits the
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unique structural properties of the MDP subproblems.
3.3. Model Formulation
In Chapter 2, we showed that the WVP for the Markov deterministic policy class, MD,
for an MMDP is a hard problem and propose the following MIP formulation in (3.1) as
an exact solution method for the MMDP. For ease of reading, we restate the formulation
below. The MIP formulation extends the standard LP formulation of an MDP [56, x6.9] to
include continuous variables representing the value function for each model of the MMDPs
and modies the epigraph constraints to enforce that each model is evaluated according
to the same policy. We dene model-specic value function continuous variables such that
vmt (s) 2 R represents the value-to-go from state s at decision epoch t in model m. We
dene the policy decision variables
t(ajs) :=
8<:1 if the policy states to take action a in state s at decision epoch t,0 otherwise ;
8a 2 A; s 2 S; t 2 T : Throughout this thesis, we will refer to (3.1) as the extensive form
of the MMDP.
max
; v
X
m2M
X
s2S
m
m
1 (s)v
m
1 (s) (3.1a)
s:t:
X
a2A
t(ajs) = 1; 8s 2 S; t 2 T ; (3.1b)
Mt(ajs) + vmt (s) 
X
s02S
pmt (s
0js; a)vmt+1(s0)  rmt (s; a) +M;8m 2M; s 2 S; (3.1c)
a 2 A; t 2 T ;
vmT+1(s)  rmT+1(s); 8m 2M; s 2 S; (3.1d)
t(ajs) 2 f0; 1g; 8a 2 A; s 2 S; t 2 T :
(3.1e)
Constraints (2.13b) and (2.13e) are used to encode a valid Markov deterministic policy.
Constraint (2.13c) is a logic-based constraint which uses \big-M"s to enforce the relation-
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ship between the value functions in each model and the policy, so long asM 2 R is selected
suciently large enough. Together, constraints (2.13c) and (2.13d) ensure that the value
functions in each model correspond to the policy encoded via the binary  variables. As
mentioned previously, the MMDP can be viewed as a two-stage stochastic integer program
with binary rst-stage decision variables, continuous second-stage decision variables, and
relatively complete random recourse. Given a xed policy, the MMDP reduces to evalu-
ation of jMj Markov chains. However, policy optimization for an MMDP is challenging
due to the coupling constraints that enforce the same policy is used in each model in the
MMDP.
3.4. Methods that leverage problem structure
In this section, we describe two methods that leverage special structure in the problem to
solve MMDPs. The rst is a B&C approach for solving the MMDP MIP which is in the
spirit of Benders decomposition. The B&C procedure follows from the view of the problem
as a two-stage stochastic program with binary rst-stage variables and continuous second-
stage variables. The second is a customized B&B approach which considers the problem
as jMj independent MDPs with coupling constraints on the policy. Later, in Section 3.5,
we compare these two methods to a generic branch-and-bound implementation using a
commercial solver for an example problem in the context of deciding when to repair a
deteriorating machine.
3.4.1. Branch-and-cut for the Multi-model Markov decision process
Our B&C approach uses a master problem that includes the binary policy variables and en-
forces constraints (3.1c) and (3.1d) via cutting planes that are generated from each model's
subproblem. We begin by describing the decomposition of (3.1) into the master problem
and subproblems, and then we describe a B&C algorithm that uses this decomposition
approach.
First, we describe the decomposition of (3.1) into a master problem and model-specic
subproblems. The value of a xed policy, , in a model m is determined by solving a linear
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program, which we refer to as Subproblemm():
max
v
X
s2S
m1 (s)v
m
1 (s) (3.2a)
s:t: vmt (s) 
X
s02S
pmt (s
0js; a)vmt+1(s0)  rmt (s; a) +M  Mt(s; a); 8s 2 S; a 2 A; t 2 T ;
(3.2b)
vmT+1(s)  rmT+1(s); 8s 2 S: (3.2c)
For constraints of the form (3.2b), we assign dual variables xmt (s; a) 2 R and for constraints
of the form (3.2c) we assign dual variables xmT+1(s) 2 R. Then, the dual of Subproblemm()
is:
min
x
X
s2S
X
a2A
X
t2T
 
rmt (s; a) +M(1  t(ajs)

xmt (s; a) +
X
s2S
rT+1(s)x
m
T+1(s) (3.3a)
s:t:
X
a2A
xm1 (s; a) = 
m
1 (s); 8s 2 S; (3.3b)X
a2A
xmt (s; a) 
X
s02S
X
a02A
pmt 1(sjs0; a)xmt 1(s0; a0) = 0; 8s 2 S; t 2 T ; (3.3c)
xT+1(s) 
X
s02S
X
a02A
pmT (sjs0; a0)xmT (s0; a0) = 0; 8s 2 S; (3.3d)
xmt (s; a)  0; 8s 2 S; a 2 A; t 2 T ;
(3.3e)
xmT+1(s)  0; 8s 2 S: (3.3f)
Given the policy, , (3.3) is easy to solve because the constraint corresponding to the
tuple (s; a; t) is binding if and only if t(ajs) = 1 so long as M is selected suciently
large enough to enforce the logical relationship between the value functions and the pol-
icy. Therefore, given a policy t(ajs), we have already identied an optimal basis for the
subproblems. Because the primal constraint corresponding to (s; a; t) is non-binding if
t(ajs) = 0, it follows from complementary slackness that t(ajs) = 0) xmt (s; a) = 0.
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Proposition 3.1. The following forward substitution gives an optimal solution to (3.3):
xm1 (s; a) =
8<:m1 (s) if 1(ajs) = 1;0 otherwise; 8s 2 S; a 2 A;
(3.4)
xmt (s; a) =
8<:
P
s02S
P
a02A p
m
t 1(sjs0; a0)xmt 1(s0; a0); if t(ajs) = 1;
0; otherwise;
(3.5)
8s 2 S; a 2 A; t 2 T n f1g; (3.6)
xmT+1(s) =
X
s02S
X
a02A
pT (sjs0; a0)xmT (s0; a0); 8s 2 S:
(3.7)
Proof. First, we show that x as dened in (3.4)-(3.7) is feasible for (3.3). The solution
generated by equation set (3.4)-(3.7) satises (3.3b) becauseX
a2A
xm1 (s; a) =
X
a2A
m1 (s)1(ajs) = m1 (s)
X
a2A
1(ajs) = m1 (s); 8s 2 S: (3.8)
The solution satises (3.3c) becauseX
a2A
xmt (s; a) =
X
a2A
X
s02S
X
a02A
pmt 1(sjs0; a0)xmt 1(s0; a0)t(ajs) (3.9)
=
X
a2A
t(ajs)
X
s02S
X
a02A
pmt 1(sjs0; a0)xmt 1(s0; a0) (3.10)
=
X
s02S
X
a02A
pmt 1(sjs0; a0)xmt 1(s0; a0);8s 2 S; t 2 T n f1g; (3.11)
and (3.3d) is satised by denition. The non-negativity constraints are also satised.
Next, we show that x as dened in (3.4)-(3.7) is optimal. Consider the following feasible
solution to Subproblem():
vmT+1(s) = r
m
T (s); 8s 2 S; (3.12)
vmt (s) =
8<:rmt (s; a) +
P
s02S p
m
t (s
0js; a)vmt+1(s) if t(ajs) = 1
0 otherwise.
; 8s 2 S; a 2 A; t 2 T :
(3.13)
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The solutions v and x are feasible for Subproblem() and its dual. For all (s; a; t) 2
S A T such that t(ajs) = 0, xmt (s; a) = 0, and for all (s; a; t) 2 S A T such that
t(ajs) = 1, vmt (s) 
P
s02S v
m
t+1(s)) = r
m
t (s; a) +M(1  t(ajs)) which implies
xmt (s; a)
 
vmt (s)  rmt (s; a) M +Mt(ajs) 
X
s02S
pt(s
0js; a)vmt+1(s)
!
= 0; 8s 2 S;
a 2 A; t 2 T ;
xmT+1(s)
 
vmT+1(s)  rmT+1(s)

= 0; 8s 2 S;
vm1 (s)
 X
a2A
xm1 (s; a)  m1 (s)
!
= 0; 8s 2 S;
vmt (s)
 
xmt (s; a) 
X
s02S
X
a02A
pt 1(sjs0; a0)xmt 1(s0; a0)
!
= 0; 8s 2 S;
t 2 T n f1g;
vmT+1(s)
 
xmT+1(s) 
X
s02S
X
a02A
pmT (sjs0; a0)xmT (s0; a0)
!
= 0; 8s 2 S:
Thus, by complementary slackness, v and x are optimal solutions for their respective
problems.
Corollary 3.1. (3.3) can be solved in O(T jSj2) time.
Proof. Computing the values in (3.4) can be completed in O(jSj) time. For a given state,
(3.6) can be completed in O(jSj) time because exactly one action is taken in each state.
Therefore, for a given decision epoch, the solution of (3.6) requires O(jSj2) time and
thus, the total time required for substitutions in (3.6) can be completed in O(T jSj2) time.
Equation set (3.7) also requires O(jSj2) time.
For an optimal policy  for a given subproblem, the dual solution has a corresponding
objective value of
zm :=
X
s2S
X
a2A
X
t2T
 
rmt (s; a) +M(1  t (ajs)

xmt (s; a) +
X
s2S
rT+1(s)x
m
T+1(s): (3.14)
Therefore, zm is a tight upper bound on the value that can be obtained by using the xed
policy  in model m. Further, the hyperplane in (3.14) can be used to bound the value
of other policies in model m.
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To this point, we have described how the subproblem can be solved quickly for a xed
value of the policy . We now describe the master problem (3.15) which is a MIP that uses
binary variables,  2 f0; 1gjSAT j, to encode the policy and continuous variables,  2 Rm,
to be used as surrogate variables for the value functions in each model. The master problem
incorporates optimality cuts generated from the subproblems corresponding to previously
investigated policies, k; k = 1; : : : ; K.
max
; 
X
m2M
mm
s:t:X
a2A
t(ajs) = 1; 8s 2 S; t 2 T ;
m 
X
(s;a;t)2SAT
xmk (s; a; t)
 
rmt (s; a) +M  Mt(ajs)
 8s 2 S; a 2 A;
+
X
s2S
rmT+1(s)x
m
k (s; T + 1); t 2 T ; k = 1; : : : ; K;
vmT+1(s)  rmT+1(s); 8s 2 S;
t(ajs) 2 f0; 1g; 8a 2 A; s 2 S; t 2 T
(3.15)
Algorithm 4 is a B&C algorithm for solving the MMDP that uses the decomposition
described above. The algorithm we present largely follows from the Integer L-Shaped
Method [38], but leverages the special structure of the subproblems to quickly generate
optimality cuts.
3.4.2. Branch-and-bound for the Multi-model Markov decision
process
In this section, we present a customized B&B framework that can be used to solve MMDPs.
We begin by introducing the general framework of the MMDP B&B procedure, and then
subsequently describe strategies for search, branching, and pruning within this framework.
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Algorithm 4: Branch-and-cut for MMDP
1 Initialize Set k := 0,  := 0. Let  be any feasible policy and z be the
corresponding weighted value
2 Select a pending node from the list; if none exists, stop.
3 Set  :=  + 1; Solve the current instance of problem (3.15).
4 if Current problem has no feasible solution then
5 Fathom the current node; Return to Step 2
6 else
7 Let ( ; ) be an optimal solution to the current problem.
8 end
9 if  < z then
10 Fathom the current node. Return to Step 2
11 end
12 if The current solution  violates an integer constraint then
13 Create two new pendant nodes; Return to Step 2
14 end
15 Use (3.4)-(3.7) to obtain the dual solution
xm(s; a; t) := x
m
t (s; a); x

m(s; T + 1) := x
m
T+1(s); 8m 2M
16 Let zm be the corresponding objective function value as in (3.14) and
z =
P
m2M mz

m
17 if z > z then
18 Update the incumbent to be ( ; z)
19 end
20 if   z then
21 Fathom the current node. Return to Step 2
22 else
23 For each model such that ( > z), add an optimality cut to (3.15):
m 
X
s2S
X
a2A
X
t2T
 
rmt (s; a) +M(1  t(ajs)

xm(s; a; t) +
X
s2S
rmT+1(s)x

m(s; T +1)
Set k = k + 1. Return to Step 3
24 end
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General Branch-and-bound framework
The B&B procedure is grounded in the idea that if we relax the requirement that each
of the jMj MDPs must have the same policy, the problem becomes easy to solve as it
involves solving jMj independent MDPs. Thus, at the beginning of the B&B procedure,
we completely relax the requirement at the root node that each of the jMj MDPs must
have the same policy, and solve each individual model via backward induction to obtain an
optimal policy for each model. Then, we sequentially add restrictions that the policies used
in certain (s; t)-pairs must be the same across the jMjMDPs. We refer to these restrictions
as partial policies because they specify the actions to be taken in some, but not necessarily
all, of the (s; t)-pairs. Given a partial policy, one solves each MDP independently, taking
the best action for each (s; t)-pair in that given model unless that (s; t)-pair's action has
already been xed in the partial policy.
The B&B procedure begins with an empty partial policy, meaning that none of the
(s; t)-pairs are xed to a specic action, and thus, each of the jMj MDPs can be solved
independently. For a given partial policy, ^, the corresponding relaxation of the MMDP is
solved. The solution of the relaxation will be described in more detail in Section 14. Solving
the relaxation provides an optimistic completion of the partial policy of a given node and
an upper bound on the weighted value objective that could be achieved by completing this
partial policy. The upper bound is compared to the value associated with the incumbent,
the best solution seen so far. If the upper bound is worse than the lower bound associated
with the incumbent, the node is pruned, meaning that none of its descendents in the tree
will be examined. If the model-specic optimal completions of the partial policy are the
same in each of the jMj MDPs then the policy is an implementable policy for the MMDP
and, if the corresponding weighted value is better than the incumbent, then the incumbent
solution is replaced with this policy and the node is pruned by optimality. If the partial
policy is not pruned, the node is added to the list of pending nodes. At each iteration a
pending node (i.e. partial policy) is selected for branching.
Proposition 3.2 (Worst-case running time of the B&B procedure). The worst-case run-
ning time of the B&B procedure is O(jMjTS2AST+1) where T = jT j, S = jSj, and A = jAj.
Proof. B&B algorithms have a worst-case running time of O(Ubd) where b is the branching
factor, d is the depth of the tree, and U is an upper bound on time required to solve
a subproblem [11]. The branching factor of the B&B tree described above is A and the
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Algorithm 5: Solve Relaxation(^i) for the MMDP
Data: Partial policy ^i
1 vmT+1(s) rmT+1(s); 8s 2 S;m 2M
2 t T
3 while t > 0 do
4 for (s;m) 2 S M do
5 if ^it(s) xed then
6 vmt (s) rmt (s; ^it(s)) +
P
s02S p
m
t (s
0js; ^it(s))vmt+1(s0)
7 else
8 vmt (s) maxa2A

rmt (s; a) +
P
s02S p
m
t (s
0js; a)vmt+1(s0)
	
9 m(s; t; ^i) arg maxa2A

rmt (s; a) +
P
s02S p
m
t (s
0js; a)vmt+1(s0)
	
10 end
11 end
12 end
13 vm(^i) Ps2S m1 (s)vm1 (s); 8m 2M
14 zi  Pm2M mvm(^i)
depth of the tree is ST . The worst-case running time to solve a subproblem is the time
required to solve M MDPs in the worst-case. The worst-case time to solve a single MDP
is O(TS2A) [56, p. 93].
Interestingly the worst-case running time grows linearly in the number of models con-
sidered and exponentially in the number of actions. This suggests that identifying actions
than cannot be optimal via an action elimination procedure [56, x6.7.2] or the presence of
special structure such as a monotone optimal policy [56, x6.11.2] could be used to reduce
computation time.
Search strategy
Standard options for the search strategy include breadth-rst search (BrFS), depth-rst
search (DFS), and best-rst search (BFS). In DFS, the unexplored partial policies are
explored in last-in-rst-out fashion, such that there is a priority placed on nding imple-
mentable policies. In this search strategy, the list of partial policies is maintained using a
stack structure wherein the algorithm explores the partial policy of the most recently child
node rst before generating any of its siblings. One advantage of this approach is that
often there are some value function estimates corresponding to a partial policy that can be
reused by the children of that partial policy. In other types of searches, the reusable value
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function estimates would need to be stored while awaiting selection of the node, however
in DFS this information can be removed from memory as soon as the policy is optimally
completed. There can be drawbacks to DFS. For example, DFS can lead to imbalanced
search trees in which some partial policies remain pending at small depths in the tree while
the algorithm is focused on completing other partial policies, which could lead to the B&B
procedure spending a lot of time completing poor policies before nding an optimal policy.
Another search strategy is BrFS which can be viewed as a rst-in-rst-out approach to
exploring partial policies, meaning that all children of a node are examined before any
grandchildren can be examined. In this case, the unexplored partial policies roughly have
the same number of (s; t)-pairs xed at each stage in the B&B procedure. However, there
are usually substantial memory requirements associated with BrFS because most children
nodes are not explored immediately after their parent nodes. Another search strategy is
the BFS which considers the partial policies that appear most promising. In this setting,
we use a best-bound approach which explores a partial policy ^ next if its corresponding
upper bound z^ is higher than all the other unexplored policies.
Branching strategy
At each iteration in which at least one pending node exists, the B&B algorithm selects an
(s; t)-pair to branch on to generate new subproblems. For the MMDP B&B procedure,
we focus on wide branching strategies which generate jA(s; t)j new partial policies to be
investigated upon branching on a pair (s; t), where each new subproblem corresponds to
xing t(s) to be each of the possible actions in A(s; t), the action set specic to this
(s; t) pair. There are several strategies for branching on (s; t)-pairs.
One such branching strategy is horizon-based branching. In this strategy, decisions for
branching are made on the basis of the decision epoch. That is, there is some ordering
of the (s; t)-pairs such that t < t0 implies something about the order in which t(s) and
t0(s
0) are xed for any states s and s0. One such approach is early-horizon branching in
which the decisions for epochs early in the planning horizon are xed rst. Early-horizon
branching may be desirable because this allows the branch-and-bound procedure to reuse
value function estimates from the wait-and-see problem wherein each of the jMj MDPs is
solved independently.
Another branching strategy is disagreement branching, which is in the vein of most
fractional branching in integer programming. The idea behind the disagreement branching
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strategy is to select the parts of the optimal completion of the partial policy found in the
relaxation, and select the (s; t)-pair for which there is the largest disagreement among
the models' optimal completion policies. For instance, one disagreement-based strategy is
to select the (s; t)-pair for which there is the largest number of actions suggested by the
dierent models.
Pruning strategy
A natural pruning procedure in this context is to eliminate partial policies based on their
corresponding upper bounds. If the upper bound on the weighted value corresponding to
the completion of partial policy ^ is lower than the weighted value associated with the
incumbent solution, then the B&B procedure no longer needs to consider partial policy ^
as there is no way to complete the policy such that it will be better than the incumbent.
We restrict our attention to this pruning strategy because the upper bound associated with
a partial policy is easily obtained by solving the relaxation via Algorithm 5. When the
partial policy is empty, this relaxation corresponds to solving the wait-and-see problem.
For any other partial policy such that some (s; t)-pairs have been xed, this procedure uses
backward induction to nd the optimal completion of the partial policy.
3.5. Case study: Machine maintenance
In this section, we consider a version of the machine maintenance problem similar to
that presented in Delage and Mannor to illustrate the solution of the MMDP using the
algorithms of the previous section. We consider the machine replacement problem with
6 states, 3 actions, and a uniform initial state distribution. States 1 to 6 represent the
quality of the machine, with 1 being the highest quality and 6 being the lowest. There are
3 actions: Do Nothing, Repair Option 1, and Repair Option 2. Repair Option 1 provides
lower improvement at lower cost and Repair Option 2 provides higher improvement at
the higher cost. Figure 3.1 illustrates the expected values of the transition probabilities
for actions \Do Nothing" (Action 0) and Repair Option 1 (Action 1). The transition
probabilities for Repair Option 2 are similar to Repair Option 1 but allow for the machine
to potentially improve two states in between epochs. Performing Repair Options 1 and
2 incur cost penalties of 5 and 8, respectively. We assume that the cost to operate the
machine is dependent on the quality of the machine and that when the machine reaches
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the age of 7, it will be replaced completely. The planning horizon consists of 6 decision
epochs, and we ignore the cost to replace the machine at time 7.
We consider the case in which the DM does not know the transition dynamics of the
machine exactly, but has multiple estimates of what these transition probabilities may
be. To generate instances of the transition probability estimates, we draw samples from a
Dirichlet distribution which is used to conduct probabilistic sensitivity analyses on Markov
chains [12]. The Dirichlet distribution used has parameters (p1; : : : ; pjSj) for each row of
the transition probability matrix where the base measure of the distribution, (p1; : : : ; pjSj),
corresponds to the mean values of the parameters of that row. The concentration parameter
 2 R is varied to consider the inuence of the variation in the estimates on the impact of
ambiguity. For low values of , the transition probability estimates have higher variation
in the transition probability estimates, while sampling from a Dirichlet distribution with
higher values of  produces samples that are more closely concentrated around the mean
values of the transition probabilities. To illustrate this, we show 100 samples of the Dirichlet
distribution for  = 0:5; 1; 10, and 20 in Figure 3.2. Note that we use the Dirichlet
distribution to study the impact of the variance in the rows of the transition matrices
among the models on the computational performance and the value of the MMDP solution;
we are not assuming that the DM has any prior information about the distribution of these
models.
We consider concentration parameters  2 f0:5; 1; 10; 20g and jMj 2 f10; 20; 30g. For
each of these combinations of  and jMj, we generate 20 instances of the corresponding
MMDP. For each instance, we sampled the rows for each state and action independently
from the corresponding Dirichlet distribution corresponding to that row. We assume the
transition probabilities were stationary. We also assume the rewards are stationary and
independent of the model.
To solve the machine repair problem, we implemented the extensive form of the MIP
formulation and the B&C procedure described in Algorithm 4 using the commercial solver
Gurobi Optimizer Version 8.0.1 in C++ using XCode. The optimality cuts were added as
lazy constraints within user callbacks whenever an integer feasible solution was found. We
implemented the extensive form using default settings in Gurobi, and used special ordered
set (SOS) Type 1 constraints for both the extensive form and B&C implementations. We
implemented the custom B&B procedure in C++ in Xcode using a priority queue data
structure to manage the search tree and a custom node class to manage the information
stored at each node in the tree. We specied an optimality gap of 0:01% for each of the
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1 2 3 10
.3 .3 .3
.8 .8 .8
.2 .2 .2 1.0
.6 .6 .6 .6
.7 .1 .1 .4
...
Do Nothing
Repair Option 1
Figure 3.1: An illustration of the machine maintenance problem with one repair
option. The states represent the quality of the machine. The dashed and solid
lines represent stochastic transitions among these states corresponding to the \Do
Nothing" action and the \Repair" action, respectively.
algorithms. For each solution method, we provided the solution from the approximation
algorithm described in Chapter 2 as a warm-start in Gurobi for the extensive form and
B&C, and as the incumbent for the B&B procedure.
All experiments were run using a single thread on a Macintosh MacBook Pro with 2.7
GHz CPUs and 16 GB of memory. A time limit of 300 seconds was enforced.
We compared the MMDP policy to the mean value policy which is determined by solv-
ing a single MDP obtained by averaging the estimates of the transition probabilities. We
report two standard metrics for measuring the impact of ambiguity in two-stage stochastic
programs: (1) the EVPI which measures the value of knowing the transition probabilities
precisely before selecting the policy and (2) the VSS which represents the improvement in
cost from considering each model of the MMDP rather than simply averaging the models
and solving a single MDP. We report EVPI as a relative improvement over the cost ob-
tained by the MMDP policy and we report the value of the MMDP policy as a relative
improvement over the mean value policy.
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(a) Do Nothing,  = 0:5 (b) Do Nothing,  = 1 (c) Do Nothing,  = 10 (d) Do Nothing,  = 20
(e) Repair,  = 0:5 (f) Repair,  = 1 (g) Repair,  = 10 (h) Repair,  = 20
Figure 3.2: Samples from the Dirichlet distributions used in the machine repair case
study. Each gure represents 100 samples from the Dirichlet distributions for the
corresponding action and concentration parameter, , that are used to generate the
models for the case study. The triangle represents the probability simplex dening
the transition probabilities from state s to s  1 (lower left corner of the triangle), s
(lower right corner) and s + 1 (top corner). The top row 3.2(a)-3.2(d) corresponds
to transitions for the action to \Do Nothing"; these probabilities were drawn from
a Dirichlet distribution with a mean (0; 0:2; 0:8). These gures represents samples
from the Dirichlet distribution with parameters (0; 0:2; 0:8) for  = 5; 10; 20 and
30, respectively. The bottom row 3.2(e)-3.2(h) corresponds to transitions for the
action to \Repair" with option 1; these probabilities were drawn from a Dirichlet
distribution with a mean (0:6; 0:1; 0:3). Each gure represents samples from the cor-
responding Dirichlet distribution with parameters (0:6; 0:1; 0:3) for  = 5; 10; 20
and 30, respectively.
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Table 3.1 summarizes the results of our experiments. First, we consider the inuence of
the concentration parameter, , and the number of models jMj on measures of ambiguity.
We observe VSS decreases signicantly as the concentration parameter, , increases and
as the number of models increases. As the concentration parameter increases, the variance
in the transition probabilities across the models decreases. This suggests that if the DM
has transition probability models that are closely concentrated around their mean, solving
the MVP may provide a policy that performs well across the models. However, when the
concentration parameter is higher, there is more ambiguity in the true dynamics of the
system. Thus, when there is high variation in the models of the MDP, the MMDP tends
to nd policies that perform well with respect to the various models relative to the solution
of a single MDP obtained by averaging the models' parameters. The EVPI is a measure
of ambiguity that could be interpreted as the expected regret in each model obtained by
implementing the MMDP policy instead of the optimal policy for that model. As with
VSS, we see that EVPI decreases as the variance among the models decreases. The impact
of the number of models on EVPI is less clear.
We also present the solution times and optimality gaps for the extensive form, B&C,
and B&B solution methods. The extensive form and B&C solution procedures solved 0 of
the 240 test instances, while B&B solved 235 of the 240 instances within the time limit.
Even in the worst-case, the custom B&B procedure performed very well with an optimality
gap of less than 7% in all problem instances. For the B&B procedure, we observe that, in
general, the average time to solve the MMDP increases as the number of models increases
and as the variance among the models increases. We see that solving the extensive form of
the MMDP directly outperforms the B&C procedure in terms of optimality gap after the
time limit.
3.6. Conclusions
In this chapter, we addressed the problem of solving large MMDPs. The MMDP has been
proposed as a method for designing policies that account for ambiguity in the input data
for MDPs, but the solution of MMDPs had been restricted to a small number of models.
Finding an optimal Markov deterministic policy for an MMDP is an NP-hard problem,
and the extensive form of the problem is a MIP that includes \big-M"s which weaken the
linear programming relaxation.
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We proposed two decomposition methods that leverage the problem structure to solve
the MMDP. The rst was a B&C algorithm in the vein of the Integer L-Shaped Method
for two-stage stochastic integer programming with binary rst-stage variables. The B&C
algorithm decomposed the extensive form of the MIP into a master problem involving the
binary variables used to encode the policy and jMj subproblems that evaluate a proposed
policy in each model of the MDP. Unfortunately, the extensive form relied on the notorious
\big-M"s to enforce logical constraints; the big-Ms led to weak optimality cuts to be added
within the B&C procedure. We also proposed a B&B procedure which does not require
big-Ms in the formulation. The B&B procedure begins by viewing the MMDP as jMj
independent MDPs. The algorithm began by allowing each model of the MDP to have its
own policy and sequentially added requirements that the decision rules for certain state-
time pairs must agree in each model.
We presented the rst numerical study of exact algorithms for MMDPs for realistic
problem instances. To do so, we generated random MMDP instances of a machine repair
problem to compare the computation time required to solve these problems using the exten-
sive form, the B&C procedure, and the B&B procedure. Our computational experiments
showed that the B&B solution method greatly outperforms the solution of the extensive
form directly and with a B&C method. The B&B solution methods outperform both the
extensive form and the B&C on all of our test cases. We conjecture that the big-M's in the
formulation give rise to a poor LP relaxation which cause the MIP-based methods to not
perform well. The B&B procedure was able to solve all but 5 of the 240 test instances to
within 0.01% of optimality, while the other solution procedures were unable to solve any of
the 240 instances to the same tolerance within the time limit. The worst-case optimality
gap across all instances was 6.86% for the B&B method, 30.29% for the solution of the
extensive form, and 34.33% for the B&C method. The average-case optimality gap across
all instances was 0.06% for the B&B method, 12.22% for the solution of the extensive
form, and 13.12% for the B&C method. In general, higher solution times for the B&B
procedure resulted when there was higher variance among the models and when there are
more models in the MMDP.
Our solution methods enabled us to investigate the impact of ambiguity on MDPs. For
the machine maintenance instances, we considered the impact of the concentration of the
transition probability models around their mean as well as the number of models used in
the MMDP on the value of the MMDP approach in terms of value relative to the MVP
and expected regret relative to each model's optimal policy. We found that the MMDP
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approach was most benecial when the DM has models that are quite dierent. When
the models are similar, the MVP served as a good approximation, but the B&B procedure
typically also solved the MMDP quickly in these cases.
Our study presented in this chapter has limitations. First, our B&C procedure does
not include logic-based optimality cuts which could potentially improve its performance.
However, our initial experiments with such cuts showed they do not provide signicant
enhancements to the B&C procedure. Second, in our computational experiments, we con-
sidered cases in which the rewards are the same in each model, however, there might
be some situations in which a DM may want to consider model-specic rewards. Third,
we reported the expected value of perfect information and the value of the MMDP for a
particular instance of a machine repair problem; these values may depend on this prob-
lem's particular transition probability and reward structure and not be representative of
all MDPs with ambiguity in the transition probabilities. Further, the transition probabil-
ities in our experiments are sampled row-wise independently, but there may be value to
investigating cases where ambiguity manifests itself through dependency across rows.
Our approach could be extended in several ways. First, we consider only nite-horizon
MMDPs, but our decomposition algorithms might be extended to the innite horizon
setting. For instance, the B&B method might be extended to innite-horizon MMDPs by
using linear programming, value iteration, or policy iteration to solve the relaxations at
each node in the B&B tree. It would be interesting to compare this approach to those
proposed in Buchholz and Scheftelowitsch [14]. Second, we could further investigate other
branching and node selection strategies to enhance the B&B procedure. Third, we do not
assume any structure on the original MDP or its optimal policy. However, if we were to
assume structure, such as monotonicity of the optimal policy, our algorithms might be able
to be modied to exploit this structure for computational gain.
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Chapter 4
Ambiguity-aware Multi-model Markov
decision processes
4.1. Introduction
The main objective of this chapter is to introduce other ambiguity-aware formulations of
the MMDP. As discussed in Chapter 2, the MMDP is a way to model ambiguity in MDPs
through a nite number of models of the MDP ambiguous parameters. In Chapters 2 and
3, we presented the WVP wherein the DM seeks to maximize the expected rewards with
respect to the dierent models:
max
2

E [v(; (m))]
	
; (4.1)
where
v(; (m)) = E;Pm;Rm
"
TX
t=1
rt(s; t(s)) + rT+1(s)
#
; (4.2)
and (m) = (Pm; Rm) represents a particular realization of the ambiguous transition prob-
abilities and rewards for model m 2M. Although, in general, the optimal policy for (4.1)
may be history-dependent, as in the previous chapters we restrict our attention to the class
of Markov deterministic (MD) policies.
The expectation in the objective (4.1) is appropriate for a DM who is risk-neutral to
ambiguity. However, there is considerable evidence that some DMs may be risk-averse
to the ambiguity which can aect decision-making [21]. For instance, Berger, Bleichrodt,
and Eeckhoudt [6] showed that patients are less likely to opt for treatment when there
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is ambiguity in terms of the eects of treatment. Therefore, it could be desirable to nd
a policy that oers more protection against the possible outcomes of the ambiguity and
help guide DMs who exhibit some degree of ambiguity aversion. To do so, we can con-
sider other ambiguity-aware formulations of the MMDP which reect preferences beyond
risk neutrality. Some alternative approaches to addressing risk include maximizing the
worst-case (max-min), minimizing the maximum regret (min-max-regret), and percentile
optimization (PercOpt). In the max-min approach, the DM seeks to nd a policy that will
maximize the expected rewards in the worst-case realization of the ambiguity, i.e.,
max
2
min
m2M
v(; (m)) (4.3)
The min-max-regret criterion considers the performance relative to the best possible
performance in that model. The regret for policy  in model m, `(;m) is the dierence
between the optimal value in model m and the value achieved by policy  in model m:
`(;m) = max
2
v(; (m))  v(; (m)) (4.4)
The min-max-regret criterion then seeks to nd the policy  2  that minimizes the
maximum regret:
min
2
max
m2M
`(;m) (4.5)
In the PercOpt approach, the DM selects a level of condence  2 [0; 1], and wants to
maximize the -percentile of the value in the models, z:
max
z2R;2
z s.t. P (v(; (m))  z)  1  : (4.6)
As before, we consider these preferences in the context of a nite-horizon, nite-state,
nite-action, non-adaptive MMDPs. We show that the methods we described earlier in this
thesis are easily modied to capture these other preferences towards ambiguity. However,
the formulations described above are all NP-hard so we compare to two well-known for-
mulations that can be solved in polynomial time. The rst is the MVP-MMDP discussed
in previous chapters, wherein all ambiguous parameters take on their mean values. The
MVP-MMDP formulation can be solved using the standard backward recursion method
[56]. The second is a formulation of the MMDP that satises the commonly employed (s; a)-
rectangularity assumption. To ensure that the assumption is met, we project the MMDP's
91
MMDP Formulation Objective Function Description
MVP-MMDP max2MD

v(;E[(m)])
	
Maximizes the value
in the MVP
WVP-MMDP max2MD

E; [v(; (m))]
	
Maximizes the weighted
value among models
Min-max-MMDP max2MD minm2M v(; (m)) Maximize the worst-case
value among all models
Max-min-regret-MMDP min2MD maxm2M `(;m) Minimize the maximum
regret among all models
PercOpt-MMDP max2MD;z2R z s.t. Maximize value z s.t.
P (v(; (m))  z)  1  : less that  chance that
v(; (m)) < z
(s; a)-rect-MMDP max2MD minP2P EP [v()] Maximize the worst-case
P = s2S;a2A;t2TPt(s; a) in the (s; a)-rectangular
nite scenario model
Table 4.1: A summary of the formulations of the MMDP considered.
parameters onto an (s; a)-rectangular ambiguity set. The (s; a)-rectangular MMDP (here-
after, (s; a)-rect-MMDP) was rst proposed in Nilim and El Ghaoui [52] under the name
of a nite scenario model and is easily solved using a backward recursion approach. We
summarize the formulations considered in Table 4.1.
In this chapter, we present formulations of the MMDP that would be suitable to a
DM whose ambiguity aversion can be represented by the models described above. The
weighted value, max-min, min-max-regret, and PercOpt formulations of the MMDPs are
all NP-hard [18, 40]. In Section 4.3 we summarize the existing MIP formulations for each
objective function. We show that with modications to our B&B solution method described
in Chapter 3 we can exploit similar special structure of these new MMDP formulations
for computational gain. In Section 4.4, we compare these ambiguity-aware formulations in
two case studies. The rst is a study of machine maintenance with ambiguity in the model
of deterioration and the second is CVD management with ambiguity in how TC and HDL
progress over time. We discuss the implications of our ndings for decision-making under
ambiguity in MDPs. We nish with a summary of our analysis and the most important
ndings in Section 4.5.
92
4.2. Background
Thus far, we have addressed ambiguity in an MDP by using the MMDP which allows for
multiple models of the parameters to be incorporated into the optimization process. In
Chapters 2 and 3, we have compared policies for the MMDP on the basis of the weighted
value objective function. The WVP can be viewed as maximizing an expectation over
the models in which the likelihood of a model corresponds to its weight (which may be
viewed as maximizing the subjective expected utility [61]). The expectation in the objective
function which is aligned with the view that the DM is risk-neutral to ambiguity in the
MDP. However, some DMs might be risk-averse to ambiguity in the MDP.
Risk-aversion has been the standard paradigm for this early work on MDPs with am-
biguity in the parameters. Much of the early work for MDPs has focused on determining
the max-min policy when imprecise transition probabilities are allowed to vary within an
ambiguity set [7]. Early work described the ambiguity sets using a polytope and sought
to nd policies that maximize the worst-case performance for MDPs whose parameters
lie in these sets [60, 73], although these models tended to be computationally expensive.
Givan, Leach, and Dean [25] described solution methods for the bounded-parameter MDP
which is a special case of the earlier descriptions of MDPs with imprecise parameters. In
the bounded-parameter MDP, the DM considers interval value functions representing the
optimistic and pessimistic value functions for a given policy over the set of MDPs whose
parameters lie within the bounds. Others extended this work to consider a multi-objective
approach [62] when there are m sets of upper and lower bounds on the transition matrices.
After that, more recent work in this area has taken on a robust optimization perspective
wherein the ambiguous parameters of the MDP are allowed to vary within an ambiguity
set. It has been shown that if the ambiguity set has the (s; a)-rectangularity property, these
models are solved eciently using a modication to standard solution methods [35, 36, 52].
However, there has been some concern that the resulting policies are overly conservative,
i.e., the formulation focuses on the worst possible outcome wherein all of the random vari-
ables take on their worst-case values simultaneously which is an infrequent event in most
practical situations; thus, a stream of literature has followed that with the aim of limiting
the conservativeness of the policy. One area of research has been to construct tractable
variations of the rectangular ambiguity set in a max-min framework [30, 45, 74, 80]. Others
have modied formulation to consider regret or otherwise alter the objective to obtain a
policy that accounts for ambiguity without being overly conservative [1, 24, 79]. Others
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Objective for MMDP
Complexity
Reduction
( = MD)
WVP-MMDP NP-hard 3-CNF-SAT [40, 70]
Max-min-MMDP NP-hard 3-CNF-SAT [40]
Min-max-regret-MMDP NP-hard 3-CNF-SAT [40]
PercOpt-MMDP NP-hard 3-SAT [18]
(s; a)-rect MMDP Polynomial [52]
Table 4.2: A summary of the complexity results related to ambiguity-aware MMDPs
still have handled ambiguous parameters by assuming some distributional information on
the ambiguous parameters and modifying the objective function in the max-min function
[18, 41, 78].
In contrast to the work described above which considers a continuous set of transition
kernels, this thesis has treated ambiguity in MDP by creating multiple discrete plausible
models of the MDP. We term these models, although can be thought of as analogous to
nite scenarios in stochastic programming. The interpretation of the models as scenarios
promotes the view of the weights in the MMDP as the likelihood of the corresponding
model and the WVP as the problem of maximizing an expectation over the set of models.
In this chapter, we extend the formulation of the MMDP to consider other preferences
towards ambiguity in the MDP's parameters.
We now summarize the most closely related work in the literature, especially other
recent formulations of MDPs that incorporate parameter ambiguity through a nite set
of models. A nite scenario model was considered in Nilim and El Ghaoui [52] under
the assumption that the models would satisfy the (s; a) rectangularity property which is
computationally attractive. Le Tallec [40] considered nite scenarios in an MMDP without
the (s; a)-rectangularity assumption but their analysis focused on the complexity of MDPs
problems with ambiguous transition probabilities. The authors showed that the max-min,
min-max-regret, and weighted value cases for non-adaptive MMDPs are all NP-complete
in general. Delage and Mannor [18] considered a nite number of models in their proof
that percentile optimization is NP-hard in general and then focused on methods for solving
the model under row-wise independence assumptions. Despite these eariler works, eorts
to solve these problems have largely been left untouched until only recently. Ahmed et al.
[1] described the min-max-regret-MMDP. They show that, in general, the optimal policy
for this problem may be randomized, but also present a MIP formulation that can be
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Objective for MMDP Finite Horizon Innite Horizon
WVP-MMDP MIP [Ch. 2], B&C, B&B [Ch. 3] MIP [14]
Max-min-MMDP MIP, B&B [Ch. 4]
Min-max-regret-MMDP MIP [1], B&B [Ch. 4]
PercOpt-MMDP MIP, B&C [49], B&B [Ch. 4]
(s; a)-rect MMDP
Modied Backwards Modied Bellman
Recursion [52] Recursion [52]
Table 4.3: A summary of the solution methods used to solve ambiguity-aware
MMDPs. If there is no known solution method for this case, we leave the cell
empty.
used to solve the problem for the class of Markov deterministic policies. We propose a
modication to the B&B algorithm presented in Chapter 3 which could be used to solve
this formulation of the MMDP. We also consider a PercOpt approach for a nite number
of models. Concurrently with Merakli [49], we considered this problem in the setting where
the models are treated random variables with nite support and probabilities corresponding
to their weights. In this setting, we seek to maximize the -quantile. Merakli [49] provide
a MIP formulation as well as a corresponding B&C scheme similar to the one proposed
for the WVP in Chapter 3. For the PercOpt MMDP, also provide a modication to the
B&B solution method. A summary of the complexity results for these problems is given
in 4.2, and a summary of the existing solution methods for solving these MMDPs is given
in Table 4.3.
As we presented in Chapter 2, the WVP of a non-adaptive MMDP can be viewed as a
two-stage stochastic integer program. In the classical two-stage stochastic program, the
second-stage rewards depend on the scenario and are uncertain at the time the DM se-
lects rst-stage decisions. The classical objective function is to maximize an objective
function which a rst-stage reward function component and an expected second-stage re-
ward component [9]. The expectation serves as a risk-mapping from the random variable
representing the second-stage rewards to a scalar which can be used to compare decisions.
The expectation risk-mapping reects a risk-neutral approach to ambiguity, but other risk-
mappings have been proposed as a way to reect other preferences for the ambiguity that
arises due to the lack of knowledge around model parameters. Others have proposed alter-
native risk mappings in the two-stage stochastic integer programming setting and provided
corresponding decomposition methods for solving them which could presumably be used to
solve the MIP formulations of the MMDPs with alternative risk preferences [19, 43]. How-
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ever, we consider the study of possible decomposition methods for the MIP formulations
to be beyond the scope of this chapter.
In this chapter, we make the following novel contributions. We summarize the existing
formulations of ambiguity-aware MMDPs and their computational complexity. We show
that these formulations can all be solved in a common algorithmic framework which lever-
ages the special decomposable nature of MMDPs discussed in Chapter 3. We provide a
computational study of these formulations for nite-horizon MMDPs for case studies in-
volving medical decision making and machine repair, similar to the examples of Chapters
2 and 3. Finally, we compare the optimal solutions to the ambiguity-aware MMDPs for-
mulations with a formulation that satises the commonly employed (s; a)-rectangularity
property.
4.3. Solution methods
In this section, we describe solution methods that can be used to solve the ambiguity-aware
formulations of the MMDPs. For those formulations with existing MIP formulations, we
still provide the formulation here in our notation for completeness. These formulations
can easily be provided to a standard commercial solver; however, the presence of binary
decision variables and big-Ms is likely to limit the solutions via commercial solvers to
very small instances, as shown for the WVP-MMDP in Chapter 3. Therefore, for each
formulation, we also provide a modication to the B&B algorithm presented in Chapter 3
which leverages the separable structure of MMDPs.
4.3.1. Max-min-MMDP
The max-min MMDP as presented in (4.3) can be formulated as the following MIP:
max
; v; w
w (4.7a)
s:t:
X
a2A
t(ajs) = 1; 8s 2 S; t 2 T ; (4.7b)
Mt(ajs) + vmt (s) 
X
s02S
pmt (s
0js; a)vmt+1(s0)  rmt (s; a) +M; (4.7c)
8m 2M; s 2 S; a 2 A; t 2 T ;
vmT+1(s)  rmT+1(s);8m 2M; s 2 S; (4.7d)
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w  
X
s2S
m1 (s)v
m
1 (s)  0; 8m 2M; (4.7e)
t(ajs) 2 f0; 1g; 8a 2 A; s 2 S; t 2 T ;
(4.7f)
vmt (s) 2 R; 8m 2M; s 2 S; t 2 T ;
(4.7g)
w 2 R: (4.7h)
The formulation in (4.7) represents the policy through the binary variables  and the value
functions for each model, state, and decision epoch through the continuous variables v. The
continuous variable w represents the worst-case model value and takes on the appropriate
value due to constraint (4.7e).
However, rather than solving the MIP directly, one can solve the problem using a mod-
ication of the B&B algorithm described in Chapter 3. To do so, one needs to modify the
bounding approach to reect the best possible worst-case model value that comes from
completing a partial policy. The upper bound on the worst-case value is determined by
selecting the value for the model with the smallest upper bound found by solving the re-
laxation. That is, Step 14 in Algorithm 5 (presented in Chapter 3), should be modied
to
zi  min
m2M
vm(^i) (4.8)
to reect the appropriate upper bound.
4.3.2. Min-max-regret-MMDP
We now present a MIP formulation to solve the min-max-regret MMDP as in (4.5). Ahmed
et al. propose an equivalent formulation to the one below. We present the MIP formulation
using the notation of this thesis for convenience:
min
; v; w; v
w (4.9a)
s:t:
X
a2A
t(ajs) = 1; 8s 2 S; t 2 T ; (4.9b)
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Mt(ajs) + vmt (s) 
X
s02S
pmt (s
0js; a)vmt+1(s0)  rmt (s; a) +M; (4.9c)
8m 2M; s 2 S;
a 2 A; t 2 T ;
vmT+1(s)  rmT+1(s);8m 2M; s 2 S; (4.9d)
vmt (s) 
X
s02S
pmt (s
0js; a)vmt+1(s0)  rmt (s; a); (4.9e)
8m 2M; s 2 S;
a 2 A; t 2 T ;
vmT+1(s)  rmT+1(s);8m 2M; s 2 S; (4.9f)X
s2S
m1 (s)v
m
1 (s) 
X
s2S
m1 (s)v
m
1 (s)  w  0; 8m 2M; (4.9g)
t(ajs) 2 f0; 1g; 8a 2 A; s 2 S; t 2 T ;
(4.9h)
vmt (s); v
m
t (s) 2 R; 8m 2M; s 2 S; t 2 T ;
(4.9i)
w 2 R: (4.9j)
In the MIP formulation above, we dene  2 f0; 1gjSjjAjjT j and v 2 RjMjjSjjAjjT j
as above representing the policy and value function variables of the MMDP, respectively.
In the min-max-regret formulation, we introduce continuous variables v to represent the
optimal value functions for each model. Notices that these continuous variables are in-
dependent of the policy variables . The constraints in (4.9e) and (4.9f) ensure that the
variables vm take on the optimal value functions corresponding to model m 2M. We also
introduce a continuous variable w to represent the worst-case regret among all of the mod-
els. Constraints (4.9g) serve as epigraph constraints ensuring that w will take on the value
of the largest regret among all of the models. To minimize the value of w, the variables vm
will attempt to take on values as close to their vm counterparts, so long as the constraints
in (4.9c) and (4.9d), which enforce that these value functions correspond to policy , are
satised.
Rather than solving the MIP directly, the B&B algorithm described in Chapter 3 can
be modied to apply to this problem. To do so, the B&B requires a modication to
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reect that this is a minimization problem. Further, one needs to modify the bounding
approach to reect the best possible worst-case model regret that comes from completing
a partial policy. The bound is easily found after solving the relaxation, which is done in
the same manner as before. However, at a given node, the lower bound needs to reect
the worst-case regret by determining which model's value in the relaxation is furthest from
the corresponding model's optimal value. To reect this modication to the lower bound,
Step 14 in Algorithm 5 (presented in Chapter 3), should be modied to
zi  min
m2M

max
2
fv(; (m))g   vm(^i)

(4.10)
Then, one can remove nodes from consideration in the B&B procedure by pruning any node
whose lower bound is greater than the incumbent solution in the minimization problem.
4.3.3. PercOpt-MMDP
In the following MIP formulation, we dene  and v as above representing the policy and
value function variables, respectively. In the PercOpt formulation, we introduce binary
variables ym for each model which take on a value of 1 if the value in model m is at least
z and zero otherwise. Constraint (4.11e) ensures that all models with values greater than
or equal to z will have corresponding ym variables equal to 1 and all models with a value
less than z will have a ym value of 0. Constraint (4.11f) ensures that there is no more than
 chance that the models have values less than z.
max
; v; y; z
z (4.11a)
s:t:
X
a2A
t(ajs) = 1; 8s 2 S; t 2 T ; (4.11b)
Mt(ajs) + vmt (s) 
X
s02S
pmt (s
0js; a)vmt+1(s0)  rmt (s; a) +M; (4.11c)
8m 2M; s 2 S;
a 2 A; t 2 T ;
vmT+1(s)  rmT+1(s);8m 2M; s 2 S; (4.11d)
z +Mym  
X
s2S
m1 (s)v
m
1 (s) M; 8m 2M; s 2 S; (4.11e)
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X
m2M
mym  1   8m 2M; (4.11f)
t(ajs) 2 f0; 1g; 8a 2 A; s 2 S; t 2 T ;
(4.11g)
ym 2 f0; 1g; 8m 2M; (4.11h)
vmt (s) 2 R; 8m 2M; s 2 S; t 2 T ;
(4.11i)
z 2 R: (4.11j)
Similar to the cases above, rather than solving the MIP directly, one can solve the
problem using a modication of the B&B algorithm described in Chapter 3. To do so, the
upper bound on the -percentile is determined by selecting the value for the model with the
smallest upper bound found by solving the relaxation. Step 14 in Algorithm 5 (presented
in Chapter 3) should be modied to reect the appropriate upper bound. The upper bound
zi is easily found by sorting the models in increasing order by the value functions vm(^i)
to obtain an order statistic m(1); : : : ;m(jMj). Then, one can select zi to be vm(x) (^i) where
x is the smallest value such that
Pm(x 1)
m=m(1)
m  .
4.3.4. (s,a)-rect-MMDP
We compare the solution of the formulations of the MMDP to the (s; a)-rectangular nite
scenario model described in Nilim and El Ghaoui [52]. This model imposes the rectangu-
larity assumption which has been popular in past work, in part because it imposes inde-
pendence between rows of the transition probability matrix, making the resulting problem
solvable in polynomial time. To construct the (s; a)-rect-MMDP, we project the param-
eters in the MMDP onto an (s; a)-rectangular ambiguity set. The projection is done by
constructing a ambiguity set that is independently constructed for each (s; t; a)-tuple for
(s; t; a) 2 S  T A:
P = s2S;a2A;t2TPt(s; a)
and
R = s2S;a2A;t2TRt(s; a)
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Figure 4.1: An illustration of how an MMDP would be projected on an (s; a)-
rectangular ambiguity set. Suppose that in the MMDP, the DM knows that the
transition probability row for (s; a) is the same at time t1 and t2, but is unsure of
its precise value. A MMDP representation of this ambiguity would be to specify
two possible values: p1t (js; a) and p2t (js; a). This is illustrated in the gure: the grey
dots would represent p1t (js; a) and the black dots would represent p2t (js; a). Under
the (s; a)-rectangular ambiguity set model, there is an adversary that is able able to
pick either p1t1(js; a) or p2t1(js; a) at time t1 and either p1t2(js; a) and p2t1(js; a) at time t2.
with
Rt(s; a) =

r1t (s; a); r
2
t (s; a); : : : ; r
jMj
t (s; a)
	
;8s 2 S; t 2 T ; a 2 A;
and
Pt(s; a) =

p1t (js; a); p2t (js; a); : : : ; pjMjt (js; a)
	
;8s 2 S; t 2 T ; a 2 A:
The resulting ambiguity set is discrete and (s; a)-rectangular. The goal of the DM is then
to solve the robust MDP formulation:
max
2
min
P2P;R2R
E;P;R
"
TX
t=1
rt(s; t(s)) + rT+1(s)
#
; (4.12)
Figure 4.1 illustrates the projection of MMDP parameters onto a (s; a)-rectangular ambi-
guity set. Algorithm 6 describes how to solve (4.12) in polynomial time.
4.4. Case studies
In this section, we provide two case studies to analyze the impact of ambiguity on decision-
making and how a DM's preference may inuence the best course of action. The rst is an
MMDP used to optimize repairs in a machine maintenance setting where the DM makes
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Algorithm 6: Modied backwards recursion as in Nilim and El Ghaoui [52] to solve
the (s; a)-rect-MMDP
Data: MMDP
Result: The policy WC = (WC1 ; : : : ; 
WC
T ) 2 MD
1 Let vWCT+1(sT+1) = minm2MfrmT+1(sT+1)g
2 t T
3 while t  1 do
4 for Every state st 2 S do
5
WCt (st) arg max
at2A
n
min
m2M

rmt (st; at) +
X
st+12S
pmt (st+1jst; at)v^WCt+1 (st+1)
o
(4.13)
vWCt (st) = max
at2A
n
min
m2M

rmt (st; at) +
X
st+12S
pmt (st+1jst; at)v^WCt+1 (st+1)
o
(4.14)
6 end
7 t t  1
8 end
many recurring decisions over time. The second considers the optimal timing of statin ther-
apy for the prevention of CVD. In this setting, the initiation and intensication of statins
are considered irreversible decisions, as is consistent with the clinical recommendations for
those medications [68].
In each case study, we use the alternative formulations of the MMDP described in Section
4.1 to address ambiguity that arises in the transition dynamics of the MDP. We solve each
formulation using the modied B&B algorithms described in Section 4.3, or their backward
recursion algorithm when appropriate. Then, we compare the resulting policies in terms
of their performance with respect to each of the models, as well as their performance with
respect to the other risk-preferences towards ambiguity.
4.4.1. Case study: Machine maintenance
In this section, we consider the machine maintenance problem that we described in Chapter
3 to compare the ambiguity-aware formulations of the MMDP. For the ease of reading, we
briey restate the problem below, and we describe our ndings afterward.
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MMDP formulation
We consider the machine maintenance problem with 6 states, 3 actions, and a uniform
initial state distribution. States 0 to 5 represent the quality of the machine, with 0 being
the highest quality and 5 being the lowest. There are 3 actions: Do Nothing, Repair Option
1, and Repair Option 2. Repair Option 1 provides lower improvement at lower cost and
Repair Option 2 provides higher improvement at the higher cost. Figure 3.1 illustrates the
expected values of the transition probabilities for actions Do Nothing (Action 0) and Repair
Option 1 (Action 1). The transition probabilities for Repair Option 2 are similar to Repair
Option 1 but allow for the machine to potentially improve two states in between epochs.
Performing Repair Options 1 and 2 incur cost penalties of 5 and 8, respectively. We assume
that the cost to operate the machine is dependent on the quality of the machine and that
when the machine reaches the age of 7, it will be replaced completely. The planning horizon
consists of 6 decision epochs, and we ignore the cost to replace the machine at time 7.
Model generation We construct an MMDP by sampling transition matrices from a
Dirichlet distribution. The Dirichlet distribution used has parameters (p1; : : : ; pjSj) for
each row of the transition probability matrix where the base measure of the distribution,
(p1; : : : ; pjSj), corresponds to the mean values of the parameters of that row. We use the
same mean value parameters as in Chapter 3. In this chapter, we consider three MMDP in-
stances of this problem, each with jMj = 100. The rst is an instance where the transition
probabilities are sampled from a Dirichlet distribution with a concentration parameter of
 = 10. In this MMDP, the parameters of each model are not closely concentrated around
the parameters describing the MVP. The second and third are instances in which the con-
centration parameter of the Dirichlet distribution is  = 20 and 100, respectively. For
these instances, the models' parameters are more closely concentrated around the MVP's
parameters. These distributions are illustrated in Figure 4.2. We have selected these in-
stances to illustrate how ambiguity and the DM's preferences towards this ambiguity may
or may not inuence the best course of action. Figure 4.2 illustrates these distributions.
Experiments We solved the MMDPs described above using the modied B&B algorithms
and the (s; a)-rectangular projection using Algorithm 6 for the 3 values of the concentration
parameter. For each MMDP formulation, we solved to within an optimality gap of 2%. We
solved all instances and reported their gaps after 300 seconds. All instances were solved
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on a Macintosh MacBook Pro with a 2.7 GHz CPUs and 16 GB of memory using the
B&B algorithm implemented in C++ using Xcode Version 10.0. For the problem instance
where  = 100, all MMDP formulations were solved in less than 0.01 CPU seconds, except
the min-max-regret-MMDP which did not nd a better incumbent solution and nished
with a gap of 5.7%. For the problem instance with  = 20, the MVP-,(s; a)-rect, WVP-
MMDP were all solved in under 3 seconds. The max-min-MMDP took 15.0 seconds and the
PercOpt-MMDP and min-max-regret-MMDP were unable to be solved in the time limit,
nishing with gaps of 2:2% and 40:4%, respectively. For  = 10, the MMDP formulations
took the most time to solve. After 300 seconds, the following formulations had these
respective gaps: WVP-MMDP: 2:4%, max-min-MMDP: 10:6%, min-max-regret-MMDP:
50:7%, and PercOpt: 6:2%. It appears that higher variance in the MMDP's parameters
leads to weaker upper bounds and degrades the performance of the B&B algorithms. In
the results to follow we present the results for instances that were eventually solved while
noting there is some bias to presenting results for this subset of \solvable" model instances.
Results
Policy comparisons We now describe the results of our experiments. First, we com-
pare each of the policies obtained solving the alternative formulation of the MMDP and
evaluating those policies in each model of the MMDP.
Figures 4.3, 4.4, and 4.5 illustrate the policies recommended for each of the formulations
of the MMDP for dierent values for concentration parameters values  = 10; 20; and
100, respectively. First, consider Figure 4.3 which illustrates the policies for the instance
when there is the highest amount of dispersion of the models' parameters ( = 10). Figure
4.3(a) illustrates a \heatmap" of the wait-and-see policies. The darkest parts of the gure
illustrate states and decision epochs for which all of the models agree that the machine
does not undergo a repair. The lightest portion represents the states and decision epochs
for which all models agree that the machine should undergo the most extreme repair. The
gradient of colors in between represents the amount of disagreement among the wait-and-
see policies with lighter colors suggesting more of the policies recommend a repair in this
state and decision epoch while darker colors suggest more of the policies recommend the
machine forgoes a repair at the state and decision epoch. Figures 4.3(b)-4.3(e) illustrate
the MMDP policies. The MVP- and WVP-MMDPs provide the same solution, so for this
instance the VSS=0. We observe that these policies recommend major repairs for machines
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(a) Do Nothing,  = 10 (b) Do Nothing,  = 20 (c) Do Nothing,  = 100
(d) Repair,  = 10 (e) Repair,  = 20 (f) Repair,  = 100
Figure 4.2: Samples from the Dirichlet distributions used in the machine repair case
study. Each gure represents 100 samples from the Dirichlet distributions for the
corresponding action and concentration parameter, , that are used to generate the
models for the case study. The triangle represents the probability simplex dening
the transition probabilities from state s to s   1 (lower left corner of the triangle),
s (lower right corner) and s+ 1 (top corner). The top row 4.2(a)-4.2(c) corresponds
to transitions for the action to \Do Nothing"; these probabilities were drawn from
a Dirichlet distribution with a mean (0; 0:2; 0:8). These gures represents samples
from the Dirichlet distribution with parameters (0; 0:2; 0:8) for  = 10; 20 and 100,
respectively. The bottom row 4.2(d)-4.2(f) corresponds to transitions for the ac-
tion to \Repair" with option 1; these probabilities were drawn from a Dirichlet
distribution with a mean (0:6; 0:1; 0:3). Each gure represents samples from the cor-
responding Dirichlet distribution with parameters (0:6; 0:1; 0:3) for  = 10; 20 and
100, respectively.
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(a) Heatmap of wait-and-see (b) The MVP-MMDP policy (c) The WVP-MMDP policy
(d) The max-min-MMDP policy (e) The (s; a)-rect-MMDP policy
Figure 4.3: An illustration of the ambiguity-aware MMDP policies for the various
formulations of the machine maintenance MMDP when the models are generated
from a Dirichlet distribution with a concentration parameter of  = 10. The lightest
color corresponds to a major repair, the darkest action corresponds to doing nothing.
106
(a) Heatmap of wait-and-see (b) The MVP-MMDP policy (c) The WVP-MMDP policy
(d) The max-min-MMDP policy (e) The (s; a)-rect-MMDP policy
Figure 4.4: An illustration of the ambiguity-aware MMDP policies for the various
formulations of the machine maintenance MMDP when the models are generated
from a Dirichlet distribution with a concentration parameter of  = 20. The lightest
color corresponds to a major repair, the darkest action corresponds to doing nothing.
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(a) Heatmap of wait-and-see (b) The MVP-MMDP policy (c) The WVP-MMDP policy
(d) The max-min-MMDP policy (e) The (s; a)-rect-MMDP policy
Figure 4.5: An illustration of the ambiguity-aware MMDP policies for the various
formulations of the machine maintenance MMDP when the models are generated
from a Dirichlet distribution with a concentration parameter of  = 100. The lightest
color corresponds to a major repair, the darkest action corresponds to doing nothing.
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at the beginning of the horizon. However, older machines and machines that are in better
quality states should forgo repairs. The max-min-MMDP and the (s; a)-rect-MMDP are
presented in Figure 4.3(d) and 4.3(e), respectively. The max-min-MMDP has a similar
trend of recommending newer machines in worse quality states for repair and forgoing
maintenance for the best quality machines and those that are older. However, this policy
is more aggressive in terms of repairs in the middle of the horizon. The (s; a)-rect-MMDP
has similar trends as before for machines that are in good quality. However, for the worse
quality states, the (s; a)-rect-MMDP is less aggressive in terms of repairs. One possible
explanation for this is that the DM is accounting for a case where the deterioration of
machines in the worst quality states is so rapid that the repairs are not worth the cost.
Now consider Figure 4.4 which considers a case with less dispersion. We observe that the
MVP and WVP agree again. In this instance, the max-min-MMDP agrees on which states
to forgo repairs but diers in some aspects as far at what machine quality states should
undergo major repairs and when. The (s; a)-rect-MMDP agrees with the MVP solution in
terms of a maintenance plan in the beginning of the planning horizon, but tends to forgo
repairs for older machines.
Finally, consider Figure 4.5 which illustrates the case with the least dispersion of the
models' parameters. In Figure 4.5(a), we observe that there is less disagreement among
the wait-and-see policies. Most models agree that repairs should be done for machines
that are in poor quality at the beginning of the planning horizon, but there is still some
disagreement as far as the repairs for states 1 and at decision epoch 4. We observe that
again the MVP and WVP are unchanged from the MVP and WVP for  = 10 and  = 20.
In this instance, these policies are the same as the max-min-MMDP model policy. The
(s; a)-rect-MMDP policy diers only it its recommendation for quality state 5 in decision
epoch 4.
In summary, a higher variance in the models' transition probabilities results in more
variation in the recommendations resulting from these models. However, we nd that the
WVP-MMDP and the MVP-MMDP tend to recommend the same course of action. We
will illustrate the performance of these policies in the following section.
Value function comparisons Figures 4.6 shows the distributions of the value function
based on the 100 models used in the various MDP formulations for the dierent levels
of dispersion (as measured by the concentration parameter ) and the dierent MMDP
policies. The distributions of the value function are illustrated via their cumulative dis-
109
tribution function (CDF) where each model is considered to be equally likely. We also
present the results in terms of the distribution of regret as illustrated by the CDF.
First, consider Figure 4.6(a) which shows the CDF of the value function in the MMDP
with a high dispersion among the models parameters ( = 10). The \wait-and-see" line
represents the distribution of the optimal value functions for each model and serves as an
upper bound on the achievable value function distribution. The max-min-MMDP policy
does fare better in terms of the worst-case model with a cost of 26:9 and does perform
better than the WVP-policy in terms of the 18th percentile. However, we observe that this
policy underperforms with respect to the WVP in terms of the rest of the value function
distribution. We also see the that WVP fares only slightly worse than the (s; a)-rect-
MMDP in terms of worst-case model performance (a cost of 29.1 for WVP compared to
28.9 for (s; a)-rect-MMDP). The (s; a)-rect-MMDP does improve performance for the parts
of the value function distribution with higher costs. However, the WVP performs much
better in terms of other parts of the distribution. Figure 4.6(c) and Figure 4.6(e) show
these distributions for the higher values of the concentration parameter. We observe that
for higher values of the concentration parameter (i.e., when the parameters are more closely
concentrated around their mean values), the (s; a)-rect-MMDP is a better approximation
of the worst-case value function. However, the MVP-MMDP also performs well in these
cases and achieves a worst-case model value that is comparable to the (s; a)-rect-MMDP.
Figure 4.6(b) shows the distribution of the value functions in terms of the regret in the
100 models for each policy, as illustrated by the CDF. A vertical line at Regret = 0 would
represent that the policy achieved zero regret in all models. We observe that the max-min-
MMDP does better in terms of worst-case regret than the WVP (6.1 for max-min-MMDP
vs. 8.8 for WVP-MMDP). The (s; a)-rect-MMDP fares the far worse in terms of regret,
underperforming both the max-min-MMDP and the WVP-MMDP. The (s; a)-rect-MMDP
has a maximum regret of 9.7 which is worse than either of the other MMDP policies. Thus,
the eectiveness of the (s; a)-rect-MMDP in managing the impact of ambiguity may be
on par with the eectiveness of the MVP. When the model parameters are more closely
concentrated around their mean values, the policies tend to perform similarly. In Figure
4.6(d) illustrates the distributions for  = 20. We observe that for the max-min-MMDP
does achieve the best worst-case value, but this comes at a cost of sacricing performance
for many other models and in this case, the policy actually does worse on some measures
than the (s; a)-rect-MMDP. When the parameters are closely concentrated ( = 100), we
observe that the WVP, max-min-MMDP the (s; a)-rect-MMDP perform similarly in terms
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(a) Value function,  = 10 (b) Regret,  = 10
(c) Value function,  = 20 (d) Regret,  = 20
(e) Value function,  = 100 (f) Regret,  = 100
Figure 4.6: CDFs for the value functions and regret corresponding to each of the
MMDP policies in the machine maintenance MMDP. Models were generated from
a Dirichlet distribution with the corresponding concentration parameters .
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(a)  = 10 (b)  = 20
(c)  = 100
Figure 4.7: A comparison of the MMDP policies as evaluated in the (s; a)-rect-
MMDP, MVP-MMDP, and the values in their corresponding worst-case models.
Models were generated from a Dirichlet distribution with a concentration parame-
ter with the corresponding concentration parameters, .
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of regret (see Figure 4.6(f)).
Figure 4.7 compares the value functions of these policies in terms of their performance
in the (s; a)-rect-MMDP, the MVP-MMDP, and their corresponding worst-case model.
We see that the MVP, WVP, and max-min-MMDP do not look like attractive candidate
policies when evaluated in the (s; a)-rect-MMDP. The MVP- and WVP-MMDP policies
perform about 4.4% worse than the (s; a)-rect-MMDP on this metric and the max-min-
MMDP performs 3.6% worse than the (s; a)-rect-MMDP. However, in terms of the actual
worst-case performance, the MVP performs within 1% of the (s; a)-rect-MMDP. Therefore,
measuring robustness as the performance in the (s; a)-rect-MMDP may not be the best to
evaluate the true robustness of a policy if the underlying ambiguity does not satisfy the
(s; a)-rectangularity assumption. As the concentration parameter increase from  = 10
to  = 100, we start to observe that the optimal values for the (s; a)-rect-MMDP and
the max-min-MMDP tend towards the MVP. However, even for a very large value of the
concentration parameter ( = 100) we observe a gap of 3.02 between the (s; a)-rect-MMDP
value function and the max-min-MMDP value function.
In summary, the amount of variance in the models' parameters has a large eect on
the extent to which the DM's preference towards ambiguity inuences the policy. When
the model parameters are very similar and exhibit lower variance, the various MMDP
recommend similar policies. This nding suggests that the MVP may actually be a policy
that is quite robust to small variations. However, as the models' parameters exhibit more
variance, we observe that the DM's preferences towards ambiguity are more important to
consider as it can inuence how the DM should act. We observe that in the case where
the model parameters are quite dierent, the (s; a)-rectangular projection of the MMDP
does not provide a good approximation of actual worst-case performance and DM should
use caution in employing this property if only for the sake of computational gain.
4.4.2. Case study: Cardiovascular disease management
In this section, we present an MMDP in the context of CVD management. In this study,
we seek to optimize the timing of statin initiation and intensication patients with type 2
diabetes, who are at particularly high risk of CVD. The case study presented here is similar
to that presented in Chapter 2. However the case study presented here only focuses on
cholesterol control and only considers statin therapy. We consider the optimal timing of
initiation of a low-dose statin in conjunction with the optimal timing of a high-dose statin.
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Intensifying to higher-dose statin has been shown to provide clinical benet [39]. Below,
we use an MMDP model to investigate the timing of initiating and intensifying statins
under the presence of ambiguity in the model of TC and HDL progression.
MMDP formulation
The MDP formulation of Mason et al. [47] was adapted to create an MMDP to consider
low-dose statins and high-dose statins. The state space of the MMDP is a nite set of
health states dened by TC and HDL, and whether or not the patient is currently on no
medication, a low-dose statin, or a high-dose statin. A discrete set of actions represent
the initiation and intensication of statin therapy. The objective is to optimize the timing
of statin initiation and intensication to maximize a weighted combination of QALYs and
monetary costs. Figure 4.8 provides a simplied example to illustrate the problem for the
MDP used to model this decision process. In the diagram, solid lines illustrate the possible
transitions among the cholesterol states and the state representing an adverse event (stroke
or CHD event), or death from other causes. In each medication state, including the no
medication state (;), patients probabilistically move between health risk states, represented
by L (low), M (medium), H (high), and V (very high).
Treatment actions are taken at a discrete set of decision epochs indexed by t 2 T =
f0; 1; : : : ; Tg that correspond to ages 40 through 74 at one-year intervals that represent
annual preventive care visits with a primary care doctor. States can be separated into
living states and absorbing states. Each living state is dened by the factors that inuence
a patient's cardiovascular risk: the patient's TC and HDL levels and medication state. We
denote the set of the TC states by LTC = fL;M;H; V g, with similar denitions for HDL,
LHDL = fL;M;H; V g. The thresholds for these ranges are based on established clinically-
relevant cut points for treatment [23]. The dashed lines indicate that the DM has decided
to initiate a low-dose statin for a patient who is currently not taking a statin, or a high-dose
statin indicating that the patient's treatment should be intensied by starting a high-dose
statin.
The set of medication states is M = f(LD;HD) : (LD;HD) 2 f0; 1g2; LD +HD  1g
which corresponds to the ability to be on a low-dose statin (LD), a high-dose statin (HD),
or neither, but not both. For a medication state  and i 2 fLD;HDg, if i = 0, the patient
is not on a statin of type i, and if i) = 1, the patient is on a statin of dose type i. The
treatment eects for statin dose i are denoted by !TC(i), for the proportional reduction
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Figure 4.8: A stylized diagram of possible transitions in the CVD MMDP. Solid
lines represent possible transitions while dashed lines represent transitions that only
occur if an initiation action is taken.
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in TC and !HDL(i), for the proportional change in HDL. The low-dose statin eects are
as reported in Mason et al. [47], and for the purposes of this case study, we assume that
high-dose statins change cholesterol levels by an additional 50% over the change due to
low-dose statins. The living states in the model are indexed by (`; ) 2 L  M. The
absorbing states are indexed by d 2 D = fDS;DCHD;DOg represent having a stroke, DS,
having a CHD event, DCHD, or dying, DO. The action space depends on the history of
medications that have been initiated in prior epochs such that patients can must start a
low-dose statin at least a year before intensifying to a high-dose statin. Depending on
the current medication state, the action space could consist of initiating a low-dose statin
(LD), intensifying to a high-dose statin (HD), or wait to initiate or intensify (W ):
A(`;) =
8>>><>>>:
fLD;Wg if  = (0; 0),
fHD;Wg if  = (1; 0),
fWg if  = (0; 1),
If a patient is in living state (`; ) and takes action a, the new medication state is denoted
by  0, where  0i is set to 1 for statin dose i that are newly initiated by action a; 
0
i = i
for all medications i which are not newly initiated. Once medication i is initiated, the
associated risk factor is modied by the medication eects denoted by !TC(i) or !HDL(i),
resulting in a reduction in the probability of a stroke or CHD event.
Two types of transition probabilities are incorporated into the model: probabilities of
transition among health states and the probability of events (fatal and nonfatal). At epoch
t, pt (dj`) denotes the probability of transition from state (`; ) 2 L M to an absorbing
state d 2 D. Given that the patient is in health state ` 2 L, the probability of being
in health state `0 in the next epoch is denoted by qt(`0j`) = qHDL(`0j`)  qTC(`0j`), where
qHDL(`0j`) describe the probabilities of transitioning from the corresponding HDL states
of ` to `0. The value qTC(`0j`) is analogous. The mean values of the health state transition
probabilities, q^HDL(`0j`) and q^TC(`0j`) were computed from empirical data for the natural
progression of cholesterol adjusted for the absence of medication [20]. We dene pt(jj`; ; a)
to be the probability of a patient transitioning to an absorbing state d 2 D given their
current state (`; ) and the medication decisions a. The transition probabilities can be
written as:
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pt((`
0;  0)j(`; ); a) =
8>>>>>>>>>><>>>>>>>>>>:
 
1  P
d2D
pt (dj`)

qHDL(`0j`)qTC(`0j`)f(;  0; a) if `; `0 2 L
;  0 2M;
pt(jj`; ; a) if i 2 L, j 2 D;
1 if i = j 2 D;
0 otherwise.
In the denition above, f(;  0; a) is an indicator function representing which takes on a
value of 1 if the transition from a state with medications  to a state with medications  0
is possible given the action describe by a, and a value of 0 otherwise.
In contrast to the case study in Chapter 2, we assume that the risk function describing
transitions to the absorbing states is known and that the ACC/AHA study represents the
risks pt (dji) for i 2 L; d 2 D. We estimate all other cause mortality using the Centers for
Disease Control and Prevention life tables [3].
The reward rt(`; ) for a patient in health state ` at epoch t is:
rt(`; ) = wQ(`; )  c(),
where Q(`; ) = 1   dMED() is the reward for one QALY, w 2 R is the willingness-
to-pay ratio, and c() is the cost of taking medications  . QALYs are elicited through
patient surveys, and are commonly used for health policy studies [29]. The disutility
factor, dMED(), represents the estimated decrease in quality of life due to the side eects
associated with the medications in  . To reect a strong disutility associated with taking
statin therapy, we use a utility decrement of 0:01 for low-dose statins and 0:015 for high-
dose statins. These utility decrement values are higher than those used in Chapter 2 and
were selected for the purpose of illustrating the impact of ambiguity. We use the costs
reported in Mason et al. [47]. The willingness-to-pay value w 2 R is used to represent a
societal perspective wherein society is willing to pay w for one QALY [57].
Model generation In this MMDP, we consider how variation in the estimates qTC and
qHDL aects the optimal timing of statin initiation and intensication. To understand the
impact of ambiguity on the performance of these, we once again use a Dirichlet distribu-
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tion. For each row j 2 fL, M, H, Vg, we draw 30 samples of this row from the Dirichlet
distribution with parameters (q(Ljj); q(M jj); q(Hjj); q(V jj)). As before, the concen-
tration parameter  is varied as a way to control the amount of ambiguity in the MMDP
for our experiments. We consider values  = 10; and 20. Histograms of each element in
the transition matrix can be found in Figure 4.9 illustrating the level of ambiguity in the
transition probability parameters. Each model is given equal weight in the MMDP.
Experiments We solved the MMDPs described above using the modied B&B algorithms
and the rectangular projection using Algorithm 6 for a willingness-to-pay of $20,000 per
QALY. $20,000 per QALYs was selected for the purposes of illustration and does not
necessarily reect the norm in public health studies. We consider this willingness-to-pay
value because this is a particular instance of the MMDP under which ambiguity has a
signicant eect. For higher values of the willingness-to-pay, statins are more commonly
initiated and intensied, and the irreversible nature of these decisions causes ambiguity
to aect the value functions only rather than the recommended course of treatment. We
analyzed statin therapy for women because our initial experiments showed that the timing
of statin initiation in women is more sensitive to ambiguity than men, and thus it presents
a more compelling case study for our purposes. The increased sensitivity of womens'
initiation of statins might be explained by their tendency to have lower risk than men,
perhaps making the decision more dependent on how their disease might progress. For
men, it is more clear that there would be a benet to starting statins, even if the exact
transition dynamics are not known precisely.
For each MMDP formulation, we solved both instances within an optimality gap of 2%.
If the algorithm did not terminate after 300, we report their gaps at 300 seconds. All
instances were solved on a Macintosh MacBook Pro with a 2.7 GHz CPUs and 16 GB
of memory using the B&B algorithm implemented in C++ using Xcode Version 10.0. In
this case, all MMDP formulations for both  = 10 and  = 20 were solved in 0:3 seconds
except for the min-max-regret-MMDP formulation which had a gap of 100% in both cases
after 300 seconds.
Results
Policy comparisons We now present our ndings for the case where the model param-
eters are more closely concentrated around their mean values. Figure 4.10(a) shows the
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(a) HDL,  = 10 (b) TC,  = 10
(c) HDL,  = 20 (d) TC,  = 20
Figure 4.9: Histograms of samples from the Dirichlet distributions used in the CVD
MMDP. Each gure corresponds to a histogram of the 30 samples from the corre-
sponding Dirichlet distributions used to construct the models in the CVD MMDP
for both the HDL transition matrix and the TC transition matrix. Higher values of
the concentration parameter give samples that are more closely concentrated around
their mean values.
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optimal policies for the \wait-and-see" problem which the optimal policies for each model
superimposed on top of each other to create a heat-map. The lightest portions of the
policy represent state-time pairs for which all models agree that the patient should initiate
or intensify statin therapy in these states. The darkest portions of the policy show the
state-time pairs for which all models agree that the patient should defer the initiation or
intensication of statin therapy for at least another year. Thus, the gure illustrates that
ambiguity in the transition dynamics gives rise to ambiguity as far as the best time to
initiate statins for most female patients with low levels of HDL and very high levels of
TC. Further, it is unclear whether patients who develop extremely bad cholesterol levels
between ages 42-50 should intensify their statin dose.
Figures 4.10(b)-4.10(f) illustrate the recommended policies based on the policies for the
MVP, WVP, PercOpt, max-min, and (s; a)-rect-MMDPs. The pink portions represent the
cholesterol levels and ages for which patients that are not currently taking statins should
initiate low-dose statin therapy. The yellow portions represent the cholesterol levels and
ages for which patients that are already taking a low-dose statin should intensify to high-
dose statin therapy. Notice that, besides the (s; a)-rect-MMDP and the MVP-MMDP, all
of the ambiguity-aware MMDPs provide the same recommendations. The MVP-MMDP
policy diers only in its suggestion for women with extremely bad cholesterol and aged 45
to not initate statin therapy. The other MMDP policies suggest that the patient should
only start statins if their cholesterol is very bad at a young age (low HDL and very high
TC, age 45 or younger). The (s; a)-rect-MMDP is more aggressive in the initiation and in-
tensication of statin therapy. The policy recommends statin intiation and intensication
for more moderate levels of cholesterol and for older patients. Others who have considered
(s; a)-rectangular ambiguity sets for medical decision making have also described this phe-
nonmenon. Zhang, Steimle, and Denton [80] observe that a robust MDP approach tends
to initiate second-line medications for glycemic control sooner than its nominal counter-
part. Kaufman, Schaefer, and Roberts [37] also show that a robust MDP model of liver
transplantation suggests earlier therapy than the nominal MDP formulation. Sinha, Kotas,
and Ghate [66] show that dosing in a robust MDP formulation with an (s; a)-rectangular
interval model ambiguity set recommends higher doses than its nominal counterpart. Our
results show these robust formulations based on (s; a)-rectangular projections of ambiguity
tend to give more aggressive treatment than those that do not do this projection. Figure
4.12(a) illustrates the policies when the models of the MMDP are sampled from a Dirichlet
distribution with concentration parameter  = 10. Even with more variation in the tran-
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sition dynamics, the MMDP policies (except for (s; a)-rect-MMDP) all recommend the
same treatment strategy while (s; a)-rect-MMDP initiates and intensies statin therapy
more aggressively.
Figure 4.11(a) shows the optimal policies when the model parameters are more closely
concentrated around their mean values. The \wait-and-see" problem shows that the ambi-
guity in the transition dynamics gives rise to ambiguity as far as the best time to initiate
statins for most female patients with low levels of HDL and very high levels of TC. Fur-
ther, it is unclear whether patients who develop extremely bad cholesterol levels between
ages 42-47 should intensify their statin dose. Figures 4.11(b)-4.11(f) illustrate the rec-
ommended policies based on the policies for the MVP, WVP, PercOpt, max-min, and
(s; a)-rect MMDPs. Notice that in this case, besides the (s; a)-rect-MMDP, all of the
ambiguity-aware MMDPs provide the same recommendations. These policies suggest that
the patient should only start statins if their cholesterol is very bad at a young age (low
HDL and very high TC, age 45 or younger). Once again, the (s; a)-rect-MMDP is more
aggressive in the initiation and intensication of statin therapy, although not to quite the
same extent.
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Value function comparisons Figure 4.12(a) and 4.12(a) illustrates the CDF of the value
function corresponding to the MMDP policies for  = 10 and  = 20 respectively. For
 = 10, we see that the (s; a)-rect-MMDP achieves a lower mean than the other MMDP
policies. The (s; a)-rect-MMDP achieves approximately the same as the MVP policy in
their respect worst-cases (34.73 expected QALYs before rst event). However, the CDF of
the MVP nearly dominates the CDF of the (s; a)-rect-MMDP. We see that the MVP also
performs well on other metrics such as the 0:2-percentile, best worst-case performance, and
best weighted value. The wait-and-see line shows an optimistic CDF that would come from
solving each model of the MMDP independently. For  = 20, we see that the variance in
the value function estimates is lower relative to the case with a higher level of dispersion in
the model parameters. In this gure, we see that the (s; a)-rect-MMDP still performs worse
than the other MMDP policies. The (s; a)-rect-MMDP achieves approximately the same
as the MVP policy in their respect worst-cases (34.81 expected QALYs before rst event).
Once again, the CDF of the MVP nearly dominates the CDF of the (s; a)-rect-MMDP.
We see that the MVP also performs well on other metrics such as the 0:2-percentile, best
worst-case performance, and best weighted value.
Figure 4.12(d) illustrates these dierences as measured by regret in terms of QALYs
per 1000 persons. We see that projecting the MMDP onto a (s; a)-rectangular ambiguity
set and solving (s; a)-rect-MMDP can lead to a policy that underperforms with respect
to each individual model. For  = 10, the worst-case regret for the (s; a)-rect-MMDP
is 102.3 QALYs per 1000 persons while the MVP achieves a worst-case regret of 27.5
QALYs per 1000 persons. Therefore, although the (s; a)-rect-MMDP aims to be robust to
deviations in the model parameters, it actually underperforms in terms of worst-case regret
and most other metrics. Comparing model-by-model, we observe that the MVP-MMDP
does between 1:4 to 87:5 QALYs per person better than the (s; a)-rect-MMDP's policy. To
put these values in perspective, the use of aspirin for secondary prevention of myocardial
infarction in 45-year-old men which has been estimated to provide a QALY gain of 40
per 1000 patients [55] and aspirin is considered an important intervention. For  = 20,
the worst-case regret for the (s; a)-rect-MMDP is 90.3 QALYs per 1000 persons while the
MVP achieves a worst-case regret of 20.5 QALYs per 1000 persons. We observe again that
although the (s; a)-rect-MMDP aims to be robust to deviations in the model parameters,
it actually underperforms in terms of worst-case regret and most other metrics.
Figure 4.13(a) and 4.13(b) compares the value functions of these policies in terms of their
performance in the (s; a)-rect-MMDP, the MVP-MMDP, and their corresponding worst-
124
(a) Value functions, More dispersion ( = 10) (b) Regret, More dispersion ( = 10)
(c) Value functions, Less dispersion ( = 20) (d) Regret, Less dispersion ( = 20)
Figure 4.12: CDFs for the value functions and regret corresponding to each of the
MMDP policies in the MMDP for CVD management. Models were generated from
a Dirichlet distribution with the corresponding concentration parameters .
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(a)  = 10 (b)  = 20
Figure 4.13: A comparison of the MMDP policies as evaluated in the MVP, the (s; a)-
rect-MMDP and their worst-case values. Models were generated from a Dirichlet
distribution with the corresponding concentration parameter, .
case model. As expected, the (s; a)-rect and MVP-MMDP policies achieve the maximum
value for their respective problems. For the higher level of dispersion (=10), the optimal
value for the (s; a)-rect-MMDP is 34.1 while the (s; a)-MMDP's worst-case model value
is 34.7. Also notice that the MVP performs only slightly worse on the max-min-MMDP
as the (s; a)-rect-MMDP policy. For  = 20, the optimal value for the (s; a)-rect-MMDP
is 34.4 while the (s; a)-MMDP's worst-case model value is 34.8. Once again, we observe
that although the MVP policy and the (s; a)-rect-MMDP performs similarly in terms of
their worst-case models. This nding suggests that comparing policies on the basis of
performance in the (s; a)-rect-MMDP may not be a fair way to compare their robustness
if the ambiguity in the MDP's parameters do not satisfy the rectangularity assumption.
4.4.3. Discussion
We now discuss some of the most interesting ndings from the case studies. First, we note
that the other ambiguity-aware formulations of MMDPs provide policies that might be
more appropriate for DMs who are not risk-neutral to ambiguity. There are some cases
where the MMDP formulations are especially eective in managing other measures of the
impact of ambiguity, such as the worst-case performance among all models. However, we
have found that when the transition probability parameters are more closely concentrated
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around their mean values (e.g., in instances when the concentration parameter was larger),
the optimal solution to the MVP tends to serve as a good policy as evaluated on several
alternative ambiguity-aware measures of performance for MMDPs, such as its evaluation
in the WVP-MMDP, max-min-MMDP, and min-max-regret-MMDP. In cases where the
transition probabilities for the models are quite dierent, the DM's preference towards
ambiguity becomes more important.
Our case studies also illustrated the following trends in the impacts of ambiguity on the
optimal policies and value functions. First, we observe that for a xed policy , the value
function v(; P ) tends to be sensitive to the transition probability matrix, P . We also
observe that the policy that optimizes the value function v(; P ) is sensitive to changes
in P ; however, we see that the implications of this can be minor. For instance, suppose
that (P ) represents the policy that maximizes v(; P ). We observe that for many test
cases v((P 1); P 1)   v((P 2); P 1) tends to be small if P 1 is \close to" P 2. This gives
some explanation as far as why the solution to the MVP is a near-optimal solution in
many models when the MVP's parameters are close to the individual models' parameters.
Future analysis may consider bounds on the loss of the MVP. Some work has considered
this in the case of MDPs with ambiguous transition matrices in an adversarial setting [48],
but the view of MMDP models as random variables with nite support may allow for
tighter bounds.
We found that in many cases the (s; a)-rect-MMDP performs worse than all other policies
on several ambiguity-aware measures of performance in the models, which has been the
focus in this thesis. We also found that although the (s; a)-rect-MMDP is supposed to
protect against deviations, the projection of the MMDP onto a (s; a)-rectangular ambiguity
set may not be a good approximation of the actual non-rectangular ambiguity. We see that,
in some cases, using the (s; a)-rectangular projection can perform worse in terms of regret
than the MVP.
Further, the value function in the (s; a)-rect-MMDP may severely underestimate the
value function of the worst-case model in the MMDP for specic policies. We nd that
comparing on the basis of performance in the (s; a)-rect-MMDP may not be an accurate
reection of the actual worst-case performance. This nding can have important impli-
cations, as seen in the CVD management case study. As Zhang, Steimle, and Denton
[80] and Kaufman, Schaefer, and Roberts [37] have observed in other studies on medical
decision making under ambiguity, the (s; a)-rect-MMDP in the CVD case study produces
policies that are extremely aggressive in terms of the initiation of treatment. However, we
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observe that these policies perform strictly worse than the MVP when evaluated in the
actual MMDP models. We observe that as the model parameters become more closely
concentrated, the impact of this assumption is not as extreme. It could be benecial to
DMs to determine some measure of violation of the (s; a)-rectangularity assumption, which
could provide DM's with an understanding of how well the (s; a)-rectangular projection
approximates the actual ambiguity in the MDP.
4.5. Conclusion
In this chapter, we presented a collection of ambiguity-aware formulations of the non-
adaptive MMDP that modify objective functions to provide a suitable policy to the DM
who is risk-averse to ambiguity in the model's parameters. We presented the max-min
MMDP wherein the DM sought to maximize the performance in the worst-case realiza-
tion of the model, the min-max-regret MMDP wherein the DM sought to minimize the
maximum regret between the value of the policy used in a model and the best possible
value achievable under that model's parameters. Finally, we presented the PercOpt-MMDP
which optimizes for the -percentile.
We provided the denitions of these formulations, summarizing existing complexity re-
sults and solution methods. The scenario-based approaches tend to be NP-hard, and
existing solution methods have been limited to MIP approaches. We showed that these
ambiguity-averse MDPs can also be solved using modications to the B&B algorithm used
to solve the non-adaptive WVP which can also be used to solve these alternative formula-
tions of the MMDP. However, the degree of diculty in solving these formulations varied
considerably, with the min-max-regret and PercOpt MMDPs being most dicult to solve.
Thus, providing a better warm-start to the min-max-regret-MMDP B&B algorithm and
further study of branching and node selection strategies to more quickly raise the lower
bound is necessary could be an important future direction for research.
We illustrated these formulations on two case studies: one in the context of machine
maintenance and the other in the context of cholesterol management for the prevention of
CVD for type 2 diabetes patients. Our ndings illustrated that in some cases, the alter-
native preferences might inuence the DM's best course of action, but in many cases, the
MVP provides a solution that performs well for the various objective functions. We also
compared our ambiguity-aware MMDP formulations to a robust MDP approach wherein
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the MMDP's parameters are projected onto an ambiguity set that would satisfy the com-
monly employed (s; a)-rectangularity property. We showed that enforcing this rectangu-
larity assumption when it is not appropriate could lead to a policy that under-performs if
the underlying ambiguity does not satisfy this property. We showed that in some cases,
a DM would be better o simply solving the MVP rather than employing rectangularity
for the sake of tractability and that comparing on the basis of the performance in the
(s; a)-rectangular projection may not be a measure of actual worst-case performance if the
true ambiguity in the model does not satisfy the (s; a)-rectangularity assumption.
Our study has the following limitations. First, in our case studies, we use the Dirichlet
distribution to generate the models of the transition probability matrices. We did this as a
way to control the concentration of the model parameters around their mean and in doing
so, we sought to control the amount of ambiguity in the underlying MDP's parameters.
However, this was done for the sake of illustration and it may not be the best way for a
DM to generate models of the ambiguity in practice. Instead, the DM may want to take
another approach. For instance, if the DM is concerned about ambiguity in parameters
arising from statistical uncertainty one could use bootstrapping to estimate simultaneous
condence intervals [26] and use a sampling method to draw samples from within the
condence region [81]. Our results suggest that barring very high variation in the resulting
parameter estimates, the solution the MVP problem is likely to perform quite well under
multiple criteria.
Another limitation is that we compare our policies in terms of the same models used in
the optimization process. Future work may consider how best to partition models into a
training and validation set of models along the lines of the procedure done in Mannor et
al. [46] to better understand the performance of the MMDP policies. Second, we consider
only two case studies related to MDPs both of which concern deteriorating systems. We
found that the MVP tends to be a near optimal solution under many preferences towards
ambiguity, but it may be that the structure of these problems is causing this phenomenon.
Third, we limit our analysis to the class of Markov deterministic policies. In Chapter
2, we showed that there will always exist a deterministic policy that is optimal for the
non-adaptive MMDP, but it may be that randomized policies may be optimal for other
formulations of the non-adaptive MMDP. However, in many practical problems, Markov
deterministic policies are optimal because they are transparent and practical from a man-
agerial perspective.
We compared policies resulting from the MMDP to policies resulting from the projection
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of the MMDP onto a (s; a)-rectangular ambiguity set. In some cases the (s; a)-rect-MMDP
performed similarly to the MVP and other MMDP formulations. However, we showed that
in some cases, projecting the MMDP onto a (s; a)-rectangular ambiguity set for the sake of
tractability can lead to undesirable outcomes if the (s; a)-rectangularity assumption is not
a reasonable assumption. Therefore, we would recommend that the (s; a)-rectangularity
assumption is met before employing this assumption simply for computational gain. Future
work could investigate how a projection of the MMDP onto another type of ambiguity set
could fare in terms of its performance, especially given advances in solving robust MDPs
with other ambiguity sets that aim to limit the overly protective nature of the resulting
policy (e.g., s-rectangular in Wiesemann, Kuhn, and Rustem [74], k-rectangular in Mannor,
Mebel, and Xu [45], and r-rectangular in Goyal and Grand-Clement [30])).
In summary, we compared the existing formulations of MMDPs that are sensitive to
ambiguity. We showed that in some cases these preferences could alter the DM's preferred
course of action and, if so, the DM is better o using these approaches in contrast to
the more computationally attractive robust MDP approach for problems where the (s; a)-
rectangularity assumption is not appropriate. However, we nd that in many cases, the
MVP performs quite well on many instances for multiple objective functions that consider
ambiguity.
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Chapter 5
Summary and Conclusion
The overall objective of this thesis was to better understand the impact of ambiguity on
stochastic dynamic optimization methods and to design new methods to make policies
more resilient to ambiguity. Markov decision processes are a very useful mathematical tool
for informing sequential decision making under uncertainty, but this model's usefulness can
be hindered when there is ambiguity in the underlying stochastic model. To address this
problem, we developed the MMDP which allowed us to incorporate ambiguity by using
several possible models of the MDP and allowing the DM to consider the performance of
a policy with respect to these multiple models. We considered multiple risk preferences
towards the characteristics of optimal policies, characterized its complexity, designed new
solution methods, and illustrated the utility of these methods on case studies related to
CVD management and the repair of machines. Although our methods were applied to these
specic decision-making problems in health care and maintenance, our methods extend to
other application areas where stochastic dynamic optimization is used, such as nance and
inventory management, and transportation systems. Following is a summary of the most
important ndings of Chapters 2, 3, and 4.
In Chapter 2, we presented a new method for handling ambiguity in MDPs. We intro-
duced the MMDP, which allows for multiple models of the reward and transition probability
parameters. We presented the WVP for an MMDP whose solution provides a policy that
maximizes the weighted value across multiple models. We identied two important variants
of the WVP: the non-adaptive problem and the adaptive problem. We identied important
connections between these problems and those in the literature. For example, we showed
the adaptive problem is a special case of a POMDP and described solution methods that
exploit the structure of the belief space for computational gain. Moreover, we showed that
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the non-adaptive problem could be viewed as a two-stage stochastic integer program in
which the rst-stage decisions correspond to the policy and the second-stage decisions cor-
respond to the value-to-go in each model under the specied policy. This characterization
provided insight into a formulation of the non-adaptive problem as an MIP corresponding
to the deterministic equivalent problem of the aforementioned two-stage stochastic pro-
gram. These connections allowed us to quantify the impact of ambiguity on the solution
of the MMDP.
We used a case study in the context of CVD management to illustrate the MMDP
method. We solved an MMDP consisting of two models which were parameterized ac-
cording to two well-established but conicting studies from the medical literature which
give rise to ambiguity in the cardiovascular risk of a patient. We used an approximation
algorithm to solve the non-adaptive problem addresses this ambiguity by trading o per-
formance between these two models and can achieve a lower expected regret than either of
the policies that would be obtained by simply solving a model parameterized by one of the
studies, as is typically done in practice currently. For the most part, the policies generated
via the WSU approximation algorithm found a balance between the medication usage in
each of the models. However, for men, the WSU approximation algorithm suggested that
more aggressive use of thiazides and ACE/ARBs would be allow for a better balance in
performance in both models. For women, the WSU approximation algorithm generated a
policy that is more aggressive in cholesterol control than the FHS model's optimal policy
and more aggressive in blood pressure control than the ACC/AHA model's optimal policy.
The main ndings of Chapter 2 were that the MMDP is dicult to solve computation-
ally, but its solution can be important in terms of mitigating the impact of ambiguity.
Furthermore, a fast polynomial time approximation can provide near-optimal solutions for
most problem instances. We also found that VSS is often low but EVPI can be high in
some cases. Using a case study of CVD management, we showed that it can be impor-
tant to address ambiguity in MDPs arising from the existence of multiple models and that
our approximation algorithm may provide a policy that outperforms solutions that ignore
ambiguity.
In Chapter 3, we addressed the problem of solving the non-adaptive WVP for large
MMDPs. We proposed two decomposition methods that leverage the problem structure
to solve the MMDP. The rst was a B&C algorithm in the vein of the Integer L-Shaped
Method for two-stage stochastic integer programming with binary rst-stage variables.
The B&C algorithm decomposed the extensive form of the MIP into a master problem
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involving the binary variables used to encode the policy and jMj subproblems that evaluate
a proposed policy in each model of the MDP. Unfortunately, the extensive form relied on
the notorious \big-M"s to enforce logical constraints; the big-Ms led to weak optimality
cuts to be added within the B&C procedure. We also proposed a B&B procedure which
does not require big-Ms in the formulation. The B&B procedure begins by viewing the
MMDP as jMj independent MDPs. The algorithm began by allowing each model of the
MDP to have its own policy and sequentially added requirements that the decision rules
for certain state-time pairs must agree in each model.
We presented the rst numerical study of exact algorithms for MMDPs for realistic prob-
lem instances. To do so, we generated random MMDP instances of a machine maintenance
problem to compare the computation time required to solve these problems using the exten-
sive form, the B&C procedure, and the B&B procedure. Our computational experiments
showed that the B&B solution method greatly outperforms the solution of the extensive
form directly and with a B&C method. The B&B solution methods outperform both the
extensive form and the B&C on all of our test cases. In general, higher solution times for
the B&B procedure resulted when there was higher variance among the models and when
there are more models in the MMDP. Our solution methods enabled us to investigate the
impact of ambiguity on MDPs. For the machine maintenance instances, we considered the
impact of the concentration of the transition probability models around their mean as well
as the number of models used in the MMDP on the value of the MMDP approach in terms
of value relative to the MVP and expected regret relative to each model's optimal policy.
We found that the MMDP approach was most benecial when the DM has models that are
quite dierent. When the models are similar, the MVP served as a good approximation,
but the B&B procedure typically also solved the MMDP quickly in these cases.
The main ndings of Chapter 3 suggested that the B&B procedure is a much more
promising solution method for solving MMDPs than solution methods that rely on the
MIP formulation. With the new ability to solve larger MMDPs, we found that in many
instances, the MVP is a near-optimal solution to the WVP, especially when the variance
among model parameters tends to be low. In general, our ndings suggest that MDPs are
often naturally resilient to ambiguity.
In Chapter 4, we presented other ambiguity-aware formulations of the non-adaptive
MMDP that modify objective functions to reect that the DM may not be risk-neutral to
ambiguity in the MMDP. The alternate ambiguity-aware preferences included the max-min
MMDP, the min-max-regret-MMDP, and the PercOpt-MMDP. In the max-min MMDP,
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the DM sought to choose the policy that maximizes the value function for the worst-case
realization of the model. In the min-max-regret MMDP, DM sought to nd a policy that
minimizes the maximum regret as measured by the dierence between the optimal value in
the model and the value achieved by the policy. Finally, we presented the PercOpt-MMDP
in which the DM optimized for the -percentile.
We provided the denitions of these formulations, summarized existing complexity and
solution methods. We noted that the scenario-based approaches tend to be NP-hard and
existing solution methods have been limited to MIP approaches. We showed that these
ambiguity-averse MDPs can also be solved using modications to the B&B algorithm
presented in Chapter 3.
We used the B&B solution method to solve these formulations for MMDPs in two case
studies: one in the context of machine maintenance and the other in the context of choles-
terol management for the prevention of CVD for type 2 diabetes patients. Although the
B&B algorithm was able to solve the WVP-MMDP and max-min-MMDP, the min-max-
regret-MMDP and the PercOpt-MMDP had longer run-times. This suggests that future
research could investigate better node selection and branching strategies for these objective
functions. Our ndings illustrated that in some cases, the alternative preferences might
inuence the DM's best course of action. In these cases, the DM's preference towards
ambiguity shapes the overall distribution of the value functions in the MMDP models.
However, in many cases, the MVP provides a solution that performs well for the various
objective functions. We also compared our ambiguity-aware MMDP formulations to a ro-
bust MDP approach wherein the MMDP's parameters are projected onto an ambiguity
set that would satisfy the commonly employed (s; a)-rectangularity property. We showed
that employing this rectangularity assumption when it is not appropriate could lead to a
policy that under-performs if the underlying ambiguity does not satisfy this property. In
the CVD case study, using the (s; a)-rectangular projection of the MMDP led to a policy
that was extremely aggressive in terms of the initiation and intensication of statin ther-
apy. We showed that in some cases, a DM would be better o simply solving the MVP
rather than employing rectangularity for the sake of tractability and that comparing on
the basis of the performance in the (s; a)-rectangular projection may not be a measure
of actual worst-case performance if the true ambiguity in the model does not satisfy the
(s; a)-rectangularity assumption. In summary, we compared the existing formulations of
ambiguity-aware MMDP and showed that they could be incorporated into a common al-
gorithmic framework using minor modications to the bounding procedure in the B&B.
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We illustrated that these formulations might inuence the DM's best course of action, but
in many cases, the MVP performs well on many metrics related to performance under
ambiguity.
The most important ndings from Chapter 4 suggested that the B&B framework for
solving MMDPs can be easily modied to incorporate other preferences towards ambiguity;
however, the computational eort necessary to solved the models varies considerably. Using
two case studies, we showed that the MVP can perform well in terms of mitigating the
impact of ambiguity with respect to several risk preferences and that a DM should use
caution before employing the (s; a)-rectangularity property if it is not a well-supported
assumption. Further, we found that the mean of the value function distribution was not
sensitive to the DM's preference towards ambiguity. However, the distribution of value
functions changed considerably which suggested that the DM might want to consider more
than the mean value function in selecting a policy.
There are several interesting extensions of the work presented in Chapters 2, 3, and 4. In
Chapter 2, we present an approximation algorithm for the non-adaptive WVP. We analyzed
the approximation algorithm and developed bounds. However our lower bound was only
for two models. Generalizing the bound to include MMDPs with more than two models
could be useful in determining the worst-case performance of this algorithm. Further, we
present the adaptive WVP and propose solution methods based on the POMDP literature.
However, we only present an exact solution method for the adaptive problem and do not
explore approximation algorithms. Although we found that the adaptive solution provided
little improvement over the non-adaptive solution on our random test instances, these
gains might be amplied over longer time horizons. Therefore, it may be benecial in
some settings to develop approximation methods for the adaptive MMDP.
In Chapter 3, we propose a B&C decomposition in the vein of the Integer L-Shaped
Method. We proposed optimality cuts that are based on the dual of the subproblems.
We did not explore logic-based optimality cuts which could potentially improve its per-
formance. Further, we did not consider some methods for solving MIPs such as dual
decomposition and Lagrangian relaxations. The formulations we provided in Appendix
A may provide a starting point for that line of research. Further, these solution meth-
ods might be easily modied to handle the innite-horizon version of an MMDP wherein
the DM would like to restrict the possible solutions to the set of stationary deterministic
policies. Presumably, the B&B could be modied to solve the relaxation at each node
using a standard solution method for innite-horizon MDPs such as value iteration, policy
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iteration, or LP.
In Chapter 4, we considered several existing ambiguity-aware formulations of the MMDP.
However, there are other interesting ambiguity-aware formulations that could be desirable
from a managerial perspective. For instance, Ghavamzadeh, Petrik, and Chow [24] pro-
poses a safe policy improvement as a way to mitigate ambiguity in an MMDP. They
recommend selecting a policy that is guaranteed to provide an improvement over a base-
line policy, such as a policy that is already being used in practice. As another measure
of robustness, Roy [58] propose (b; w)-robustness in ambiguous environments that are rep-
resented by scenarios. In this setting, the DM seeks to nd a policy that achieves a
performance level of at least b in as many scenarios as possible, but without having a value
below w in any scenario. These could be easily incorporated into the objective function of
the MMDP and the corresponding solution methods. Our case studies illustrated that in
many cases, the MVP performs well on several metrics. Future work could develop bounds
on how well the MVP could perform in terms of the performance in the various models.
Some work has considered this in the case of MDPs with ambiguous transition matrices
in an adversarial setting [48], but the view of MMDPs models as random variables with
nite support may allow for tighter bounds. Finally, we showed that in some cases, the
(s; a)-rectangular projection of an MMDP does not perform well in terms of the actual
worst-case model in the MMDP. It would be worthwhile to develop a measure of measure
of violation of the (s; a)-rectangularity property so that DM can better understand if they
can employ this assumption for computational gains.
There are many opportunities to build upon the underlying foundations that we have
presented. First, applications to CVD management in the medical decision making context
demonstrate the potential for application of our approach to other diseases. Our approach
could be applied to previously developed models for diabetes, breast cancer, prostate can-
cer, and many other diseases.
Second, it is an open opportunity to extend the MMDP solution methods to consider
more than one policy that must be used in all models. Doing so would allow the DM
to determine the added value of allowing for 2, . . . , jMj distinct policies among the jMj
dierent models and determining which models should be assigned to which policy. This
analysis could have important implications in medicine which is moving towards more
nely stratied treatment guidelines. Through this lens, we might view each model of
the MMDP as the description of the system dynamics for dierent subpopulations of
patients. Generally, one-size-ts-all guidelines are attractive because of their simplicity
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and their ease of implementation. On the other extreme, highly stratied guidelines are
also desirable because they deliver the most benet to individual patient groups. Using the
MMDP framework, we could vary the number of policies so that policy-makers could better
understand the added benet of tailoring guidelines to subpopulations as the number of
policies shifts from one-size-ts-all to one guideline per subpopulation. Further, such an
analysis could provide policy-makers with a way to better understand which subsets of
patients are most harmed by simple guidelines.
Third, one may extend the MMDP model to consider MDPs that are not all dened
on the same state space and action space, which could have many important applications
in medicine. It is not uncommon for dierent research groups to construct mathematical
models of a disease that dier in terms of their underlying model structure. The methods
we presented in this thesis might be adapted to consider mappings between states and
actions of dierent models.
Another open area of exploration is the investigation of sucient conditions under which
the MMDP's optimal policy has special structure. For instance, it is well known that there
are sucient conditions which guarantee the existence of a monotone policy that is optimal
for an MDP. However, it is not immediately clear that if each model of the MMDP satises
these conditions, that the optimal policy for the MMDP would be monotone. If this were
the case, our algorithms could be modied for computational gain.
In conclusion, we investigated models and methods for sequential decision-making under
uncertainty in the presence of ambiguity. We presented a model that allows for the DM to
identify sets of decisions that will perform well under multiple plausible representations of
a system for which there are limitations in the understanding of its dynamics. We stud-
ied the structure of these models and designed an algorithmic approach for solving them.
As policy-makers are increasingly using mathematical models to inform their recommen-
dations, the work presented in this thesis will provide a framework for decision-making
made under ambiguity and serve as an important foundation for future work in stochastic
dynamic optimization under ambiguity.
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Appendix A
Supplementary material for Chapter 2
In this appendix, we consider alternative formulations of the MMDP which may provide
opportunities for future work.
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A.1. Another MIP formulation
Note that we can also formulate the MMDP based on the dual of the original MDPs and
add non-anticipativity constraints.
max
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(A.1)
The benet of this formulation is that all big-M values are upper bounded byM , although
tighter bounds may exist.
A.2. Nonlinear formulation of the non-adaptive MMDP
A standard MDP can be solved via the following LP:
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provides insight into the optimal policy. We have that
(ajs) = x(s; a)P
a02A x(s; a
0)
(A.5)
Similarly, we can formulate the WVP using mathematical programming. We alter the
objective function to represent:
max
x; 
X
m2M
X
s2S
X
a2A
X
t2T
rmt (s; a)x
m
t (s; a) +
X
s2S
X
m2M
rmT+1(s)x
m
T+1(s)
s:t:
X
a2A
xm1 (s; a) = 
mm1 (s);8s 2 S;m 2M;X
a2A
xmt (s; a) 
X
s02S
X
a02A
pmt 1(sjs0; a0)xmt 1(s0; a0) = 0; 8s 2 S; t 2 T ;m 2M;
xmT+1(s) 
X
s02S
X
a02A
pmT (sjs0; a0)xmT (s0; a0) = 0; 8s 2 S;m 2M;
xmt (s; a)  0; 8m 2M; s 2 S;
a 2 A; t 2 T ;
xmT+1(s)  0; 8m 2M; s 2 S;
xmt (s; a)P
a2A x
m
t (s; a)
  x
m0
t (s; a)P
a2A x
m0
t (s; a)
= 0; 8m;m0 2M; s 2 S;
t 2 T ;X
a2A
xmt (s; a) = 1; 8m 2M; s 2 S; t 2 T ;
t(ajs) 2 f0; 1g; 8s 2 S; a 2 A; t 2 T
(A.6)
Here, the dual variables xm correspond to the optimal policy for the corresponding model
of the MMDP. That is,
mt (ajs) =
xm(s; a)P
a02A x
m(s; a0)
(A.7)
describes the probability of selecting action a for state s in time t for model m, and the
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constraint
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ensures that the policies will be the same in all models.
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