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SOMMAIRE
Nous presentons dans ce memoire de maitrise une etude des diagrammes
de phases en fonction de la temperature d un modele de cristaux
liquides en colonnes. Le compose prototype a 1'origine du modele est Ie
hexa(hexylthio)triphenylene (HHTT), qui a la particularite de posseder deux
phases en colonnes distinctes : la phase D^ caracterisee par de 1'ordre a courte
portee des positions et orientations des molecules a 1'interieur des colonnes, et
la phase ff, caracterisee par un ordre a longue portee (ou un quasi-ordre)
des memes quantites. Nous utilisons 1'approximation du champ moyen pour
obtenir une fonctionnelle d'energie libre et pour construire une theorie de type
"Landau" des transitions de phases. Nous executons egalement des simulations
Monte-Carlo sur un reseau tridimensionnel. Grace a la haute dimensionnalite du
reseau et, dans 1'ensemble, a la faible frustration geometrique du systeme, les
resultats des deux approches convergent sous plusieurs aspects, notamment dans
Ie regime quasi-unidimensionnel des couplages.
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Pour plusieurs composes organiques, il existe, entre la phase cristalline et
la phase liquide isotrope, des phases dites mesomorphes [1,2] qui presentent des
symetries propres a la fois a un cristal et a un liquide. On appelle ces composes
des cristaux liquides. Alors que, dans un cristal, les elements constituants
occupent des positions regulierement espacees (ordre a longue portee) et que,
dans un liquide, Us occupent des positions desordonnees (ordre a courte portee),
un cristal liquide possede a la fois de 1'ordre a courte portee et de Pordre a
longue portee. Par exemple, certaines composantes des positions des elements
constituants peuvent etre ordonnees, alors que certaines autres peuvent etre
desordonnees.
Un ingredient essentiel des mesophases est 1'anisotropie conformationnelle
des molecules constituantes. Elles sont habituellement soit allongees, soit plates,
et leur forme particuliere est determinante dans la nature des phases observees.
Chaque molecule possede des degres de liberte positionnels et orientationnels (en
plus des degres de liberte internes, si elle n'est pas rigide). Les degres de liberte
d'orientation inter viennent souvent dans les transitions vers des mesophases.
Les trois cas suivants peuvent se presenter :
Phases nematiques. Le compose est liquide du point de vue des variables
positionnelles mats, contrairement a un liquide isotrope, il existe un ordre a
longue portee des degres de liberte orientationnels (voir Figure 1 a-b). C'est un
liquide anisotrope : habituellement, la longueur de correlation des positions
suivant un certain axe est differente de celle dans les directions perpendiculaires.
Phases smectiques. Le compose est constitue de plans liquides superposes
regulierement selon une direction. Les phases smectiques presentent un ordre
1





Figure 1: Illustration des phases nematiques [a) et
b)] et smectiques [c) et d)] pour des molecules
allongees et plates.
positionnel et orientationnel a longue portee dans une direction (voir Figure 1
c-d).
Phases en colonnes. Le compose presente un ordre cristallin bidimensionnel.
II est constitue de colonnes liquides (ou quasi-liquides) disposees regulierement
dans Ie plan. Ces phases sont au coeur des travaux de ce memoire.
1.2 Phases en colonnes
Les cristaux liquides en colonnes se presentent comme un reseau
bidimensionnel de colonnes liquides (ou quasi-liquides, comme nous 1'expliquerons
plus loin) pouvant glisser librement les unes centre les autres. Us sont
generalement constitues de molecules disco'i'des, dont les empilements forment les
colonnes. Chaque molecule possede les degres de liberte suivants : position
(coordonnees re, y, z), orientation (angle 0) et inclinaison (deux angles). On
choisira 1'axe z Ie long des colonnes.
Generalement, par simple economie d'espace, les colonnes se disposent
dans Ie plan sur un reseau triangulaire. Toutefois, si les molecules possedent une
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inclinaison moyenne non-nulle par rapport a 1'axe des colonnes, Ie reseau
cristallographique bidimensionnel sera rectangulaire centre ou oblique [3]. On
note Dh les phases en colonnes formant un reseau triangulaire (D est
pour discotique et h pour hexagonal) et Dy. les phases formant un reseau
rectangulaire. On ajoutera un indice d si les molecules a Finterieur d'une meme
colonne ont des positions desordonnees selon z et un indice o si elles ont des
positions "ordonnees .
La stabilite des phases en colonnes telles que decrites plus haut n'est pas
evidente a priori. On sait, par exemple, que 1'instabilite de Landau-Peierls (voir
[4]) detruit 1'ordre a longue portee dans les systemes unidimensionnels. II est
important de verifier qu'aucun mecanisme similaire ne puisse detruire les phases
en colonnes, notamment les phases D^d et D ho-
A 1'aide de 1'expression de 1'energie libre en fonction des deplacements
Ux, Uy et Uz des colonnes par rapport a leurs positions d'equilibre et a
Paide du theoreme d'equipartition de lenergie, on peut montrer que, dans
les phases ou les colonnes glissent librement les unes sur les autres, les
fluctuations quadratiques des deplacements selon z divergent proportionnellement
a L (la longueur des colonnes) [1,5]. Les correlations de densite Ie long des
colonnes decroissent exponentiellement. Ce comportement est compatible avec les
observations sur les phases D^di mats contredit 1 existence pourtant confirmee
de phases D^o (v°ir notamment [6,7]). Une etude plus recente, incluant dans
1'energie libre les couplages elastiques des degres de liberte d'orientation [8],
montre toutefois qu'il peut s'etablir dans les colonnes de la phase D^o
un quasi-ordre positionnel. En autant que les colonnes presentent un ordre
helicoi'dal, on a des fluctuations de u^ diver geant comme In (-L) et des
fluctuations de Ux, Uy et UQ finies quand L —r oo.
Ainsi, qualifier les phases D^o et Dj-o d'"ordonnees" est un peu abusif : il
pourrait s'agir en fait de quasi-ordre, et les phases o pourraient etre des cas
limites de cristaux liquides. Toutefois, en pratique, on ne peut pas rejeter
1'eventualite que la phase D ho soit simplement une phase cristalline fragile.
1.3 Systeme etudie
Le prototype du compose discoi'de etudie est un derive du triphenylene, de
la famille des hexa(alkylthio)triphenylenes (voir Figure 2). Ces composes sont
constitues d'une partie centrale rigide et de six chaines flexibles d'hydrocarbones.
La flexibilite des chaines de carbone depend de la temperature et Ie compose
possede un important caractere thermotrope. Le coeur rigide assure Ie caractere
discoide de la molecule. On identifie chaque compose de la famille par Ie











Figure 2: Serie homologue Cn des hexa(alkyl-
thio)triphenylenes. On s'interesse particulierement au
compose C6 (HHTT).
Nous nous interessons au compose 06, l'hexa(hexylthio)triphenylene, aussi
appele HHTT. II est Ie seul de la serie a presenter a la fois des phases
I (liquide isotrope), D^d, H (une phase D^o helicoidale) et K (cristal
monoclinique). Ces phases ont ete identifiees par des mesures de diffraction X
sur des echantillons de HHTT en poudre [9] et en filaments [6,10,7] (voir [11]
pour un resume des resultats experiment aux). La sequence des transitions est la
suivante :
62 C ,-r 70°C r^ 93 C
Pour des composes semblables au HHTT, des calculs de conformation
d'une molecule isolee et de dimeres [12,13] montrent que la conformation la
plus stable est celle ou les six chaines flexibles sont alternativement au-dessus et
au-dessous du plan de la structure de triphenylene. Get arrangement des chaines
dote la molecule dune chiralite, et Ie groupe de symetrie ponctuel de la
molecule n'est plus €'3, mais -Dg. Dans cette conformation, un empilement de
molecules de meme chiralite adoptera une torsion naturelle : chaque molecule
s'empilera sur la precedente avec une diflference d'orientation a 7^ 0, positive
ou negative selon la chiralite des molecules. Notons toutefois que, pour une
molecule isolee, il n apparait pas clairement que la chiralite est precisement
definie : les calculs conformationnels [12] montrent que la barriere d'energie
entre les configurations de chiralites inverses a une valeur comparable a 1'energie
thermique dans les phases H et D^d-
La phase D^d du HHTT (70°C< T < 93°C) possede un ordre positionnel
a longue portee dans Ie plan xy (la longueur de correlation dans les
directions perpendiculaire aux colonnes, ^j_, est superieure a 800A, la limite
experimentale). Les colonnes sont disposees sur un reseau triangulaire, separees
d'une distance dj_ = 20,9A a T= 90°C et d^_ = 21,5A a T = 72°C. A 1'interieur
d'une colonne, la distance inter-moleculaire moyenne est d^ = 4, 8A et 1'ordre
positionnel est a courte portee : ^ = 16A (4 molecules) a T = 89° C et ^ = 30A
(8 molecules) a T = 79° C. Dans cette phase, les chames aliphatiques sont
relativement flexibles et ont une fonction lubrifiante vis-a-vis des colonnes de
structures aromatiques. Les colonnes glissent librement Ie long de leur axe.
Au fur et a mesure qu'on abaisse la temperature, les chaines se raidissent
et s'etirent. Proche de la transition vers la phase H, les molecules ont un
diametre plus grand que la distance entre les colonnes. Les molecules voisines
dans Ie plan s'emboitent comme des roues d'engrenage et s orientent les unes
par rapport aux autres.
La phase H (62° C< T < 70° C) presente de 1'ordre positionnel a 1'interieur
des colonnes (qui pourrait etre du quasi-ordre, tel que propose dans [8]).
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La distance inter-colonne est c?i=21,7A et la distance inter-moleculaire
est d||=3,6A et ^ > 800A. Chaque colonne presente egalement un ordre
orientationnel helicoi'dal : chaque molecule est tournee par rapport a la
precedente d'un angle commensurable a = 45° constant sur toute la plage de
temperature de la phase. Cette valeur commensurable de a a ete obtenue par
des experiences de diffraction sur des poudres [9], mais les experiences sur des
filaments suspendus [6,10,7] donnent a ^ 45,5°, une valeur incommensurable
attribuee a des effets de surface [11]. On retrouve la meme orientation a chaque
8 molecules mais, parce que les molecules ont une symetrie Z?3, Ie nombre de
commensurabilite de cette phase spirale est 3/8. Les orientations des molecules
sont correlees d'une colonne a 1'autre.
Pour reduire la frustration associee a sa geometric triangulaire, Ie reseau
de colonnes se reorganise en un super-reseau v/3 x v/3-R30° (voir Figure 3). Le
tiers des colonnes est deplace verticalement d une demi-distance inter-moleculaire
(rijj/2). On a done ainsi deux sous-reseaux decales, tels qu'illustre a la Figure 3.
Les colonnes deplacees sont d'helicite opposee a celle des autres (a = —45° au
lieu. de +45°).
La phase H est tres semblable a une phase cristalline et la question
du mecanisme reel de la transition D^d ^ H est encore ouverte. Dans ce
travail, nous etudions 1'apparition de i'ordre orientationnel en supposant que les
molecules de HHTT occupent deja des positions bien definies. Neanmoins, il est
possible que 1'ordre dans les colonnes soit un quasi-ordre et que les fluctuations
soient suflisamment importantes pour liquefier les colonnes a grande echelle.
1.4 Contexte du travail
A Pheure actuelle, 1'entreprise de construire un modele reproduisant les
caracteristiques principales des phases D^d et H du compose HHTT et d'en
calculer Ie diagramme de phases a progresse a un rythme plus qu'encourageant.
Hebert, Caille et Bel Moufid [14], Hebert et Caille [15] et Caille, Hebert
et Plumer [16] ont etudie 1'etat fondamental d'une colonne dans un champ
Figure 3: Schema du reseau triangulaire de colonnes.
Les points vides representent les colonnes deplacees
de rijj/2 (p, = 3) et les points pleins, les colonnes
non deplacees (p, == 1 et 2). Les traits pointilles
representent la cellule elementaire du super-reseau
V/3 x v/3-R30°.
d'anisotropie. Plumer, Caille et Heinonen [17] ont introduit les interactions
octopolaires dans Ie modele a plusieurs colonnes et ont montre qu'elles
permettaient de stabiliser des configurations d'helicite (++—). Hebert et Caille
[18] ont etudie en champ moyen les diagrammes thermiques d'un modele
bidimensionnel de variables XY et Ising couplees. Hebert et Plumer [19] ont
obtenu des diagrammes du meme modele par Ie groupe de renormalisation et
par des simulations Monte-Carlo. Finalement, Hebert et Caille [20] out obtenu
1'etat fondamental du modele chiral tridimensionnel.
Le travail presents dans ce memoire porte sur les diagrammes thermiques
du modele tridimensionnel, obtenus par des calculs en champ moyen et des
simulations Monte-Carlo. II s'inscrit naturellement dans la suite des travaux de
Hebert, Caille, Plumer et leurs collaborateurs.
CHAPITRE II
MODELE
Dans ce Chapitre, nous introduisons Ie modele retenu pour representer les
phases H et D^d du HHTT. Ce modele tient compte du deplacement du tiers
des colonnes, permet une modulation Ie long des colonnes et incorpore Ie
caractere octopolaire des molecules. II neglige les deplacements des molecules par
rapport a leurs positions d'equilibre et ne conserve pour chaque molecule qu'un
seul degre de liberte d'orientation.
2.1 Degres de liberte
Dans la phase H^ on peut reperer une molecule par la position de sa
colonne dans Ie plan et par sa propre position dans la colonne. Puisque
dans la phase H Ie reseau triangulaire de colonnes forme un super-reseau
V3 x v/3-R30° (voir Figure 3), on utilisera les indices i et j pour identifier la
cellule elementaire du super-reseau (chacune contenant trois colonnes), un indice
^ (de 1 a 3) pour identifier la colonne et k pour identifier la molecule dans la
colonne. En d'autres mots, les indices (i,j',/c), qu'on representera formellement
par m, identifient la plaquette de trois molecules et p, la molecule a
1'interieur de la plaquette. Les molecules p, = 1 et 2 appartiennent aux colonnes
non-deplacees et les molecules p, = 3 appartiennent aux colonnes deplacees de
d]|/2.
Chaque molecule (/^,m), si on 1'assimile a un disque, possede une position
r^m; une orientation O^rn et deux inclinaisons '0^ et i^m- Notre modele
neglige les effets d'inclinaison des molecules et nous posons '0^ = i9^m = 0. Les
composantes planaires des positions des molecules sont fbcees sur Ie reseau
triangulaire. Les composantes z^ malgre que les colonnes soient liquides,
sont elles aussi fixees regulierement. Dans la phase H, cette simplification
est valable dans la mesure ou Ie quasi-ordre positionnel s'etablit sur une
echelle suffisamment grande (comme 1'observation Ie montre). Le modele ne
considere alors que les degres de liberte orientationnels. II decrit idealement
un etat plastique et est suffisant si 1'ordre positionnel s'etablit avant 1'ordre
orientationnel. Suivant ce modele, un desordre orientationnel complet pourrait
representer un simulacre de phase Z)^> qui possede en fait a la fois un desordre
positionnel et orientationnel. Alternativement, on peut considerer Ie modele
"plastique" (ou les seules variables sont les orientations) comme un modele
effectif obtenu apres integration de tous les autres degres de liberte (dont les
positions et les inclinaisons). De ce point de vue, la simplification vient de ce
qu'on neglige la dependance en temperature des parametres effectifs du modele.
Quand deux molecules de HHTT sont relativement eloignees, elles sont
liees par une interaction de Van der Waals. Dans la phase D^ c'est
notamment Ie cas pour deux molecules appartenant a des colonnes differentes et
pour deux molecules dans une meme colonne. Mais si elles sont suffisamment
proches les unes des autres, elles interagissent par empechement sterique. Dans
la phase H, la distance intra-colonne est djj = 3, 6A, comparable a la distance
obtenue a la suite de calculs conformationnels [13].
Rappelons que les molecules ne sont pas exactement discoi'des : elles
possedent un caractere chiral associe a 1'arrangement alterne des chames
aliphatiques. En principe, on devrait aussi considerer la forme et la flexibilite
des chaines aliphatiques, qui varient en fonction de la temperature. II semble
que ces degres de liberte conformationnels soient responsables de la transition
D^d <-^ H. Nous modeliserons Ie caractere octopolaire des molecules par
1'intermediaire de parametres de couplage qui, en principe, pourraient etre varies
avec la temperature pour simuler Ie raidissement des chaines.
2.2 Interactions intra-colonnes
On sait qu'a 1'etat fondamental, deux molecules de HHTT de meme
chiralite empilees minimisent leur energie de conformation en decalant leurs
orientations d'un angle a. Ce comportement est tres bien represente par un
modele chiral (voir par exemple [21,22]), dans lequel la forme de 1'interaction est
-Jcos3(^+i-^-a), (2.1)
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ou Q; est 1'angle naturel de torsion de la colonne. Le facteur 3 vient de la
symetrie D^ des molecules. Pour modeliser 1'origine de 1'helicite dans la colonne
et pour s'affranchir du choix de la chiralite (Ie signe de o;), on choisira plutot
un modele au deuxieme voisin [23,24] :
-Jl cos 3(^+1 - 6'fe) - J2 cos 3(^+2 - ^). (2.2)
Dans 1'etat fondamental, un calcul faisant appel a 1 approximation de champ
moyen [24] montre Fhelicite dans la colonne sera cos 3a = —Ji/4t/2- II faut que
41 J^ I ^ |^l I ? sans quoi 1'helicite intrinseque des colonnes est nulle. Le rapport
entre J\ et J^ determine la valeur absolue de Phelicite mais non son signe. Un
modele au deuxieme voisin inclut done automatiquement la possibilite que les
colonnes n'aient pas toutes la meme helicite, ou meme, a temperature finie, que
1'helicite change brusquement au sein d'une colonne (defaut).
Certains modeles [18,19] incorporent directement la chiralite des molecules
ou des colonnes en utilisant une variable d Ising en chaque site. Ici, la chiralite
des molecules est incluse de faQon indirecte, en prenant pour acquis qu'elle
communique a la colonne Ie sens de son helicite globale. Dans la mesure ou
1'helicite garde Ie meme signe pour toute une colonne, une helicite positive
signifie que toutes les molecules de la colonne ont une chiralite positive, et une
helicite negative, que les molecules ont une chiralite negative.
Ce modele au deuxieme voisin est utile parce qu'il ne presuppose pas de
signe d'helicite, mais on devra se souvenir que, s il est un modele effectif
valable, il n'est pas realiste du point de vue microscopique. Pour Ie compose
HHTT, 1'interaction au deuxieme voisin est en fait tres faible et la modulation
dans les colonnes vient d'une interaction au premier voisin plutot de la forme
(2.1).
2.3 Interactions inter-colonnes
Dans V approximation ou chaque molecule est decrite entierement par son
orientation, on peut ecrire sa densite de masse comme un developpement
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multipolaire [17,25]. La symetrie Dg de la molecule fait que Ie premier moment
non mil est Ie moment octopolaire, qui peut etre represente par Qkim^ un
tenseur de rang 3 (/c, l,m = x,y) [25,18]. En construisant des interactions
bilineaires en Q et invariantes par rapport aux rotations du reseau hexagonal,
on obtient uniquement des termes de la forme cos 3(0— 0f) ou cos3(0-{-0)
[18,17]. L'interaction s'ecrit finalement sous la forme
-J cos 3(0^ij - O^i/jf) - G cos 3(6p,ij + Op.'i'j')- (2.3)
Le premier terme a la forme standard d'une interaction dipolaire et est
invariant par rapport a des rotations continues, alors que Ie deuxieme terme est
particulier au caractere octopolaire des molecules et n'est invariant que par









Figure 4: Schema tridimensionnel des couplages pour
trois colonnes. Les lignes pointillees representent les
liaisons et les sites fictifs pour des colonnes non
deplacees.
Pour extraire la symetrie triangulaire du probleme, on remplacera les
angles reels O^m PaT des variables angulaires (f)^m = 3^um- On peut ecrire
1'hamiltonien complet du systeme comme suit :




Les interactions intra-colonnes sont contenues dans Jp.m^n- Chaque site est
couple a ses premiers et seconds voisins de colonne par des energies J\ et 1/2
(voir (2.2)). Les couplages inter-colonnes sont contenus dans J^m,vn et G^m^n-
Chaque site ^ = 1 est couple avec une interaction de la forme (2.3) aux trois
sites fi = 2 voisins et a six sites p, = 3 : trois decales de d^/2 vers Ie haut
et trois decales vers Ie bas (voir Figures 3 et 4). Notons toutefois que les
constantes de couplage inter-colonnes n'ont pas toutes la meme valeur : J et G
si les molecules sont dans un meme plan (liaisons 1-2), et J et G si les
colonnes sont decalees de d^/2 (liaisons 1-3 et 2-3) (voir Figure 4).
Cela dit, on supposera dans la suite du travail que J = J et G' = G.
Cette restriction est physiquement acceptable [18], mais elle nous prive de
certaines proprietes fines du modele. Nous poserons egalement 1/1 = 1. Comme
J\ > 0, cela revient a normaliser toutes les autres constantes de couplage (de
meme que la temperature) par rapport a J\.
Utilisant la notation
Cfim = COs(^m) et S^m = Sm((f)^rr,,), (2.5)
on peut reecrire Phamiltonien (2.4) ainsi :
= 2 ^ ^ ^,[tJ/^m,^ncAtmcl/"' ~*~ ^m,i/n5Atm5t/nJ) (^•<
p,v mn
ou ^fim,vn = t^m,^n + Gp,m^n et J^m,vn = ^p'm,vn ~~ ^r^m,i/n- ^II remarque que
transformation G ^-» —G inter vertit Ie role des variables c et 5 et est equivalente
a une rotation (f)p,m <-> (t)p,m + i des molecules.
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CHAPITRE III
CALCULS EN CHAMP MOYEN
Dans ce Chapitre, nous etudions les proprietes du modele (2.6)
(notamment ses proprieties thermiques) a Paide d'une approximation du champ
moyen. Une analyse de la divergence de la susceptibilite nous permet d'obtenir
la temperature critique de la transition de la phase completement desordonnee a
une phase ordonnee ainsi que, dans une certaine mesure, la nature de cette
phase ordonnee. Nous completons les calculs en champ moyen en construisant
une theorie de Landau, pour laquelle sont definis des parametres d'ordre
appropries notamment a la description des phases du HHTT.
3.1 Approximation du champ moyen
Nous allons illustrer les bases de 1'approximation du champ moyen
en Pappliquant au modele d'Heisenberg. Bien que Ie modele qui nous
interesse n'implique pas des spins d'Heisenberg, mais des pseudo-spins a deux
composantes, 1'analogie formelle permet de lui appliquer la meme methode.
Pour Ie modele d'Heisenberg en champ nul, deux spins Si et Sj




avec Jij = Jji et Ja = 0. En toute generalite, cet hamiltonien s'avere tres difficile
a etudier. L'approximation du champ moyen consiste a trailer les interactions en
chaque site i dans leur forme exacte pour un ensemble restreint V(i) de n
sites voisins (j G V(i)) et a trailer les interactions avec tous les autres sites
0 ^ ^(l)) comme si ces derniers possedaient une valeur moyenne (S).
N N N
^CM=4E E ^•S.-S,-^ ^ J,,S,.(S)+^ ^ J,,(S)2. (3.2)
t=l j^v{z) i=l j1V(z) z=l jiv{z)
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Si V(i) = {z}, 1'approximation est dite du champ moleculaire :
N N N N
HCM = - E E •/ys' • <s) + iSE ^'<s)2' (3'3)
1=1 j=l 1=1 j=l
Chaque spin peut etre decompose en une partie moyenne et une partie
fluctuante : Si = (S) + Si. L'approche du champ moyen revient done a ne
considerer pour chaque site que les fluctuations en quelques sites voisins et a
les negliger pour les autres sites.
Pres d'une transition de deuxieme ordre, les correlations deviennent tres
importantes et les n sites pour lesquels on considere les fluctuations ne suffisent
pas a representer les correlations reelles entre les fluctuations. En effet, des que
la longueur de correlation ^ est superieure a la longueur in de 1'amas des n
sites, la taille finie de 1'amas traite de maniere exacte se fait sentir. Cela est
d'autant plus vrai dans Ie cos de 1'approximation du champ moleculaire, ou t\
est de 1'ordre de la distance inter-moleculaire.
Remplacer Si par (S) permet de decrire les phases paramagnetique
((S) = 0) et ferromagnetique ((S) 7^ 0). Par centre, cette approximation n'est pas
appropriee pour etudier des phases modulees. II faut plutot ecrire chaque spin
comme une fluctuation autour d'une valeur moyenne modulee dans 1'espace :
Sz = (S,) + S,, (3.4)
avec, par exemple,
(S,)=(S)cos(q.r,). (3.5)
Une phase modulee serait alors caracterisee par (S) 7^ 0 et q 7^ 0.
Les dernieres sommations des equations (3.2) et (3.3) sont des termes
constants essentiels pour calculer les fonctions thermodynamiques a 1'equilibre.
Toutefois, elles sont sans effet quand on etudie la reponse du systeme a un
leger ecart de 1'equilibre. Pour cette raison, nous n'en tiendrons pas compte par
la suite.
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3.2 Hamiltonien du champ moyen
Pour employer une notation plus systematique, on peut reecrire
Fhamiltonien (2.6) sous la forme
——2 / ^i / ^i unn,jnuimu3ni V0-'
ij mn
OU Sim = Cim pOUT i = 1,2,3 et Sim = Si-3,m pour i = 4,5,6 (les trois premieres
variables sont les composantes cosinus des trois colonnes et les trois variables
suivantes, les composantes sinus). Dans 1'approximation du champ moyen, on a
1'hamiltonien
H CM = ~ ^ ^ himSim, (3.7)
t 771
et Ie champ moyen est
''vm — / ^ / ^ «7wn,jn\*-'jn/- V'-'-'
j n
En representation de Fourier,
hi(q)=^J^)(S,(q)), (3.9)
avec
(S,(q)} = (l/N)^e-i^"(S,n). (3.10)
Jy(q) est une matrice 6x6 diagonale par blocs de 3 x 3. En notation
matricielle, on peut 1'ecrire en fonction des couplages Jc et Js de 1'equation
(2'6) : / „, - . x
W=(JCW J°w)- . P.")
Dans cette representation a trois colonnes, les composantes planaires du
vecteur q sont nulles. Ceci provient de la symetrie particuliere des couplages
[26], mais tous les calculs de ce chapitre aussi realises avec un vecteur q
quelconque montrent eflFectivement que qi = 0. La modulation dans Ie plan sera
creee par les differences entre les parametres d'ordre de chacune des colonnes.
On remplacera done simplement q par g, sa composante selon z. On suppose
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que la distance entre les molecules d'une meme colonne est d^ =1. Les matrices
J° et Js s'ecrivent
w jcu jsnir
JC'S(Q) = | Jci2s W ^(9) | , (3.12)
^['(i) JSW W
avec J|j (q) = cos q + ^2 cos 2g, ^ = |(J + Gf), J^(q) = J^(q) = 3(J + G) cos ^g,
J^ = |(J—G?) et J^(q) = J^(q) = 3(.7— G?) cos ^g. En comparant avec la Figure
4, on comprend notamment que J^(q) represente les couplages intra-colonnes et
que Ie deplacement des colonnes 3 augmente Ie nombre de coordination (6 au
lieu de 3) et ajoute un facteur cos ^q.
3.3 Analyse de la divergence de la susceptibilite
Les transitions de phase desordre-ordre du deuxieme ordre sont associees a
la divergence de la susceptibilite "paramagnetique" ^ definie comme la reponse
lineaire a un champ exterieur infinitesimal H :
(Si(q))=^Xij(q)Hrt(g). (3.13)
3
Ce champ exterieur, ajoute au champ moyen (3.9), forme un champ effectif
Hf=hi-^-H^\ (3.14)
conjugue a la susceptibilite a un site ^o = 1/2T (T est une temperature
normalisee par la constante de Boltzmann) :
<S,(g)) = x»Hf(q). (3.15)
Les equations (3.13) et (3.15) fournissent une relation entre ^ et ^01 une
generalisation matricielle de la relation standard issue d'une approximation du
champ moleculaire :
x(g)=Xo[I-Xo^)]-1. (3.16)
On trouve ^ en inversant la matrice 6x6 entre les crochets. Cependant,
on doit etudier ses divergences dans la representation ou elle est diagonale, qui
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est aussi celle dans laquelle J(q) est diagonale. En diminuant la temperature, la
premiere transition de deuxieme ordre se produit pour un qc maximisant une
des sbc valeurs propres de J{q). Le vecteur propre correspondant identifie la
configuration impliquee dans la transition. La valeur propre elle meme est
associee a deux fois la temperature critique.
J(q) est diagonal par blocs, et 1'equation caracteristique se reduit a
deux equations cubiques det(JC(g) — jcl) = 0 et det(JS(q) — jsl) = 0. Les valeurs
propres sont
fis(g)=W-Jus, (3.n)
jyw = w + 5 I ^ - AC2S2 + 6JC»w
et
fs's(g) = W + ^ | Jci2s + A^2 + SJSW
(3.18)
(3.19)
Les vecteurs propres sont (a une constante de normalisation pres)
^>5(g)=(l,-l,0), (3.20)
^•s(9) = (jr - ^n(s)' 3C2S - W. 2^(9)) (3.21)
et
^•s(g) = (jy - W, fss - W, 2^(9)). (3.22)
Pour chaque ensemble de parametres (J^G^J^), on trouve numeriquement
laquelle des six valeurs propres est maximale et pour quel qc. Les deux seules
valeurs propres a etre maximales sont j'j et j'|. La temperature critique
correspond au maximum des deux temperatures suivantes :
rpC,S _^^fl^s
1^ •8=max(5j3c'')
=^(cosqc + J2 cos2qc) + j(J ± GQ + J|J ± G\^l + 32cos2 ^.
(3.23)
Si T<f > T^ (resp. T^ < T,5), les composantes cosinus (resp. sinus) effectuent
seules la premiere transition vers 1'ordre. La frontiere entre les deux regimes est
definie par T^ = T^. Parce que les vecteurs propres rj et v^ sont de la forme
(a, a, 6), on peut conclure que, a la transition desordre-ordre, les colonnes 1 et 2
jouent des roles similaires, alors que la colonne 3 a un comportement distinct.
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Dans Ie plan J-G, et pour une valeur particuliere de </2) on identifie
quatre regions, correspondant grossierement aux quatre quadrants (voir Figure
5), pour 1'apparition d'un ordre des composantes a Tc. La ligne G = 0, ou les
composantes cosinus et sinus sont equivalentes, est une separation evidente entre
un ordonnement des cosinus et des sinus. La courbe
\G\ = -g(J, Jf)J, (3.24)
sur laquelle T^ = T^ est issue d un mecanisme de basculement de spin
("spin-flop"). Pour que les colonnes possedent une helicite intrinseque, il faut
que |J2| > i; c'est-a-dire, puisque Js est negatif, que ^2 < —^- Pour |J| et \G\
suffisamment grands par rapport aux couplages intra-colonne, on trouve que
Qc = 0, c'est-a-dire que les colonnes intrinsequement helicoi'dales sont "deroulees"
par les couplages dans Ie plan. Pour qc = 0, la condition T^ = T^ fournit une
relation entre les couplages J et G :
(J + G) + 1.7 + G'|v/33 = (J-G) + |J- G|v/33, (3.25)
et les solutions sont G = 0 et |G'| = —v/33J\ done g = v/33 ^ 5.74, une valeur
independante de J et J'2. Si qc = 0, les colonnes se comportent collectivement
comme un seul spin qui bascule sous 1 efFet de G, assimilable a un champ
d'anisotropie. Pour de plus petites valeurs de |J| et |G?|, qc 7^ 0 et g diminue
(voir Figure 6), mais Ie mecanisme reste Ie meme. C'est ce qu'on observe a la
Figure 5 : pour des valeurs suffisamment negatives de J, les frontieres de phase
correspondent aux droites de pentes ±v/33.
Dans les regions "cosinus", la modulation a la transition est une fonction
q^ = q^(J + G.J'i}, puisque J + G est la seule combinaison de J et G
apparaissant dans j'§. Dans les regions "sinus", on a qc = qc(J ~ G?» ^2) pour la
meme raison (voir Figure 7). Pour Js > —3» 9c(^±Gf,^2) = 0 pour tout J et G,
c'est-a-dire que de 1'ordre "ferromagnetique" s'installe dans les colonnes [23,24].
Pour Jz < —3» ^ existe une region du plan J-G ou gc 7^ 0 mais pour des
valeurs trop grandes de |J| et |G?|, les colonnes se "deroulent", \J^\ n'etant pas
suffisamment grand par rapport aux couplages inter-colonnes pour induire une
modulation dans les colonnes.
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1,0
Figure 5: Diagramme de phases a temperature
critique d'apres 1'etude de la divergence de la
susceptibilite. Les traits pleins forment Ie diagramme
pour Jz > —5- Les droites obliques ont une pente
g = -^,33. On presente en traits pointilles Ie
diagramme pour J^ = —1, qui devie legerement du
cas J2 > -3-
La Figure 8 montre la surface Tc(J^G) pour J^ = —1. La forme de cette
surface ne change pas de fa^on appreciable pour J^ moihs negatif.
19
Oi
-1,0 -0,8 .0,6 -0,4
-0,8 -0,6 -0,4 -0,2 0,0
Figure 6: Graphiques de g = g(J) pour plusieurs
valeurs de J2- On indique la valeur de J^ au-dessus
de 1'endroit ou la courbe sature a la valeur g = v/33-
Pour Js > —^> 9 = V/33 pour toute valeur de J.
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.4,0 -3,0 -2,0 -1,0 0,0 1,0
J+G or J-G
Figure 7: Profil du vecteur d onde critique qc en
fonction de J + G ou de J — G, selon que la
composante cosinus ou sinus s'ordonne en premier,
pour plusieurs valeurs de J'z.
-2
G
Figure 8: Temperature critique en fonction de J et
G pour J2 = —1- Les traits gras delimitent les phases
telles qu'illustrees a la Figure 5.
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3.4 Minimisation de la fonctionnelle d'energie libre
L'analyse de la divergence de la susceptibilite ne nous a fourni des
informations que sur les transitions du deuxieme ordre depuis la phase
desordonnee a haute temperature. Pour etudier egalement les transitions du
premier ordre, mais aussi pour preciser la nature de Pordre qui s'etablit et pour
explorer la region en temperature autour de la transition ordre-desordre, on
construira une theorie de Landau a partir du modele microscopique (voir [27],
par exemple). La theorie de Landau permet 1'etude des transitions du premier
ordre dans la mesure ou 1'energie libre est developpee a un ordre suffisamment
eleve. Nous suivrons d'assez pres la methode proposee par Bak et von Boehm
[28].
3.4.1 Developpement de la fonctionnelle d'energie libre
Ajoutons au champ moyen defini en (3.8) un champ exterieur Hfxt (i va
de 1 a 6). La somme est un champ effectif semblable a celui defini en (3.14) :
Hf=hi+Hfxt. (3.26)
En moyenne, chaque molecule s'oriente selon Ie champ efFectif en son site. Le
module de la valeur moyenne de Sp,m = (c^m, Sp,m) s'ecrit :
A(/3|H^|) ^ ^^^
hWW1<S^)1=^S^=/(/3|H^|), (3.27)
ou Ji et Jo sont les fonctions de Bessel modifiees (voir Ie calcul en Annexe). La
fonction / tend vers 1 quand son argument tend vers 1'infini, ce qui traduit
bien Ie fait que les spins sont normalises : a temperature nulle, il n'y a plus de
fluctuations et on a |{S^m}| = |S^m| = 1- Pour chaque composante, on a
refF
<S^m) = ^7/(/?1<J). (3.28)^ml
L^tm





On peut obtenir la fonctionnelle d'energie libre F en faisant appel a la
relation
rext _ rrefF
lim = nim ~ rbim <^.<
6F
IT<5(Sim)
ou, en representation de Fourier,
6F rext/^\ _ rjefFi= ff?xt(q) = fff"(q) - fc,(q). (3.31)5<S.(q))l
On trouve F en integrant sur les 6N degres de liberte (Rappelons que N
represente Ie nombre de cellules du super-reseau et que chaque cellule contient
trois molecules.). On divisera F en deux parties FT et Fj telles que
^=H^ et ^§^=-A,(q), (3.32)
•>im) "" OW
ce qui nous permettra d'utiliser les representations de Hfff et hi les plus
commodes (espace reel pour Hfs et espace reciproque pour hi). Pour x petit, la
fonction reciproque f (x) se developpe comme
f~l(x) = 2x + re3 + |:r5 4- 0(rc7). (3.33)
A 1'ordre 4, Ie terme FT s'ecrit
FT = TEE(KS^12 + il<s»'">)14)- (3-34)
p, m
On choisit 1//3 = T, c'est-a-dire qu'on fixe 1'echelle de temperature par rapport
a la constante de Boltzmann. Ce developpement limite est proche (moins de 1%
d'ecart) de la valeur exacte jusqu'a |{S^m)|^0,5 (voir Figure 9). Ainsi, pour
|(S^m}| < 0;5, Ie relachement de la contrainte |S^m| = 1 issu du developpement
limite du terme FT aura mains de repercussions physiques. Plus exactement,
lorsque |(S^m}|<0?5, nous sommes assures que, malgre Ie relachement de la
contrainte, un nombre negligeable de spins fictifs de module superieur a 1
contribue a la valeur moyenne. Par centre, la contribution des spins fictifs de
module mferieur a 1 est non negligeable. Notons qu'un developpement a 1'ordre
6 est valable (selon Ie meme critere) jusqu'a |(S^m)| ^0,65.
II existe une methode hybride permettant de trailer exactement la
contrainte |S^m| = 1 [29,30]. II s'agit de considerer Ie champ agissant sur un site
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0,2 0,4 0,6 0,8
Figure 9: Integrale de linverse de la fonction
f(x) = I\ (x)/ IQ (x) (en trait plein) et ses
developpements au quatrieme ordre (en trait pointille)
et au sixieme ordre (en trait pointille alterne).
i non pas comme un champ effectif fonction des valeurs moyennes des voisins
de i, mais comme un champ instantane associe a une configuration reelle des
voisins. Pour une variable locale arbitrairement complexe Ui (i est un indice de
site), la valeur moyenne s'ecrit









V(i) represente 1'ensemble des sites voisins du site i, {uj} represente 1'ensemble
des degres de liberte couples a ui par 1'interaction Vij(ui^uj) et Xi(ui) est un
champ local. L'approximation de champ moyen standard consiste a remplacer
tous les ui dans Ie cote droit de 1'equation par (ui}, ce qui fournit un systeme
d'equations auto-coherentes pour les valeurs moyennes. Ce calcul ignore Ie fait
que chacune des variables u doit respecter une contrainte. Pour s'assurer que les
u sont normalises (ou qu'ils respectent toute autre contrainte), on exprime
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(ui) a partir d'une moyenne ponderee par un poids pj(uj) sur toutes les
configurations des voisins :
(",) = /^n[/dw(",)]^-yy^.(»..^})+x.(".). (3.38)
Sachant que (ui) = f dui pi(ui)ui, on obtient un systeme d'equations
auto-coherentes pour la fonction p :
P.(".) = n[/^- n^)]z^:jye^(u"{UJ})+^(ui)- (3-39)
On peut resoudre ce systeme numeriquement, par methode Monte-Carlo. Cette
approche est particulierement utile pour etudier des systemes fortement frustres.
La nature des degres de liberte en chaque site aura une influence notable sur
les efFets reels d'une frustration d'origine geometrique. Ainsi, des variables Ising
sur un reseau triangulaire accentueront beaucoup plus la frustration geometrique
que des variables XY ou Heisenberg. Notre systeme est forme de variables XY
et peut relacher une partie de la frustration triangulaire en choisissant les
phases relatives des colonnes, de sorte que nous presumons que cette methode
n'apporterait aucun resultat qualitativement nouveau par rapport au calcul
conventionnel.
Dans 1'espace reciproque, en retournant a la notation en variables c et s :
FT =TS{E c/^i)^(-9i) +5^(gi)s^(-9i)]
^ 91
+ I S [c^)c^)c^(q3)c^(-qi - 92 - 9s)
919293
+ 2c^(9i)c^(g2)^(93)s^(-9l - 92 - 9s)
+ s^qi)s^(q2)s^(q3)s^(-qi - q-z - 93) | }>,
et
Fj = - ^ ^ [^(gi)^(gi)c.(-gi) + ^(gi)^(gi)s.(-gi)] (3.41)
p,v gi
ou c^(q) et s^(q) sont les transformees de Fourier des valeurs moyennes (c^m)
et (s^m)- Telle quelle, cette derniere ecriture de F represente la fonctionnelle
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d'energie libre par groupe de trois colonnes; les variables q sont les composantes
des q paralleles aux colonnes. Les sommations sur q ont ete tronquees de tous
les termes umklapp. Cette simplification fait disparaitre 1'effet de la periodicite
du reseau. Les termes umklapp ont pour effet d'ancrer les etats de modulation
commensurable. En les ignorant, on traite les phases commensurables et
incommensurables de maniere identique. On s'attend cependant a observer pour
q un profil semblable avec ou sans ancrage : on aura une variation continue au
lieu d'un escalier du diable (voir [28], par exemple). Negliger les termes umklapp
devrait aussi attenuer Ie caractere simpliste de Phypothese selon laquelle les
molecules sont reparties regulierement Ie long des colonnes.
3.4.2 Parametres d'ordre
Nous supposons maintenant que, pres de la transition, c^(q) = 0 et
s^(q) = 0 (V/^) sauf pour q = ±9. Cette simplification revient a s'interesser a la
premiere harmonique a apparaitre dans les phases modulees. Elle est valide a la
transition, mais 11 n'est pas exclu a priori que des harmoniques secondaires
puissent se developper a des temperatures plus basses. c^(q) et s^(q) sont les
composantes selon x et y de trois vecteurs de polarisation
(S^q))=c^(q)x+s^q)y. (3.42)
Rappelons que (S^) n'est pas une polarisation reelle, puisque c^ et s^ sont Ie
cosinus et Ie sinus d'un angle ^ = 39^. c^(q) et Sp,(q) sont des quantites
complexes que 1'on peut ecrire
^=MC^ et s^=\s^\e^. (3.43)
Ce choix de variables permet une polarisation quelconque pour chacune des
colonnes. En representation "spatiale ,
(S^=l,[S,(q)e'^+S^g)e-i^}
= |c^| cos(m + ^)x + |s^| cos(m + ^)y,
avec rk = k + ^3.
26
Pour alleger la notation, nous remplacerons |c^| par Cp, et \s^\ par 5^
(on sous-entendra qu'il s'agit des modules et non des valeurs complexes). La
fonction a minimiser est alors FT + Fj, avec




- 2 pf2clc2 cos(^ - y?;) + Jf2SlS2 C0s(y?l - ^) ^ 4g^
+ J^WC2C3 COS(^ - ^) + J^(q)s2S3 C0s((^| - ^)
+ ^i(9)c3Ci cos(^ - ^) + J|i(g)s35i cos(^ - y?|) I,
avec les couplages tels que definis precedemment. Cette fonction de 13
variables sera d'abord minimisee numeriquement, et les resultats obtenus nous
permettront de simplifier son expression. Rappelons que la permutation des
indices 1 ^ 2 laisse F inchange.
3.4.3 Configurations d'helicite
Avant de presenter les resultats relatifs aux amplitudes des parametres
d'ordre c^ et s^, nous discutons des relations entre leurs phases (p^ et ^. Ces
phases ne possedent une signification physique que lorsque leurs amplitudes
correspondantes sont non-nulles. Toutefois, lorsque tel est Ie cas, on constate
numeriquement des relations simples entre elles qui permettent de simplifier
consider ablement 1'ecriture de la fonctionnelle d'energie libre.
La symetrie de F par la transformation G <-> —G nous permet de ne
considerer que Ie cas G >_ 0. Les resultats sont facilement transposables pour Ie
cas G < 0 : on inter vertit les variables en sinus et en cosinus.
Pour G == 0, les composantes sinus et cosinus sont equivalentes et s^ = c^.
En minimisant F numeriquement, a 1'aide dun algorithme de type "simplexe
descendant" ("downhill simplex"), on obtient
^ - ^ = ±5, (3.47)
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de sorte que la modulation apparaissant dans les colonnes est polarisee
circulairement. Le signe devant Tr/2, 1'helicite de la colonne, designe Ie sens de
rotation de la polarisation et peut etre different d'une valeur de p, a 1'autre.
Pour a^ = ±, on notera (cri, 0-2,0-3) la configuration des helicites des trois
sous-reseaux de colonnes. Toujours pour (7=0, la seule configuration d'helicite
permise est (+++) (qu'on pourrait noter (———) de maniere equivalente), tel
qu'observe dans [17]. Selon Ie signe de J, les phases relatives entre les memes
composantes de colonnes differentes sont 0 ou ±7r. Pour J > 0, les colonnes
adoptent un arrangement "ferromagnetique" :
5 C<5 /"v . _C,S _C,5 /^ C<S C<S^2° - ^1° = °' ^° - yT = °' {f>T - y?3'fi = °' (3-48)
c'est-a-dire y?^'5 = y?^'5 = ^'s, et pour J < 0, la geometrie triangulaire deformee
impose une "antiphase" frustree :
C,S _C,S r» .C,S . _C,S i _ _C,S . ,C,S(?T - ^T = °' (^T - ^2'° = ±7r' ^T - {pT = ±7r^ (3-49)
c'est-a-dire tp^s = ^s = ^s ± TT. La frustration ne se repartit pas egalement
entre les trois colonnes. Plutot que d'adopter un etat dit "a 120°", Ie systeme
satisfait en priorite les interactions "antiferromagnetiques" des colonnes 2-3
et 3-1, qui presentent un nombre de coordination plus eleve. La frustration
est done concentree dans la liaison 1-2. Ce resultat contraste egalement avec
des calculs precedents a T = 0 [20], ou on supposait que les trois colonnes
possedaient des valeurs moyennes modulees avec la meme amplitude, et pour
lesquels on avait (p^s — ^ -f- 0. Cette difference de phase non-nulle vient de la
contrainte sur 1'amplitude de 1'ordre des trois colonnes, contrainte que nous
n'imposons pas dans ce travail. Nous reviendrons sur ce resultat plus loin dans
Ie Chapitre.
Dans ce travail, nous supposons que J = J (et que G = G), mais
remarquons au passage que, pour des valeurs de \J\ significativement plus
petites que |J'| (plus petites de moitie), la frustration se repartirait autrement
entre les colonnes.
Pour G 7^ 0, Pinvariance de rotation est brisee et on anticipe des phases
polarisees non-circulairement. Numeriquement, on trouve encore ^ — ^ = ^i
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et, si J-\-G et J — G sont de meme signe (c'est-a-dire si \J ^ G?), une
configuration (+ + +) est stabilisee. Si J + G et J — G sont de signes opposes
(c'est-a-dire si |J| < |G?|), on a une configuration (++—) [17] (voir Figure 10).
Les phases relatives des composantes sont associees au signe de J + G pour les
cosinus et de J — G pour les sinus. Pour J + G > 0,
^-^=0, ^-^=0, ^-^=0, (3.50)
et pour J + G < 0,
^-^=0, ^-^=±TT, ^-y?j=±7T. (3.51)
Pour J - G > 0,
(^-(^=0, ^|-^=0, ^-^=0, (3.52)
et pour J — G < 0,
^-^=0, (^-^=±7r, ^-^=±TT. (3.53)
Ces conditions separent Ie plan J-G en quatre quadrants (voir Figure 10). Elles
possedent un caractere athermique qui vient du fait que, comme cos ^q est
toujours positif, il ne se presente aucune dependance en c^, Sp, ou q (les
parametres d'ordre intervenant dans Ie terme d'entropie). On ne sera pas surpris
d'obtenir les memes configurations d helicite a temperature nulle pour des
modeles semblables [18,20].





Fj = - (cos q + J2 cos 2g)(2c^ + cj + 2^ + sj)
- 3(J + G)c1 - 12\J + G'|(cos ^)ciC3 (3.55)
- 3(J - G)s1 - 12\J - G\(cos ^)siS3.
29
G
Figure 10: Configurations d'helicite et differences des
phases dans Ie plan J-G. (0,-) correspond a (3.50),
(±TT,.) a (3.51), (.,0) a (3.52) et (.,±TT) a (3.53).
Les valeurs absolues des couplages contiennent Ie choix d'helicite fait pour
minimiser 1'energie libre. Les signes positifs des coefficients de cjs^ et cjsj
favorisent une competition entre les variables c et s (voir [33] au sujet des
parametres d'ordre couples).
3.4.4 Diagrammes a temperature critique
Etant donne que Ie developpement limite de FT est valable pour des
parametres d'ordre petits, on s'interesse dans un premier temps aux regions
proches de la "premiere" transition desordre-ordre, c'est-a-dire a la temperature
la plus haute possible pour laquelle au moins un des parametres d'ordre est
non-nul. C'est ce que nous appellerons ici "temperature critique".
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Nous presentons a la Figure 11 les diagrammes de phases a temperature
critique dans Ie plan J-G pour plusieurs valeurs de Js- On retrouve des resultats
identiques a ceux de la Section 3.3, autant pour les frontieres de phases que
pour les valeurs numeriques de Qc (identiques a celles de la Figure 7) et les
valeurs de Tc (identiques a celles de la Figure 8). Plus | J^\ est grand, plus la
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Figure 11: Diagrammes de phases a temperature
critique pour 1/2 = —0.4, —0.6, —0.8 et —1.0. Les traits
pleins, presque superposes, divisent Ie demi-plan J-G
en deux regions : composantes cosinus ordonnees
(cos) et composantes sinus ordonnees (sin). Les traits
pointilles delimitent les phases modulees (qc 7^ 0).
Pour des valeurs de |J| et \G\ suffisamment grandes, qc = 0. Dans ce cas
simple, on peut montrer qu'a temperature critique les frontieres des phases sont
les droites G = 0 et \G\ = —V33J (voir Figure 11). Avec q = 0, F (equations
(3.54) et (3.55)) ne depend que des variables ci, 03, si et 53. La matrice
hessienne {Hp}^ = {92F/9xi9xj}, ou x = (rci, 2:2, ^3,^4) = (01,03,51,53), definit
la convexite de F en chaque point (que nous appellerons simplement courbure).
On diagonalise Hp pour exprimer la courbure en chaque point selon les
directions propres. La courbure est alors representee par les quatre valeurs
propres de Hp.
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Pour chaque ensemble de parametres (T^J^G^J^), F possede une valeur
minimum pour un x particulier. Le signe de la courbure en x = 0 nous indique
si 0 minimise F ou non : une courbure negative signifie que 0 n'est pas Ie lieu
du minimum (voir Figure 12a), alors qu'une courbure positive signifie que 0
minimise F (voir Figure 12b). Cette derniere affirmation est vraie parce que la
situation de la Figure 12c n'est pas possible, puisqu'elle correspond a une
transition ordre-desordre de premiere espece. Or la forme de F, notamment Ie
fait que les coefficients des termes c^s\ et cjsj soient positifs, ne permet de
transitions du premier ordre qu'entre deux phases ordonnees. Une valeur propre
de Hp nulle en x = 0 correspond done a une transition du deuxieme ordre.
Cette conclusion ne provient pas du fait que Ie developpement de F est limite
a Pordre 4 : un developpement au sbdeme ordre nous permet de constater qu'il
ne se produit aucune transition ordre-desordre de premiere espece.
a) \ / b)
c)
Figure 12: Allures de F autour de x = 0, selon une
direction propre. a) courbure positive sans transition
et b) courbure negative et transition du deuxieme
ordre. Le profil c) (courbure positive, et transition du
premier ordre) ne se produit pas.
Pour un ensemble de couplages (J^G^J^), T correspond a la temperature
critique quand toutes les valeurs propres de Hp sont positives en 0, mais qu'au
mains une est nulle. Hp possede deux valeurs propres distinctes doublement
degenerees :
hc/=3[2T-(l+J2)-(J±G)]
+ ^/[2T - (1 + J2) - 3(J ± G)]2 + 144(J ± G)2.
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(3.56)
hcF correspond au signe + de G et h8?, au signe —. Ces valeurs propres sont
nulles pour les temperatures suivantes :
^=^(1+J,)+J(J+G)±^\J+G\V33,
% = ^(1 + ^2) + ^{J -G)± jl J - G|v/33.
Puisque Tc ne peut pas etre negatif, et qu'il doit augmenter avec \J\ et |G<|, on
ne conserve que les solutions T^_ et T^, qu'on notera simplement T^ et T(S.
Quand T^ > Tg, les composantes cosinus s'ordonnent en premier, et quand
T^ < T(S, les composantes sinus s'ordonnent en premier. On a une frontiere de
phase quand T^ = T^. Cette egalite s'ecrit :
(J+ G) + |J+ G'|\/33 = (J- G)+ \J- G\V^. (3.58)
Cette relation est identique a (3.25), et on a les solutions G = 0 et
|G'| = -v/33.7.
On peut reprendre une analyse tout a fait semblable pour qc ^ 0. On
obtient
T^s = ^(cosqc + h cos2qc) + j(J ± G?) + j|J ± G?|^/l + 32 cos2 ^c. (3.59)rpC,S __ 1± c
Pour distinguer les regions ou qc = 0 de celles ou qc ^ 0 (dont les frontieres
sont en pointilles sur la Figure 11), on minimise Tc par rapport a q. Si
T^s(q ^ 0) > T^s(q =0), la premiere transition se produit pour qc 7^ 0, et
inversement si T^8(q ^ 0) < T^s(q = 0). Pour qc petit :
r^ 4[(i - 5?,2 + ^qt) + 72(1 - 2g,2 + |g,4)] + J(J ± G)
+||J±G|^(l-^2+3g3^).
La frontiere entre les transitions a qc = 0 et 9c 7- 0 correspond a un coefficient
de q^ mil : si ce coefficient est positif, la temperature critique est plus elevee
pour qc -^ 0 que pour qc = 0, et inversement s il est negatif. On a :
|J±G|=-^(-J2-3). (3.61)
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Cette relation definit les frontieres de la Figure 11 (en pointilles), mais aussi les
valeurs de |<7±G? ou qc devient nul pour les profils de la Figure 7.
3.4.5 Diagrammes en temperature
En minimisant F pour des temperatures sous la temperature critique, on
trouve qu'une region de coexistence des composantes c et 5 s'ouvre au-dessous
de la courbe \G\ =—g(J,J^)J. De part et d'autre de cette courbe, une
diminution de la temperature ordonne les variables c et s en cascade. Ces deux
transitions sont de deuxieme ordre.
A cause de 1'equivalence des colonnes ^ = 1 et /-t = 2, on obtient c\ = 03 et
si = S2- Par centre, les colonnes 1 et 2 se genent davantage entre elles qu'elles
ne genent les colonnes 3, qui sont decalees, et on constate numeriquement que
ci < eg et que si < 53. Comme nous avons vu plus haut, ce resultat est
justement ce qui stabilise des configurations ou les molecules des colonnes 1 et
2 sont colineaires.
On presente aux Figures 13 a 16 des diagrammes en temperature pour des
valeurs constantes de G et pour J^ = —1. On remarque sur chacun de ces
diagrammes une phase desordonnee (identifiee d) et, a plus basse temperature,
des phases ordonnees 5m et cos. Entre les deux s'ouvre la phase "intermediaire",
pour laquelle les composantes sin et cos sont ordonnees. Pour q ^ 0, les phases
sm et cos sont identifiees Msin et Mcos, a cause de la polarisation lineaire des
colonnes, et la phase intermediaire est une phase helico'i'dale identifiee H.
Rappelons que, d'apres Ie critere de validite du developpement de 1'energie
libre donne precedemment, les parametres d'ordre doivent rester inferieurs a 0,5.
Les lignes pointillees sur les diagrammes correspondent a la temperature sous
laquelle au mains un des parametres d'ordre est superieur a 0,5. Ce critere est



















Figure 13: Diagramme de phases thermique pour
G = 1 et Js = —1- Les variables c et s effectuent une
transition du deuxieme ordre. q passe continument de
0 a une valeur non-nulle entre sin et Msm et entre
cos et Mcos.
Pour des valeurs de |J| et \G\ assez grandes, il n'apparait pas de
phases modulees au-dessous de la temperature critique. Pour \G\ petit, une
augmentation de |J| etablit une frontiere tres abrupte en temperature (mais
non reentrante) entre les phases modulees et non-modulees (voir Figure 13).
A 1'inverse, pour \J\ petit, une augmentation de \G\ produit une frontiere
reentrante : une modulation apparait et disparait a plus basse temperature (voir
Figure 15).
Pour des grandes valeurs de \J , au-dessous de la temperature critique,
les variables desordonnees (c dans la phase 5m et s dans la phase cos)
s'ordonnent a des temperatures plus basses, formant une phase sm+cos. Pour
G = 1 (Figure 13), on voit Ie debut de ces phases pour |J| >~ 2. Leurs
frontieres sont paralleles aux frontieres d-sin et d- cos. Elles n'apparaissent pas
sur les Figures 14, 15 et 16, mais elles se produisent bien pour |J'| >~ 4, 6 et






Figure 14: Diagramme de phases thermique pour
G=2 et J2 = -1.
Figure 15: Diagramme de phases thermique pour
G = 3 et J2=—l-97^0 seulement pour une petite





Figure 16: Diagramme de phases thermique pour
G = 4 et J2 = —1- II n'existe aucune phase modulee.
plus tout a fait valide a ces basses temperatures, ces phases ne sont pas des
artifices mathematiques. De fait, pour des valeurs de J suffisamment elevees,
elles apparaissent avant que les parametres d'ordre ne soient trap grands. On
peut prevoir cela en remarquant sur la Figure 13 que 1'ouverture du trait
pointille est plus grande que celle des frontieres des phases sm+cos.
Les diagrammes des Figures 13 a 16 ne rendent compte que du
comportement de c^, s^ et q. A ces resultats, il faut superposer ceux de la
Figure 10, qui nous renseignent sur les valeurs des phases relatives. Parce que
les configurations d'helicite n'ont une signification physique que lorsque c^, s^
et q sont non-nuls, c'est-a-dire pour les phases H, les diagrammes des Figures
13 a 16 ne presentent pas toute la richesse du diagramme de la Figure 10. Les
phases H centrales possedent une configuration (++—), mais on ne retrouve
aucune configuration (+++).
Le regime quasi-unidimensionnel, pour lequel |Ji|, |J2| > |^|, \G\, est
interessant parce qu'il represente mieux Ie compose HHTT, et parce que les
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phases H peuvent avoir des configurations d'helicite diverses. Nous presentons
aux Figures 17 a 21 des diagrammes thermiques pour G allant de 0,1 a 0,5.
Sur 1'intervalle de J presente, toutes les phases ordonnees sont modulees.
La difference de temperature entre les transitions dr sin et sin- H de
meme qu'entre les transitions d- cos et cos-H, c'est-a-dire la "profondeur" en
temperature des phases Msin et Mcos, est approximativement independante de
J et approximativement proportionnelle a G'. Elle correspond a la reduction
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Figure 17: Diagramme de phases thermique pour
G = 0.1 et J2 = —1- Les lignes pomtillees, a |J| = 0.1,
sont les frontieres de deux configurations d'helicite.
Nous presentons a la Figure 22 une illustration des orientations des
molecules dans 1'espace reel pour G > 0. Nous savons d'apres les Figures 10 et
11 que, pour G > 0, la phase cos est ferromagnetique" et la phase sin
est "antiferromagnetique frustree". Pour cette raison, les trois molecules d'une
plaquette sont colineaires a la Figure 22a et la molecule 3 est en opposition de
phase a la Figure 22b. Les Figures 22c et 22d montrent les phases M 'cos et








Figure 18: Diagramme de phases thermique pour
G == 0.2 et .,2 = —1- Le changement de configuration







Figure 19: Diagramme de phases thermique pour
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Figure 20: Diagramme de phases thermique pour







Figure 21: Diagramme de phases thermique pour
G = 0.5 et J2 == -1.
A la Figure 23, nous illustrons les quatre differentes phases H dans Ie cas




22: Schema des orientations _et des amplitudes
^y^eFdeTmolecules dans les phase^ c^J^, sin
(b^ ~Mcos (c) et Msm (d) dans Ie cas ou Cz > u.
23a) presente dos plaquettes de molecules coUneaires et ^l^phas^
'^^~^e 23b): dos plaquettes ou les molecu^ 1 et ^sont ^n
^^^)^^^3~Les Fi^es 23C et 23d presentent des




Figure 23: Schema des orientations et des
amplitudes moyennes des molecules dans les
phases~"^(+++)(0,0) (a), ^(+++)(7T,7r) (b),




Dans ce Chapitre, nous presentons les resultats de simulations Monte-Carlo
reproduisant Ie modele etudie et effectuees sur des reseaux de tallies diverses.
Nous utilisons une variante de 1 algorithme de Metropolis adaptee a la
simulation de phases modulees incommensurables.
4.1 Methode generale
4.1.1 Echantillonnage selon Pimportance
Un probleme courant en physique statistique consiste a calculer la valeur
moyenne d'une observable A pour un systeme represente par un Hamiltonien 'H.
Si cet Hamiltonien depend de 1'ensemble {x} des degres de liberte du systeme,
la valeur moyenne thermodynamique s'ecrit
fdxexp[-H(x)/kBT]A(x)
fdxexp[-H(x)/kBT] ' v"-1
Une approche analytique (et exacte) consisterait a integrer sur 1'ensemble des
etats {x}. Chaque configuration possede un poids statistique
^ ^ ^ e^{--H(x)/kBT] _
{x) = fdxexp[-n(x)/kBT] {^
appele poids de Boltzmann^ representant Ie poids statistique de cette
configuration a 1'equilibre thermique. On sait toutefois que (4.1) est rarement
calculable et, dans la plupart des cas, on ne pourra faire progresser Ie calcul
qu'en recourant a des approximations ou en utilisant des methodes numeriques.
L'approche de Monte-Carlo consiste a remplacer 1'integrale (4.1) par une
sommation sur un nombre fini de configurations {a;i,a;2,... ,^M}) qui servira
d'echantillon statistique :
, _ E^l exp[--H(xi)/kBT]A(xj)(A)(D . <A>M(D = ^7^^^^^^ . (4.3)
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La qualite de cette approximation sera reliee a la representativite de
Fechantillon. Le nombre d'etats d'un systeme macroscopique etant tres grand,
il est essentiel de choisir cet echantillon avec grand soin. Par exemple, un
echantillonnage uniforme, quadrillant 1'espace des configurations, n'est en general
pas du tout approprie. Puisque seuls certains etats concentres dans une petite
region de Fespace des configurations possedent un poids statistique appreciable,
on se trouve a considerer tres peu d'etats significatifs. Un echantillonnage
aleatoire de probabilite uniforme de 1'espace des configurations n'est souvent pas
meilleur.
Une approche "ideale" devrait avoir en chaque point x une "densite
d'echantillonnage" proportionnelle au poids de Boltzmann p(x). Plus exactement,
on devrait selectionner un point x selon une probabilite P(x) ocp(x). La valeur




puisque la ponderation serait faite par Ie choix meme de 1 echantillon.
4.1.2 Algorithme de Metropolis
Le principe de 1'algorithme de Metropolis consiste a simuler un processus
de Markov represente par une probabilite de transition W{xi —> a^+i) qui, a
1'equilibre, echantillonnera des points selon la densite de probabilite P(x) = p(x)
(4.2). La probabilite de transition devra, en plus d'etre definie positive et d'etre
normalisee, respecter 1'equation du bilan detaille :
P(x)W(x -^ xf) = P(x')W(x' -^ x). (4.5)
Cette equation signifie que Ie rapport des probabilites d'une transition et de
son inverse depend de la variation d'energie S'H = fH(x ) — rH(x) :
^^=exp(-^D. (4.6)
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Notons que cette condition est suffisante mais non necessaire. Pour plus de
details sur la demonstration du fait que Ie processus (4.5) converge bien tel que
desire, on consultera par exemple [34 .
La condition (4.5) ne definit pas W de maniere unique. L'algorithme de
Metropolis fait Ie choix suivant :
^ exp(-8H/kBT) si 6U > 0,
1
TS
^ _ ^ exp(-5M/fcBT) si 5-K
[x-^x')= \TS ^ ^ -'- / _^____^ (4.7)
autrement.
TS est un facteur arbitraire qui definit 1'echelle de "temps" et que 1'on pose
ordinairement egal a 1. Le coeur de 1 algorithme de Metropolis est done Ie
suivant :
1) A partir de 1'etat x, on genere aleatoirement un nouvel etat x .
2) On calcule la probabilite de transition W(x —> x ).
3) On "tire" un nombre (pseudo-)aleatoire z uniformement distribue sur
1'intervalle [0,1].
4) Si z est inferieur a W, on accepte la transition, c'est-a-dire qu'on
ajoute 1'etat x a la chame de Markov. Sinon, on la refuse, c'est-a-dire qu'on
ajoute 1 etat x.
Get algorithme produit une chaine de Markov {... ,Xi,Xi^\,xi^...} que
Ron peut utiliser comme echantillon. En pratique, pour eviter de produire des
variations d'energie trop grandes et done de diminuer considerablement Ie
nombre de transitions acceptees, on genere un nouvel etat "proche" de 1'ancien.
Par exemple, pour une simulation sur reseau, on peut modifier un seul site et
laisser les autres inchanges.
Notons qu'il existe un certain arbitraire quant a ce que peut etre une
iteration Monte-Carlo. Pour un reseau a N sites, on prendra couramment I'unite
MCS/S (Monte Carlo step per site) et une iteration IVEonte Carlo sera en fait N
mises a jour de sites. On se trouve a reechantillonner la chaine pour ne garder
qu'un etat a tous les N etats, c'est-a-dire {... ,Xi,Xi^-N^xi+2N^ • • •}•
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4.1.3 Conditions initiales
Parce que des configurations subsequentes sont generalement correlees, Ie
systeme conserve la "memoire de 1'etat initial pendant un certain temps, de
1'ordre du temps de relaxation. En general, 1'etat initial est choisi de maniere
arbitraire. Ordinairement, on choisit une configuration au hasard, telle qu'on en
observerait a temperature tres elevee, ou une configuration ordonnee, d'apres
notre connaissance de Fetat fondamental du systeme. Dans les deux cas, quand
la temperature de simulation n'est ni nulle ni infinie, il est necessaire de laisser
Ie systeme se thermaliser, c est-a-dire atteindre 1 etat d'equilibre thermique.
Ce temps de thermalisation fait qu il est preferable de commencer a
echantillonner seulement apres avoir simule MQ iterations Monte-Carlo. Pour
s'assurer de choisir MQ sufHsamment grand, on peut simplement suivre
1'evolution des observables et remarquer a partir de quelle iteration elles ne font
que fluctuer autour de leurs valeurs moyennes.
4.1.4 Metastabilite
Une difficulte importante dans les simulations Monte-Carlo est la presence
possible d'etats metastables, probleme analogue a celui des minima locaux dans
une fonction qu'on cherche a minimiser. Un systeme dans un etat metastable
thermalisera vers un etat plus stable (d'energie libre plus basse) en un temps
d'autant plus grand que la hauteur de la barriere d'energie entre les deux etats
est grande et que la temperature est basse. Ce temps de relaxation pourra etre
assez grand que Ie comportement du systeme, observe pendant un nombre M
d'iterations, sera interprete comme un equilibre thermique veritable.
II existe plusieurs approches pour s'assurer que Ie systeme n est pas dans
un etat metastable, ou du mains augmenter les chances que Ie systeme soit
dans 1'etat d'energie libre minimum (voir [35] et les references). On peut
simplement augmenter Ie nombre MQ d'iterations, ce qui nous assure d'eviter
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les etats metastables possedant de faibles temps d'activation thermique vers
Fetat stable. On peut aussi repeter une simulation pour des conditions initiales
differentes; si Ie systeme tend vers Ie meme etat stable dans chaque cas, on
peut penser que cet etat est 1 etat stable d energie libre minimum.
4.1.5 Erreurs statistiques
Meme en supposant que 1'equilibre thermique est atteint apres MQ
iterations, il subsiste une erreur statistique issue du fait que la valeur moyenne
des observables est prise a partir d'un echantillon fini de mesures. Cette erreur
est associee au nombre de mesures statistiquement independantes.
On definit la fonction d'autocorrelation de 1'observable A a 1'iteration t
, __ (A(t)A(0)) - <A)2
CA(t) = ""^~_'(A)2"' • (4-8)
Cette fonction indique la correlation entre deux mesures de A separees
de t iterations; c'est une fonction decroissante en t. On definit Ie temps
d 'autocorrelation
•00
TA = / dt CAW. (4.9)
'0
Insistons sur Ie fait que chaque observable possede son propre temps
d'autocorrelation et que deux observables peuvent avoir des temps
d'auto correlation tres differents. Le nombre de mesures de A statistiquement
independantes est alors [36]
MA = T-^7 (4-10)1+
et, d'apres la statistique elementaire, 1'incertitude sur la valeur moyenne de
P observable A est
(SA)2 = ^|^«A2> - (A)2). (4.11)
47
4.1.6 Ralentissement critique
Proche d'une transition de phase, la longueur de correlation ^ du systeme
augmente considerablement, divergeant meme dans Ie cas de transition du
second ordre. De la meme fa^on, Ie temps d'autocorrelation necessaire pour
decorreler des amas ordonnes de plus en plus grands augmente avec la longueur
de correlation. Proche de la transition, on a la relation de "scaling"
TOC^. (4.12)
On peut intervenir sur la valeur de z et diminuer Ie ralentissement critique en
choisissant des methodes de mise a jour plus appropriees, qui permettraient
de decorreler les amas plus rapidement (voir notamment [37,38]). Pour une
methode de mise a jour conventionnelle, z w 2.
Pour un reseau de taille finie, ^ sera necessairement limite par la taille L
du reseau, et Ie temps de relaxation ira comme
T(XLZ. (4.13)
Proche de la transition (T w Tc), en supposant que r ^> 1, on peut reecrire
(4.11) :
(SA)2 ^ ^((A2) - {A}2) = ^^j^ a ^+W^ (4.14)
Habituellement, ^A VA es^ plus grand que 1 et 1'exposant de L est positif.
Cette relation montre alors qu'il est difficile d explorer les proprietes critiques
des systemes : les temps de relaxation augmentent rapidement avec L, de meme
que les erreurs statistiques. Pour conserver une qualite statistique acceptable, il
est necessaire d'augmenter Ie nombre d'iterations Monte-Carlo et done Ie temps
de calcul.
Cela dit, puisque nous ne nous interessons pas aux comportements
critiques, mais seulement a 1'identification des phases, ces details n'ont pas ete
explorees.
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4.1.7 Conditions aux frontieres
Pour des raisons evidentes, une simulation Monte-Carlo sera toujours
executee sur un reseau de taille finie (N sites). Toutefois, comme on s'interesse
souvent aux proprietes thermodynamiques d'un systeme, il est important de
traiter avec precaution les frontieres du reseau fini. II existe de nombreuses
options, mais nous ne mentionnerons que les principales :
Prontieres libres. On utilisera cette condition pour simuler une interface
avec Ie vide. Elle induit des effets de surface importants, mais, pour des reseaux
suffisamment grands et avec des arguments de "scaling", on peut extraire les
proprietes masslves.
Conditions periodiques. On considere les sites d'un bord du reseau et les
sites du bord oppose comme des voisins. Ces conditions sont interessantes
parce qu'elles reduisent beaucoup les effets de bord et facilitent 1'extrapolation
thermodynamique (N —>• oo). Par contre, il est important de choisir la taille du
reseau avec precaution; un modele d Ising ferromagnetique peut etre simule sur
un reseau carre avec L pair ou impair, mais un modele antiferromagnetique
exige que L soit pair, sans quoi il se formera une interface meme a temperature
nulle. Les conditions periodiques imposent done une frustration artificielle quand
Ie modele tend a stabiliser des phases modulees incommensurables avec la
dimension lineaire du reseau.
Champ effectif. On "branche" les sites des bords a un champ effectif, qui
est generalement choisi de maniere a ce que, a la surface, Ie gradient du
parametre d'ordre soit nul. Telle quelle, cette approche, malgre qu'elle presente
de nombreux interets (voir notamment [34] et les references citees), n'est
applicable qu'a tres peu de systemes. Par exemple, un champ effectif aux
frontieres n'est pas approprie pour des phases modulees.
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4.1.8 Algorithme de torsion
L'algorithme de torsion ("spiraling", dans la litterature) [39,40] permet
d'etudier les phases helicoi'dales incommensurables sans imposer de frustration
associee a la taille du reseau. Hors du regime critique, les phases obtenues a
1'aide de cette methode sont en principe independantes de la taille du reseau.
Nous illustrerons Ie fonctionnement de 1'algorithme a partir d'un modele XY
unidimensionnel avec couplages aux premiers et seconds voisins : Ie modele
Jl-J2.
Pour appliquer cette methode sur une chaine de N variables XY
{6?i,... ,(?7v}, on doit utiliser comme voisins des sites Q\ et ^2 non pas 6^ et
ON- l les sltes de 1'autre extremite, comme pour munir Ie reseau de conditions
aux frontieres periodiques, mais des sites fantomes (notes 6) auxquels on a
impose une torsion A :
6'^ = ON - A^A et 6>^_i = ON-I - NA. (4.15)
A 1'autre extremite, on a les sites fantomes
^=^+A^A et ^=^+A^A. (4.16)
Par ce que nous avons des couplages aux seconds voisins, il est necessaire d'avoir
deux sites fantomes de chaque cote.
On peut concevoir A comme un champ effectif equivalent, de chaque cote,
a une longueur supplementaire de reseau dont on bouclerait les extremites par
des conditions aux frontieres periodiques. Si un ordre spiral s'etablit dans la
chaine, cette longueur supplementaire serait constituee de variables decrites,
dans un contexte de champ moyen, par un pas d'helicite constant.
Pour que Ie systeme puisse selectionner ses propres conditions aux
frontieres, on traite A comme une variable thermodynamique. Une iteration
Monte-Carlo de 1'algorithme de torsion est done constituee de N mises a jour
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conventionnelles des variables 6 et d'une mise a jour de la variable A. On
modifie A par un petit nombre aleatoire 5A. Cette nouvelle torsion doit etre
traduite dans 1'ensemble du reseau par une mise a jour collective de la forme
6i<-6i+(i-l)6^. (4.17)
Ce nouvel etat possede une energie differente de 1'ancien, ce qui permet
d'evaluer 8H et de tester la mise a jour de A selon 1'algorithme de Metropolis.
L5 action de A est alors equivalente a plonger Ie reseau de N sites dans
un champ moyen autocoherent qui simule de part et d'autre de la chaine
la presence d'un nombre indefini de sites. En ce sens, on peut comparer
1'algorithme de torsion a une approximation de champ moyen a un ordre
tres eleve, lorsque 1'amas traite exactement a la taille du reseau fini utilise
pour la simulation. Proche de la transition, quand la longueur de correlation
devient grande par rapport a la taille de 1'amas, on sait neanmoins que cette
approximation perd de sa validite. Pour cette raison, Ie comportement critique
obtenu par 1'algorithme de torsion sera identique a des resultats de champ
moyen. Par rapport a un reseau muni de simples conditions periodiques, les
fluctuations sont mal reproduites. Par contre, pour observer des phase modulees
de grande commensurabilite, il faudrait qu'un reseau periodique" ait une taille
bien superieure.
4.2 Systeme unidimensionnel a trois colonnes
Pour faciliter 1'interpretation des resultats pour un systeme tridimensionnel,
on simulera d'abord un systeme unidimensionnel a trois colonnes. Dans des
temps de calcul raisonnables, on pourra comparer les eSets de bord produits




Comme pour les calculs en champ moyen, toutes les colonnes de chacun
des trois sous-reseaux du systeme tridimensionnel sent representees par une
seule colonne. II subsiste 3N angles {4>^k} dans trols colonnes (dont une
deplacee de d^/2) disposees sur une plaquette triangulaire. Cela revient a traiter
"exactement" trois colonnes et a supposer qu'il n'y a pas de fluctuations dans
Ie plan.
On utilise Falgorithme de Metropolis avec Palgorithme de torsion et aussi,
pour fin de comparaison, avec des conditions aux frontieres periodiques. On
simule dans les deux cas des colonnes de 40 sites, mais on produit aussi des
resultats pour 12 sites. On realise 25000 MCS/S, dont 5000 ser vent a la
thermalisation. Pour augmenter 1'efficacite numerique, on divise 1'intervalle [0, 2^]
en 256 valeurs discretes, qui serviront a decrire a la fois les angles (f) et les
trois variables A.
Lorsque des colonnes voisines sont couplees hors du plan, 1'algorithme
de torsion introduit un defaut dans Ie calcul de 1'energie du systeme. Ce
probleme vient du fait que des liaisons aux extremites des colonnes ne sont pas
equivalentes aux liaisons de 1 autre extremite. Pour trois colonnes, on a les sites
fantomes :
<N-1 = ^,N-1 - N^, ^ = ^N - N^ (4.18)
et
^i = ^i + ArA^, ^2 = ^2 + JVA^. (4.19)
Les liaisons entre <^i et <^y (,^=1,2 et ^=3) doivent etre equivalentes aux
liaisons entre (j)'^ et (J)^N. Or :
cos(^i =F ^) = cos(^i ^ ^TV =F A^Ai.) (4.20)
et
cos(^i T ^N) = cos(^i + N^ =F ^N). (4.21)
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II est done clair que les energies de Fune ou 1'autre de ces liaisons sont
differentes. Dans la mesure ou Ie nombre de sites affectes est petit par rapport
au nombre total de sites, cet effet de bord est negligeable en ce qui concerne
P identification des phases. Ceci est d'autant plus vrai que Ie systeme etudie est
legerement quasi-unidimensionnel, puisque Ie probleme ne se produit que pour
les liaisons inter-colonnes hors du plan.
Pour identifier les phases modulees, on utilise les coefficients de Fourier
des composantes x et y des directeurs :
ac^(q) = (2/N)^cos^kCosqrk, (4.22)
k
^® = (2/7V) ^cos^fcsinm, (4.23)
k
as^(q) = (2/N) ^ sin ^ cos m, (4.24)
k
bs^(q) = (2/N) ^ sin ^ sin m, (4.25)
k
avec Tk = k +^^3. A 1'aide de ces coefficients, on peut construire les parametres
d'ordre et les phases relatives des colonnes :
^(g) = ^(g)2 + ^(g)2, (4.26)
^(g) = ^®2 + ^(g)2, (4.27)
^-W=aww^w\ (4.28)
•>fl\Ll}^fl\
.. ^CV^ _ %®a^© - aWWsin(^ - ^)@ = '""~^),J;/""' . (4.29)
ac,^ Wac,[q'} + bc,^ iq}bc,W
cos(^ - ^)(g) = a"+lw:^(,)S^;0^^ - (4.30)
..cv^ _ ^+l®a^®-^+l®^®sin(^i - W = ~''+l";7^(9)cJ)"/~'"/ • (4'31)
<+1 ®<® + bs.+1 (9)^(9)cos(^ - W = a^wq^wq) - <4-32)
^s,^ _ %+1®^®-^+1®^®sin(^ - W = ~^'^)7^r^' • (4'33)
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Les profils (c^(q)) et (s^(q)) presentent un maximum pour q = qo (et
peut-etre des pics secondaires). Pour etablir une comparaison avec les calculs en
champ moyen, on associera (c^(qo)) a c^, (s^(qo)) a 5^ et chacune des
moyennes des cosinus et sinus des differences de phase a q = go aux differences
de phases correspondantes des calculs en champ moyen.
On sait qu'aucune transition de phase ne peut se produire a T ^ 0
pour un systeme unidimensionnel. Toutefois, puisque Ie modele a trois colonnes
contient 1'essentiel des ingredients du modele tridimensionnel, les resultats
unidimensionnels fourniront un aperQU des phases.
Toutes les simulations ont ete faites pour G=0.1, J\=l et J2=—l. On
les execute en diminuant graduellement la temperature pour chaque valeur de
J, sans changer 1'etat du systeme. Ce "trempage" permet une meilleure stabilite
numerique des phases a basse temperature et conserve Ie signe de Phelicite
((+ + =p) ou (— — ±)) pour toutes les temperatures.
4.2.2 Resultats
Nous presentons a la Figure 24 un profil typique des parametres d'ordre
(ci(g)) et (si(q)) pour A7' = 40 et avec 1'algorithme de torsion. Bien qu'aucune
transition de phase ne soit evidente, on observe que, pour J = —0.15, les
composantes 5 s'ordonnent a plus haute temperature que les composantes c, tel
que prevu a la Figure 17. Des simulations semblables pour d autres valeurs de J
confirment que les composantes s s'ordonnent avant les composantes c pour J
inferieur a une petite valeur negative, et 1'inverse pour des J superieurs a cette
valeur.
Pour comparer les spectres des amplitudes moyennes selon les deux
methodes, on produit (c^(q)) et (s^(q)) pour N valeurs de q reparties
uniformement entre 0 et TT. Pour N = 40, des simulations utilisant des
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des fluctuations plus
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un ej
completement Ie pic principal. L'algorithme de torsion reduit done effectivement
la frustration artificielle que creent des conditions aux frontieres periodiques sur
des phases incommensurables avec la taille du reseau.
Alors que les valeurs moyennes des amplitudes (4.26) et (4.27) convergent
assez rapidement, les relations de phases (4.28) a (4.33), qui proviennent d'un
rapport de deux quantites fluctuantes, demandent des simulations plus longues.
Nous aurions pu arreter 1'accumulation des amplitudes apres 1000 MCS/S et
obtenir des resultats comparables, mais Ie calcul des phases exigeait plus
d'iterations.
En repetant la simulation pour plusieurs valeurs de J et pour toute
une gamme de temperatures, on obtient toujours (cos(<^ — ^) (go)) w 0 et
(sm((^ — (j)^) (qo)) w ±1, avec les signes correspondant aux configurations
d'helicite calculees en champ moyen : (++—) ou (——+) pour |J'| < 0.1 et
(+++) ou (———) pour | J\ > 0.1 (voir Figure 10). A la condition que les
amplitudes (c^ (go)) et (s^(qo)) soient suffisamment grandes, on obtient des
differences de phases tout a fait semblables a celles calculees en champ moyen.
4.3 Systeme tridimensionnel
4.3.1 Methode
Nous effectuons les simulations sur un reseau de colonnes triangulaire
de 6x6, c'est-a-dire qu'on simule 12 groupes de trois colonnes. Cette
taille est suffisante pour distinguer les phases et pour estimer les
temperatures de transition. On utilise des conditions periodiques dans Ie plan
(perpendiculairement aux colonnes) et 1'algorithme de torsion dans la direction
des colonnes.
Quand on ne s'interesse qu'aux valeurs (c^(g)} et (s^(g)}, on utilisera des
colonnes de N = 40 sites : ces valeurs moyennes convergent assez rapidement et
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2000 MCS/S (dont 1000 pour la thermalisation) suffisent. Par centre, lorsqu'on
calcule les phases relatives, on devra realiser des simulations plus longues
(25000 MCS/S dont 5000 pour la thermalisation) et on se contentera de
N = 12 sites par colonnes.
On identifie les phases avec des coefficients semblables a ceux des
equations (4.22) a (4.25) :
ac^(q) = (2/12N) ^ ^ cos ^ cos m, (4.34)
(i,J)GRfz k
bc^(q) = (2/12N) ^ ^cos^sinm, (4.35)
{i,j)eR^ k
as^q) = (2/12AQ ^ ^sin^cosm, (4.36)
(iJ)eR^ k
^(g) = (2/12AQ ^ ^sm^sinm. (4.37)
(i,J')€^ k
Rp, represente Ie sous-reseau des colonnes d indice fi. Les parametres d'ordre et
les phases ont la meme expression que pour la simulation unidimensionnelle
(voir les equations (4.26) a (4.33)).
4.3.2 Diagramme de phases thermique
Nous presentons a la Figure 25 des profils semblables a ceux de la
Figure 24, mais pour un reseau tridimensionnel. On observe un pic principal a
q = qo et un pic secondaire a q = 3go? replie dans 1'intervalle [0,7r]. Plusieurs
de ces simulations pour differentes valeurs de J permettent de construire
un diagramme de phases thermique. La temperature critique de transition est
definie arbitrairement comme la temperature a laquelle 1 amplitude d'un pic
est a la moitie de son amplitude maximum, a temperature nulle. On etudie
egalement les valeurs moyennes <cos(^ - ^)(qo)} et (sin(^ - ^) (go)) tel que
precedemment.
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Figure 25: Profils a) ci(g,T) et b) 5i(g,T) pour
J = -0.15, G = 0.1 et J2 = -1 pour un reseau
tridimensionnel. Les pics principaux apparaissent a go.
La Figure 26 est Ie diagramme de phases thermique obtenu avec ces
simulations. En comparant ce diagramme a celui calcule avec 1' approximation du
champ moyen (Figure 17), on remarque que des phases H de configurations
difFerentes ne semblent pas pouvoir se voisiner. 11 s'ouvre entre les phases
+ +) et H(+ + -) une phase polarisee lineairement. D'apres les r^sultats &
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temperature nulle [20], nous supposons que les phases lineairement polarisees
ont une largeur nulle a T = 0. Sur Ie diagramme, les points a T = 0 signifient
que, pour ces valeurs de J, aucune transition de phase n'a pu etre clairement
identifiee (compte tenu de la taille du reseau et de la difficulte de faire des
simulations a basse temperature). La nature exacte du diagramme a basse
temperature reste incertaine.
Nous pensons que les disparites entre les figures 26 et 17 viennent de ce
que Ie developpement de 1 energie libre ne tient compte que tres partiellement
de la contrainte |S^m| == 1. Cette contrainte, en conjonction avec Ie fait que Ie
systeme est d'autant plus frustre que |J'| = |G?|, augmente 1'effet des fluctuations
sur Pordre a basse temperature. Ces fluctuations favorisent une phase polarisee
lineairement au detriment d'une phase elliptique. Aussi, plutot que d'avoir une
transition du premier ordre H(+ ++)<-> -^(+ + —) somme toute assez brutale
(une colonne doit inverser son helicite), Ie systeme passe par deux transitions
du second ordre.
Seules quelques simulations ont ete conduites sufiisamment longtemps pour
determine! precisement les differences de phases : a J = —0.15, -0.05, 0.05 et
0.15. Toutefois, il apparait clairement que les configurations d'helicite et les
differences de phases du calcul en champ moyen sont en accord avec les
presents resultats.
On ne doit pas accuser 1'algorithme de torsion d'avoir corrompu les
resultats des simulations Monte-Carlo au point de les faire ressembler a ceux
du calcul en champ moyen. Sur la base des simulations unidimensionnelles,
il semble que la taille des colonnes soit suffisante pour rendre negligeable
1'efFet des conditions aux bords, du moins en ce qui a trait au diagramme
de phases dans Ie regime quasi-unidimensionnel. En fait, les transitions de
phases viennent des couplages inter-colonnes, alors que 1'algorithme de torsion
n'est utilise que Ie long des colonnes (Ie reseau fini est muni de conditions
periodiques dans les autres directions). C'est 1'augmentation du nombre de





-0,3 -0,2 -0,1 0,0 0,1 0,2 0,3
Figure 26: Diagramme de phases thermique obtenu
par simulation Monte-Carlo pour G?=0.1 et J^ = —1
(voir la Figure 17 pour les resultats du champ
moyen). La ligne continue est un guide visuel.
longueur des colonnes, qui fait apparaitre ce qui a taille infinie devrait etre une
veritable transition de phase. L'algorithme de torsion a toutefois 1'avantage de
stabilise! des phases modulees plus realistes pour des tallies plus petites. II est
apparu que 1'algorithme de torsion reduisait les fluctuations, ce qui en principe
est un desavantage, mais ce qui en fait permet de produire plus rapidement des
resultats interpretables. Dans la mesure ou ce travail se contente d'identifier les
phases et non d'etudier les transitions de phases, la methode est acceptable.
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CONCLUSION
Dans la perspective de raffiner Ie modele des phases H et D^ du HHTT,
ce travail de maitrise contribue a confirmer plusieurs precedents resultats, mais
egalement a dissiper certaines disparites entre des resultats obtenus par des
approches difFerentes.
Pour un reseau bidimensionnel de variables XY-Ising, les diagrammes
thermiques obtenus par un calcul de champ moyen et par des simulations
Monte-Carlo [19] ont au mieux des topologies comparables. Par contre, les
calculs pour un reseau tridimensionnel de variables XY fournissent des resultats
en champ moyen presque identiques aux resultats des simulations Monte-Carlo.
La ressemblance des diagrammes des Figures 17 et 26 est entre autre due au
fait que Ie systeme etudie resoud la frustration triangulaire beaucoup mieux
qu'un systeme bidimensionnel de variables XY et Ising. Cette frustration
attenuee ameliore a la fois la validite du developpement a un bas ordre de
1'energie libre et diminue 1'eflFet des fluctuations sur les phases du systeme, a
un point tel que les deux approches produisent des diagrammes de phases
comparables jusqu'a des temperatures assez basses. Mais surtout, il est clair que
les fluctuations sont plus faibles en trois qu'en deux dimensions.
Les travaux de Hebert et Caille [20], portant sur 1'etat fondamental d'un
modele essentiellement identique a celui du present travail, fournissent un
important point de comparaison. Les resultats a temperature finie s'accordent
relativement bien avec Ie diagramme de phases de 1 etat fondamental. Pour des
couplages inter-colonnes faibles, les configurations d'helicite correspondent et,
pour des couplages plus forts, on retrouve a temperature nulle Ie phenomene de
spin-flop obtenu a temperature finie. Une part importante des incompatibilites
vient du fait que Ie calcul a temperature nulle suppose que les colonnes sont
polarisees circulairement, ce que nous ne faisons pas dans ce travail. Notre
modele est aussi plus flexible en ce qu'il permet des amplitudes difFerentes pour
chacun des trois types de colonnes.
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Dans Ie regime quasi-unidimensionnel des couplages, les diagrammes des
Figures 17 et 26 laissent penser qu'il existe au-dessus des phases helicoi'dales
elliptiques des phases polarisees lineairement. Vis-a-vis du compose etudie (Ie
HHTT), il ne faut toutefois pas oublier que Ie modele plastique que nous
utilisons n'est probablement pas valide pres de la temperature critique, puisqu'il
neglige 1'ordonnement des positions, qui se fait en parallele a celui des
orientations. Nous devons done etre prudents dans Pinterpretation de cette phase
lineau'e, d'autant plus que plusieurs aspects determinants du compose (dont Ie
raidissement des chaines aliphatiques) ne sont pas pris en compte par notre
modele. Malgre tout, vu que les mesures de diffraction X faites a ce jour ne
permettent pas de distinguer les phases lineaires des phases helicoidales, il nous
semble justifie de garder ouverte la question de 1'existence de phases polarisees
lineairement. Une reponse a cette question, ainsi qu'a celle du mecanisme exact
de la transition D^d <-» H^ viendra d'etudes experimentales supplementaires et
d'une analyse theorique de la transition liquide-solide dans les colonnes.
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ANNEXE: Calcul de \(s^)\
Ce calcul est valable pour tout systeme ou chaque spin est un vecteur
unitaire a deux composantes. Avec la notation utilisee dans Ie memoire,
1'hamiltonien efFectif a un corps s ecrit :
HCM = ~ y ^ H^ • S^m.
p.m
Supposons que chaque spin S^m est normalise a 1 et qu'il forme un angle 7^71
avec Ie champ H^. On peut ecrire
HCM = - ^J IH^J cos 7^
p,m
On sait qu'en moyenne, chaque spin s'oriente suivant Ie champ effectif en
son site, et done (7^1) = 0- De meme, on a (sin 7^1} = 0- Par contre, a cause
des fluctuations, (cos 7^m) < 1. A 1'equilibre thermodynamique, on a la valeur
moyenne :
A to d^^ cos "^ exp(/3|H^| cos 7^)
im/ —
^ Jo c^m exp(/5|H^J cos 7^)
Cette valeur est directement reliee a |{S^m)| :
|(S^m)| = \/(sm^^m}2 + {cOSQ^m}2 = <COS7^m}.
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