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This thesis investigated some spectral properties of a symmetrized auto-cross covariance ma-











where (e1, · · · , eT+τ ) is an n× (T + τ) matrix of independent and identically distributed (i.i.d.)
entries and τ is an integer referring to the number of lags.
The first part (Chapter 2) derived an explicit expression of the limiting spectral distribution
(LSD) of Mn(τ) by employing Stieltjes transform. It is interesting to note that the LSD does not
depend on the lag τ for τ ≥ 1 .
The second part (Chapter 3) established the strong limit of extreme eigenvalues of Mn(τ)
under the finiteness of the fourth moment of the underlying variables by showing that in any
closed interval outside the support of the LSD, with probability 1 there would be no eigenvalues
Summary viii
for all n sufficiently large.
The results in this thesis can be applied in the estimation of the number of factors and lags
in the framework of a large dynamic factor model, and will facilitate model selection of large
dimensional models with a lagged time series structure.
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1CHAPTER 1
Introduction
1.1 Large Dimensional Data Analysis and Random Matrix
Theory
Over the last decade and as a result of new sources of large data, the analysis of high di-
mensional statistical models has received considerable attention. However, when data dimension
goes large, many classical limiting theorems fail or even lead to wrong conclusions. Such an
example is given in Bai and Silverstein (2004) and is reproduced here as an illustration.
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where λn,j, j = 1, ..., p are eigenvalues of Sn. Note that here p is the dimension and n is the
sample size. When p is fixed, λn,j → 1 a.s. by SLLN and thus Ln → 0 a.s. Moreover,√
n
p
Ln → N(0, 2), which might suggest that Ln will be asymptotically normal when p = O(n).
However, this is not the case: according to Marcˇenko and Pastur (1967), as n → ∞ with
p
n









(b(c)− x)(x− a(c))dx = c− 1
c
ln(1− c) =: d(c) > 0




Ln ≈ d(c)√np → ∞. In
other words, the use of classical limiting theorems produces serious discrepancy.
To such a problem, a better solution can be obtained by using Random Matrix Theory (RMT),
as discussed in Bai and Silverstein (2004). Currently, RMT has been applied broadly in many
areas such as statistics (Bai and Silverstein, 2010), economics (Harding, 2012; Onatski, 2009,
2012) and engineering (Rao and Edelman, 2008; Tulino and Verdu, 2004). The asymptotic
framework assumes that both the dimension p and the sample size n are large. A detailed exposi-
tion of spectral properties of random matrices can be found in Bai (1999) and Bai and Silverstein
(2010).
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1.2 Stieltjes Transform
One of important methods employed in RMT is Stieltjes transform. Suppose A is an n ×
n random Hermitian matrix with eigenvalues λj, j = 1, 2, · · · , n. Define a one-dimensional




]{j ≤ n : λj ≤ x}
and FA(x) is called the empirical spectral distribution (ESD) of matrix A. Here ]E denotes the
cardinality of the setE. The limit distribution of {FAn} for a given sequence of random matrices
{An} is called the limiting spectral distribution (LSD).





where z ∈ C+ ≡ {z ∈ C : =z > 0}. For any n× n matrix A with real eigenvalues λ1, · · · , λn,











Similar to the Fourier transformation in probability theory, there is also a one to one corre-
spondence between the distributions and their Stieltjes transforms via the inversion formula: for
any continuity points a and b of G , one has








Moreover, the continuity theorem holds, that is, a sequence of distributions tends to a weak
limit if and only if their Stieltjes transforms tends to that of the limiting distribution. Therefore,
to find the limiting distribution, one can work on finding the limiting Stieltjes transform and use
the inversion formula to obtain the limiting distribution.
1.3 Motivation
The motivation of this thesis comes from large dimensional models with a lagged time series
structure which are central to large dimensional dynamic factor models (Forni and Lippi, 2001)
and singular spectrum analysis (Vautard et al., 1992; Zhigljavsky, 2012).





ΛiFt−i + et, t = 1, ..., T
where Λi’s are n×k non-random matrices with full rank. For t = 1, ..., T , Ft’s are k-dimensional
vectors of i.i.d. standard complex components and et’s are n-dimensional vectors of i.i.d. com-
plex components with mean zero and finite second moment σ2, independent of Ft. This model
can be viewed as a large dimensional information-plus-noise type model (Dozier and Silverstein,
2007 a, b; Bai and Silverstein, 2012), with information contained in the summation part and noise
in et’s. Here “large dimension” refers to n and T , while the number of factors k and the number
of lags q are small and fixed. In some applications, especially those based on high-frequency
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observations, it may also be interesting to consider the case where the number of lags is large or
the data exhibits long-range dependency.
Under this high dimensional setting, an important statistical problem is the estimation of k






















ej and A∗ denotes the conjugate transpose of A. Note that essentially, Mn(τ)
and Φn(τ) are symmetrized auto-cross covariance matrices at lag τ and generalize the usual
sample covariance matrices Mn(0) and Φn(0). The matrix Mn(0) is well studied in the literature
and it is well known that the LSD has an MP law (Marcˇenko and Pastur, 1967). Moreover, when
τ = 0 and assuming that Cov(Ft) = Σf = Ik(q+1), the population covariance matrix of Rt has
the same eigenvalues as those of σ2I + Λ∗Λ 0
0 σ2I

where Λ = (Λ0,Λ1, · · · ,Λq) whose dimension is n× k(q+ 1) and the matrix at the right-lower
corner is (n−k(q+ 1))× (n−k(q+ 1)), respectively. Therefore, we have the spiked population
framework (Johnstone, 2001; Baik and Silverstein, 2006; Bai and Yao, 2008).
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In fact, under certain conditions, we can estimate k(q + 1) by counting the number of eigen-
values of Φn(0) that are significantly larger than (1 +
√
c)2, where c is the limiting ratio of n/T .
However, to estimate the values of k and q separately, we need to study the LSD of Mn(τ) for at
least one τ ≥ 1.
It is also interesting to note that for τ ≥ 1, the LSD of Mn(τ) does not depend on τ (see
Chapter 2 for details). However the number of eigenvalues of Φn(τ) that lie outside the support
of the LSD of Mn(τ) at lags 1 ≤ τ ≤ q is dependent on the lag τ ; and is different from those
obtained at lags τ > q. This is mainly because of the contribution of eigenvalues of the terms
containing factor and error components are non-zero for τ ≥ 1. Thus, we can separate the
estimates of k and q by counting the number of eigenvalues of Φn(τ) that lie outside the support
of the LSD of Mn(τ) from τ = 0, 1, 2, · · · , q, q + 1, · · · .
Unlike the case τ = 0, as τ ≥ 1, not much about Mn(τ) is known in the literature. This
thesis is to investigate some spectral properties of Mn(τ).
1.4 Structure
The rest of the thesis is structured as follows. In Chapter 2, the LSD of Mn(τ) is derived.
Chapter 3 establishes limit of the largest and smallest eigenvalues of Mn(τ), after showing that
no eigenvalues exist outside the support of the LSD of Mn(τ). Chapter 4 concludes the thesis
and discusses some future work.
7CHAPTER 2
Limiting Spectral Distribution
In this chapter, we will focus our attention on the derivation of LSD of Mn(τ). Research on
the LSD of large dimensional random matrices dates back to the Wigner (1955, 1958). In these
studies, he established that the ESD of a large dimensional Wigner matrix tends to the so-called
semicircular law. The LSD of large dimensional sample covariance matrices was studied by
Marcˇenko and Pastur (1967) and the limiting distribution is referred to as the MP law. Further
research efforts were conducted to estimate the LSD of a product of two random matrices. To
this end, pioneering work was done by Wachter (1980), who considered the LSD of the multi-
variate F -matrix, the explicit form of which was derived by Bai, Yin and Krishnaiah (1986) and
Silverstein (1995). The existence of the LSD of the matrix sequence {SnTn} was established by
Yin and Krishnaiah (1983) where Sn is a standard Wishart matrix and Tn is a positive definite
8matrix. Bai, Miao and Jin (2007) proved the existence of the LSD of {SnTn} where Sn is a sam-
ple covariance matrix and Tn is an arbitrary Hermitian matrix. In particular, Bai, Miao and Jin
(2007) established the explicit form of LSD of {SnTn} where Sn is a sample covariance matrix
and Tn is Wigner matrix. Random matrices of the form An + X∗nTnXn where An is Hermitian
matrix, Tn is diagonal and Xn consists of i.i.d. entries, was extensively investigated by many
researchers, including Marcˇenko and Pastur (1967), Grenander and Silverstein (1977), Wachter
(1978), Jonsson (1982), and Silverstein and Bai (1995). Furthermore, the LSD of a circulant ran-
dom matrix was derived by Bose and Mitra (2002) and the LSD of sample correlation matrices
was studied by Jiang (2004). Bai and Zhou (2008) considered the LSD of a large-dimensional
sample matrix where the assumption of column independence has been relaxed.
The key idea in this chapter is to find the limiting Stieltjes transform and then apply the
inversion formula to obtain the LSD of Mn(τ). In our derivation, a recursive method is created
to solve a disturbed difference equations of order 2.
The rest of this chapter is organized as follows. The main theorem is given in Section 2.1.
The truncation and centralization steps are provided in Section 2.2. Section 2.3 outlines the proof
of Theorem 2.1. Justification of variable truncation, centralization and standardization and some
technical lemmas used to derive the main theorem are presented in Section 2.4.
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2.1 Main Result
The main result of this chapter is the following theorem.
Theorem 2.1. Assume:
(a) τ ≥ 1 is a fixed integer.
(b) ek = (ε1k, · · · , εnk)′, k = 1, 2, ..., T +τ , are n dimensional vectors of independent standard
complex components with sup1≤i≤n,1≤t≤T+τ E|εit|2+δ ≤ M < ∞ for some δ ∈ (0, 2], and







E(|εit|2+δI(|εit| ≥ ηT 1/(2+δ))) = o(1). (2.1.1)




























y1−1 , c 6= 1,
2, c = 1,
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y0 is the largest real root of the equation: y3 − (1−c)2−x2x2 y2 − 4x2y − 4x2 = 0 and y1 is the only
real root of the equation:
((1− c)2 − 1)y3 + y2 + y − 1 = 0 (2.1.3)
such that y1 > 1 if c < 1 and y1 ∈ (0, 1) if c > 1. Further, if c > 1, then Fτ has a point mass
1− 1/c at the origin.
Remark 2.1. Notice that as τ ≥ 1, Fc is different from and can not be reduced to the case of
τ = 0, the distribution of the MP law. However, as long as τ ≥ 1, Fc is the same as τ takes
different values. The result can be generalized to the case τ = o(T ) (see remark after the proof
of Lemma 2.5.3 for technical details).
Remark 2.2. When τ
T
→ d for some d > 0, we conjecture that the LSD will depend on d as well
and leave it as future research.
Figure 2.1.1 displays the density functions φc(x) with c = 0.2, 0.5 and 0.7. Figure 2.1.2
displays the density functions φc(x) with c = 1.5, 2 and 2.5. It is shown from these two figures
that as c increases, the support of φc(x) becomes wider, and φc(x) has the maximum at x = 0
which is sharper as c gets closer to 1.
2.2 Truncation, Centralization and Standardization
First, we can select a sequence ηn ↓ 0 such that (2.1.1) remains true when η is replaced by
ηn.
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Figure 2.1.1 Density functions φc(x) with c = 0.2 (the solid line), c = 0.5 (the dashed line)
and c = 0.7 (the dotted line).
Figure 2.1.2 Density functions φc(x) with c = 1.5 (the solid line), c = 2 (the dashed line) and
c = 2.5 (the dotted line). Note that the area under each density function curve is 1/c.
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After truncation at ηnT 1/(2+δ), centralization and standardization, in what follows, we may as-
sume that
|εij| ≤ ηnT 1/(2+δ), Eεij = 0, E|εij|2 = 1, E|εij|2+δ < M.
The details of verification is provided in Section 2.4.
2.3 Derivation of the LSD of Mn(τ )
In this section, we will provide the proof for the derivation of Theorem 2.1. To this end, we
start with a section on notation followed by the proof.
2.3.1 Notation
Let the Stieltjes transform of Mn(τ) be denoted by mn(z) = 1n tr(Mn(τ) − zIn)−1 where
z = u + iv, v > 0. We shall prove that mn(z) → m(z) for some m(z). It follows that the LSD
of Mn(τ) exists and has a probability density function limv→0 1pi=(m(x+ iv)).
Define
A = Mn(τ)− zIn,
Ak = A− γk(γk+τ + γk−τ )∗ − (γk+τ + γk−τ )γ∗k,
Ak,k+τ,··· ,k+nτ = Ak,k+τ,··· ,k+(n−1)τ − γk+(n+1)τγ∗k+nτ − γk+nτγ∗k+(n+1)τ , n ≥ 1,
2.3 Derivation of the LSD of Mn(τ) 13
for k ∈ [τ + 1, T ]. Note that Ak,k+τ,··· ,k+nτ is independent of γk, · · · ,γk+nτ . For k ≤ τ or





















Taking trace and dividing by n, we obtain















for any nonsingular matrix B, we have
γ∗kA
−1(γk+τ + γk−τ ) =
γ∗kA˜
−1
k (γk+τ + γk−τ )
1 + γ∗kA˜
−1




k (γk+τ + γk−τ )
,
where A˜k = A−(γk+τ+γk−τ )γ∗k and we have used the previously made convention that γ l = 0
for l ≤ 0 or l > T + τ .
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Note that Ak = A˜k − γk(γk+τ + γk−τ )∗. Using (2.3.2) again, we have
γ∗kA˜
−1













k (γk+τ + γk−τ )






By Lemmas 2.5.1 and 2.5.2, we have
γ∗kA˜
−1









k (γk+τ + γk−τ ) + oa.s.(1).
Consequently,
γ∗kA








k (γk+τ + γk−τ )
+ oa.s.(1).
Write Ak,k+τ = Ak − γk+2τγ∗k+τ − γk+τγ∗k+2τ which is independent of γk+τ . Then, using












































































































Suppose that mn(z) converges to m(z) along some subsequence {m′n}, by Lemmas 2.5.3
and 2.5.4, (2.3.1) will converge to




where x1 is the root of the equation x2 = x− c2m2(z)4 with the larger absolute value. Substituting
the expression of x1, we obtain
(1− c2m2(z))(c+ czm(z)− 1)2 = 1. (2.3.7)
This can be further simplified to
(cm(z))4 − 2(1− c)
z
(cm(z))3 +










Now, we shall employ the method developed in Bai et al. (2007) to solve the 4th degree polyno-
mial equation and identify the unique solution of the limiting spectral distribution. Rewrite the
equation (2.3.8) as





)2 = (1 + y)(cm(z))2
−(1− c)
z
(y + 2)cm(z) +
y2
4




Let y0 be the root with the largest absolute value of the equation:
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Replacing y by y0 in equation (2.3.9), the solutions to (2.3.8) will be those to equations







1 + y0(cm(z)− (y0 + 2)(1− c)
2z(1 + y0)
),



























































1− 1/c, c > 1,
0, c ≤ 1.
(2.3.10)
To show our claim, first by equation (2.3.7), we have
(z2 − c2z2m2(z))(czm(z)− (1− c))2 = z2.
This means zm(z) must be bounded as z → 0. Otherwise, the LHS of the equation above is
unbounded while the RHS tends to 0, which is a contradiction. Hence, the equation above can
be simplified as
(czm(z))2(czm(z)− (1− c))2 = 0.
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This means there exists a convergent subsequence {zkm(zk)} such that as limzk→0−zkm(zk)
can only be either 0 or 1− 1
c
. Notice that limz→0−zm(z) is the point mass of Fc at 0 , which is
nonnegative. Therefore, as c < 1, limzk→0−zkm(zk) 6= 1 − 1c . Hence limzk→0−zkm(zk) = 0
and the second part of our claim is proved. When c ≥ 1, assume limzk→0−zkm(zk) 6= 1− 1c i.e.
limzk→0−zkm(zk) = 0, then (2.3.6) becomes











Here the last equality is due to the fact 1− c2m2(z) = 1
(1−c)2 which can be derived from (2.3.7)
and our assumption that limz→0−zm(z) = 0. However, solve the equation x2 = x− c2m2(z)4 and
use the fact 1− c2m2(z) = 1









which contradicts our last expression of x1. Hence the first part of the claim is proved.
By (2.3.10), we see that m can only be chosen from m1 and m3. Note that all the three roots
of f(y0) = 0 give the same set of mi, up to a permutation order. We will show that, by choosing
y0 as the root with the largest absolute value of f(y0) = 0, we have




















When z → 0, we have y0 tends to the root of the quadratic equation (1− c)2y2 + 4y+ 4 = 0.
Therefore, we have y0 → −2−2
√
c(2−c)




(1−c)2 for c ≥ 2.
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1−c . Therefore, we have
m1 =
√
1 + y0 + 1/
√




which has a positive imaginary part. By the same reasoning, it can be seen that m3 has a negative
imaginary part, and hence is rejected.






















c−1 . Therefore, we have




1 + y0 − 1/
√






which has a positive imaginary part. Similarly, it can be seen that m3 has a negative imaginary
part, and hence is rejected.






















c−1 . Therefore, we have




1 + y0 − 1/
√
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which has a positive imaginary part. Similarly, it can be seen that m3 has a negative imaginary
part, and hence is rejected.
When z →∞, we have y0 tends to the root of the equation y3 + y2 = 0. Pick y0 → −1 and
we can see that y0 + 1 → (1−c)2z2 . From this and the fact that m(z) → 0 as z → ∞, we have
m = m1.
With y0 = y0(z), mi(z) being continuous functions, when 0 < |z| < ∞, we still have
















)2, |x| ≤ a,
where y0 is root with the largest absolute value of the equation: y3− (1−c)2−x2x2 y2− 4x2y− 4x2 = 0



















y1−1 , c 6= 1,
2, c = 1,
where y1 can be chosen as a real root of the equation:
((1− c)2 − 1)y3 + y2 + y − 1 = 0 (2.3.11)
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such that y1 > 1 if c < 1 and y1 ∈ (0, 1) if c > 1.
To show the unique existence of y1, let f(y) = ((1 − c)2 − 1)y3 + y2 + y − 1. If c < 1, by
f(−∞) > 0, f(0) < 0, f(1) > 0 and f(∞) < 0, there are three real roots y1 > 1, y2 ∈ (0, 1)
and y3 < 0 of (2.3.11). Similarly, if 1 < c < 2, there are three real roots y1 ∈ (0, 1), y2 > 1
and y3 < 0 of (2.3.11). If c = 2, it is easy to see that there are two real roots of (2.3.11):
y1 = (
√
5 − 1)/2 ∈ (0, 1) and y2 = (−
√
5 − 1)/2 < 0. If c > 2, by f(0) < 0 and f(1) > 0,
there is a real root y1 ∈ (0, 1). If there are more than one real roots in the interval (0, 1) when
c > 2, then by the continuity of f(y), the three roots y1, y2, y3 of f(y) are all in the interval (0, 1),
that would contradict y1 + y2 + y3 = −1/((1 − c)2 − 1) < 0. Thus there is only one real root
y1 ∈ (0, 1) if c > 2. The proof of Theorem 2.1 is complete.
2.4 Justification of Truncation, Centralization and Standard-
ization
Note that rank(AB−CD) ≤ rank(A−C) + rank(B−D), because
AB−CD = (A−C)B + C(B−D).
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By Theorem A.43 of Bai and Silverstein (2010),






















I(|εit| ≥ ηnT 1/(2+δ)).































E(|εit|2+δI(|εit| ≥ ηT 1/(2+δ))) = o(1/n).








I(|εit| ≥ ηT 1/(2+δ)) ≥ ε) ≤ 2e− 12 ε2n.
By Borel-Cantelli lemma, with probability 1, we have
||FMn(τ) − F M˜τ || → 0.




k+τ + γˆk+τ γˆ
∗
k). By
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Theorem A.46 of Bai and Silverstein (2010),
L(F M˜τ , F Mˆτ ) ≤ max
k






































E(|εik|2+δI(|εik| ≥ ηT 1/(2+δ))) = o(1).






























































≡ J11 + J12.






































































































k+τ ||2 → 0, a.s.
Similarly ||∑Tk=1 γˆk+τEγ˜∗k||2 → 0 a.s. Thus L(F M˜τ , F Mˆτ )→ 0, a.s.
Now, we want to rescale the variables.
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Let σ2ij = E|εˆij|2 = E|ε˜ij − Eε˜ij|2. Define E ≡ {(i, j) : σ2ij < 1−∆} and
εˇit =





Here ∆ = T−
δ
4+2δ and Xit’s are iid random variables taking values 1 and −1, each with proba-
bility 1
2








k+τ + γˇk+τ γˇ
∗
k). For simplicity, denote
A = (γˆ1, γˆ2, ..., γˆT ),B = (γˆ1+τ , γˆ2+τ , ..., γˆT+τ ),
Aˇ = (γˇ1, γˇ2, ..., γˇT ), Bˇ = (γˇ1+τ , γˇ2+τ , ..., γˇT+τ ).
Then by Corollary A.41 of Bai and Silverstein (2010), we have
L3(F Mˆn(τ), F Mˇn(τ))
= L3(FAB




tr[(AB∗ + BA∗ − (AˇBˇ∗ + BˇAˇ∗))(AB∗ + BA∗ − (AˇBˇ∗ + BˇAˇ∗))∗]
≤ 2
n
tr[(AB∗ − AˇBˇ∗)(AB∗ − AˇBˇ∗)∗] + 2
n








tr[((A− Aˇ)B∗ + Aˇ(B− Bˇ)∗)((A− Aˇ)B∗ + Aˇ(B− Bˇ)∗)∗]
≤ 2
n
tr[((A− Aˇ)B∗)((A− Aˇ)B∗)∗ + (Aˇ(B− Bˇ)∗)(Aˇ(B− Bˇ)∗)∗].









































|εˇik − εˆik|2|εˆj(k+τ)|2 +
T∑
k1,k2=1,k1>k2
(εˇik1 − εˆik1)(¯ˇεik2 − ¯ˆεik2)¯ˆεj(k1+τ)εˆj(k2+τ) +
T∑
k1,k2=1,k1<k2
(εˇik1 − εˆik1)(¯ˇεik2 − ¯ˆεik2)¯ˆεj(k1+τ)εˆj(k2+τ)]










|εˇik − εˆik|2|εˆj(k+τ)|2 +∑
i=1,...n,k=1,...,T,(i,k)/∈E
|εˇik − εˆik|2|εˆj(k+τ)|2]
≡ J211 + J212.
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For any (i, k) /∈ E, we have







≤ C(1− σ2ik)2 ≤ Cη−2δT−
2δ
2+δ .
Here and in what follows, we assume that η → 0 slow enough such that the above upper bound



















Note that summands in J22 and J23 are pairwise orthogonal, hence we have EJ22 = EJ23 = 0.
Therefore, we have EJ2 → 0.
































(1− σ−1ik )2[(|εˆik|2 − σ2ik)(|εˆj(k+τ)|2 − σ2j(k+τ)) +
σ2ik(|εˆj(k+τ)|2 − σ2j(k+τ)) + σ2j(k+τ)(|εˆik|2 − σ2ik) + σ2ikσ2j(k+τ)]
≡ J2121 + J2122 + J2123 + J2124




















(εˇi(k2+τ) − εˆi(k2+τ))(¯ˇεik2 − ¯ˆεik2)¯ˆεi(k2+2τ)εˆi(k2+τ)
]
≡ J221 + J222 + J223.
Note that in all expressions except J2124, components are orthogonal to each other. In addition,



























































E|εˇi(k2+τ) − εˆi(k2+τ)|2E|¯ˇεik2 − ¯ˆεik2|2E|¯ˆεj(k2+2τ)|2E|εˆj(k2+τ)|2





































tr(Aˇ(B− Bˇ)∗)(Aˇ(B− Bˇ)∗)∗ = O(T−1−ε′)
for some ε′ > 0. Hence, we have 1
n
tr[(AB∗−AˇBˇ∗)(AB∗−AˇBˇ∗)∗]→ 0 a.s. By interchanging A
and B, we have 1
n
tr[(BA∗−BˇAˇ∗)(BA∗−BˇAˇ∗)∗]→ 0 a.s. Therefore, L3(F Mˆn(τ), F Mˇn(τ))→ 0
a.s.
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2.5 Some Technical Lemmas
Lemma 2.5.1. Under the assumptions of Theorem 2.1, γ∗kA
−1
k γk − c2mn(z) → 0 almost surely
and uniformly in k ≤ T + τ , where mn(z) = 1n trA−1.
Proof. The proof is similar to the proof of Lemma 9.1 of Bai and Silverstein (2010).




trA−1k |2r ≤ 22r−1(E|S1|2r + E|S2|2r),




ki − 1) and S2 = 12T
∑
1≤i 6=j≤n aijεkiεkj .

































ai1j1 a¯t1`1 · · · airjr a¯tr`rE(εki1εkt1εkj1εk`1 · · · εk`rεktrεkjrεk`r).
Draw a directional graph G of 2r edges that link is to js and `s to ts, s = 1, · · · r. Note that
if G has a vertex whose degree is 1, then the graph corresponds to a term with expectation 0.
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That is, for any nonzero term, the vertex degrees of the graph are not less than 2. Write the
non-coincident vertices as v1, · · · , vm with degrees p1, · · · , pm greater than 1. We have m ≤ r.
By assumption, we have
|E(εki1εkt1εkj1εk`1 · · · εk`rεktrεkjrεk`r)| ≤ (η2T 2/(2+δ))r−m.
Now, suppose that the graph consists of q connected componentsG1, · · · , Gq withm1, · · · ,mq
noncoincident vertices, respectively. Let us consider the con- tribution by G1 to E|S2|r . Assume
thatG1 has s1 edges, e1, · · · , es1 . Choose a treeG′1 fromG1, and assume its edges are e1, , em1−1,
















Here, the first inequality follows from the fact that
∑
v1
|av1v2|2 ≤ ||A−1k ||2 ≤ v−2 since it is a
diagonal element of A−1k (A
−1
k )




v−` for any ` ≥ 2 and that s1 ≥ m1 since all vertices have degrees not less than 2. Therefore, the





















Noting that m1 + · · · + mq = m and s1 + · · · + sq = 2r, eventually we obtain that the
contribution of the isomorphic class for a given canonical graph is n
m/2
v2r
. Because the two vertices
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of each edge cannot coincide, we have q ≤ m/2. The number of canonical graphs is less than(
m
2
















Using (2.5.1) and (2.5.2), for any t > 0, there exists r > t/δ + t/2 such that E|γ∗kA−1k γk −
1
2T






trA−1k → 0 (2.5.3)
almost surely and uniformly in k ≤ T + τ .




By Theorem A.43 of Bai and Silverstein (2010), we have
‖Fn − Fnk‖ ≤ 4
n
,





)| = |∫ 1
x− u− ivd(Fn − Fnk)|
≤ 1
v









uniformly in k ≤ T + τ . Substituting the above into (2.5.3), the proof of the lemma is complete.
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Lemma 2.5.2. Under the assumptions of Theorem 2.1, we have γ∗kA
−1
k γ l → 0, almost surely
and uniformly in k 6= l.






















i1! · · · i`!ε
i1
kj1













i1! · · · i`!ε
i1
kj1















i1! · · · i`! |bj1 |


















i1! · · · i`! |bj1 |
i1 · · · |bj` |i` .
By
∑n







i1! · · · i`! |bj1|




































i1! · · · i`!ε
2i1
lj1

































k γ l → 0
almost surely and uniformly in k 6= l. The proof of the lemma is complete.
In the next lemma, we find the limit of γ∗k+τA
−1
k γk+τ when T − k → ∞ and that of
γ∗k−τA
−1
k γk−τ when k →∞.
Lemma 2.5.3. Assume that 1
n









where x1 is the root of the quadratic equation x2−x+ 14c2m2 = 0 with the larger absolute value.









where x1 is the same as above.
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Proof. Write a = c
2
m, Wk = γ∗k+τA
−1
k γk+τ and
Wk,k+τ,··· ,k+`τ = γ∗k+(`+1)τA
−1










(a+ r(k))(1− aWk,k+τ,k+2τ )
1− aWk,k+τ,k+2τ − a(a+ r(k + τ)) . (2.5.4)
Applying this relation ` times, we may express Wk in the following form
Wk =
(a+ r(k))(αk,`−1 − aαk,`−2Wk,k+τ,··· ,k+`τ )
αk,` − aαk,`−1Wk,k+τ,··· ,k+`τ
where the coefficients satisfy the recursive relation
αk,` = αk,`−1 − a(a+ r(k + `τ))αk,`−2, αk,1 = 1, αk,0 = 1. (2.5.5)
Define x1 and x0 as the roots of the equation x2 = x − a2 with |x1| > |x0| (Note that the
equal sign happens only when a = ±1
2
which is impossible for =(z) > 0 because a is the

















1− 4a2) if =(a2) > 0,
1
2
(1−√1− 4a2) if =(a2) < 0.
Similarly, define νk,1 and νk,0 as the the roots of the equation x2 = x − a(a + r(k)), with












1− 4a(a+ r(k))) if =(a(a+ r(k))) < 0.
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Further, define α such that ανk,1 + (1 − α)νk,0 = 1. Then, define νk,1,j = νk,j , for j = 0, 1.
For t ≥ 1, define
νk,t+1,j = 1− a(a+ r(k + (t+ 1)τ)
νk,t,j
, for j = 0, 1. (2.5.6)
From this, we have
ανk,1,1 + (1− α)νk,1,0 = 1 = αk,1.
And
ανk,2,1νk,1,1 + (1− α)νk,2,0νk,1,0
= α(νk,1,1 − a(a+ r(k + 2τ))) + (1− α)(νk,1,0 − a(a+ r(k + 2τ)))
= αk,1 − a(a+ r(k + 2τ)) = αk,2.








Our next goal is to estimate the difference between νk,t+1,j and xj . First, by noticing the
definition of νk,j , we have
νk,j − xj = νk,1,j − xj = oa.s.(1)
where, and in what follows, the remainder term oa.s.(1) is uniform in k and `. Then, by νk,1,j =
ν2k,1,j + a(a+ r(k)) we have




a(r(k)− r(k + 2τ))
νk,1,j
+ νk,1,j − xj = oa.s.(1).
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By induction, we can prove that
νk,t+1,j − xj = oa.s.(1),






∣∣∣ ≤ ( |x0||x1| + η
)M
.






That means, when `→∞ slowly (here we can take ` = log n), we have αk,`+1 = x1αk,`(1 +
oa.s.(1)). Consequently,
Wk =
(a+ r(k))(αk,` − aαk,`−1Wk,k+τ,··· ,k+`τ )





The first conclusion of the lemma is proved. By duality, the second conclusion follows.
Remark 2.3. Note that one of the key steps in the above proof is to let ` → ∞ slowly. This may
not be possible when τ →∞, as in this case we may have `τ > T − k and γk+`τ does not exist.
However, such ` exists when τ = o(T ). Therefore, the proof is still valid in this case.
Lemma 2.5.4. Assume the conditions of Lemma 2.5.3 hold. For all k ∈ [1, T + τ ], we have
γ∗k−τA
−1
k γk+τ → 0, a.s.
where the convergence is uniform in k.
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Proof. Obviously, when τ < k ≤ 2τ , the lemma is true because γk−τ is independent of Ak.
Similarly, the lemma is true when T − τ < k ≤ T .

















For x1x0 = a2 and |x1| > |x0|, we have |a| < |x1|. Thus





for some η > 0 such that |a/x1|+ η < 1. Now, the lemma can be proved by induction.
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CHAPTER 3
Strong Limit of Extreme Eigenvalues
In this chapter, we are going to derive the limit of the largest and smallest eigenvalues of
Mn(τ) by showing that no eigenvalues exist outside the support of the LSD of Mn(τ). As
mentioned in Chapter 1, under certain conditions, k(q + 1) can be estimated by counting the
number of eigenvalues of Φn(0) that go beyond certain phase transition point. To separate the
estimates of k and q, we shall rely on the LSD of Mn(τ) for general τ ≥ 1. Chapter 2 has proved
that the LSD of Mn(τ) exists uniquely and non-randomly, and independent of τ , whose Stieltjes
transform m(z) satifies the following equation:
(1− c2m2(z))(c+ czm(z)− 1)2 = 1.
However, the number of eigenvalues of Φn(τ) that lie outside the support of the LSD of
39
Mn(τ) at lags 1 ≤ τ ≤ q is different from that at lags τ > q. Thus, the estimates of k and q can
be separated by counting the number of eigenvalues of Φn(τ) that lie outside the support of the
LSD of Mn(τ) from τ = 0, 1, 2, · · · , q, q + 1, · · · ..
It is worth noting that for the above method to work, one should expect no eigenvalues outside
the the support of the LSD of Mn(τ) so that if an eigenvalue of Φn(τ) goes out of the support
of the LSD of Mn(τ), it must come from the signal part. As a continuation of Chapter 2, this
chapter establishes limits of the largest and smallest eigenvalues of Mn(τ), after showing that no
eigenvalues exist outside the support of the LSD of Mn(τ).
In Bai and Silverstein (1998), the authors considered such separation problem of the gen-
eral sample covariance matrices. Later, Paul and Silverstein (2009) extended the result to a








n and Bai and Silverstein
(2012) established the result for the information-plus-noise matrices. Compared with Bai and
Silverstein (1998), the model considered here is more complicated and some new techniques are
employed. Besides the recursive method to solve a disturbed difference equation as in Chapter
2, a relationship between the convergence rates of polynomial coefficients and those of the roots
is established and applied.
The rest of the chapter is structured as follows. The main results are presented in Section
3.1. Section 3.2 contains some lemmas of known results. Section 3.3 provides some technical
lemmas. Convergence rates of ‖Fn − Fcn‖ and mn(z) − m0n(z) are obtained in Sections 3.4
and 3.5, respectively. Section 3.6 concludes the proof of Theorem 3.1. Justification of variable
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truncation, centralization and rescaling is provided in Section 3.7 and proofs of lemmas presented
in Section 3.3 are given in Section 3.8.
3.1 Main Results
The main results can now be stated.
Theorem 3.1. Assume:
(a) τ ≥ 1 is a fixed integer.
(b) ek = (ε1k, · · · , εnk)′, k = 1, 2, ..., T + τ , are n-vectors of independent standard complex
components with supi,t E|εit|4 ≤M for some M > 0.
(c) There exist K > 0 and a random variable X with finite fourth order moment such that, for







P(|εit| > x) ≤ KP(|X| > x). (3.1.1)
(d) cn ≡ n/T → c > 0 as n→∞.










(f) The interval [a,b] lies outside the support of Fc.
Then P (no eigenvalues of Mn appear in [a, b] for all large n) = 1.
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By definition of ek and the convergence of the largest eigenvalue of the sample covariance
matrix (Yin, Bai and Krishnaiah (1988)), we have, for any δ > 0 and all large n,
‖Mn ‖ ≤ 1
2T
(












≤ (1 +√c)2 + δ, a.s. (3.1.2)
Here E = (e1, · · · , eT ), Eτ = (e1+τ , · · · , eT+τ ) and smax(A) denotes the largest singular value
of a matrix A. This, together with Theorem 3.1, implies the following result.
Theorem 3.2. Assuming conditions (a)–(e) in Theorem 3.1 hold, we have
lim
n→∞
λmin(Mn) = −d(c) a.s. and lim
n→∞
λmax(Mn) = d(c) a.s.
Here, −d(c) and d(c) are the left and right boundary points of the support of the LSD of Mn, as
defined in (2.1.2).
Proof. Let ε > 0 be given and consider the interval [d(c) + ε, b] with b > (1 +
√
c)2 + δ for
some δ > 0. By (3.1.2), with probability one, there is no eigenvalue in the interval (b,∞).
This, together with Theorem 3.1, implies that with probability one, there is no eigenvalue in the
interval [d(c) + ε,∞). Therefore, we have
lim sup
n→∞
λmax(Mn) ≤ d(c) + ε a.s.
Next, we claim that, for all large n, there exists at least one eigenvalue in [d(c) − ε, d(c)].
Otherwise, we have Fn(d(c)) − Fn(d(c) − ε) = 0 for infinitely many n, which contradicts the
fact that Fn → Fc, or equivalently that Fc(d(c))− Fc(d(c)− ε) > 0. Hence our claim is proved.




λmax(Mn) ≥ d(c)− ε a.s.
Now, let ε→ 0, and we then have limn→∞ λmax(Mn) = d(c). By symmetry, limn→∞ λmin(Mn) =
−d(c). This completes the proof of the theorem.
Figures 3.1.1 and 3.1.2 display density functions φc(x) and plots of sample eigenvalues of
Mn(τ) with τ = 1, c = 0.2 (n = 200, T = 1000) and c = 2.5 (n = 2500, T = 1000),
respectively.



















Figure 3.1.1 Density function φc(x) and plot of sample eigenvalues of Mn(τ) with τ = 1, c =
0.2 (n = 200, T = 1000).
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Figure 3.1.2 Density function φc(x) and plot of sample eigenvalues of Mn(τ) with τ = 1, c =
2.5 (n = 2500, T = 1000). Note that the area under the density function curve is 1/c.
We will now focus on proving Theorem 3.1. As in Chapter 2, we denote the Stieltjes trans-
form of Mn as mn(z) = 1n tr(Mn − zIn)−1 where, and throughout the chapter, z = u + ivn,
vn > 0, and let m0n(z) be the Stieltjes transform of φcn with limiting ratio of cn = n/T . Using
the truncation technique employed in Section 3 of Bai and Silverstein (1998), we further assume
that the εij’s satisfy the conditions that
|εij| ≤ C, Eεij = 0, E|εij|2 = 1, E|εij|4 < M (3.1.3)
for some C,M > 0. More detailed justifications are provided in Section 3.7.
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3.2 Mathematical Tools
In this section, we provide some known results that will be used in the proof of Theorem 3.1.
Lemma 3.2.1. (Burkholder (1973)). Let {Xk} be a complex martingale difference sequence with






















Lemma 3.2.3. (Theorem A.43 of Bai and Silverstein (2010)). Let A and B be two n×n Hermi-
tian matrices. Then,
‖FA − FB‖ ≤ 1
n
rank(A−B),
where FA is the empirical spectral distribution of A and ||f || = supx |f(x)|.
Lemma 3.2.4. (Corollary B.15 of Bai and Silverstein (2010)). Let F be a distribution function
and let G be a function of bounded variation satisfying
∫ |F (x) − G(x)|dx < ∞. Denote
their Stieltjes transforms by f(z) and g(z), respectively. Assume that for some constant B > 0,
F ([−B,B]) = 1 and |G|((−∞,−B)) = |G|((B,∞)) = 0, where |G|((a, b)) denotes the total
variation of the signed measure G on the interval (a, b). Then, we have
‖F −G‖ := sup
x
|F (x)−G(x)|
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≤ 1
pi(1− κ)(2γ − 1)
[ ∫ A
−A
















is a positive constant such that A > B and κ = 4B
pi(A−B)(2γ−1) < 1.
Lemma 3.2.5. (Lemma B.26 of Bai and Silverstein (2010)). Let A = (aij) be an n × n non-
random matrix and X = (x1, · · · , xn)′ be a random vector of independent entries. Assume that
Exi = 0, E|xi|2 = 1, and E|xj|` ≤ v`. Then, for any p ≥ 1,







where Cp is a constant depending on p only.
Lemma 3.2.6. (The interlacing theorem, Rao and Rao (1998)). If C is an (n − 1) × (n − 1)
major sub-matrix of the n × n Hermitian matrix A, then λ1(A) ≥ λ1(C) ≥ λ2(A) ≥ · · · ≥
λn−1(C) ≥ λn(A). Here λi(A) denotes the i-th largest eigenvalue of the Hermitian matrix A.
3.3 Some Technical Lemmas
Before proceeding, some technical lemmas are presented with proofs postponed in Section
3.8. The first three are about the convergence rates of roots of a polynomial.
Lemma 3.3.1. Let {rn} be a sequence of positive real numbers converging to 0 and m be a fixed
positive integer, independent of n. Let B(x0, rn) denote the open ball centered at x0 with radius
rn. Given m points x1, · · · , xm in B(x0, rn), one can find x ∈ B(x0, rn) and d > 0 such that
mini∈{1,··· ,m} |x− xi| ≥ drn.
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Lemma 3.3.2. For each n ∈ N, let Pn(x) = xk+an,k−1xk−1 + · · ·+an,1x+an,0 be a polynomial
of degree k, with roots xn1, · · · , xnk. Moreover, for i = 0, 1, · · · , k − 1, limn→∞ an,i = ai. Let
P (x) = xk + ak−1xk−1 + · · ·+ a1x+ a0. Suppose P (x) has distinct roots x1, · · · , xm, and each
xj has multiplicity `j with
∑m
j=1 `j = k. Then for n large enough, for each j ∈ {1, · · · ,m},
there are exactly `j xni’s in B(xj, r
1/`j
n ), where rn = maxi∈{0,1,··· ,k−1} |an,i − ai|.
Lemma 3.3.3. For each n ∈ N, let Pn(x) = xk + an,k−1xk−1 + · · ·+ an,1x+ an,0 and Qn(y) =
yk + bn,k−1yk−1 + · · ·+ bn,1y+ bn,0 be two polynomials of degree k, with roots xn1, · · · , xnk and
yn1, · · · , ynk, respectively. Moreover, for i = 0, 1, · · · , k − 1, limn→∞ bn,i = limn→∞ an,i = ai.
Let P (x) = xk+ak−1xk−1+· · ·+a1x+a0. Suppose P (x) has distinct roots x1, · · · , xm, and each
xj has the multiplicity `j with
∑m
j=1 `j = k. Then for n large enough, for each j ∈ {1, · · · ,m},
for any xni ∈ B(xj, r1/`jn ), there exists at least one ynl such that |xni − ynl| ≤ dr˜1/`jn for some
d > 0. Here rn = maxi∈{0,1,··· ,k−1} |an,i − ai| and r˜n = maxi∈{0,1,··· ,k−1} |an,i − bn,i|.
To establish the following lemmas, we need some notations. Let z = u + ivn, where u ∈
[−A,A] and vn ≥ n−1/52 and A > 0 is a large constant. Define
A = Mn − zIn
Ak = Mn,k − zIn = A− γk(γk−τ + γk+τ )∗ − (γk−τ + γk+τ )γ∗k
...




γk+tτ (γk+(t−1)τ + γk+(t+1)τ )
∗ − (γk+(t−1)τ + γk+(t+1)τ )γ∗k+tτ
]
,
with the convention that γ l = 0 for l ≤ 0 or l > T + τ .
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The following lemma will be frequently used.




for some K > 0.
Define an = cnEmn2 and let xn1, xn0 be two roots of the equation x
2 = x − a2n with |xn1| >
|xn0|. Some properties regarding xn1 and xn0 are stated in the next lemma.
In the following, if a lemma contains two sets of results simultaneously, then the results “a”
hold for all z = u + ivn, where u lies in a bounded interval [−A,A] ⊆ R, whereas results “b”
hold for all z = u + ivn with u ∈ [a, b] and are obtained under the additional condition that
P(‖Fn − Fc‖ ≥ n−1/52) = o(n−t) for any fixed t > 0, where [a, b] is defined in Theorem 3.1.
Results “a” will be used to establish a preliminary convergence rate of the ESD of Mn in Section
3.4 and the results “b” will be applied to the refinement of the convergence rate when u ∈ [a, b]
in Section 3.5. If a lemma contains only one set of results, the results will be established for all
u ∈ [a, b] and under the additional assumption that P(‖Fn − Fcn‖ ≥ n−1/52) = o(n−t).
Lemma 3.3.5. When u ∈ [a, b], let λkj denote the j-th largest eigenvalue of Mn − γk(γk+τ +
γk−τ )





|λkj − z|2 > K
)
= o(n−t)
for some K > 0.
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Remark 3.1. When u ∈ [a, b], with similar proofs, for =(z) ≥ n−δ with δ = 1/53, we have, for










|λkj − z| > K
)
= o(n−t)










|λkj − z|4 > K
)
= o(n−t)
for some K > 0.
Remark 3.2. When u ∈ [a, b], and λkj’s are eigenvalues of Mn,k = Mn − γk(γk+τ + γk−τ )∗ −
(γk+τ + γk−τ )γ
∗





|λkj − z|2 > K
)
= o(n−t)
for some K > 0.
Lemma 3.3.6. With xn1 and xn0 defined as above, for any vn ≥ n−1/52, we have
(i) There exists some η > 0 such that for all large n
(a) supu∈[−A,A],=(z)=vn
∣∣∣xn0(z)xn1(z)∣∣∣ < 1− ηv3n.
(b) supu∈[a,b],=(z)=vn
∣∣∣xn0(z)xn1(z) ∣∣∣ < 1− η.
(ii)
(a) When u ∈ [−A,A], we have |xn1| ≥ 12 and |xn1| ≤ Kv−1n for some constant K.
(b) When u ∈ [a, b], we have |xn1| ≥ 12 and |xn1| ≤ K for some constant K.
3.3 Some Technical Lemmas 49
(iii)
(a) When u ∈ [−A,A], we have |xn1 − xn0| ≥ ηvn for some constant η > 0.
(b) When u ∈ [a, b], we have |xn1 − xn0| ≥ η for some constant η > 0.
(iv)
(a) When u ∈ [−A,A], we have |xn1||xn1−xn0| ≤ Kv−1n for some constant K.
(b) When u ∈ [a, b], we have |xn1||xn1−xn0| ≤ K for some constant K.
Lemma 3.3.7. For any vn ≥ n−1/52 and t > 0,




| ≥ v6n) = o(n−t),




| ≥ v6n) = o(n−t);
(b1) for any u ∈ [a, b], there is a constant η ∈ (0, 1
2
) such that
P(|γ∗k+τA−1k γk+τ | ≥ 1− η) = o(n−t);
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Lemma 3.3.8. For any vn ≥ n−1/52 and t > 0,
(a) for any u ∈ [−A,A], we have
P(|γ∗k−τA−1k γk+τ | > v6n) = o(n−t);
(b1) for any u ∈ [a, b], we have
|Eγ∗k−τA−1k γk+τ | = o(1/(nvn));
(b2) for any u ∈ [a, b], we have
E|γ∗k−τA−1k γk+τ |2 = o(1/(nvn)).
Lemma 3.3.9. For any u ∈ [a, b] and t > 0, there exists a constant K > 0 such that
P(|γ∗k+τA−1k (A∗k)−1γk+τ | ≥ K) = o(n−t).
Lemma 3.3.10. For any u ∈ [a, b] and t > 0, we have
P(|γ∗k+τA−2k (A∗k)−2γk+τ | ≥ K) = o(n−t)
for some K > 0.
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Lemma 3.3.11. Let u ∈ [a, b], then we have
|EtrA−1 − EtrA−1k | = O(1), and
|EtrA−1k,··· ,k+(s−1)τ − EtrA−1k,··· ,k+sτ | = O(1).
3.4 A Convergence Rate of the Empirical Spectral Distribu-
tion
In this section, we give a convergence rate of ‖Fn − Fcn‖. This will be divided into three
subsections.
3.4.1 A Preliminary Convergence Rate of mn(z)− Emn(z)
Let Ek denote the conditional expectation given γk+1, ...,γT+τ . With this notation, we have

















3.4 A Convergence Rate of the Empirical Spectral Distribution 52
Write











≡ Mn,k + Ck.
























i=1 I{λi(Mn,k)≤x}, we have
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Here the third equality follows from integration by parts. Therefore, by Lemma 3.2.2,
P(|mn(z)− Emn(z)| > vn) = P(|
T+τ∑
k=1















≤ Kn− p2 v−2pn . (3.4.3)
Hence, when vn ≥ n−α for some 0 < α < 14 , we can choose p > 1 such that p(12 − 2α) > t and
thus
P(|mn(z)− Emn(z)| > vn) = o(n−t), (3.4.4)
for any fixed t > 0. This implies |mn(z)− Emn(z)| = o(vn) a.s.
3.4.2 A Preliminary Convergence Rate of Emn(z)−m0n(z)
Next, we want to show that when vn ≥ n−1/52,
|Emn(z)−m0n(z)| = o(vn). (3.4.5)


















k (γk+τ + γk−τ )
]
















































xn1, xn0 are the roots of the equation x2 = x− a2n with |xn1| > |xn0|, and an = cnEmn2 .
Substituting the expression of xn1, we have
(1− c2nEm2n(z))(cn + cnzEmn(z)− 1− δn)2 = 1. (3.4.7)
Meanwhile, by (2.3.7), we have
(1− c2m2(z))(c+ czm(z)− 1)2 = 1. (3.4.8)
Similarly, m0n(z) satisfies
(1− c2n(m0n(z))2)(cn + cnzm0n(z)− 1)2 = 1. (3.4.9)
We can regard the three expressions above as polynomials of Emn, m and m0n, respectively.
Compared with (3.4.8), coefficients in (3.4.7) and (3.4.9) are different in terms of δn and cn.
Now, we are ready to prove (3.4.5). By Lemma 3.3.3, to prove (3.4.5), it remains to prove
|δn| ≤ Kvηn (3.4.10)
for some K > 0, and η > 1.
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Let vn ≥ n−1/52. By (3.4.6), we have
δn = cn + cnzEmn(z)− 1 + 1










−1(γk+τ + γk−τ )− 1 +
1
xn1 − xn0 .
When k ≤ v−4n or ≥ T − v−4n , by (iii) (a) of Lemma 3.3.6, we have
|Eηk| ≤ v−1n
√
E|γk|2(E|γk−τ |2 + E|γk+τ |2) + 1 +
1
|xn1 − xn0| ≤ Kv
−1
n .








 |Eηk| ≤ K
Tv5n
≤ Kv47n . (3.4.11)
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=
1

















1 + ε1 + ε2 + ε1ε2 − γ∗kA−1k γk(γ∗k+τ + γ∗k−τ )A−1k (γk+τ + γk−τ )
.
Define a random set En = {|εi| ≤ v6n, i = 1, 2, 3, 4, 5}. When En happens, noticing that
|βk| ≤ Kv−1n and Lemma 3.3.6 (ii) (a) and (iii) (a), we obtain that




v6n(2|xn0|) + v6n + v12n + v−1n ‖γk+τ + γk−τ‖2(2v6n) +Kv5n
)
≤ Kv3n.
Therefore, by Lemmas 3.3.4, 3.3.7 (a) and 3.3.8 (a), when vn = n−1/52, we have







Then, the conclusion (3.4.10) follows from (3.4.11) and (3.4.13).
3.4.3 A Convergence Rate of ‖Fn − Fcn‖
Choose vn = n−1/52. Let Fn be the empirical distribution function of Mn and Fcn be the
LSD with the ratio parameter cn = n/T whose Stieltjes transform is denoted by m0n. By (3.1.2),
let B = (1 +
√
c)2 + δ, and we have Fcn([−B,B]) = 1. By Lemma 3.2.4, we have, for some
A > B and a > 0,
P (||Fn − Fcn|| > c′
√
vn)






































|Fcn(x+ y)− Fcn(x)|dy > K0(c′ − 1)v3/2n
)
where K0 = pi(1− κ)(2γ − 1), and a is a constant defined in Lemma 3.2.4.
By |Emn(z)−m0n(z)| ≤ ηv1.5n , the second probability is 0 for all large n.
By the analysis in Chapter 2, we see that φcn(x) :=
d
dx
Fcn(x) ≤ K|x|−1/2, which implies
that Fcn satisfies the Lipschitz condition with index
1
2





|Fcn(x+ y)− Fcn(x)|dy ≤ K
∫
|y|≤2vna
|y|1/2dy = 4Ka2v3/2n < K0(c′ − 1)v3/2n .
Therefore, the third probability is 0.
For the first probability, letSn be the set containing n2 points that are equally spaced between
−n and n and note that [−A,A] ⊆ [−n, n] for all large n. When |u1 − u2| ≤ 2n , we have
























|mn(z)− Emn(z)| > K0vn
4
)
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≤ n2P
(
|mn(z)− Emn(z)| > K0vn
4
)
≤ Kn2− p2 v−2pn
= o(n−t)
by selecting p large enough. Thus, we have proved, for any fixed t > 0
P(‖Fn − Fcn‖ > c′n−1/52) = o(n−t). (3.4.14)
Next, let a′ = a − ε and b′ = b + ε for some ε > 0 such that (a′, b′) ⊇ [a, b] is an open interval
outside the support of Fcn for all n large enough. By |d(cn) − d(c)| → 0, and hence [a′, b′] is
also outside the support of Fcn . We conclude that Fcn(b′) − Fcn(a′) = 0 for all large n. Hence
we have,
Fn{[a′, b′]} = Fn(b′)− Fn(a′)− (Fcn(b′)− Fcn(a′))



















Ek(Fn{[a′, b′]}I{||Fn−Fcn ||≥c′n−1/52}) ≥ 2c′n−1/52
)
≤ 0 + P(max
k≤n
EkI{||Fn−Fcn ||≥c′n−1/52} 6= 0)
≤ nP(||Fn − Fcn|| ≥ c′n−1/52) = o(n−t) (3.4.15)
for any t > 0.
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3.5 A Refined Convergence Rate of Stieltjes Transform when
u ∈ [a, b]
In this section, we prove that
mn −m0n = o(1/(nvn)), a.s. (3.5.1)
by refining the convergence rates obtained in the last section.
3.5.1 A Refined Convergence Rate of mn(z)− Emn(z)
In this subsection, we want to show that for vn = n−1/212,
sup
u∈[a,b]






















( (γk+τ + γk−τ )∗A−2k γk






k (γk+τ + γk−τ )
1 + γ∗kA˜
−1



















k (γk+τ + γk−τ )
))
















k (γk+τ + γk−τ )
)
−γ∗kA−1k γk(γ∗k+τ + γ∗k−τ )A−1k (γk+τ + γk−τ )












ε1 + ε2 − ε3(γ∗k+τ + γ∗k−τ )A−1k (γk+τ + γk−τ )
xn1 − xn0
+



















(Ek − Ek−1) d
dz
fk(z).
where εi’s, i = 1, · · · , 5, are defined in (3.4.12).



















































































k (γk+τ + γk−τ ). (3.5.5)
3.5 A Refined Convergence Rate of Stieltjes Transform when u ∈ [a, b] 61
Note that by (iii) (b) of Lemma 3.3.6, we have 1|xn1−xn0| ≤ K. Also, by Remarks 3.1 and
3.2, we have |x′n1 − x′n0| = | − 4ana
′
n
xn1−xn0 | ≤ K. Together with Cauchy’s formula and the fact that














1 + αk1(ξ) + αk2(ξ) + αk3(z) + rk(ξ)
)− αk1(ξ)− αk2(ξ)− αk3(ξ)− rk(ξ)
(ξ − z)2 dξ
∣∣∣∣∣ .



















































































EkI(|γ∗k+τA−1k (A∗k)−1γk+τ | ≥ K). (3.5.8)
















EkI(|γ∗k+τA−2k (A∗k)−2γk+τ | ≥ K), (3.5.9)
for the constant K > 0 such that Lemmas 3.3.9 and 3.3.10 hold.
Come back to the expressions of (3.5.3), (3.5.4) and (3.5.5). By definition of xni one can verify
that x′n1− x′n0 = − 4ana
′
n
xn1−xn0 which is bounded. By Remarks 3.1, 3.2, Lemma 3.3.4, and estimates




















Ek|(γ∗k+τ + γ∗k−τ )A−2k γk|2 +
T∑
k=1





E|(γ∗k+τ + γ∗k−τ )A−2k γk|2` +
T∑
k=1
E|(γ∗k+τ + γ∗k−τ )A−1k γk|2`
]



























EkI(|(γk+τ + γk−τ )∗A−1k (A∗k)−1(γk+τ + γk−τ )| ≥ K)
)
≤ Kv2`n ,
where Lemmas 3.3.9 and 3.3.10 are used in the last estimation. By similar arguments, one can















 ≤ Kv2`n .

















































































k |(γk+τ + γk−τ )∗A−2k (γk+τ + γk−τ )|2
)`)
≤ Kv2`n .

























(|αk1(ξ)|4 + |αk2(ξ)|4 + |αk3(ξ)|4 + |rk(ξ)|4))`









(|αk1(ξ)|4` + |αk2(ξ)|4` + |αk3(ξ)|4` + |rk(ξ)|4`)]
≤ KT−`v−4`n .
Finally, by measurable properties of some terms of rk, we have
(Ek−1 − Ek)rk = (Ek−1 − Ek) ε1ε2
xn1 − xn0














|nvn(mn(z)− Emn(z))| > ε
)
= Kn2E|nvn(mn(z)− Emn(z))|2`
≤ Kn2(v2`n + v−4`n T−`)
which is summable when ` > 318 and vn ≥ n−α for some α = 1/212. Therefore, we have
proved that maxu∈[a,b] |mn(z)− Emn(z)| = o( 1nvn ) a.s.
3.5.2 A Refined Convergence Rate of Emn(z)−m0n(z)
To show supu∈[a,b] |Emn(z) −m0n(z)| = o( 1nvn ), we follow the notations and expressions as
in Section 3.4.2.




























































Consider expressions of (3.4.7) and (3.4.8). To apply Lemma 3.3.2, we only need to show
|δn| = o( 1nvn ). As in Subsection 3.4.2, it is clear that the convergence rate achieves o( 1nvn )
provided that so do E|εi|2, i = 1, 2, 3, 4, 5, |Eε4| and |Eε5| for log2 n < k < T − log2 n and
|Eηk| = O(1) when k ≤ log2 n or ≥ T − log2 n. When log2 n < k < T − log2 n, for i = 1, by
Lemma 3.3.9, we have, for any t > 0,
E|(γk+τ + γk−τ )∗A−1k γk|2 =
1
2T













Similarly, for i = 2, E|ε2|2 = O(1/n) = o( 1nvn ).
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For i = 3, by Lemmas 3.2.5 and 3.3.5, we have


















′, b′]) ≤ K
T




For |Eε4|, by Lemma 3.3.11 we have





































Bounds of |Eε5| and E|ε5|2 will follow Lemmas 3.3.7 (b2, b3) and 3.3.8 (b1, b2).
For the second statement, we just prove the case for k ≥ T−log2 n, as the case for k ≤ log2 n
follows by symmetry.
When k ≥ T − log2 n is fixed, by Lemma 3.3.7 (b1), we have P(|γ∗k+τA−1k γk+τ | ≥ 1− η) =
o(n−t). By Lemma 3.3.7 (a), we have P(|γ∗k−τA−1k γk−τ − cnEmn2xn1 | ≥ v6n) = o(n−t). By Lemma
3.3.4, P(|γ∗kA−1k γk±τ | ≥ v3n) = o(n−t). By Lemmas 3.2.5 and inequalities (3.4.2) and (3.4.3),
P(|γ∗kA−1k γk − an| ≥ v3n) = o(n−t). By Lemma 3.3.8 (a), P(|γ∗k±τA−1k γk∓τ | ≥ v6n) = o(n−t).
By Lemma 3.3.6 (ii)(b) and (iv)(b), we have
∣∣ 1
xn1−xn0
∣∣ ≤ K and |Eηk| ≤ Kv−1n .
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∣∣∣∣∣ 1 + v3n(1− 2v3n)− (12 − η + v3n)(1− η + 3v3n + |an||xn1|)
∣∣∣∣∣+K +Kv−1n o(n−t)
= O(1).
3.6 Completing the Proof
In this section, we follow the idea of Bai and Silverstein (1998) and give the main steps here.









It is clear from the last two sections that (3.6.1) is true when =(z) is replaced by a constant









kvn)| = o(v211n ) a.s.





∣∣∣ ∫ d(Fn(λ)− F 0n(λ))
(u− λ)2 + kv2n
∣∣∣ = o(v210n ) a.s.
After taking difference, we obtain
maxk1 6=k2 supu∈[a,b]
∣∣∣ ∫ v2nd(Fn(λ)−F 0n(λ))((u−λ)2+k1v2n)((u−λ)2+k2v2n) ∣∣∣ = o(v210n ) a.s.
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...
supu∈[a,b]




∣∣∣ ∫ d(Fn(λ)− F 0n(λ))
((u− λ)2 + v2n)((u− λ)2 + 2v2n) · · · ((u− λ)2 + 106v2n)
∣∣∣ = o(1) a.s.
After splitting the integral, we get
sup
u∈[a,b]
∣∣∣ ∫ I[a′,b′]cd(Fn(λ)− F 0n(λ))





((u− λj)2 + v2n)((u− λj)2 + 2v2n) · · · ((u− λj)2 + 106v2n)
∣∣∣ = o(1) a.s.
Now, if there is at least one eigenvalue contained in [a, b], then the second sum will be away from
zero when u takes one of such eigenvalues. This contradicts the right hand side. Therefore, with
probability 1, there are no eigenvalues in [a, b] for all n large.
3.7 Justification of Truncation, Centralization and Rescaling
Here we give some justifications of (3.1.3), which will be divided into two parts.
3.7.1 Truncation and Centralization
Fix some C > 0, define εˆit = εitI{|xit|≤C} − EεitI{|xit|≤C}, γˆk = 1√2T (εˆ1k, · · · , εˆnk)′ ≡
1√
2T




k+τ + γˆk+τ γˆ
∗
k) =





τ + Eˆτ Eˆ
∗
). By Theorem A.46 of Bai and Silverstein (2010),
max
k








‖E− Eˆ‖‖Eˆτ‖+ ‖E− Eˆ‖‖E‖
)
.









































which can be arbitrarily small by choosing C large enough. This verifies the truncation at a fixed
point and centralization.
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3.7.2 Rescaling
Define σ2it = E|εˆit|2, εˇit = εˆit/σit, γˇk = 1√2T (εˇ1k, · · · , εˇnk)′ ≡ 1√2T eˇk, Eˇ = (eˇ1, · · · , eˇT ),




















(EˇEˇ∗τ + Eˇτ Eˇ
∗




|λk(Mˇτ )− λk(Mˆτ )|
≤ ||Mˇτ − Mˆτ ||
≤ 1
T






Here ◦ denotes the Hadamard product and J is the n× T matrix of all entries 1.










|1− σ2it| ≤ max
i,t
(










→ 0, as C →∞.
Since σit → 1 as n→∞ and thus σit(1 + σit) ≥ 1 for all large n. Therefore, we have




which implies maxk |λk(Mˇτ )− λk(Mˆτ )| → 0 as n→∞.
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3.8 Proofs of Lemmas in Section 3.3
3.8.1 Proofs of Lemmas 3.3.1, 3.3.2 and 3.3.3




and denote S the total area covered by the m balls
B(xi, drn), i = 1, · · · ,m. Then we have S ≤ mpi(drn)2 < pir2n, which is the total area of
B(x0, rn). Therefore, such x must exist.
For Lemma 3.3.2, write Pn(x) =
∏k
j=1(x− xnj) and P (x) =
∏m







|xi − xj| > 0.
First, we claim that for any i ∈ {1, · · · , k}, there exists j ∈ {1, · · · ,m} such that xni ∈ B(xj, δ).
Suppose not, i.e. there is some xni with |xni − xj| ≥ δ for any j ∈ {1, · · · ,m}. Then it fol-
lows that |P (xni)| =
∏m
j=1 |xni − xj|`j ≥ δk. On the other hand, as Pn(xni) = 0, we have
Lrn ≥ |Pn(xni)− P (xni)| = |P (xni)|. This is a contradiction.
Also, by our construction of δ, it follows that all the B(xj, δ)’s are disjoint.
Suppose the lemma is not true, then as the sum of `j’s is fixed, there is at least one j such that,
there are `0 xni’s in B(xj, r
1/`j
n ), with 0 ≤ `0 < `j . WLOG, we can assume j = 1 and denote
these `0 xni’s by x1n1, · · · , x1n`0 . By Lemma 3.3.1, we can choose x∗ ∈ B(x1, r1/`1n ) such that
mini∈{1,··· ,`0} |x∗− x1ni| ≥ dr1/`1n for some d > 0. By the construction of δ, we have |x∗− x| > δ
for all x ∈ B(xj, r1/`jn ), j = 2, · · · ,m. Therefore, we have |P (x∗)| =
∏m
j=1 |x∗ − xj|`j =
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|x∗−x1|`1
∏m





xnj /∈B(x1,r1/`1n ) |x
∗−xnj| > δk−`0r`0/`1n , contradicting |P (x∗)−P (x∗n)| = O(rn).
Therefore, the lemma is proved.
For Lemma 3.3.3, write Pn(x) =
∏k
j=1(x − xnj), Qn(y) =
∏k
j=1(y − ynj) and P (x) =∏m
j=1(x − xj)`j . Let δ = 13 min i,j∈{1,··· ,m}
i6=j
|xi − xj| > 0. By the definition of r˜n, there exists
some L > 0 such that Lr˜n ≥ |Pn(xni) − Qn(xni)| for all xni. Let j ∈ {1, · · · ,m} be given,





> 0. By Lemma 3.3.2, we have exactly `j xni’s and exactly `j yni’s
in B(xj, r
1/`j
n ). Let xni ∈ B(xj, r1/`jn ) be fixed. By our construction in the proof of Lemma
3.3.2, if ynl /∈ B(xj, r1/`jn ), one has d(xni, ynl) > δ. Therefore, for the lemma to be true, we
only need to look at those ynl ∈ B(xj, r1/`jn ) and show that at least one such ynl satisfies the
desired distance. Suppose not, i.e. for this xni ∈ B(xj, r1/`jn ), for any ynl ∈ B(xj, r1/`jn ),
one has d(xni, ynl) > r˜
1/`j
n . Note that when ynl /∈ B(xj, r1/`jn ), we have d(xni, ynl) > δ.
Hence we have |Qn(xni)| =
∏k
l=1 |xni − ynl| > δk−`j(dr˜1/`jn )`j = Lr˜n. However, we also have
Lr˜n ≥ |Qn(xni)− Pn(xni)| = |Qn(xni)|, which is a contradiction.
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3.8.2 Proof of Lemma 3.3.4
Let γ∗lA
−s
















i1!j1! · · · in!jn! (εk1b1)
i1(ε¯k1b¯1)






i1 + · · · + in = r
j1 + · · · + jn = r
i1 + j1 6= 1
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for some K > 0. The proof of the lemma is complete.
3.8.3 Proof of Lemma 3.3.5




























′, b′]) > TK
)




Here we pick K > cε−2 so that the first probability is 0. The second probability follows (3.4.14).
The proof is complete.
3.8.4 Proof of Lemma 3.3.6 Part a


























(1−α˜)2+β˜2 if α˜ < 0




where the last inequality follows from the fact that x2n1 = xn1 − a2n = O(v−2n ).
Thus, to complete the proof of (i) (a), it suffices to show that there is a constant η2 > 0 such
that |α˜| > η2vn.
Write cnEmn(z) = 2an = α + iβ where α and β are real. Then, by the formula of square
root of complex numbers (see (2.3.2) of Bai and Silverstein (2010)) we have
√




(1− α2 + β2)2 + 4α2β2 − (1− α2 + β2)
.




|α|β > 1/|cnEmn(z)| > η2vn,
for all large n such that cnη2 < 1, where η2 ∈ (0, c−1).








(1− α2 − β2)2 + 4β2 > β/
√
2.
Then, the assertion that |α˜| > η2vn is proved if one can show that β > η3vn for some η3 > 0.




(x− u)2 + v2dEFn(x) > vn(4A
2 + 1)−1EFn([−A,A]),
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when |z| < A and v ∈ (vn, 1). The conclusion (i) is proved.
For (ii) (a), by xn1 + xn0 = 1 and |xn1| > |xn0|, we conclude that |xn1| ≥ 12 . Since xn1 =
1
2





1− 4a2n|) ≤ Kv−1n .
For (iii) (a), by noting that
|xn1 − xn0|2 = (1− α2 + β2)2 + 4α2β2 = (1− α2 − β2)2 + 4β2.
Then the conclusion (iii) (a) follows from the fact that |β| > η3vn that is shown in the proof of
part (i) (a) of the lemma.
The conclusion (iv) (a) follows from
|xn0|





|√1− 4a2n| + 1
)
≤ Kv−1n ,
where the last inequality follows from conclusion (iii) (a).
The proof of the lemma is complete.
3.8.5 Proof of Lemma 3.3.7 (a)





Wk,k+τ,··· ,k+sτ = γ∗k+(s+1)τA
−1
















































an + r1(k + sτ)
1− anWk,··· ,k+sτ + r2(k + sτ) , (3.8.2)
where




k,··· ,k+sτγk+sτ − an
r2(k + sτ) = −(γ∗k+sτA−1k,··· ,k+sτγk+sτ − an)γ∗k+(s+1)τA−1k,··· ,k+sτγk+(s+1)τ
+γ∗k+(s+1)τA
−1












When k ≤ T − v−4n , applying this relation ` times (` = [v−4n ]), we may express Wk in the
following form
Wk =
(an + r(k))(αk+τ,` − anγk+τ,`Wk,k+τ,··· ,k+(`+1)τ )
αk,` − anγk,`Wk,k+τ,··· ,k+(`+1)τ ,
where the coefficients satisfy the recursive relation
αk+sτ,` = (1 + r2(k + sτ))αk+(s+1)τ,` − an(an + r1(k + sτ))αk+(s+2)τ,`,
αk+`τ,` = 1 + r2(k + `τ), αk+(`+1)τ,` = 1, (3.8.3)
γk+sτ,` = (1 + r2(k + sτ))γk+(s+1)τ,` − an(an + r1(k + sτ))γk+(s+2)τ,`,
γk+`τ,` = 1, γk+(`+1)τ,` = 0.
Notice that vn = n−1/52. Employing Lemma 3.2.5 and an estimation similar to (3.4.3), for any
fixed t, one has
P(|ri(k + `τ)| ≥ v12n ) = o(n−t), for i = 1, 2. (3.8.4)
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As in the proof of Lemma 2.5.3 of Chapter 2, by letting ` = [v−4n ], we actually have proved that







where ν1,i, i = 1, 0, (with |ν1,1| > |ν1,0|) are defined by the two roots of the quadratic equation
x2 = (1 + r2(k + `τ))x− an(an + r1(k + `τ))
and α is such that
(1− α)ν1,1 + αν1,0 = 1 + r2(k + `τ) = αk+`τ,`
and for µ ∈ [1, `]
νµ+1,i = 1 + r2(k + (`− µ)τ)− an(an + r1(k + (`− µ)τ)
νµ,i
.
The expression (3.8.5) can be verified by induction. By (3.8.4) and Lemmas 3.3.1 – 3.3.3, we
have
P(|ν1,i − xni| ≥ 2v6n) ≤ P(|r1(k + `τ)| ≥ v12n ) + P(r2(k + `τ)| ≥ v12n )
= o(n−t), (3.8.6)
P(|α− xn0




By induction, one can verify that





P(|rj(k + lτ)| ≥ v12n ) = o(n−t).
Similarly, we have
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where ν˜µ,i, i = 1, 0, are the two roots of the quadratic equation
x2 = (1 + r2(k + (`− 1)τ))x− an(an + r1(k + (`− 1)τ)),
and α˜ satisfies
(1− α˜)ν1,1 + α˜ν1,0 = 1 + r2(k + (`− 1)τ) = γk+(`−1)τ,`.
One can similarly prove that ν˜µ,i, i = 0, 1 satisfy





P(|rj(k + lτ)| ≥ v12n ) = o(n−t),
and
P(|α˜− xn0







− 1| ≤ (1− ηv3n + v4n)` ≤ e−bn
1/52
= o(n−t).
Recall in Lemma 3.3.6 (i) that sup=(z)=vn
∣∣∣xn0(z)xn1(z)∣∣∣ < 1− ηv3n for some η > 0. We thus have
P(|Wk − an
xn1
| ≥ v6n) = o(n−t). (3.8.8)
The proof of this lemma is complete.
3.8.6 Proof of Lemma 3.3.8 (a)
When τ < k ≤ 2τ , the lemma is obviously true because γk−τ is independent of Ak. Simi-
larly, the lemma is true when T − τ < k ≤ T .
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When 2τ < k ≤ T − τ , similar to (3.8.1), we have




































r˜1(k + sτ)− W˜k,··· ,k+(s+1)τan
1 + r2(k + sτ)− anWk,··· ,k+sτ ,
where









−W˜k,··· ,k+(s+1)τ (γ∗k+sτA−1k··· ,k+sτγk+sτ − an).
Similarly, one can show that
P(|r˜1(k + sτ)| ≥ v12n ) = o(n−t).
When |r˜1(t+ sτ)| ≤ v12n , |r2(k + sτ)| ≤ v12n , and |Wk,··· ,k+sτ − anxn1 | ≤ v6n, we have




+ |W˜k,··· ,k+(s+1)τ |
∣∣∣∣ |an||xn1| + v5n
∣∣∣∣















Therefore, when ` > v−4n ,
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The proof of the lemma is complete.
3.8.7 Proof of Lemma 3.3.6 Part b
Let x1 and x0 be the two roots of the quadratic equation
x2 = x− a˘2,





|x1(z)| ≤ 1− η, (3.8.9)
for some η ∈ (0, 1). Otherwise, there will be a sequence {zk} with <(zk) ∈ [a, b] and
|x0(zk)|
|x1(zk)| → 1.
Then, we can select a convergent subsequence {zk′} → z0. If z0 =∞, then a˘(z0) = 0 and hence
x1 = 1 and x0 = 0. It contradicts the fact that
|x0(z0)|
|x1(z0)| = 1.
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The only case to make the equality above true is that a˘(z0) is real and > 12 . That is, z0 is real
and |a˘(z0)| > 12 . Since a˘(∞) = 0, there is a real number z′ between z0 and sgn(z0)∞ such that
|a˘(z′)| = 1
2
which contradicts the equation (3.4.8).
Since m0n(z) → m(u) uniformly for u = <(z) ∈ [a, b], we conclude that there is a constant




|x˜n1| < 1− η,
where x˜n1 and x˜n0 are the two roots of the equation











|xn1| ≤ 1− η.
The conclusion (i) (b) follows.
The conclusion (ii) (b) follows easily from the facts that sup<(z)∈[a,b],1>=(z)≥n−1/52 |an − a˘| → 0,
|x1| > |a˘| > |x0|, and that a˘ is uniformly bounded for all <(z) ∈ [a, b].
The conclusion (iii) (b) follows from the fact that |1− 4a˘2| ≥ η for some constant η > 0 and the
convergence of an to a˘. The conclusion (iv) (b) follows from conclusions (ii) (b) and (iii) (b).
3.8.8 Proof of Lemma 3.3.7 (b1)
When k ≤ T− log2 n, noticing |xn0|/|xn1| ≤ 1−η established in part (b) of Lemma 3.3.6, so
(3.8.8) remains true, hence in turn implies the lemma. When k > T− log2 n, we shall recursively
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show the lemma by proving
P(|Wk,··· ,k+sτ | > 1− η) = o(n−t), (3.8.10)
for some η ∈ (0, 1
2
). In fact, when k + sτ ≥ T > k + (s − 1)τ , (3.8.10) follows easily by the
fact that γk+(s+1)τ is independent of A
−1
k,··· ,k+sτ and hence P(|Wk,··· ,k+sτ − an| ≥ v3n) = o(n−t)
and |an| ≤ 1− η.
By induction, assume that (3.8.10) is true for some s ≥ 1. By (3.8.2), when |r1(k+sτ)| ≤ v3n
and |r2(k + sτ)| ≤ v3n, we have
|Wk,··· ,k+(s−1)τ | ≤
1
2
− η + v3n
1− (1
2
− η)(1− η)− v3n
≤ 1− η, for all large n.
Thus,
P(|Wk,··· ,k+(s−1)τ | > 1− η)
≤ P(|Wk,··· ,k+sτ | > 1− η) + P(|r1(k + sτ)| ≥ v3n) + P(|r2(k + sτ)| ≥ v3n)
= o(n−t).
The assertion (3.8.10) is proved and thus the proof of the lemma is complete.
3.8.9 Proof of Lemma 3.3.9




k+τ , so we
have
A−1k = (A˜k + γk+2τγ
∗
k+τ )


























































































k,k+τ − anγ∗k+2τA−1k,k+τ +Rk1
1 + γ∗k+τA
−1




k,k+τ − anγ∗k+2τA−1k,k+τ +Rk1
xn1 + γ∗k+τA
−1
k,k+τγk+2τ − an(γ∗k+2τA−1k,k+τγk+2τ − an/xn1) +Rk1γk+2τ
.
(3.8.11)
When |γ∗k+2τA−1k,k+τγk+τ | ≤ v3n, |an − γ∗k+τA−1k,k+τγk+τ | ≤ v3n, we have
‖Rk1‖ ≤ Kv2n.
Using similar approach of the proof of Lemma 3.3.7 (a), one can prove that when k ≤ T−log2 n,
|γ∗k+lτA−1k,··· ,k+lτγk+(l+1)τ | ≤ v3n, |γ∗k+(l+1)τA−1k,··· ,k+lτγk+lτ | ≤ v3n, and |γ∗k+lτA−1k,··· ,k+lτγk+lτ −
an| ≤ v3n, for l = 1, · · · , [log2 n], we have
|γ∗k+2τA−1k,k+τγk+2τ − an/xn1| = o(n−t).
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Therefore, by (3.8.11), we have
‖γ∗k+τA−1k ‖ ≤ 2‖γ∗k+τA−1k,k+τ‖+ (1− η′)‖γ∗k+2τA−1k,k+τ‖+Kvn (3.8.12)
Similarly, one can prove that
‖γ∗k+2τA−1k,k+τ‖
≤ 2‖γ∗k+2τA−1k,k+τ,k+2τ‖+ (1− η′)‖γ∗k+3τA−1k,k+τ,k+2τ‖+Kvn. (3.8.13)





(1− η′)l−1‖γ∗k+lτA−1k,··· ,k+lτ‖+ (1− η′)`‖γ∗k+(`+1)τA−1k,··· ,k+`τ‖+K`vn,
(3.8.14)






(x− u)2dFc(x) =: K1
uniformly for k ≤ T + τ − [log2 n] and l ≤ [log2 n], then for any K > 2
√
K1+ε
η′ , when n is large,
we have




P(|γ∗k+(l+1)τA−1k,··· ,k+lτγk+lτ | ≥ v3n)
+P(|γ∗k+lτA−1k,··· ,k+lτγk+(l+1)τ | ≥ v3n)
+P(|γ∗k+lτA−1k,··· ,k+lτγk+lτ − an| ≥ v3n)
]
= o(n−t). (3.8.15)
This proves the lemma for k ≤ T + τ − [log2 n].
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When k > T+τ−[log2 n], by the first equality of (3.8.11) and when |γ∗k+2τA−1k,k+τγk+2τ | ≤ 1
(which, by (3.8.10), occurs with probability 1− o(n−t)), we have
|1 + γ∗k+τA−1k,k+τγk+2τ − anγ∗k+2τA−1k,k+τγk+2τ +Rk1γk+2τ |







for some constant η′ > 0. Therefore,
‖γ∗k+τA−1k ‖ ≤ 2‖γ∗k+τA−1k,k+τ‖+ (1− η′)‖γ∗k+2τA−1k,k+τ‖+Kvn.
Again, by using induction, the lemma can be proved for the case where k > T − log2 n.
Therefore, the proof of the lemma is complete.
3.8.10 Proof of Lemma 3.3.10
As in last subsection, we first consider the case k ≤ T + τ − [log2 n]. Note that
A−1k = (A˜k + γk+2τγ
∗
k+τ )
















































By similar approach to prove Lemmas 3.3.7 and 3.3.9, we have
|γ∗k+τA−1k,k+τγk+2τ | ≤ v3n,with probability 1− o(n−t),
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|γ∗k+τA−2k,k+τγk+2τ | ≤ v3n,with probability 1− o(n−t),
|γ∗k+2τA−1k,k+τγk+2τ − an/xn1| ≤ v3n,with probability 1− o(n−t),







trA−2 + oa.s.(v3n) ≤ K, with probability 1− o(n−t).
By Lemma 3.3.9,
‖γ∗k+2τA−1k,k+τ‖2 = |γ∗k+2τA−1k,k+τ (A∗k,k+τ )−1γk+2τ | ≤ K, with probability 1− o(n−t),



























= −xn0 + oa.s.(v3n), with probability1− o(n−t).
Therefore, with probability 1− o(n−t), we have
∥∥∥γ∗k+τA−1k A˜−1k γk+2τγ∗k+τA˜−1k ∥∥∥
=



















∣∣∣∣∣ 11 + γ∗k+τA˜−1k γk+2τ
∣∣∣∣∣
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∥∥∥∥∥γ∗k+τ(A−1k,k+τ − A−1k,k+τγk+τγ∗k+2τA−1k,k+τ1 + γ∗k+2τA−1k,k+τγk+τ
)∥∥∥∥∥
≤ M1





trA−2(A∗)−2 + oa.s.(v3n) ≤ K, with probability 1− o(n−t).
This implies, with probability 1− o(n−t)
‖γ∗k+τA−1k A˜−1k ‖
=












≤ M2 + |bn|‖γ∗k+2τA−2k,k+τ‖


















∣∣∣∣∣ 11 + γ∗k+τA˜−1k γk+2τ
∣∣∣∣∣ ∥∥∥γ∗k+τA−1k A˜−1k γk+2τγ∗k+τA˜−1k ∥∥∥
≤ (2 + ε)M1 +M2 +
√
1− η‖γ∗k+2τA−2k,k+τ‖,
where ε > 0 is a constant. Then similar to the proof of Lemma 3.3.9, using the recursion above
we have
P(|γ∗k+τA−2k (A∗k)−2γk+τ | ≥ K) = o(n−t)
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for some K > 0. When k > T − log2 n, one can similarly prove the inequality above. The proof
of the lemma is complete.
3.8.11 Proof of Lemma 3.3.11
We first consider the case where log2 n < k < T−log2 n. Note that A = Ak+γkβ∗k+βkγ∗k,























xn1 − xn0 + ε1 + ε2 + ε1ε2 − anε5 − (2an
xn1
+ ε5)(ε3 + ε4)
)
, (3.8.16)
where εi’s are defined in (3.4.12). Note that
E(εi|γj, j 6= k) = 0, for i = 1, 2, 3.
Therefore, by Taylor expansion, Cauchy integral, and Lemma 3.3.6 Part b, we have








ε1 + ε2 + ε1ε2 − anε5 − (2anxn1 + ε5)(ε3 + ε4)
xn1 − xn0
)
− ε1 + ε2














3.8 Proofs of Lemmas in Section 3.3 90
By applying Lemmas 3.3.9 and 3.3.10, one can easily verify that
E|ε2i (ξ)| = O(n−1), for i = 1, 2, 3. (3.8.18)
Also, by (3.4.2),
|Eε4(ξ)| = | 1
2T
















|i = o(1), E|γ∗k−τA−1k γk−τ −
an
xn1
|i = o(1), (3.8.21)
and by Lemma 3.3.8 (a),
E|γ∗k−τA−1k+τγk|i = o(1), |Eγ∗k+τA−1k γk−τ |i = o(1). (3.8.22)
Inequalities (3.8.21) and (3.8.22) imply that
E|ε5(ξ)|i = o(1). (3.8.23)
Combining (3.8.17), (3.8.18), (3.8.19), (3.8.20), and (3.8.23), the first conclusion of Lemma
3.3.11 is proved when log2 n ≤ k ≤ T − log2 n. If k > T − log2 n, by Lemmas 3.3.7 (b1) and
3.3.8 (a), one may modify the right hand sides of (3.8.21) – (3.8.22) as O(1). This also proves
the lemma. The conclusion for k < log2 n can be proved similarly.
The second conclusion of the lemma can be proved similarly. The proof of the lemma is
complete.
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3.8.12 Proof of Lemma 3.3.7 (b2)
We assume that k < T − log2 n and prove the first statement only, as the second follows by
symmetry. As in the proof of Lemma 3.3.7 (a), write Wk = γ∗k+τA
−1
k γk+τ and Wk,k+τ,··· ,k+sτ =
γ∗k+(s+1)τA
−1
k,k+τ,··· ,k+sτγk+(s+1)τ . Then by (3.8.2), we have
Wk,··· ,k+(s−1)τ =
an + r1(k + sτ)
1− anWk,··· ,k+sτ + r2(k + sτ) ,
where




k,··· ,k+sτγk+sτ − an
r2(k + sτ) = −(γ∗k+sτA−1k,··· ,k+sτγk+sτ − an)γ∗k+(s+1)τA−1k,··· ,k+sτγk+(s+1)τ
+γ∗k+(s+1)τA
−1
















an + r1(k + τ)





1− anWk,k+τ + r2(k + τ) −
anr2(k + τ)
xn1(1− anWk,k+τ + r2(k + τ))
+
a2n(Wk,k+τ − anxn1 )
xn1(1− anWk,k+τ + r2(k + τ)) . (3.8.24)
By Lemma 3.3.11, when k + sτ ≤ T ,
|Er1(k + sτ)| = | 1
2T
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Using this estimate together with Lemmas 3.3.4 and 3.3.9, one can prove that
E(|r1(k + sτ)|p) ≤ K
(












which implies that for any fixed δ > 0,
P(|r1(k + sτ)| ≥ n−0.5+δ) = o(n−t). (3.8.26)
By this and Lemmas 3.3.7 (b1) and 3.3.4, one can prove that
P(|r2(k + sτ)| ≥ n−0.5+δ) = o(n−t). (3.8.27)
In Section 3.4, we have proved that with probability 1 − o(n−t), |Wk,k+τ − anxn1 | ≤ v6n. Also by
Lemma 3.3.6 (ii) (b), we have |xn1| ≥ 12 which implies that
∣∣∣ 11−anWk,k+τ+r2(k+τ) ∣∣∣ is bounded by
3 with probability 1− o(n−t).






| ≤ √1− η < 1 − 1
2
η, we have, with probability
1− o(n−t),∣∣∣∣ an1− anWk,k+τ + r2(k + τ)











for some 0 < η′ < 1
2
η. In (3.8.24), split the first term as
r1(k + τ)
1− anWk,k+τ + r2(k + τ) =
r1(k + τ)
1− anWk,k+τ −
r1(k + τ)r2(k + τ)
(1− anWk,k+τ )(1− anWk,k+τ + r2(k + τ))
and the second term as
anr2(k + τ)
xn1(1− anWk,k+τ + r2(k + τ))
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=
anr2(k + τ)




xn1(1− anWk,k+τ )(1− anWk,k+τ + r2(k + τ)) .
Noting that |Wk| ≤ Kv−1n , we have∣∣∣∣EWk − anxn1
∣∣∣∣












∣∣∣∣EWk,··· ,k+`τ − anxn1
∣∣∣∣ . (3.8.28)
By choosing ` = [log2 n] and δ < 1/106, we can show that
∑`
s=1 |Eri(k + sτ)| = o(1/(nvn)),
i = 1, 2 and that (1 − η′)2`
∣∣∣EWk,··· ,k+`τ − anxn1 ∣∣∣ = o(1/(nvn)). Substituting all the above into
(3.8.28), we have |EWk − anxn1 | = o(1/(nvn)).
3.8.13 Proof of Lemma 3.3.7 (b3)
Again, we assume that k < T − log2 n and prove the first statement only, as the second











E|r1(k + sτ)|2 +K
∑`
s=1
E|r2(k + sτ)|2 + (1− η′)4`E
∣∣∣∣Wk,··· ,k+`τ − anxn1
∣∣∣∣2
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≤ K`n−1+2δ = o(1/(nvn)). (3.8.29)
The proof of the lemma is complete.
3.8.14 Proof of Lemma 3.3.8 (b1)
As in the proof of Lemma 3.3.8 (a), write





r˜1(k + sτ)− W˜k,··· ,k+(s+1)τan
1 + r2(k + sτ)− anWk,··· ,k+sτ , (3.8.30)
where









−W˜k,··· ,k+(s+1)τ (γ∗k+sτA−1k··· ,k+sτγk+sτ − an).
Similar to the proof of (3.8.27), one has
P(|r˜1(k + τ)| ≥ n−0.5+δ) = o(n−t). (3.8.31)
Similar to the proof of (3.8.28), we have
|EW˜k,··· ,k+sτ | ≤ Kn−1+2δ +K|Er˜1(k + sτ)|+ (1− η′)|EW˜k,··· ,k+(s+1)τ |.
Therefore, when k ≤ T − log2 n,
|EW˜k| ≤ K`n−1+2δ +K
∑`
s=1
|Er˜1(k + sτ)|+ (1− η′)`|EW˜k,··· ,k+`τ | = o(1/(nvn)).
The proof of the lemma is complete.
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3.8.15 Proof of Lemma 3.3.8 (b2)
Using the notation of Lemma 3.3.8 (b1), by triangle inequality, we have
(E|W˜k+sτ |2)1/2 ≤ K(E|r˜1(k + sτ)|2)1/2 + ((1− η′)E|W˜k,··· ,k+(s+1)τ |2)1/2.




(E|r˜1(k + sτ)|2)1/2 + (1− η′)`/2(E|W˜k,··· ,k+`τ |2)1/2
≤ K log2 nn−1/2+δ.
Therefore, when 2δ < 1/212,
E|W˜k|2 ≤ K log4 nn−1+2δ = o(1/(nvn))
and the proof of the lemma is complete.
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CHAPTER 4
Conclusion and Future Work












where τ is the lag and ej’s are n-dimensional vectors of independent standard complex compo-
nents with properties stated in Theorem 2.1.
In Chapter 2, we derived an explicit expression of the LSD of Mn(τ). It was interesting to
see that as long as τ ≥ 1, the LSD is independent of τ . We can further relax the assumption on τ
by letting τ = o(T ) without changing the LSD. When τ
T
→ d > 0, we conjectured that the LSD
will depend on d as well and left it as future research.
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In Chapter 3, we first showed that in any closed interval outside the support of the LSD, with
probability 1 there would be no eigenvalues for all n sufficiently large, assuming the finiteness of
the fourth moment of the underlying variables. Based on this result, the strong limit of extreme
eigenvalues of Mn(τ) was established.
The results in this thesis pave the way for investigating the limiting theorems of the spike
model Φn(τ), from which we can separate the estimation of k and q in the framework of a large
dimensional dynamic k-factor model with lag q. The central limit theorem for linear spectral
statistics of Mn(τ) can also be established from which statistical inference can be made. More-






an asymmetric time-lagged covariance matrix, it is commonly seen and has played a fundamental
role in finance and econometrics, yet how to find its LSD is still an open problem.
98
Bibliography
[1] Bai, J. and Ng, S. (2002). Determining the number of factors in approximate factor models.
Econometrica 70 191–221.
[2] Bai, Z. D. (1999). Methodologies in spectral analysis of large dimensional random matrices,
a review. Statistica Sinica 9 611–677.
[3] Bai, Z. D., Miao, B. Q., and Jin, B. S. (2007). On limit theorem for the eigenvalues of
product of two random matrices. J. Multivariate Anal. 98 76–101.
[4] Bai, Z. D. and Silverstein, J. W. (1998). No eigenvalues outside the support of the limiting
spectral distribution of large-dimensional sample covariance matrices. Ann. Probab. 26 316–
345.
[5] Bai, Z. D. and Silverstein, J. W. (1999). Exact separation of eigenvalues of large-dimensional
sample covariance matrices. Ann. Probab. 27 1536–1555.
[6] Bai, Z. D. and Silverstein, J. W. (2004). CLT for linear spectral statistics of large dimensional
sample covariance matrices. Ann. Probab. 32 553–605.
[7] Bai, Z. D. and Silverstein, J. W. (2010). Spectral Analysis of Large Dimensional Random
Matrices, 2nd ed. Springer, New York.
[8] Bai, Z. D. and Silverstein, J. W. (2012). No Eigenvalues Outside the Support of the Limiting
Spectral Distribution of Information-Plus-Noise Type Matrices. Random Matrices: Theory
Appl. 1 1150004, 44.
Bibliography 99
[9] Bai, Z. D. and Yao, J. F. (2008). Central limit theorems for eigenvalues in a spiked population
model. Ann. Inst. Henri Poincare Probab. Stat. 44 447-474.
[10] Bai, Z. D., Yin, Y. Q., and Krishnaiah, P. R. (1986). On limiting spectral distribution of
product of two random matrices when the underlying distribution is isotropic. J. Multivariate
Anal. 19 189–200.
[11] Bai, Z. D. and Zhou, W. (2008). Large sample covariance matrices without independence
structures in columns. Statist. Sinica 18 425–442.
[12] Baik, J. and Silverstein, J. W. (2006). Eigenvalues of large sample covariance matrices of
spiked population models. J. Multivariate Anal. 97 1382–1408.
[13] Bose, A. and Mitra, J. (2002). Limiting spectral distribution of a special circulant. Statist.
Probab. Lett. 60 111–120.
[14] Burkholder, D. L. (1973). Distribution function inequalities for martingales. Ann. Probab.
1 19–42.
[15] Dozier, R. B. and Silverstein, J. W. (2007a). On the empirical distribution of eigenvalues of
large dimensional information-plus-noise type matrices. J. Multivariate Anal. 98 678–694.
[16] Dozier, R. B. and Silverstein, J. W. (2007b). Analysis of the limiting spectral distribution
of large dimensional information-plus-noise type matrices. J. Multivariate Anal. 98 1099–
1122.
[17] Forni M. and Lippi, M. (2001). The generalized dynamic factor model: Representation
theory. Econometric Theory 17 1113–1141.
[18] Grenander, U. and Silverstein, J. W. (1977). Spectral analysis of networks with random
topologies. SIAM J. Appl. Math. 32 499–519.
[19] Harding, M. C. (2012). Estimating the number of factors in large dimensional factor mod-
els. Unpublished manuscript.
[20] Jiang, T. F. (2004). The limiting distributions of eigenvalues of sample covariance matrices.
Sankhya 66 35–48.
[21] Jin, B. S., Wang, C., Bai, Z. D., Nair, K. K. and Harding, M. C. (2013). Limiting spectral
distribution of a symmetrized auto-cross covariance matrix. Ann. Appl. Probab. Accepted.
Bibliography 100
[22] Johnstone, I. (2001). On the distribution of the largest eigenvalue in principal components
analysis. Ann. Statist. 29 295–327.
[23] Jonsson, D. (1982). Some limit theorems for the eigenvalues of a sample covariance matrix.
J. Multivariate Anal. 12 1–38.
[24] Marcˇenko, V. A. and Pastur, L. A. (1967). Distribution of eigenvalues for some sets of
matrices. Mat. Sb. 72 507–536.
[25] Onatski, A. (2009). Testing hypotheses about the numbers of factors in large factor models.
Econometrica 77 1447–1479.
[26] Onatski, A. (2012). Asymptotics of the principal components estimator of large factor
models with weakly influential factors. J. Econometrics 168 244–258.
[27] Paul, D. and Silverstein, J. W. (2009). No eigenvalues outside the support of the limiting
empirical spectral distribution of a separable covariance matrix. J. Multivariate Anal. 100
37–57.
[28] Rao, N. R. and Edelman, A. (2008). Sample eigenvalue based detection of high-
dimensional signals in white noise using relatively few samples. IEEE Trans. Signal Process.
56 2625–2638.
[29] Rao M. B. and Rao C. R. (1998). Matrix Algebra and Its Applications to Statistics and
Econometrics. World Scientific, Singapore.
[30] Silverstein, J. W. (1995). Strong convergence of the empirical distribution of eigenvalues
of large dimensional random matrices. J. Multivariate Anal. 55 331–339.
[31] Silverstein, J. W. and Bai, Z. D. (1995). On the empirical distribution of eigenvalues of a
class of large dimensional random matrices. J. Multivariate Anal. 54 175–192.
[32] Tulino, A. M. and Verdu, S. (2004). Random matrix theory and wireless communications.
Jnl. of Comm. and Inf. Theory 1 1–182.
[33] Vautard, R., Tiou, P. and Ghil, M. (1992). Singular-spectrum analysis: A toolkit for short,
noisy chaotic signal. Phys. D 58 95-126.
[34] Wachter, K. W. (1978). The strong limits of random matrix spectra for sample matrices of
independent elements. Ann. Probab. 6 1–18.
Bibliography 101
[35] Wachter, K. W. (1980). The limiting empirical measure of multiple discriminant ratios.
Ann. Statist. 8 937–957.
[36] Wang, C., Jin, B. S., Bai, Z. D., Nair, K. K. and Harding, M. C. (2013). Strong limit
of the extreme eigenvalues of a symmetrized auto-Cross covariance matrix. Unpublished
manuscript.
[37] Wigner, E. P. (1955). Characteristic vectors bordered matrices with infinite dimensions.
Ann. of Math. (2) 62 548–564.
[38] Wigner, E. P. (1958). On the distributions of the roots of certain symmetric matrices. Ann.
of Math. (2) 67 325–327.
[39] Yin Y. Q., Bai Z. D. and Krishnaiah, P. R. (1988). On the limit of the largest eigenvalue of
the large dimensional sample covariance matrix. Probab. Theory Relat. Fields 78 509–521.
[40] Yin, Y. Q. and Krishnaiah, P. R. (1983). A limit theorem for the eigenvalues of product of
two random matrices. J. Multivariate Anal. 13 489–507.
[41] Zhigljavsky, A. (2012). Singular spectrum analysis: Present, past and future. In Proc. Intl.
Conf. on Forecasting Economic and Financial Systems. Beijing.
