Abstract
Introduction
As early as 1968, attendees of the NATO Software Engineering Conference recognized that inadequate testing of software was a problem [8] . Although decades have passed and advancements have been made, inadequate testing is a problem we still face today. In fact, in 2002, NIST estimated that inadequate software tests cost the economy up to $59.5 billion per year, or about 0.6% of the US GDP [17] .
Addressing the problem of inadequate software testing requires a definition of an adequate test. An adequate test suite is a set of test cases considered "good enough" by some criterion. Ideally, a test suite is "good enough" when it exposes every fault and specifies the correct behavior of the program under test. Unfortunately, this criterion is impossible to measure without a complete specification and a list of all faults in the program. As Zhu et al. [19] point out, one of the first breakthroughs in software testing was Goodenough and Gerhart's idea of a measurable test adequacy criterion, which quantitatively specifies what constitutes an adequate test [9] . Test adequacy criteria provide means to assess the quality of a set of test cases without knowledge of a program's faults or its specification. A set of test cases that meet a test adequacy criterion are said to provide coverage for the program under test.
Code coverage visualizations provide visual feedback of test adequacy [11] . Such visualizations show areas of code exercised by a set of test cases, and areas of code not executed by a set of test cases.
To our knowledge, no previous empirical studies of software testing visualizations have made the specific contributions we make here (see Section 5) . This paper makes three contributions. First, this is the first study to our knowledge to investigate the effect of a code coverage visualization device on professional developers' effectiveness. Second, this is the first study to our knowledge to investigate the effect of a code coverage visualization device when the test adequacy criterion is block coverage (see Section 2) . Third, this study sheds insights into human strategy choices in the presence of code coverage visualization devices.
Background

Test adequacy criteria
Research has produced many test adequacy criteria; [19] summarizes several of these, including the following: 
Code coverage analysis
Code coverage analysis tools automate code coverage analysis by measuring coverage. Code coverage analysis tools include GCT, 2 Clover, 3 and the code coverage tools built into Visual Studio. 4 GCT measures statement coverage, branch coverage, condition coverage and several more coverage metrics not listed earlier.
Clover and Visual Studio, on the other hand, measure and visualize coverage. Although neither of these tools support the additional coverage metrics that GCT supports, both tools measure and visualize "block" (statement and branch) coverage. Clover and Visual Studio color the source code based on the sections of code executed by the last collection of tests. That is, the visualization resets every time a developer selects a new collection of tests to run; visualizations do not accumulate with each successive test run. Figure 1 shows that code highlighted in green 1 Since the number of execution paths increases exponentially with each additional branch or loop, 100% path coverage is infeasible in all but the most trivial programs. 
Experiment
To gain insight into the effect code coverage visualizations (using block coverage) have on developers, we investigated the following research questions empirically: RQ1: Do code coverage visualizations motivate developers to create more effective tests? RQ2: Do code coverage visualizations influence the amount of testing? RQ3: Do code coverage visualizations lead developers into overestimating how many faults they found? RQ4: What strategies do developers use in testing, with and without code coverage visualization? Each of these research questions focuses on how code coverage visualizations affect professional software developers, and serves as a comparison to similar research on end-user programmers using testing visualizations [16] . The first research question is important because code coverage visualizations are designed to motivate developers to write more effective tests by visualizing test adequacy. In addition, code coverage visualizations are supposed to improve developer efficiency or promote more productive testing strategies; we asked research questions two and four to address these points. On the other hand, code coverage visualizations could lead developers to overestimate their test effectiveness; thus, we asked research question three to address this concern.
Design & Materials
For this study, we recruited a group of 30 professional software developers from several Seattle-area companies. We required developers with two years of experience in the C# programming language, used C# in 70% of their software development, were familiar with the term "unit testing," and felt comfortable with reading and writing code for a 90-minute period of time.
Our study was a between-subjects design in which we randomly assigned developers to one of two groups. We assigned 15 developers to the treatment group and 15 developers to the control group. The treatment group had code coverage visualizations available to them. The control group had the same setup as the treatment group, but had no code coverage information available to them.
Our study required a program for participants to test, so we wrote a class in C# containing a set of 10 methods. 1 We wanted to avoid verbally explaining the class to the developers, so we implemented methods likely to be familiar to most developers. These methods included common string manipulation methods and an implementation of square root. We included descriptive, but sometimes intentionally vague specifications with the methods in the program under test because we did not want the specifications to trivialize the task of writing tests. The program was too complex for participants to test exhaustively in an hour, but it gave us enough leeway for participants who were satisfied with their tests prematurely.
We required faults for our participants to uncover in the program we wrote. Following the lead of previous empirical studies of testing techniques [4, 10] , we seeded the program we wrote with faults. We performed this seeding to cover several categories of faults, including faults that code coverage visualizations could reveal and faults that the visualization could miss. That said, we wanted developers to focus on testing, so the program generates no compilation errors.
To help create faults representative of real faults, we performed our seeding using a fault classification similar to published fault classification systems [1, 14] . Types of faults considered under these systems include mechanical faults, logical faults and omission faults; we also included faults caused by method dependencies and a red herring. 2 Mechanical faults include simple typographical errors. Logical faults are mistakes in reasoning and are more difficult to detect and correct than mechanical faults. Omission faults include code that has never been included in the program under test, and are the most difficult faults to detect [14] .
In addition to the faulty program we wrote, we developed two questionnaires for our participants. We wrote the first questionnaire to assess the programming and unit testing experience of our participants, and to assess the homogeneity of the two groups. In the follow-up questionnaire, we asked participants to estimate the percentage of faults that they found, and asked other questions to help us answer our research questions.
To assess our materials, we observed four developers in a pilot study. The pilot revealed that we needed to clarify some questions in our questionnaires. It also revealed that we needed to re-order the methods in the program under test. Some developers in the pilot study devoted most of the session to understanding and testing a single method. Since we were not interested in stumping developers, we sorted the methods roughly in ascending order of testing difficulty. We also added four test cases providing coverage for two methods under test to help us answer research question three.
Procedure
We conducted our experiment one person at a time, oneon-one for 90 minutes. We familiarized developers with the task they were to perform and had them complete the baseline questionnaire. After the orientation, we observed developers as they wrote unit tests for the methods we gave them. Finally, we gave them a follow-up questionnaire.
We trained developers to use a test development tool to create unit test cases for each method in the program we provided. We explained that clicking "Generate" in the test development tool (shown in Figure 2 ) produces unit test methods (shown in Figure 3 ) for every selected method. We described how unit tests pass parameters to a method, expect a result, and how the Assert class compares the expectations with the result of the method call. We stressed that we were looking for depth as opposed to breadth in the tests they created. That is, we asked developers to create what they believed to be the most effective set of test cases for each method in the program under test before testing the next method.
We explained that we were interested in the tests that they wrote, not in the faults that they fixed. We told them not to fix faults unless they felt confident they could easily fix the fault. We stressed that test case failure was accept-
Figure 2. Test development tool
able, but we also mentioned that a test case failure can reveal a problem with the test expectations. We answered any questions they had in relation to the tools or to their task. For participants in the treatment group, we described what the code coverage visualizations meant. After the orientation, we asked participants to complete the baseline questionnaire before we asked them to start writing tests.
While each developer wrote tests, we observed the developer behind a one-way mirror. We answered any questions developers had during the experiment through an intercom system. We had to answer some of the developers' questions carefully so as not to bias the result of the experiment. If developers asked us whether their test cases looked adequate, we told them: "Move on to the next method when you feel you have created what you believe to be the most effective set of test cases for this method." If developers asked for our feedback on the tests repeatedly, we told them: "Feel free to move on to the next method when you feel confident in the tests that you have created. " We recorded transcripts and video of each session. Using the transcripts, we made qualitative observations of developer behavior. When the time for the participants was up, we instructed the participants to complete a follow-up questionnaire. We archived the program and the test cases the developers wrote for our data analysis.
Threats to Validity
Many other studies of software testing involve software engineering students, and are conducted in large groups. Since such studies are run on populations of students, the results of these studies do not necessarily generalize to developers in industry (external validity). Such studies are Figure 3 . Generated test method also plagued by the problem of participants revealing the details of the experiment to other students (internal validity). To avoid these threats, we recruited software developers from several companies and ran the study one participant at a time. Participants were given non-disclosure agreements as a condition for participating in this study. Although the possibility exists that participants could have discussed the study with colleagues who also participated in the study, almost all participants did not know each other. Subjects were aware that we were observing them behind a one-way mirror, which may have changed their behavior.
We seeded the program that developers tested with faults. Although we made an effort to produce "natural" faults, most of the errors in the program were there intentionally. Also, the program housing these seeded faults may not have corresponded to the kind of programs our participants were accustomed to writing. Some of our participants explained that they were accustomed to writing database applications, web applications, or GUI-based applications, not string manipulation methods.
Controlled laboratory experiments can isolate factors well, but do not reflect real world settings. Thus, many questions remain for future study. The short, faulty program that we provided to our subjects may have missed the potential advantages of code coverage visualizations on larger programs. Our study compared developers using a code coverage visualization tool (using the block coverage criterion) with developers using no code coverage tool. Therefore, we cannot generalize our results to code coverage tools (textual or visual) that use stronger test ad- equacy criteria than the block coverage criterion that we chose to visualize. Investigating these issues can only be done through studies involving longer programs, field studies involving real programs, studies using stronger test adequacy criteria, and studies that compare textual code coverage tools with code coverage visualization tools. Table 1 provides descriptive statistics from our study's data, and the next subsections present the hypotheses that we investigated using statistical methods. In the following subsections we describe these results in relation to each of our research questions in turn.
Results and Discussion
RQ1: Test effectiveness
To investigate how code coverage visualizations influenced test effectiveness, we compared the number of faults revealed between each group. The null hypothesis is:
H1: The number of faults revealed between the control group and the code coverage group does not differ.
To test H1, we ran the Mann-Whitney test on the code coverage group and the control group, U = 100.5, p = 0.63. Thus, the test provided no evidence to suggest a difference in the number of faults revealed between the control group and the treatment group.
Discussion. Code coverage visualizations using block coverage did not affect the number of faults developers found in the program we provided in the time provided: developers in the code coverage group did not differ from developers in the control group in terms of the number of faults found. This result is consistent with research done on software engineering students that compared the effectiveness of a reading technique with a structural testing technique using similar coverage criteria [13, 18] .
RQ2: Amount of testing
To compare the amount of tests the two groups wrote, we looked at the mean and variance in the number of test cases between the control group and the treatment group. H2: There is no difference in the number of test cases between the control group and the treatment group. H3: There is no difference in the variance of test cases between the control group and the treatment group. Figure 4 displays the distribution of the number of test cases written per group using a box plot. 1 The boxes in Figure 4 suggest that developers using code coverage visualizations produced slightly fewer test cases and varied less in the amount of test cases than developers without code coverage visualizations.
To test H2, we ran the Mann-Whitney test, U = 100, p = 0.62. Thus, the test provided no evidence to suggest the number of test cases between the control group and treatment group differed.
To test H3, we ran the Levene test, F .05,1,28 = 6.42, p = 0.017. The ratio of variances in the number of test cases between groups was not equal to one. Thus, evidence suggests that code coverage visualizations reduced the variability in the amount of tests cases developers wrote.
Discussion. The reduced variability in the amount of test cases suggests that code coverage visualizations were powerful enough to affect the developers' testing behavior. With code coverage visualizations, developers stopped testing when they achieved coverage, and wrote more tests cases when they did not achieve coverage. Since test adequacy criteria are supposed to make people continue testing until they achieve coverage and then stop, the testing visualization's closing up of the variance suggests that it performed exactly as it should have.
In contrast, developers in the control group had no cues about the effectiveness of their tests. Such developers had only their own individual talents to draw on in determining the effectiveness of their tests, which probably explains the wide variability in the control group.
RQ3: Overestimation of test effectiveness
Developers commonly determine when code is ready to ship based on their estimates of the correctness of the 1 A boxplot is a standard statistical device for representing data distributions. In the boxplots presented in this paper, each data set's distribution is represented by a box. The box's height spans the central 50% of the data, and its ends mark the upper and lower quartiles. The horizontal line partitioning the box represents the median element in the data set. The vertical lines attached to the ends of the box indicate the tails of the distribution. Data elements considered outliers are depicted as circles. code. Thus, to test the possibility that code coverage visualizations using block coverage criteria lead developers into overestimating the correctness of the program, we asked developers to estimate the percentage of faults that they found. Using our measure of test effectiveness, we devised the following two formulas to measure the amount of overestimation, where total faults is the number of faults in the program (35), and total faults possible is the total number of faults in the methods each developer tested. Then, using each measure of the actual percentage of faults found, we compared overestimation by group. estimate − test effectiveness total faults possible Figure 4 displays the distribution of overestimation measured in H4 by group. The box plots suggest that developers in the code coverage group overestimated their effectiveness more than developers in the control group.
To test H4, we ran the Mann-Whitney test, U = 151.5, p = 0.052. To test H5, we ran the Mann-Whitney test, U = 160, p = 0.026. The result of H5 provides evidence to suggest that developers using code coverage visualizations overestimated the percentage of faults revealed more than developers without code coverage visualizations.
Discussion. Both groups overestimated the percentage of faults they revealed, indicating that both groups did not have a true sense of how many faults they revealed with their test cases. This result is not surprising, considering the pervasive human tendency toward overconfidence [14] .
Given this tendency toward overconfidence, it is unlikely that testing visualizations could ever completely solve the problem of developers overestimating the percentage of faults that they revealed. Surprisingly, the overestimation we observed in this study suggests that code coverage visualizations using block coverage criteria did not help developers attain a truer assessment of how many faults they found. In fact, developers who used visualizations of block coverage had even less sense of how many faults they found.
Recall that test adequacy criteria are designed to tell people when to stop testing. Comparing our results with the results of research using the stronger definition-use test adequacy criterion [16] suggests that the choice of test adequacy criterion may be critical. With the block coverage criterion, it was trivial to achieve complete coverage of the program we provided, and to achieve correspondingly positive visual feedback. Using stronger coverage criteria, the task of achieving complete coverage becomes less trivial. Thus, the stronger the criterion, the less positive visual feedback each test provides, and the less likely a developer will stop testing too early.
The results of RQ3 taken together with previous findings for definition-use coverage in spreadsheets [16] implies that the choice of test adequacy criterion may influence developers' estimates of their own effectiveness at testing, which in turn plays a critical role in determining when they believe code is ready to ship.
RQ4: Testing strategies
Developers needed to understand the code we gave them and also to create, organize and evaluate their test methods and test cases. As we observed developers, we identified several strategies developers used in each step of the testing process, summarized in Table 2 . We also classified strategies developers used in response to a test run as productive or counterproductive (see Table 3 ).
Recall that all participants were experienced professional developers. Yet, almost one-third of them spent much of their time following counterproductive strategies listed in Table 3 . Fisher's exact test revealed no significant difference between the groups, p = 0.2135. This suggests that even professional developers need assistance to avoid counterproductive strategies. Some counterproductive strategies, such as changing the parameters of a method under test or deleting failed tests amounted to developers throwing away their work. Other counterproductive strategies, such as "fixing" generated test framework code, skipping tests for similar methods, or changing the expectation or specification to match the behavior, suggested that some developers didn't understand where the fault was located. Still other counterproductive strategies wasted de-veloper time, such as creating duplicate tests or repeating the last test run without making any changes. Some common strategies, such as copying and pasting test code or debugging code, carried risks or consumed time, but we did not classify these strategies as counterproductive.
Related Work
Empirical studies of software testing compare testing techniques or test adequacy criteria [12] . Some empirical studies of software testing use faulty programs as subjects; others use humans as subjects [3] . A few empirical studies have also studied the effect of visualizations [11, 16] . This is the first study to our knowledge that focuses exclusively on the effect of code coverage visualizations using block coverage on professional software developers. Although we are not aware of any studies exactly like ours, the results of previous empirical studies of software testing have guided our study design and our hypotheses, and have given us a basis to compare our results with previous work.
We based our study design and hypotheses on empirical studies of humans testing software. Studies of humans include [2, 13, 16, 18] . In each of these studies, like our own [2, 13, 18] , experimenters compared statement and branch coverage with other testing and verification techniques and measured the number of faults each subject found. Their results corresponded to our own results, which revealed that participants were equally effective at isolating faults regardless of test technique. Despite the similarity in test effectiveness, Wood [18] noted that the relative effectiveness of each technique depends on the nature of the program and its faults. This result corroborates our own observation that the code coverage group discovered fewer omissions than the control group.
Although our results were consistent with results of experiments in which statement and branch coverage were used as test adequacy criteria, we were not consistent with the results of [16] . In [16] , participants using a definitionuse coverage visualization performed significantly more effective testing, were less overconfident and more efficient than participants without such visualizations.
Other empirical studies explain why our results differed radically from [16] . Studies of faulty programs have given us a basis to compare our results with previous work [6, 7, 10, 11] . These studies have shown that definition-use coverage can produce test suites with better fault-detection effectiveness than block coverage [10] . Definition-use coverage is a stronger criterion (in terms of subsumption) than statement or branch coverage [15] . Thus, comparing our results with the results of [16] imply that the test adequacy criterion is critical to the human testing effectiveness.
Conclusion
With block coverage, code coverage visualizations neither guided developers toward productive testing strategies, nor did these visualizations motivate developers to write more tests or help them find more faults than the control group. Nevertheless, code coverage visualizations did influence developers in important ways. A negative influence was that code coverage visualizations led developers to overestimate their test effectiveness more than the control group, showing that code coverage visualizations have the potential to shape developers' behavior in harmful ways. A positive influence was that these same visualizations reduced the variability in the number of test cases developers wrote by changing the standard developers used to evaluate their test effectiveness, showing that code coverage visualizations can shape developers' behavior toward a desired testing productivity standard.
Thus, the true power of testing visualizations lies not only with the faults that visualizations can highlight; it also lies in how visualizations can change how developers think about testing. Testing visualizations guide developers to a particular standard of effectiveness, so if we want developers to test software adequately, we must ensure that the coverage criteria we choose to visualize leads developers toward a good standard of test effectiveness.
