We present an approach for performing linear discriminant analysis (LDA) in the contemporary challenging context of high dimensionality. The projection matrix of LDA is usually obtained by simultaneously maximizing the between-class covariance and minimizing the within-class covariance. However it involves matrix eigendecomposition which is computationally expensive in both time and memory requirement when the number of samples and the number of features are large. To deal with this complexity, we propose to use a recent dimension reduction method. The technique is based on fast approximate singular value decomposition (SVD) which has deep connections with low-rank approximation of the data matrix. The proposed approach, appSVD+LDA, consists of two stages. The first stage leads to a set of artificial features based on the original data. The second stage is the classical LDA. The foundation of our approach is presented and its performances in term of accuracy and computation time in comparison with some state-of-the-art techniques are provided for different real data sets.
INTRODUCTION
Linear Discriminant Analysis (LDA) is a well-known supervised technique for feature extraction (Friedman, 1989) , (Duda et al., 2012) , (Welling, 2005) . It has been widely used in many applications such as face recognition (Chen et al., 2005) , handwritten code classification (Hastie et al., 2001 ), text classification (Moulin et al., 2014) . The traditional LDA seeks a projection matrix so that data points in different classes are far from each other while those in the same class are close to each other, thus achieving maximum discrimination. To find such optimal projection matrix, LDA involves eigendecomposition of the scatter matrices. For face recognition and documents classification for example, the intrinsic structure of samples can make a scatter matrix singular since the data sets are from a very high-dimensional space. In high dimensional context, the singularity problem and eigendecomposition complexity of the scatter matrices make LDA infeasible.
Many approaches have been proposed to outperform LDA in high dimension (Yu and Yang, 2001 ) (Ye and Li, 2004) and (Ye et al., 2005) . A common way to deal with the curse of dimensionality is to determine an intermediate subspace where optimization problems can be solved efficiently with much smaller size matrices. Dimension reduction strategies consist in eliminating irrelevant information. The most popular techniques proposed for dimension reduction with large scale data sets are principal component analysis (PCA) (Lee et al., 2012) and random projection (RP) (Achlioptas, 2003) , (Cardoso and Wichert, 2012) .
In this paper, we use a dimension reduction strategy which uses fast approximate singular value decomposition (SVD) (Menon and Elkan, 2011) . This technique was also used in (Boutsidis et al., 2015) . The principle is to reconstruct some d-dimensional feature space onto its best rank-k approximation for some k ≪ d. After dimension reduction, it becomes practically easy to handle data in the new reduced feature space. Hence, the proposed appSVD+LDA approach deals with a multi-class supervised classification problem. It consists of outperforming the traditional LDA in a new artificial subspace constructed by fast approximate SVD.
The remainder of this paper is organized as follows: in section 2, we give a brief description of LDA and fast approximate SVD methods. In section 3, we describe the proposed approach appSVD+LDA. In section 4 numerical results supporting the performance of the proposed approach compared to some state-of-the-art methods are presented. Finally in section 5 we conclude the paper.
A BRIEF REVIEW OF LDA AND FAST APPROXIMATE-SVD

Classical Linear Discriminant Analysis (LDA)
In this section, we give a brief LDA basics. Consider the following supervised multi-class classification problem : we dispose of a set of N labelled data belonging to K classes {C 1 ,C 2 , ...,C K } with class size
is the observed sample and {y i } i=1,...,N , y i ∈ 1...K is the given class membership for x i . The goal is to build a classifier based on the training set X ∈ R N×d to predict the class label of a new unlabelled set
}. The LDA objective function is to seek a projection matrix W such that the data points in the new space which belong to the same class are very close while data points in different classes are far from each other (Welling, 2005) . W maximizes the following ratio
S b is the between class scatter matrix and S w is the within class scatter matrix defined by
is the total sample mean vector, m i is the mean vector of the i-th class.
The optimal discriminative projection matrix W can be obtained by computing the eigenvectors of the matrix S −1 w S b (Chen et al., 2005) . Since the rank of S b is bounded by K − 1, there are at most K − 1 eigenvectors corresponding to non zeros eigenvalues. The time complexity and the memory requirement increase with N and d. Then, when N and d are large (or d is large), it is difficult to perform LDA.
Fast Approximate-SVD
Low-rank approximation or approximate SVD is a minimization problem, in which the cost function measures the fit between a given matrix (the data) and an approximating matrix (the optimization variable), subject to a constraint that the approximating matrix has a reduced rank. The problem aims to find a low-rank matrix X k which approximates the matrix X in some lower rank such as min
Approximate SVD can be seen as a process of finding a rank-k approximation as forcing the original matrix to provide a shrunken description of itself. The problem is used for mathematical modeling and data compression. Let X ∈ R N×d be the data matrix, and let the SVD of X be of the form :
where, U ∈ R N×N , V ∈ R d×d and Σ ∈ R N×d . The matrices U and V are orthogonal. Σ is a semi-diagonal matrix with non-negative real numbers entries
Giving a value of k ≤ min{N, d} and by using (3), the truncated form X k of X is defined by :
where only the first k column vectors of U, V and the k × k sub-matrix are selected. The form X k in (4) is mathematically guaranteed to be the optimal approximation of X (Boutsidis et al., 2015) . Due to the orthogonality of
has rank at most equal to k and approximates X. The computation complexity of (4) is O(Nd min{N, d}) which makes it infeasible if min{N, d} is large.
To speed up the computation of the best rank-k approximation of X, it is possible to use a fast approximate SVD algorithm. This algorithm, recently used in (Boutsidis et al., 2015) , uses random projection. The principle is the following (Menon and Elkan, 2011) : we consider the subspace spanned by a random projection Y = X × R where R is a d × p random matrix. It is shown that by projecting X onto the column space of Y , and then finding the best rank-k approximation to this new space (i.e. the truncated SVD), we get a good approximation to the best rank-k approximation of X itself. Thus the algorithm of fast approximate SVD takes as input the matrix X and integers k and p such that 2 < k < rank(X) and k ≤ p ≪ d. The error in the approximation is directly linked to p (details about the error bound can be found in (Boutsidis et al., 2015) ). The fast approximate SVD (Fast-AppSVD) algorithm is the following:
Then G can be used as a projection matrix.
THE PROPOSED APPROACH
The proposed approach proceeds in two steps. Firstly, we perform a feature selection by applying the fast approximate SVD described in the previous section. k-dimensional space obtained in the first step. The proposed approach allows to perform the linear discriminant analysis with very large matrix. The algorithm 1 gives the main steps of our method. If the scatter matrix S w is singular, we perform a regularized process to solve the singularity problem, i.e, we compute ( S w + µI p ) −1 S b where µ is a regularized term. Note that ( S w + µI) −1 involves to add a diagonal term to S w to make sure that very small eigenvalues are bounded away from zero, which ensures the numerical stability when computing the inverse of S w .
It can be demonstrated that the projection matrix W is a good approximation of W . The data covariance matrix in the d-original space is given by
The Fast-AppSVD algorithm provides G such that XGG T is a low rank approximation of X. The matrixX = XG is a new representation of the original data matrix in the reduced feature space. In the new space, the covariance matrixS can be written as
Similarly we get :
The new LDA objective function can be rewritten as follows:
The optimal projection matrix W (for simplicity we do not use W * for the optimal value) is formed by the largest eigenvalues of S −1 w S b . Then the obtained projection matrix W should be a good approximation of W as far as X is a good approximation of X.
EXPERIMENTAL RESULTS
In this section, the performances of the proposed algorithm appSVD+LDA are given. The experiments are based on real data sets including face recognition and text classification which can be download at http:// www.cad.zju.edu.cn/home/dengcai/Data/data.html. All the experiments have been performed on P4 2.7GHz Windows7 machine with 16GB memory. We have used Matlab routine for programming.
Data Sets
Two images data sets ORL, COIL20 and two texts data sets TDT2, Reuters21578 have been used in our experiments. The image data have been normalized to have L2-norm equal to 1. For text data, each document have been represented as a term-frequency vector and have been normalized to have L2-norm equal to 1. The statistics of these data sets are listed in Table 1. COIL20. This data set contains 1440 sample images of 20 different subjects. The size of each image is (32 × 32) pixels. ORL. This data set contains 10 different poses of 40 distinct subjects with 4096-dimension (64 × 64 pixels). The images were taken at different times, ranged from full right profile to full left profile.
TDT2. (Nist Topic Detection and Tracking corpus)
This subset is about 9394 documents in 30 categories with 36771 features. Reuters21578. These data were originally collected and labeled by Carnegie Group, Inc. and Reuters, Ltd. The corpus contains 8293 documents in 65 categories with 18933 distinct terms.
Experiments
For COIL20, TDT2 and Reuters21578 data sets, a subset TN = [10%, 30%, 50%] of samples per class with labels was selected at random to form the training set. For ORL data, we randomly selected TN = [2, 4, 6] samples per class for training. The rest of samples were used for testing. We set the regularized parameter µ = 0.5 and k = p for fast approximate SVD on the assumption that K − 1 k p ≪ d. Table 1 shows for each data set the dimension p that we chose for the intermediate space. Since K − 1 directions can be generated by LDA, we finally retain K − 1 vectors of W and then classify the transformed data in the new space of dimension K − 1.
In order to access the relevance of the proposed method appSVD+LDA, we have compared its performance with three other methods which are listed below :
• Direct LDA (DLDA) (Friedman, 1989) which solves the LDA problem in the original space.
• LDA/QR (Ye and Li, 2004) which is a variant of LDA that needs to solve the QR decomposition of a small size matrix.
• NovRP (Liu and Chen, 2009 ) which is an approach that uses sparse random projection as dimension reduction before performing LDA. The parameters µ and p have been set in the same way as our approach.
Performance
The experimental results are given from Table 2 to 9 for all data sets highlight above. In these tables the results are averaged over 20 random splits for each TN(%) and report the mean as well as the standard deviation. As the running time is nearly constant we just report the mean value. Tables 2 and 3 show the performance results on COIL20 data. DLDA achieves the best accuracy in this case whereas its running time is significantly the highest. appSVD+LDA presents a quite good accuracy performance and its running time is nearly 100 times smaller than that of DLDA. The running time of NovRP is the most efficient in this case whereas its accuracy is the lowest one. For ORL data, experimental results are displayed on Tables 4 and 5. As can be seen, appSVD+LDA presents the best accuracy (for 4 and 6 samples) and a low running time. As the dimension in this case is relatively large, the computation time for DLDA is very large (see Table  5 ).
Reuters21578 and TDT2 are very large data sets. As DLDA needs memory to store the centered and scatter matrices in the original features space, it is infeasible to apply DLDA in these cases. Tables 6 to 9 display only the performance results for NovRP, LDA/QR and appSVD+LDA. The NovRP method gives the most efficient time (see Tables 7 and 9 ) whereas its accuracy is by far the lowest. It can be seen that the chosen value of p is widely sufficient for appSVD+LDA to recover nearly 86% of accuracy for Reuters21578 and 95% for TDT2 and the computational time is quite small (see Tables 7 and 9 ). In the whole results appSVD+LDA significantly outperforms LDA in running time and its accuracy performance let believe in its effectiveness and efficiency compared to other methods.
Parameter Tunning
There are three essential parameters in the proposed method which are µ, p and k. µ is used for the regularization process of the scatter matrix. k is the dimension of the new feature space where LDA is performed. p is the dimension size of the intermediate subspace where the original features are randomly mapped. A sensitive way of the proposed appSVD+LDA is the choice of p. This parameter should guarantee a minimum distortion between data points after random map. In the final dimensional space each point is represented as a k feature vector that leads to a faster classification process. In our experiments, we chose k = p. To illustrate the impact of this parameter, we take various values of p. The accuracy and the training time as a function of p averaged over 20 random splits are plotted on figures 1 and 2. The methods DLDA and LDA/QR do not depend on p contrary to appSVD+LDA and NovRP. In figure 1 (right) , as the training time of DLDA is widely high, we have not plotted it. It can be seen that the accuracy of the proposed method is good for small values of p (p = 80) and it increases slowly with p 
CONCLUSION
This work provides a novel approach to tackle the problem encountered when performing LDA with large scale data sets. It consists of looking for an approximation of the original space in a lower rank. It combines the fast approximate singular value decomposition and LDA. We show by experiments on real world data sets the effectiveness and the efficiency of the proposed method appSVD+LDA. As can be seen, appSVD+LDA outperforms direct LDA in terms of computational time and achieves significant performance in comparison to other state-of-the-art methods. appSVD+LDA allows to classify large scale data by just holding a small features size (k). For example, on Reuters21578 data set where the original feature space is d = 18933, it achieves more than 86% accuracy in nearly two seconds whereas it is infeasible to perform direct LDA in this case. The performance results displayed by appSVD+LDA are very encouraging for learning LDA both in small and high dimensional spaces.
