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Concerning the new boson representation presented in Part I, it is proved that this repre-
sentation obeys the su(2)-algebra in a certain subspace in the whole boson space constructed
by the Schwinger boson representation of the su(1, 1)-algebra. Some other problems related
to this representation are discussed.
§1. Introduction
The present paper, Part II, is the continuation of the previous work referred to
as (I).1) In (I), we presented a new boson representation of the su(2)-algebra. In the
same scheme as that in the Schwinger boson representation,2) three generators in
our case are also expressed in terms of two kinds of bosons. Concrete forms can be
seen in the relations (I.3.7) and (I.3.8c) or (I.3.9) and (I.3.10). The operator for the
magnitude of the su(2)-spin is given in the relation (I.3.10): Sˆ = (aˆ∗aˆ− bˆ∗bˆ)/2+Cm.
Here, Cm denotes a certain constant which is appropriately chosen. On the other
hand, in the Schwinger representation, Sˆ is given as Sˆ = (aˆ∗aˆ + bˆ∗bˆ)/2, which is
seen in the relation (I.3.2b). It is an essential difference between the Schwinger and
our representation. In (I), we promised to prove that our new boson representation
obeys the su(2)-algebra in Part II, i.e., the present paper. It is our central task of
this paper. For this proof, we must consider the subspace (I.2.8) in the whole space
given in the Schwinger boson representation of the su(1, 1)-algebra. In this subspace,
our representation satisfies the su(2)-algebra. Of course, we discuss the algebras in
the spaces which are orthogonal to the subspace (I.2.8).
We know two forms of the boson representations of the su(2)-algebra. One is, of
course, the Schwinger representation and the other is the Holstein-Primakoff repre-
sentation.3) It may be interesting to investigate the connection of ours to the other
two. As will be shown in §4, the Holstein-Primakoff representation can be derived
rather easily from ours. However, the relation between the Schwinger representation
and ours is rather complicated. In common with the two, they are formulated in
terms of two kinds of bosons. But, ours contains one parameter Cm, which can be
seen in the relations (I.3.9) and (I.3.10). For the understanding of Cm, the pairing
model in many-fermion system is an instructive example. In this model, we have
2Cm = 4Ω0, the total number of the single-particle states, which is shown in p.11
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2of (I). The above example suggests us that Cm is regarded as the parameter ex-
pressing the size of the system under consideration. In §5, we can show that, as
a natural consequence, the magnitude of the su(2)-spin s can change in the range
s = 0, 1/2, · · · , Cm/2 − 1, Cm/2, which is consistent to the well-known formula
in the pairing model. In the Schwinger representation, there does not exist such
restriction and, then, s = 0, 1/2, · · · , ∞. Certainly, if Cm →∞, we can show that
ours is reduced to the Schwinger representation. In §5, the above will be discussed.
In the pseudo su(1, 1)-algebra, we introduced tm as the maximum value of t0 for a
given t and, as a possible example, we gave the form tm = Cm+1− t (see (I.2.16a)).
However, this form is not unique and there exist infinite possibilities and in §6, we
will give another example; tm = 3t− 1.
Next section is central part of this paper. In this section, it is proved that, in the
subspace (I.2.8), Sˆ±,0 introduced in the relation (I.3.9) obey the su(2)-algebra and
Sˆ given in the relation (I.3.10) plays a role of the magnitude of the su(2)-spin. In
§3, raising and lowering operator for the magnitude of the su(2)-spin are discussed,
respectively. Finally, in §6, as the concluding remarks, two problems are treated. One
is related to the algebras in the space orthogonal to the subspace (I.2.8). Partly, this
problem is discussed in §2. The other is concerned with another example of tm;
tm = 3t− 1.
§2. The boson representation of the su(2)-algebra presented in Part I
In §I-3, we formulated a new boson representation of the su(2)-algebra. After
giving the relation (I.3.8c) and (I.3.22), we mentioned that our representation holds
in the space (I.2.8) as a subspace of the whole space (I.2.5). But, this mentioning
was presented without any explanation. Main aim of this section is to formulate this
mentioning strictly. We sketch out the space (I.2.8) and other subspace on the t-t0
plane. As was already mentioned, we have been interested in the space obeying the
condition (I.2.8), which is a subspace of the whole space specified by the condition
(I.2.5). Figure 1 shows various subspaces for the case Tˆm = Cm + 1 − Tˆ . This
formula was given in the range 1/2 ≤ t ≤ µ (= (Cm + 1)/2) with a certain reason
discussed in §I-2. We assume that the above formula for Tˆm is also useful in the range
−∞ < t ≤ 0 and, in this paper, the case Tˆm = Cm + 1 − Tˆ is treated exclusively.
In our present scheme, the whole space is divided into five subspaces P , Q, Rp, Rq
and R, which are shown in Fig.1. Of course, we are mainly interested in P . With
the above-mentioned point in mind, the su(2)-algebra was formulated in §I-3. The
expression of Sˆ±,0 and Sˆ are given in the relations (I.3.7) and (I.3.8) or (I.3.8c) and
(I.3.10). In this section, we will examine some properties of these expressions in P
and Q.
For the preparation of the main discussion, first, we make a list of the relations.
The relations (I.3.7a) and (I.3.8c) are rewritten as
Tˆ =
1
2
(Cm + 1)− Sˆ , Tˆ0 = 1
2
(Cm + 1) + Sˆ0 , (2.1)
i.e., t =
1
2
(Cm + 1)− s , t0 = 1
2
(Cm + 1) + s0 . (2.2)
30 1/2 ? ? 1/2+
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Fig. 1. The subspaces P , Q, Rp, Rq and R are shown on the t-t0 plane.
The relations (I.3.9a) and (I.3.9b) are rewritten as
Sˆ+ = aˆ∗bˆ∗ ·
(√
Cm + 1− Sˆ + Sˆ0 + ǫ
)−1
·
√
Sˆ − Sˆ0 , (2.3a)
Sˆ− =
√
Sˆ − Sˆ0 ·
(√
Cm + 1− Sˆ + Sˆ0 + ǫ
)−1
· bˆaˆ . (2.3b)
The minimum weight state denoted by |s, σ〉 obeys the conditions
Sˆ−|s, σ〉 = 0 , i.e., bˆaˆ|s, σ〉 = 0 , (2.4)
Sˆ|s, σ〉 = s|s, σ〉 , Sˆ0|s, σ〉 = σ|s, σ〉 . (2.5)
The relations (2.4) and (2.5) with (2.3b) give us
P ; |s, σ〉 = (bˆ∗)Cm−2s|0〉 , σ = −s , (2.6)
Q ; |s, σ〉 = (aˆ∗)2s−Cm |0〉 , σ = s− Cm . (2.7)
Here, the normalization constants are omitted. Since Cm− 2s ≥ 0 and 2s−Cm ≥ 1,
we have the inequalities
P ; s ≤ 1
2
Cm , (2.8)
4Q ; s ≥ 1
2
(Cm + 1) . (2.9)
By operating Sˆ+ successively on the state |s, σ〉, we are able to obtain the eigenstate
of Sˆ and Sˆ0 with the eigenvalues s and s0, respectively, in the form
P ; |s, s0〉 =
(
Sˆ+
)s+s0 |s,−s〉 , (2.10)
Q ; |s, s0〉 =
(
Sˆ+
)Cm−s+s0 |s, s− Cm〉 . (2.11)
Here, the normalization constants are omitted. Since s+s0 ≥ 0 and Cm−s+s0 ≥ 0,
we have
P ; s0 ≥ −s , (2.12)
Q ; s0 ≥ s− Cm . (2.13)
Our system has the maximum weight state denoted as |s, σm〉. It satisfies
Sˆ+|s, σm〉 = 0 , i.e.,
√
Sˆ − Sˆ0 |s, σm〉 = 0 , (2.14)
Sˆ|s, σm〉 = s|s, σm〉 , Sˆ0|s, σm〉 = σm|s, σm〉 . (2.15)
The relation (2.14) and (2.15) give us
P and Q ; σm = s . (2.16)
Then, the quantum number s0 satisfies
P ; −s ≤ s0 ≤ s , i.e., s0 = −s, −s+ 1, · · · , s− 1, s, (2.17)
Q ; s− Cm ≤ s0 ≤ s , i.e., s0 = s− Cm, s− Cm + 1, · · · , s− 1, s.(2.18)
We can see that Sˆ±,0 obey the su(2)-algebra in P , but do not in Q. The relations
(2.8) and (2.9) teach us that the upper and the lower limit of s in P and in Q,
respectively, exist. Therefore, it may be interesting to show the lower and the upper
limit of s in P and in Q, respectively. For this task, the first of the relation (2.2) is
useful. As can be seen in Fig.1, the quantum number t in P and in Q obeys
P ; t = 1/2, 1, 3/2, · · · , µ− 1/2, µ, (2.19)
Q ; t = 0,−1/2, −1, · · · , −∞. (2.20)
Combining the relations (2.19) and (2.20) with the relation (2.2), we have the fol-
lowing:
P ; s =
1
2
Cm,
1
2
(Cm − 1), 1
2
(Cm − 2), · · · , 1
2
, 0, (2.21)
Q ; s =
1
2
(Cm + 1),
1
2
(Cm + 2),
1
2
(Cm + 3), · · · , ∞. (2.22)
In P , there exists the lower limit s = 0, but in Q, the upper limit is ∞.
5Next, we investigate the commutation relations for Sˆ±,0 and Sˆ. For the above
discussion, the following played a central role:
[ Sˆ0 , Sˆ± ] = ±Sˆ± , [ Sˆ , Sˆ±,0 ] = 0 . (2.23)
Of course, the above relation is useful both in P and in Q. Our problem is to
investigate the relation [ Sˆ+ , Sˆ− ]. Direct calculation gives us the form
[ Sˆ+ , Sˆ− ] = 2
(
Sˆ0 +∆Sˆ0
)
, (2.24)
∆Sˆ0 = ∆Sˆ(+)0 −∆Sˆ(−)0 ,
∆Sˆ(+)0 =
ǫ
2
(
Tˆ0 − Tˆ + 1
)(
Cm + 1− Tˆ0 − Tˆ
)
Tˆ0 + Tˆ + ǫ
,
∆Sˆ(−)0 =
ǫ
2
(
Tˆ0 − Tˆ
)(
Cm + 2− Tˆ0 − Tˆ
)
Tˆ0 + Tˆ − 1 + ǫ
. (2.25)
Apparently, [ Sˆ+ , Sˆ− ] does not satisfy the commutation relation in the su(2)-
algebra. As can be seen in Fig.1, t0 and t obey the inequality t0 + t > 0 both in
P and in Q. It indicates that the term (Tˆ0 + Tˆ ) appearing in the denominator of
∆Sˆ(+)0 is positive-definite and, then, we have
P and Q ; ∆Sˆ(+)0 −→ 0 , (ǫ→ 0) . (2.26)
In the case ∆Sˆ(−)0 , it may be necessary to investigate if the operator (Tˆ0 + Tˆ − 1)
appearing in the denominator is positive-definite or not. For this aim, the condition
t0+ t− 1 = 0 should be examined: In P , t0 = t = 1/2 and in Q, t0 = −t+1 (t ≤ 0).
Figure 1 gives us these relations. We notice the term (Tˆ0 − Tˆ ) appearing in the
numerator of ∆Sˆ(−)0 . In this case, t0 − t = 1/2 − 1/2 = 0. Therefore, the following
result is derived:
P ; ∆Sˆ(−)0 −→ 0 , (ǫ→ 0) . (2.27)
On the other hand, there does not exist the term which leads to ∆Sˆ(−)0 → 0, (ǫ→ 0).
Therefore, we have
Q ; ∆Sˆ(−)0 −→
1
2
(
Tˆ0 − Tˆ
)(
Cm + 2− Tˆ0 − Tˆ
)
· Qˆ0 , (ǫ→ 0) , (2.28)
Qˆ0 =
∑
t≤0
|t, t0 = −t+ 1〉〈t, t0 = −t+ 1|
=
∑
s≥1/2·(Cm+1)
|s, σ〉〈s, σ| . (σ = s− Cm) (2.29)
For the operator Sˆ
2
, we have
Sˆ
2
= Sˆ
(
Sˆ + 1
)
− 1
2
(
∆Sˆ(+)0 +∆Sˆ(−)0
)
. (2.30)
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P ; Sˆ
2 −→ Sˆ
(
Sˆ + 1
)
, (2.31)
Q ; Sˆ
2 −→ Sˆ
(
Sˆ + 1
)
− 1
2
(
Tˆ0 − Tˆ
)(
Cm + 2− Tˆ0 − Tˆ
)
· Qˆ0 . (2.32)
The above consideration teaches us that Sˆ±,0 obey the su(2)-algebra in P , but they
does not obey the su(2)-algebra in Q. It may be permitted to call the algebra in Q
the pseudo su(2)-algebra. With the use of the commutation relation (2.24), we can
determine the normalization constants of the states (2.6) and (2.7). For this aim,
the following formula is useful:
〈s, σ|
(
Sˆ−
)n
·
(
Sˆ+
)n
|s, σ〉 = (−)nn!Γ (2σ + n)
Γ (2σ)
〈s, σ|s, σ〉 . (2.33)
Combining the formula (2.33) with the relations (2.6), (2.7), (2.10) and (2.11), we
can determine the norms of the states (2.10) and (2.11) in the following form :
P ; 〈s, s0|s, s0〉 = (2s)!(s + s0)!
(s− s0)! · (Cm − 2s)! , (2.34)
Q ; 〈s, s0|s, s0〉 = (−)Cm−s+s0 (Cm − s+ s0)!Γ (s+ s0 − Cm)
Γ (2(s − Cm)) · (2s− Cm)! .(2.35)
With the aid of the relations (2.34) and (2.35), we are able to obtain the normal-
ized |s, s0〉. Clearly, the relation (2.34) is the same as that in the su(2)-algebra. Of
course, (Cm−2s)! is derived under the minimum weight state (2.6). The above is the
supplementary explanation of our boson representation of the su(2)-algebra. Cer-
tainly, in P , our representation obeys the su(2)-algebra. Concerning the subspaces
Rp, Rq and R, we will discuss in §6.
§3. Raising and lowering operator for the magnitude of the su(2)-spin
In this section, we will discuss a role of the original Schwinger representation
(I.3.1) in our present one. It is shown that the operators Sˆ+ and Sˆ− play the
role of the raising and the lowering operator for the magnitude of the su(2)-spin,
respectively. First, we notice that the relation between (t, t0) and (s, s0) is given as
t =
1
2
(Cm + 1)− s , t0 = 1
2
(Cm + 1) + s0 . (3.1)
The form (3.1) is derived from the relations (I.3.7a) and (I.3.8c) with the relation
(I.2.16a). The space is characterized by the conditions t ≤ t0 ≤ Cm + 1 − t and
1/2 ≤ t ≤ µ, which leads us to the following conditions for (s, s0):
−s ≤ s0 ≤ s , (3.2a)
0 ≤ s ≤ 1
2
Cm . (3.2b)
70 0
s
s
s
s
s mC 2
mC
2
mC
2
Fig. 2. The condition (3.2) is depicted on the s-s0 plane.
The condition (3.2) can be shown in Fig.2. With the use of the relation (3.1), the
state |t, t0〉 in P can be expressed in the form
|t, t0〉 = 1√
(t0 − t)!(t0 + t− 1)!
(aˆ∗)t0−t(bˆ∗)t0+t−1|0〉
= |s, s0〉 = 1√
(s+ s0)!(Cm − s+ s0)!
(aˆ∗)s+s0(bˆ∗)Cm−s+s0 |0〉 . (3.3)
The state ||s, s0〉 in the Schwinger representation is given as
||s, s0〉 = 1√
(s+ s0)!(s − s0)!
(aˆ∗)s+s0(bˆ∗)s−s0 |0〉 . (3.4)
The state (3.3) gives us the relation
Sˆ+|s, s0〉 = aˆ∗bˆ|s, s0〉 =
√
(s+ s0 + 1)(Cm − s+ s0)|s+ 1, s0〉 , (3.5a)
Sˆ−|s, s0〉 = bˆ∗aˆ|s, s0〉 =
√
(s+ s0)(Cm − s+ s0 + 1)|s− 1, s0〉 , (3.5b)
Sˆ0|s, s0〉 = 1
2
(aˆ∗aˆ− bˆ∗bˆ)|s, s0〉 =
(
s− 1
2
Cm
)
|s, s0〉 . (3.5c)
Here, Sˆ±,0 denote the generators of the su(2)-algebra in the Schwinger representa-
tion. In the relations (3.5a) and (3.5b), we can see that Sˆ+ and Sˆ− play the role of
the raising and the lowering operator, respectively, not for s0 but for s. However,
we must notice the case s = Cm/2. Operation of Sˆ+ on the state |Cm/2, s0〉 should
vanish, because Cm/2+1 does not belong to the space P . In order to overcome this
trouble, we define the following operators:
Σˆ+ = Sˆ+ ·
√
1
2
Cm − Sˆ·
(√
1
2
Cm − Sˆ + ǫ
)−1
,
8(3.6a)
Σˆ− =
(√
1
2
Cm − Sˆ + ǫ
)−1
·
√
1
2
Cm − Sˆ · Sˆ−,
(3.6b)
Σˆ0 = Sˆ − 1
2
Cm . (3.6c)
Then, we have
Σˆ+|Cm/2, s0〉 = 0 . (3.7)
The above indicates that the state |Cm/2, s0〉 is the maximum weight state.
The commutation relations for Σˆ±,0 are given in the form
[ Σˆ0 , Σˆ± ] = ±Σˆ± , (3.8)
[ Σˆ+ , Σˆ− ] = 2
(
Σˆ0 +∆Σˆ0
)
, (3.9)
∆Σˆ0 =
ǫ
2
(
Sˆ0 + Sˆ + 1
)(
Sˆ0 +Cm − Sˆ
)
1
2Cm − Sˆ + ǫ
. (3.10)
The operator Σˆ
2
corresponding to the Casimir operator of the su(2)-algebra is given
as
Σˆ
2
= Σˆ20 +
1
2
(
Σˆ−Σˆ+ + Σˆ+Σˆ−
)
= Σˆ
(
Σˆ + 1
)
−
(
∆Σˆ
(+)
0 +∆Σˆ
(−)
0
)
, (3.11)
Σˆ = Sˆ0 + 1
2
Cm . (3.12)
We can see that the set Σˆ±,0 forms a kind of the pseudo su(2)-algebra.
Thus, we could learn the existence of the raising and the lowering operator for
the magnitude of the su(2)-spin. With the use of the operator Σˆ+ and Sˆ±, we can
express the state |s, s0〉 in the form
|s, s0〉 =
(
Sˆ+
)s+s0 |s,−s〉 , (3.13a)
|s,−s〉 =
(
Sˆ−Σˆ+
)s−ρ
|ρ,−ρ〉 , (3.13b)
|ρ,−ρ〉 = (bˆ∗)Cm−2ρ|0〉 .
(
ρ = 0 and
1
2
)
(3.13c)
In the above relations, we omitted the normalization constants. If ρ = 0 and 1/2,
s become integer and half-integer, respectively. However, we must remark that
the above idea is not proper to our representation. In the case of the Schwinger
representation, we obtain the state ||s, s0〉 by replacing Sˆ±, Σˆ+ and |ρ,−ρ〉 with Sˆ±,
Tˆ+ and ||ρ,−ρ〉 = (bˆ∗)ρ|0〉.
9§4. Connection to the Holstein-Primakoff representation
It may be interesting to show how the Holstein-Primakoff representation3) can
be derived from our representation (I.3.9). The three su(2)-generators (I.3.9) are
rewritten to the following forms:
Sˆ+ = aˆ∗βˆ∗ ·
√
2Sˆ − aˆ∗aˆ , Sˆ− =
√
2Sˆ − aˆ∗aˆ · βˆaˆ , Sˆ0 = aˆ∗aˆ− Sˆ . (4.1)
Here, (βˆ, βˆ∗) is defined in the form
βˆ =
(√
bˆ∗bˆ+ 1 + ǫ
)−1
· bˆ , βˆ∗ = bˆ∗ ·
(√
bˆ∗bˆ+ 1 + ǫ
)−1
. (4.2)
Further, for the above rewriting, we used the relation
Cm − bˆ∗bˆ = 2Sˆ − aˆ∗aˆ . (4.3)
The relation (4.3) comes from the form (I.3.10). Any of (βˆ, βˆ∗) connects with any
of (aˆ, aˆ∗) and we have the relation
βˆβˆ∗ = 1− ǫ
bˆ∗bˆ+ 1 + ǫ
→ 1 , (ǫ→ 0) (4.4a)
βˆ∗βˆ = 1− ǫ
bˆ∗bˆ+ ǫ
. (4.4b)
Therefore, [βˆ , βˆ∗] is given as
[ βˆ , βˆ∗ ] =
ǫ
bˆ∗bˆ+ ǫ
. (4.5)
The operator [βˆ , βˆ∗] plays a role of projection operator and, for the state (3.3), we
have
[ βˆ , βˆ∗ ]|s, s0〉 = ǫ
Cm − s+ s0 + ǫ |s, s0〉 = δs−s0,Cm |s, s0〉 . (ǫ→ 0) (4.6)
Our boson representation is given in the space P in Fig.1 or Fig.2 and, then, δs−s0,Cm
takes the value 1 in the case
s = smax =
Cm
2
, s0 = −smax = −Cm
2
, δs−s0,Cm |s, s0〉 = |
Cm
2
,−Cm
2
〉 .(4.7a)
In any other case, we have
δs−s0,Cm|s, s0〉 = 0 . (4.7b)
With the use of (βˆ, βˆ∗), we define the operator (cˆ, cˆ∗):
cˆ = βˆaˆ (= aˆβˆ) , cˆ∗ = aˆ∗βˆ∗ (= βˆ∗aˆ∗) . (4.8)
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The operator (cˆ, cˆ∗) satisfies the relation
cˆcˆ∗ = aˆβˆβˆ∗aˆ∗ = aˆaˆ∗ , (4.9a)
cˆ∗cˆ = aˆ∗βˆ∗βˆaˆ = aˆ∗aˆ · (βˆ∗βˆ) = aˆ∗aˆ− aˆ∗aˆ[ βˆ , βˆ∗ ]
= aˆ∗aˆ−
(
Sˆ + Sˆ0
)
[ βˆ , βˆ∗ ]→ aˆ∗aˆ . (ǫ→ 0) (4.9b)
We notice that (Sˆ+ Sˆ0)[βˆ, βˆ∗]|Cm/2,−Cm/2〉 = (Cm/2−Cm/2)|Cm/2,−Cm/2〉 and
for any other case, [βˆ, βˆ∗]|s, s0〉 = 0. Therefore, (cˆ, cˆ∗) is boson operator:
[ cˆ , cˆ∗ ] = [ aˆ , aˆ∗ ] = 1 , cˆ|0〉 = bˆ|0〉 = aˆ|0〉 = 0 . (4.10)
Further, we obtain the relation
[ cˆ , Sˆ ] = [ cˆ∗ , Sˆ ] = 0 . (4.11)
With the use of the relations obtained above, Sˆ±,0 can be rewritten to the form
Sˆ+ = cˆ∗
√
2Sˆ − cˆ∗cˆ , Sˆ− =
√
2Sˆ − cˆ∗cˆ cˆ , Sˆ0 = cˆ∗cˆ− Sˆ . (4.12)
By setting s+ s0 = n in the state (3.3), we have
f
(
Sˆ, cˆ∗cˆ
)
|s, s0〉 = f(s, n)|s, s0〉 = f(s, cˆ∗cˆ)|s, s0〉 . (4.13)
Therefore, in the space spanned by |s, s0〉 (s0 = −s, −s + 1, · · · , s − 1, s), the
expression (4.12) can be regarded as
Sˆ+ = cˆ
∗
√
2s− cˆ∗cˆ, Sˆ− =
√
2s − cˆ∗cˆ cˆ , Sˆ0 = cˆ∗cˆ− s . (4.14)
The above is nothing but the Holstein-Primakoff representation. In Ref.4), we
discussed an idea how to derive the Holstein-Primakoff representation from the
Schwinger one. In this case, much more lengthy discussion was necessary. The
main reason may be attributed to the fact that the operator corresponding to (cˆ, cˆ∗)
does not satisfy the simple boson commutation relation. The state (3.3) can be
rewritten to
|s, s0〉 1√
(s+ s0)!
(cˆ∗)s+s0 |s,−s〉 , (4.15)
|s,−s〉 = 1√
(Cm − 2s)!
(bˆ∗)Cm−2s|0〉 (= |φ〉) . (4.16)
Clearly, cˆ satisfies
cˆ|φ〉 = 0 . (4.17)
Since the state |φ〉 is the vacuum of cˆ, we have the orthogonal set:
|n〉 = 1√
n!
(cˆ∗)n|φ〉 . (n = 0, 1, · · · , 2s) (4.18)
The above is the connection to the Holstein-Primakoff representation.
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§5. Connection to the Schwinger representation
In this section, we will discuss how the Schwinger boson representation is con-
nected to the present one. The three generators Sˆ±,0 and Sˆ given in the relations
(I.3.9) and (I.3.10) are rewritten to the form
Sˆ+ = aˆ∗βˆ∗ ·
√
Cm − bˆ∗bˆ , Sˆ− =
√
Cm − bˆ∗bˆ · βˆaˆ , Sˆ0 = 1
2
(aˆ∗aˆ− (Cm − bˆ∗bˆ)) , (5.1)
Sˆ = 1
2
(aˆ∗aˆ+ (Cm − bˆ∗bˆ)) . (5.2)
Here, (βˆ, βˆ∗) is given in the relation (4.2). In order to rewrite the expressions (5.1)
and (5.2), we introduce the operator (b˘, b˘∗) in the form
b˘ = βˆ∗
√
Cm − bˆ∗bˆ , b˘∗ =
√
Cm − bˆ∗bˆ βˆ . (5.3)
With the use of (b˘, b˘∗), Sˆ±,0 and Sˆ can be expressed as
S˘+ = aˆ∗b˘ , S˘− = b˘∗aˆ , S˘0 = 1
2
(aˆ∗aˆ− b˘∗b˘) , (5.4)
S˘ = 1
2
(aˆ∗aˆ+ b˘∗b˘) . (5.5)
Here, it should be noted that we rewrite Sˆ±,0 and Sˆ shown in the relations (5.1)
and (5.2), in the forms (5.4) and (5.5) and, then, S˘±,0 = Sˆ±,0 and S˘ = Sˆ. If (b˘, b˘∗)
is boson operator, the expression (5.4) (and (5.5)) reduce to the Schwinger boson
representation (I.3.1) (and (I.3.2)). Therefore, it may be interesting to investigate
the condition, under which (b˘, b˘∗) can be regarded as boson. For this aim, we must
calculate the commutation relation [b˘, b˘∗], the result of which is as follows:
[ b˘ , b˘∗ ] = 1− (Cm + 1− bˆ∗bˆ)[ βˆ , βˆ∗ ] = 1− (Cm + 1− bˆ∗bˆ) ǫ
bˆ∗bˆ+ ǫ
= 1− ǫ(b˘
∗b˘+ 1)
Cm − b˘∗b˘+ ǫ
. (5.6)
Here, we used the relation
b˘b˘∗ = (Cm + 1− b˘∗b˘)βˆ∗βˆ , b˘∗b˘ = Cm − bˆ∗bˆ . (5.7)
In the relation (5.6), we can see that if Cm →∞, (b˘, b˘∗) may be regarded as boson.
In order to clarify the above-mentioned situation, we consider orthogonal set
constructed by b˘∗. First, we introduce the state |0〉〉 defined as
|0〉〉 = (βˆ∗)Cm |0〉 = 1√
Cm!
(bˆ∗)Cm |0〉 . (5.8)
The state |0〉〉 is the vacuum for b˘:
b˘|0〉〉 = βˆ∗
√
Cm − bˆ∗bˆ · 1√
Cm!
(bˆ∗)Cm |0〉 = 0 . (5.9)
12
Then, we define the state |n〉〉 in the form
|n〉〉 = (βˆ∗)Cm−n|0〉 = 1√
(Cm − n)!
(bˆ∗)Cm−n|0〉 . (n = 0, 1, 2, · · · , Cm)(5.10)
It can be proved that |n〉〉 is expressed as
|n〉〉 = 1√
n!
(b˘∗)n|0〉〉 . (5.11)
If n = Cm, we have the following relation:
b˘∗|Cm〉〉 =
√
Cm − bˆ∗bˆ βˆ|0〉 = 0 . (5.12)
It may be interesting to see that the operation of b˘∗ on |Cm〉〉 vanishes. Therefore, if
Cm →∞, the relation (5.12) becomes meaningless. The commutation relation (5.6)
gives us the following:
[ b˘ , b˘∗ ]|n〉〉 = |n〉〉 , (n = 0, 1, 2, · · · , Cm − 1) (5.13a)
[ b˘ , b˘∗ ]|Cm〉〉 = −Cm|Cm〉〉 . (5.13b)
In the relation (5.13b), we have b˘b˘∗|Cm〉〉 = 0 and b˘∗b˘|Cm〉〉 = Cm|Cm〉〉, which comes
from the relation (5.12). From the above argument, we can conclude that if Cm →∞,
(b˘, b˘∗) can be regarded as boson operator. In this connection, we mention that if
Cm = 1, (b˘, b˘
∗) becomes fermion operator.
Under the above consideration, we investigate the eigenvalue problem for S˘±,0
and S˘. First, we introduce the state |s〉〉 in the form
|s〉〉 = 1√
(2s)!
(b˘∗)2s|0〉〉 . (5.14)
Here, it should be noted that s takes the values
s = 0, 1/2, 1, 3/2, · · · , (Cm − 1)/2, Cm/2 . (5.15)
In the Schwinger representation, s = 0, 1/2, · · · , ∞. This difference has been
mentioned in §1. The state |s〉〉 is the minimum weight state satisfying the relation
S˘−|s〉〉 = 0 , S˘0|s〉〉 = −s|s〉〉 , S˘|s〉〉 = s|s〉〉 . (5.16)
Then, we define the following state:
|s, s0〉〉 =
√
(s− s0)!
(2s)!(s + s0)!
(
S˘+
)s+s0 ||s〉 . (5.17)
Together with the properties, |s, s0〉〉 can be shown in the form
|s, s0〉〉 = 1√
(s+ s0)!(s − s0)!
(aˆ∗)s+s0(b˘∗)s−s0 |0〉〉 , (5.18)
S˘|s, s0〉〉 = s|s, s0〉〉 , S˘0|s, s0〉〉 = s0|s, s0〉〉 . (5.19)
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Of course, s = 0, 1/2, 1, 3/2, · · · , (Cm − 1)/2, Cm/2 and for a given s, s0 =
−s, −s+ 1, · · · , s− 1, s.
The commutation relations among S˘±,0 and S˘ are enumerated as follows:
[ S˘+ , S˘− ] = 2S˘0 − aˆ∗aˆ(1− [ b˘ , b˘∗ ]) , (5.20a)
[ S˘0 , S˘− ] = −S˘− + 1
2
b˘∗aˆ(1− [ b˘ , b˘∗ ]) , (5.20b)
[ S˘ , S˘− ] = −1
2
b˘∗aˆ(1− [ b˘ , b˘∗ ]) . (5.20c)
Of course, we have
[ S˘0 , S˘+ ] = S˘+ − 1
2
(1− [ b˘ , b˘∗ ])aˆ∗b˘ , (5.20d)
[ S˘ , S˘+ ] = 1
2
(1− [ b˘ , b˘∗ ])aˆ∗b˘ . (5.20e)
With the use of the relations (5.10) and (5.13), we have
aˆ(1− [ b˘ , b˘∗ ])|n〉〉 = 0 . (n = 0, 1, 2, · · · , Cm − 1, Cm) (5.21)
Therefore, we can conclude that S˘±,0 obey the su(2)-algebra and commute with S˘.
In last discussion, the connection of the Schwinger representation to ours was
clarified. We continue this discussion by introducing a new boson space composed
of boson (
◦
b,
◦
b∗). Of course, the orthogonal set is given by
|n)) = 1√
n!
(
◦
b
∗)n|0)) . (n = 0, 1, 2, · · · ) (5.22)
In this space, the following operator is introduced:
(b˘)c =
(√
Cm −
◦
b∗
◦
b+ ǫ
)−1
·
√
Cm −
◦
b∗
◦
b ·
◦
b ,
(b˘∗)c =
◦
b
∗ ·
√
Cm −
◦
b∗
◦
b ·
(√
Cm −
◦
b∗
◦
b+ ǫ
)−1
. (5.23)
We can easily verified the relation
(b˘)c|0)) = 0 , (5.24)
(b˘∗)c|n)) =
◦
b
∗|n)) , (n = 0, 1, 2, · · · , Cm − 1) , (b˘∗)c|Cm)) = 0 . (5.25)
Further, we have
[ (b˘)c , (b˘
∗)c ] = 1− (
◦
b∗
◦
b+ 1)ǫ
Cm −
◦
b∗
◦
b+ ǫ
+
◦
b∗
◦
bǫ
Cm −
◦
b∗
◦
b+ 1 + ǫ
. (5.26)
This relation leads us to
[ (b˘)c , (b˘
∗)c ]|n)) = |n)) , (n = 0, 1, 2, · · · , Cm − 1) (5.27a)
[ (b˘)c , (b˘
∗)c ]|Cm)) = −Cm|Cm)) . (5.27b)
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All of the above relations suggest us that ((b˘)c, (b˘
∗)c) may be regarded as the coun-
terpart of (b˘, b˘∗) in the boson space composed of (
◦
b,
◦
b∗).
Next, we consider the counterparts of S˘±,0 and S˘ in the space composed of (aˆ, aˆ∗)
and (
◦
b,
◦
b∗), which are denoted as (S˘±,0)c and (S˘)c. In this space, we introduce the
following set:
|s, s0)) = 1√
(s+ s0)!(s − s0)!
(aˆ∗)s+s0(
◦
b
∗)s−s0 |0)) . (s = 0, 1/2, 1, 3/2, · · · , Cm/2)
(5.28)
Further, (S˘±,0)c and (S˘)c are introduced in the form
(S˘+)c = aˆ∗(b˘)c =
(√
Cm −
◦
b∗
◦
b+ ǫ
)−1
·
√
Cm −
◦
b∗
◦
b · aˆ∗
◦
b , (5.29a)
(S˘−)c = (b˘∗)caˆ =
◦
b
∗aˆ ·
√
Cm −
◦
b∗
◦
b ·
(√
Cm −
◦
b∗
◦
b+ ǫ
)−1
, (5.29b)
(S˘0)c = 1
2
(aˆ∗aˆ− (b˘∗)c(b˘)c) = 1
2
(aˆ∗aˆ− ◦b∗
◦
b) +
1
2
∆
◦
S , (5.29c)
(S˘)c = 1
2
(aˆ∗aˆ+ (b˘∗)c(b˘)c) =
1
2
(aˆ∗aˆ+
◦
b
∗
◦
b)− 1
2
∆
◦
S . (5.30)
Here, ∆
◦
S is given as
∆
◦
S = ǫ
◦
b∗
◦
b
Cm −
◦
b∗
◦
b+ 1 + ǫ
. (5.31)
Since, in the present space, ∆
◦
S is positive-definite, it can be omitted and, then,
|s, s0)) is the eigenstate of (S˘)c and (S˘0)c with the eigenvalues s and s0, respectively.
Therefore, the following commutation relations are easily verified:
[ (S˘0)c , (S˘±)c ] = ±(S˘±)c , [ (S˘)c , (S˘±,0)c ] = 0 . (5.32)
The commutation relation [(S˘+)c, (S˘−)c] is given by
[ (S˘+)c , (S˘−)c ] = 2
(
(S˘0)c −∆(S˘0)c
)
, (5.33)
∆(S˘0)c = 1
2
(
ǫaˆ∗aˆ(
◦
b∗
◦
b+ 1)
Cm −
◦
b∗
◦
b+ ǫ
− ǫ(aˆ
∗aˆ+ 1)
◦
b∗
◦
b
Cm −
◦
b∗
◦
b+ 1 + ǫ
)
. (5.34)
We can show that the operation of ∆(S˘0)c on the state |s, s0)) makes the result of
the operation vanish. Further, we can prove the relation
(S˘
2
)c = (S˘0)2c +
1
2
(
(S˘−)c(S˘+)c + (S˘+)c(S˘−)c
)
= (Sˆ)c
(
(Sˆ)c + 1
)
. (5.35)
Thus, we can conclude that (S˘±,0)c obey the su(2)-algebra with the magnitude of
the su(2)-spin (S˘)c.
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§6. Concluding remarks
In this paper, we investigated various theoretical features of the new boson
representation of the su(2)-algebra presented in Part I. As was stressed in Part I,
essential difference between the Schwinger representation and ours can be found in
the expressions of the operators which give the quantum numbers specifying the
orthogonal set, (s, s0). They are completely opposite to each other. Therefore, we
must put each representation to its proper use. As concluding remarks, we will
mention two points.
First point is concerned with the promise mentioned at the end of §2. We will
examine the subspaces Rp, Rq and R. The case R is simple: the su(1, 1)-algebra
presented in §2 for the case t ≥ µ + 1/2. The cases Rp and Rq are a little bit
complicated. As a preliminary argument, we consider the case of the Holstein-
Primakoff representation (4.14). Let us investigate the case in which the order of 2s
and cˆ∗cˆ in Sˆ± is changed. In this case, we define the operators T˘±,0:
T˘+ = cˆ
∗ ·
√
cˆ∗cˆ− 2s , T˘− =
√
cˆ∗cˆ− 2s · cˆ , T˘0 = cˆ∗cˆ− s
(
= Sˆ0
)
. (6.1)
The commutation relations are given in the form
[ T˘+ , T˘− ] = −2T˘0 , [ T˘0 , T˘± ] = ±T˘± . (6.2)
Of course, we have the state
|n〉 =
(
T˘+
)n−(2s+1)
|2s + 1〉 = (cˆ∗)n|0〉 ,
T˘−|2s + 1〉 = 0 , n = 2s + 1, 2s+ 2, · · · . (6.3)
The Casimir operator is given as
T˘
2
= (s+ 1)((s + 1)− 1) . (6.4)
Here, the quantity (s+1) indicates the magnitude of the su(1, 1)-spin. In this case,
we obtain the su(1, 1)-algebra.
Following the above idea, the order of Tˆm and Tˆ0 in the relations (I.3.7b) is
changed. In this case, we define the operators T˘±,0:
T˘+ = Tˆ+ ·
√
Tˆ0 − Tˆm ·
(√
Tˆ0 + Tˆ + ǫ
)−1
,
T˘− =
(√
Tˆ0 + Tˆ + ǫ
)−1
·
√
Tˆ0 − Tˆm · Tˆ− ,
T˘0 = Tˆ0 − 1
2
(
Tˆm + Tˆ
) (
= Sˆ0
)
. (6.5)
In the case Tˆm = Cm + 1 − Tˆ , Tˆ0 − Tˆm = Tˆ0 + Tˆ − (Cm + 1). The commutation
relation [ T˘+ , T˘− ] is given in the form
[ T˘+ , T˘− ] = −2
(
T˘0 +∆T˘0
)
,
∆T˘0 = ∆T˘ (+)0 −∆T˘ (−)0 , ∆T˘ (+)0 = ∆Sˆ(+)0 , ∆T˘ (−)0 = ∆Sˆ(−)0 . (6.6)
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Here, ∆Sˆ(±)0 is given in the relation (2.25). Since in the spaces Rp and Rq, we have
t0+ t > 0 and t0+ t− 1 > 0, that is, Tˆ0+ Tˆ and Tˆ0+ Tˆ − 1 are positive-definite and,
then, ∆T˘0 → 0, (ǫ→ 0). Therefore, together with the other, we have
[ T˘+ , T˘− ] = −2T˘0 , [ T˘0 , T˘± ] = ±T˘± . (6.7)
The above shows that in the spaces Rp and Rq, T˘±,0 forms the su(1, 1)-algebra. In
the same argument as that of ∆T˘0, the Casimir operator is expressed as
T˘
2
= T˘ 20 −
1
2
(
T˘−T˘+ + T˘+T˘−
)
= T˘
(
T˘ − 1
)
, (6.8)
T˘ = 1
2
(
Tˆm − Tˆ
)
+ 1 , [ T˘ , T˘±,0 ] = 0 . (6.9)
The orthogonal set should obey the condition t0 ≥ tm + 1 and the minimum weight
state is given in the form
Rp and Rq ; |t, tm + 1〉〉 , T˘−|t, tm + 1〉〉 = 0 . (6.10)
We can see that the above is completely in the same situation as that in the Holstein-
Primakoff representation.
Second point is related to another example of Tˆm. We consider the form
Tˆm = 3Tˆ − 1 . (6.11)
In this case, Sˆ±,0 are expressed in the form
Sˆ+ = Tˆ+ ·
√
3Tˆ − 1− Tˆ0 ·
(√
Tˆ0 + Tˆ + ǫ
)−1
= aˆ∗bˆ∗ ·
√
bˆ∗bˆ− 2aˆ∗aˆ ·
(√
bˆ∗bˆ+ 1 + ǫ
)−1
, (6.12a)
Sˆ− =
(√
Tˆ0 + Tˆ + ǫ
)−1
·
√
3Tˆ − 1− Tˆ0 · Tˆ−
=
(√
bˆ∗bˆ+ 1 + ǫ
)−1
·
√
bˆ∗bˆ− 2aˆ∗aˆ · bˆaˆ , (6.12b)
Sˆ0 = Tˆ0 − 2Tˆ + 1
2
=
1
2
(3aˆ∗aˆ− bˆ∗bˆ) , (6.12c)
Sˆ = Tˆ − 1
2
=
1
2
(−aˆ∗aˆ+ bˆ∗bˆ) . (6.13)
The expressions (6.12) and (6.13) obey the su(2)-algebra in the space P shown in
Fig.3. The quantum numbers (s, s0) are related to (t, t0) in the space P as follows:
s = t− 1
2
, s0 = t0 − 2t+ 1
2
, (6.14)
t =
1
2
, 1,
3
2
, · · · , µ− 1, µ . (6.15)
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Fig. 3. The space P is shown on the t-t0 plane.
The eigenstate of Sˆ and Sˆ0 is given as
|s, s0〉 =
√
(2s)!
(s+ s0)!(3s + s0)!
(
Tˆ+
)s+s0 · 1√
(2s)!
(bˆ∗)2s|0〉
=
1√
(s+ s0)!(3s + s0)!
(aˆ∗)s+s0(bˆ∗)3s+s0 |0〉 . (6.16)
Apparently, the forms (6.12) and (6.13) are very different from the forms (I.3.9) and
(I.3.10). However, the form (6.12) is rewritten to
Sˆ+ = aˆ∗βˆ∗ ·
√
2Sˆ − aˆ∗aˆ , Sˆ− =
√
2Sˆ − aˆ∗aˆ · βˆaˆ , Sˆ0 = aˆ∗aˆ− Sˆ .(6.17)
The above leads us to the expression (4.12).
Through the above consideration, we may conjecture that there would exist
various boson representations of the su(2)-algebra.
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