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Abstract The complex dynamics of a sprite discharge are not limited to the propagation of streamers.
After the passage of a streamer head, the ionized channel established in its wake develops intricate
luminous patterns that evolve on timescales from 1 up to 100 ms. To investigate these patterns,
conventionally called beads and glows, we present high-speed recordings of their onset and decay; our
main observation here is that in many cases distant points within a channel decay at the same rate despite
considerable diﬀerences in the underlying air density. We then show that the properties of beads and glows,
including this synchronized decay, are explained by the tendency of electric current within a streamer
channel to converge to an uniform value and by an attachment instability of electric discharges in air.
However, we also discuss the uncertainty about the chemical reactions that aﬀect the electron density
during the sprite decay.
1. Introduction
Already 25 years have passed since the discovery of sprite discharges in the upper atmosphere [Franz et al.,
1990], but many of their features are still poorly understood. It is now universally accepted that sprites origi-
nate from the quasi-electrostatic ﬁeld created by an uncompensated charge in an active thundercloud [Pasko
et al., 1997] and that sprite ﬁlaments are streamers [Pasko et al., 1998; Raizer et al., 1998; Ebert et al., 2010].
However, we do not fully understand the internal electric ﬁelds in the streamer channels and how they trans-
port charge. As wewill discuss below, this issue is relevant to the inception of upward streamers and hence to
the overall morphology of the sprite, either a “column” or a “carrot” sprite. The electric ﬁelds inside the sprite
are also relevant for the timescales and the spatial distribution of the energy deposited into the atmosphere.
A step in the solution of this issue was taken by Liu [2010] and independently by Luque and Ebert [2010] when
they established that the trailing optical emissions from a streamer channel, conventionally called “after-
glow” or simply “glow”, are not due to delayed chemical eﬀects but instead indicate a persisting electric ﬁeld
inside the channel. These results, which underlined the relevance of a ﬁnite channel conductivity, were later
extended by Luque and Gordillo-Vázquez [2011] to explain the nature of sprite “beads”: persistent, localized
spots of light emission that often punctuate a streamer channel.
These models indicate that the dynamics of streamer channels is rather complex, with strongly inhomo-
geneous internal electric ﬁelds and charge densities of diﬀerent polarity distributed along the channel’s
length. In sprite images, this complexity shows up in the intricate patterns of alternating bright and dark
regions within a channel. In high-speed videos one sees further complexity, as these bright regions (beads
and glows) evolve, generally dimming out, but in many cases also expanding, interacting, and seeding
counter-propagating (upward) streamers.
Here we present new observations and models that organize this complexity in terms of two principles. The
ﬁrst principle is that streamer channels are strongly coupled systems. This means that due to the electrostatic
interactions between separate points in the channel, the electric current ﬂowing through these points con-
verges to an uniform value. Or to state it even more precisely, variations in the electric current with short
length-scales decay very fast. Thus, to a ﬁrst approximation, a streamer channel can be viewed as part of an
electric circuit that satisﬁes Kirchhoﬀ’s current law.
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The second principle is that patterns form inside a streamer channel due to a dynamical attachment insta-
bility. First, described by Douglas-Hamilton andMani [1973, 1974], the attachment instability results from the
shape of the eﬀective ionization rate of air as a function of the local electric ﬁeld. As we detail below, for low
enough electric ﬁelds the eﬀective ionization rate becomesmore negative (due to increased net attachment),
as the electric ﬁeld increases. Then the conductivity of the channel decreases and, to keep the electric current
constant as stated in our ﬁrst principle, the electric ﬁeld increases further, feeding the instability. This pro-
cess is favored by higher initial reduced electric ﬁelds within the channel, which explains why glows appear
at the top of a sprite where the air density is lower. However, subtle diﬀerences in the initial conditions decide
whether the ﬁnal state of each point in the channel is one of low conductivity and high electric ﬁeld or high
conductivity and vanishing electric ﬁeld. As these states manifest themselves as bright and dark portions of
the channel, the attachment instability explains the intricate alternation of beads, glows, and dark segments
in sprites.
This paper is organized as follows: in section 2we report observations of the formation anddecayof beads and
glows in sprites, emphasizing the synchronized decay of structures within a streamer channel. Ourmodels for
beads and glows are described in section 3; after describing our reaction-advection model (3.1), we discuss
the onset of beads and glows (3.2), the role of these structures in the formation of carrot sprites (3.3), and
the decay of a sprite (3.4). We discuss our results in section 4, interpreting them in terms of the attachment
instability (4.1) and considering the uncertainties about the appropriate set of chemical reactions that have
to be included in the model (4.2). We oﬀer some conclusions in section 5.
2. Observations
Small-scale structures in the body of a sprite discharge were already observed within some of the earliest
sprite observations. The term “bead” for the smallest of these structures was coined by Sentman et al. [1996].
Somewhat later, the earliest high-speed recordings of sprites (at 4000 frames-per-second [Stanley et al., 1999]
and 1000 frames-per-second (fps) [Stenbaek-Nielsen et al., 2000]) showed that beads persist considerably
longer than the propagation of the streamer heads. Detailed studies of beads were carried out by Moudry
et al. [2003] with 1 ms temporal resolution and using telescope images by Gerken et al. [2000] and Marshall
and Inan [2006].
The full development of these structures was resolved only in recordings with higher-speed cameras, starting
in 2005 with the ﬁelding of a 10,000 fps camera by Stenbaek-Nielsen and McHarg [2008] (Stanley et al. [1999]
and Cummer et al. [2006] had also recorded sprites at high framerates). The resulting videos show streamer
heads emerging either from an inhomogeneity in a halo (a process investigated by Luque and Ebert [2009],
Qin et al. [2014], and Liu et al. [2015]) or from the dark sky; in the wake of these heads one often sees one or a
few luminous segments and spots. As wementioned above, the spots are called beads; the segments, due to
a misplaced identiﬁcation with chemical delayed reactions, were initially called “afterglows”. Here we adopt
the term “glows” to avoid this identiﬁcation.
In a time-integrated image of a sprite, as for example in a video recording, one ﬁnds that the image is domi-
nated by the sprite glows and beads [Stenbaek-Nielsen andMcHarg, 2008]. While streamer activity dominates
in high-speed recordings, they only leave relatively faint traces in longer exposure images. Taking the optical
emissions as a proxy for energy input into the atmosphere, this implies that themain local energy dissipation
is in the glows and beads, as studied by Parra-Rojas et al. [2015]. This contrasts with most laboratory stream-
ers, where only the traces left by the fast streamer heads are present in long exposure images [Ebert et al.,
2006, 2010]. However, we note that bead- and glow-like structures have been observed also in long sparks in
the laboratory [Kochkin et al., 2014] and that, as we mention below, sprite glows are probably analogous to
secondary streamers.
We report here some new results about the long-time dynamics of beads and glows. These results indicate
that the brightness of glow and beads within one streamer channel have a very similar decay suggesting
a coupled system. As a representative example we show in Figure 1 a sprite observed from the Wyoming
InfraredObservatory (WIRO)on JelmMountain southof Laramie,WY, on23 July 2014, at 03:58:22UT. The sprite
was recorded at 12,500 fps (80 μs between images and 78 μs exposures) using a Vision Research Phantom
v7.1 high-speed camera with a Video Scope International VS4-1845 high-speed image intensiﬁer. The P-24
phosphor used in the image intensiﬁer decays in a few microseconds, which is considerably below our 80 μs
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Figure 1. Sprite 23 July 2014 at 03:58:22 UT recorded at 12,500 fps. (top left) One frame recorded 2 ms after the ﬁrst
detection of sprite emissions. (bottom) Downward propagating streamers and (top right) sprite glow. The ﬁeld of view is
7.2 × 5.3∘, and the altitude scale on the left is derived assuming the sprite over the causal lightning strike; the location
of this strike in the horizontal direction is indicated by the label NLDN. Figure 1 (bottom) is an image time series
(keogram) formed by image sections extracted from 60 consecutive images starting at the ﬁrst frame with the sprite
elve. The image sections are from the location indicated by the rectangular strip in Figure 1 (top left). The image time
series has been annotated to point out streamers, glow, and beads. There are a few more beads at lower altitude, but
they may be too dim to show. The glow and beads are stationary, and we extracted their time variation by integrating
the emissions within 9 × 9 pixel squares: 2 covering glow and 2 beads. The locations of the 9 × 9 squares are pointed to
by Sampling boxes. The strip is the one extracted from the image in Figure 1 (top left). The time variations of the pixel
intensity values from the glow and beads are shown in Figure 1 (top right) on a logarithmic scale. The glow and beads
reach their maximum brightness near 3 ms, the end of observed streamer activity, and the decay exponentially with the
same time constant of 1.1 ms. The altitudes of the four colored traces are given in Figure 1 (top right).
between frames andmuch shorter than the characteristic decay times thatwe report below. Thus, we can rule
out any inﬂuence of phosphor persistence in our results.
The sprite followeda lightning strike recordedby theNational LightningDetectionNetwork (NLDN) [Cummins
et al., 1998] at 03:58:22.186 UT and located at 42.8888∘N, 102.2861∘W,which is 370 kmnortheast ofWIRO. The
Phantomcamerawas pointed directly toward the strike at an azimuth of 56.0∘. The ﬁrst optical emissions from
the elve, airglow emissions created by the lightning electromagnetic pulse, were observed about 2 ms later
at 03:58:22.188408 UT. The elve was followed within 1 ms by numerous downward propagating streamers
coveringalmost theentire ﬁeldof viewandmostof the streamersbranched several timesover their downward
propagation. The streamer activitywas centered at the direction toward the lightning strike. Therewere also a
few upward propagating streamers, but the streamer activity was dominated by the downward propagating
streamers. The event was a relatively short event, 10 ms; the streamer activity lasted less than 2 ms leaving
sprite glow in the onset region and several beads below gradually fading. A video of the event is included in
the supporting information.
Figure 1 (top left) shows one frame recorded 1.9ms after the ﬁrst detection of sprite emissions. The lower half
of the image is dominated by downward propagating streamers and the upper half by sprite glow. The ﬁeld of
view is 7.2 × 5.3∘, and the altitude scale on the left is derived assuming the sprite over the causative lightning
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strike. The direction to the lightning strike is indicated by the “NLDN” label. The rectangular white framed box
to the left shows the location of the image section extracted from 60 consecutive images, covering 4.8 ms
of time, to form the image time series shown in the bottom panel. The time series start with the ﬁrst frame
of the initial elve. The image time series has been annotated to point out streamers, glow, and beads. The
velocity of the main downward streamer is 2.2e7 m/s. The glow and beads originate in the streamer channel
gradually increasing in brightness over a few milliseconds. It should be noted that the beads are not formed
by slowing streamers. There is a fairly faint streamer that at a glance would appear to connect into the bright
bead at 68 km altitude; however, this is not the case. The bead is detectable before the streamer reaches the
altitude of the bead, and further, the streamer fades a little below the bead. There are a few more beads at
lower altitude, but theymay be too dim to show. Also, the elve, although quite bright, falls below the intensity
range covered in the ﬁgure.
The glow andbeads are stationary, andwe extracted their time variation by integrating the pixel valueswithin
9 × 9 pixel squares: 2 covering the glow at altitudes of 72.4 km and 71.2 km and 2 covering beads at 67.0 km
and 65.7 km. The nine pixel side of these boxes roughly corresponds to 1 km at the sprite location. The posi-
tions of the 9 × 9 squares are shown on the strip pointed to by “Sampling boxes,” which is also the strip
from the image shown in Figure 1 (top left). There are more beads and glow near the center of the ﬁeld of
view, but we choose the left strip location because the resulting image time series panel shows more cleanly
the development of the glow and beads. The time variations of the pixel intensity values from the glow and
beads are shown in Figure 1 (top right). The glow and beads reach their maximum brightness near 2 ms,
the end of observed streamer activity, and they then all decay exponentially with the same time constant of
1.1 ms. The pixel intensities are in arbitrary digital units. To estimate the corresponding emissions rates is not
easy, and we have not attempted it for this analysis, but an evaluation of their brightness has been given by
Stenbaek-Nielsen et al. [2007, 2013].
The sprite example in Figure1 clearly shows thevery similar decayofglowandbeadswithin the samestreamer
channel. The same coupled decay, but with slightly diﬀerent decay time constants, is found for glow and
beads in other streamer channels of the event. In other events glow and beads within same channels follow
the same decay development, but with diﬀerent decay time constants. We have examples with decay time
constants from 0.5 ms up to 90 ms. It appears that the shorter time constants are found primarily in bright
sprites, which also tend to be shorter lasting.
The glow generally starts very shortly after the streamer onset and expands up and down the streamer chan-
nel as is also seen in Figure 1. It is not unusual to see the glow expanding bymore than 10 km. In some events
where the streamers start from spatial structures in the halo, the halo luminosity may continue into the glow.
An example of this was described by Stenbaek-Nielsen et al. [2013, Figure 6].
The beads have their onset in the streamer channel. Their brightness gradually increases reaching amaximum
after a fewmilliseconds although inmany examples it can be substantially later. In some examples the bead is
detectedoptically immediately after streamerpassage, but inmost theygradually appear in the images.When
more beads are observed within a streamer channel, they may appear at diﬀerent times after the streamer
passage, but their decay follows that of the glow. The beads remain small luminous structures, as their name
implies, and they do not move, and beads may be observed in streamer channels from both downward and
upward propagating streamers. The beads are always centered on the associated streamer channel, and in
many events there can bemany beads.We have one examplewhere eight beads are seenwithin one channel.
Their origin has been linked to isolatedmesospheric inhomogeneities [LuqueandGordillo-Vázquez, 2011], but
given the observations of many beads within one channel, we suggest that a more likely connection would
be to thin horizontal layers within the atmosphere penetrated by the streamers.
All relevant processes associated with sprites scale as the inverse of the background atmospheric density
[Ebert et al., 2010; Pasko, 2010]. The light curves shown in Figure 1 cover an altitude range of about 7 km. As the
scale height at sprite altitudes is around 7 km, this implies that one should expect roughly a factor 3 diﬀerence
in the timescales for the top and bottom altitudes selected. In other examples that we have analyzed, the
altitude range can be substantially larger. We have one example where the beads are observed 25 km below
theassociatedglow. The fact that the atmospheric density factor is absent in the light curves strongly indicates
that the dynamics of a given point of a sprite column is inﬂuenced by its interactionwith all other points in the
column. Besides, due to the nonlinear dependency of excitation rates with the electric ﬁeld, the exponential
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decay with altitude-independent time constants suggests that the electric ﬁeld is constant within the bright
regions, with the luminosity decay caused by the removal of electrons due to attachment.
3. Modeling
We turn now to amodel for sprite beads and glows. To isolate the diﬀerent mechanisms at play, we ﬁrst focus
on the onset of such structures; once the origin of beads and glows is clear, we investigate their decay, which
requires us to consider the electrodynamic decay of the complete sprite. We base our results on microscopic,
advection-reaction models. In Appendix B we show that the evolution of a streamer channel, including the
appearance and decay of beads and glows, can also be understood, at least qualitatively, by a simple circuit
analogy.
A complete model of the physics of a streamer channel within a sprite is far beyond our computational
resources; it demands a three-dimensional simulation of the many interacting channels as well as of the
emerging upward streamers. A possible solution are simpliﬁed circuit models [Luque and Ebert, 2014].
However, tomake our results independent of the assumptions required to build suchmodels, here we opt for
a microscopic, advection-reactionmodel. This type of model underlies most theoretical studies of sprites (for
recent examples, see Luque and Ebert [2012], Qin and Pasko [2015], Liu et al. [2015], and Neubert et al. [2011]).
Their drawback is that they are computationally expensive so they are usually limited to a cylindrically sym-
metrical conﬁguration, and therefore, they can follow a sprite’s evolution only as long as this symmetry is
preserved, which is typically a few milliseconds. Here to investigate longer timescales while keeping a sim-
ple and computationally feasible model with cylindrical symmetry, we introduce the streamer channel as an
initial condition. Thus, our simulation starts after the passage of the streamer head.
3.1. Model Details
Thenumerical details of ourmodel aredescribedbyMontijnetal. [2006] and its application to spritedischarges
by Luque and Ebert [2010] and Luque and Ebert [2012]. We use a reduced chemistry that is valid for timescales
of up to about 10ms and includes impact ionization of nitrogen and oxygenmolecules as well as dissociative
attachment tomolecular oxygen. At themomentwewill ignore all other reactions thatmay aﬀect the electron
density; in section 4.2 we discuss the puzzling role of dissociative attachment. It is generally accepted that
the intensity recorded fromground-based camera observations of sprites is dominated by emissions from the
ﬁrst positive band of molecular nitrogen [see, e.g., Kanmae et al., 2007; Liu et al., 2009; Parra-Rojas et al., 2013].
Therefore, to compare with the observations detailed above, we calculated emissions in this band caused by
electron impact excitation of the N2(B3Πg) state and the subsequent decay of this species which, in view of
its short lifetime, we consider instantaneous. The rates as well as the ﬁeld-dependent electron mobility are
obtained using the BOLSIG+ solver developed by Hagelaar and Pitchford [2005].
In our simulations we came into one problem that led us to modify our model. As we discuss below, after
around 1 ms, a section of the channel approaches a state of high electric ﬁeld. The ﬁeld in that case oscil-
lates around a stable value close to the breakdown ﬁeld, producing waves that propagate in both directions.
Although the amplitude of these waves is small and they are likely unobservable with the current technol-
ogy, their wavelength diminishes, as they approach the boundaries of the high-ﬁeld region. After a while the
wavelength drops below the spatial resolution of the simulation and produces numerical artifacts.
We call these waves “breakdown waves” and in Appendix A we derive their linear dispersion relation and
show that they will dissipate by electron diﬀusion once their wavelength is small enough. Nevertheless, to
accelerate this dissipation and prevent the wavelength from reaching our numerical resolution, we artiﬁcially
increased the diﬀusion coeﬃcients of electrons and ions.We ensured that this enhanceddiﬀusion has aminor
eﬀect at the relevant scales of our system by making sure that the system is always dominated by the advec-
tion of electrons in the local electric ﬁeld. The ratio between advective and diﬀusive ﬂuxes is measured by the
Péclet number Pe = uL∕D, where u = 𝜇E is the drift velocity of electrons (𝜇 is the electron mobility and E the
local electric ﬁeld), D is the diﬀusion coeﬃcient, and L is a relevant length scale in our system. As we investi-
gate structureswith sizesmeasured in kilometers, we take L = 1 km.We found that imposing a constant value
of Pe = 3 × 102 for both electrons and ions ensures that the waves disappear before reaching our resolution
limit, but since Pe ≫ 1, we also maintain the dominant role of advection at the scales we are interested in.
Note that a constant Péclet number implies a ﬁeld-dependent diﬀusion coeﬃcient proportional to 𝜇E, where
𝜇 itself depends on the local electric ﬁeld.
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3.2. Onset of Beads and Glows
We turn now to the formation of beads and glows inside a streamer channel. We run a simulation with a
vertical, neutral column thatmodels the channel after the passage of the streamer head. Detailed simulations
show that the radial proﬁleof theelectrondensityne in a streamer channel iswell approximatedbya truncated
parabola, as usedpreviously by LuqueandEbert [2014]. Hence, our initial electrondensity in the channel reads
ne(r, z) = ne0(z)max
(
0, 1 − r
2
a(z)2
)
, (1)
where a(z) is the column’s radius and ne0(z) is the electron density at the central axis of the column. Following
LuqueandEbert [2010],weassume that the radiusof a streamer channel is approximatelyuniform,whereas the
electron density is proportional to the atmospheric air density. We used a(z) = 400m and ne0 = Cn(z), where
n(z) is the air density at altitude z and C is such that for z = 60 km, ne0 = 5 × 104 cm−3. Outside the channel
we use a Wait-Spies proﬁle for the electron density, ne,bg(z) = (10−2 cm−3) x exp(−(z − 60 km)∕(2.86 km)) [Hu
et al., 2007].
As we mentioned above, beads appear to originate from inhomogeneities in the atmosphere, either isolated
inhomogeneities or, more likely, horizontal layers. In our simulation we induce the formation of a bead by
substracting from the column a “hole” at z = 70 km. Centered on the column’s axis, the hole is spherical with
a parabolic proﬁle of radius 300 m and peak value 2.5 × 103 cm−3; this corresponds to a maximum depletion
of the electron density of about 20%.
Our simulation domain is a cylinder spanning altitudes from 60 km to 80 kmwith a radius of 40 km. The com-
putational mesh is inhomogeneous and adaptative; the highest resolution, Δr = Δz = 12.5 m, corresponds
to the column interior and its immediate surroundings. Since the ionization column reaches the upper and
lower boundaries of our simulation, we imposed free-ﬂow boundary conditions for the electron density. In
physical terms, this means that electrons that reach the upper boundary dissapear from the simulation and
cease to inﬂuence the electric ﬁeld and that there is also anunlimited reservoir of electrons belowour domain.
In section 3.4 we relax these assumptions.
A realistic electric ﬁeld for this column would be generated not only from the charges in the thunder-
cloud below the sprite but also by the charge transported by interacting streamers. Our model is not
designed to deal with this complexity, so we introduced a constant, homogeneous background electric ﬁeld
EB=−72.38 V/m pointing downward (this value yields a reduced ﬁeld EB∕n≈120 Td at 77 km altitude). As we
mentioned above, current ﬂows freely in and out of the domain, so it does not screen this electric ﬁeld. We
deal with this screening in section 3.4.
Figure 2 summarizes our simulation. We plot snapshots of the reduced electric ﬁeld, the electron density, the
emissions from the ﬁrst positive system of N2, and the electric current density. To the right of these plots we
show the detailed evolution at selected altitudes of the reduced electric ﬁeld and electron density on the
central axis as well as the emissions from the ﬁrst positive system of N2 integrated in 1 km tall boxes and,
ﬁnally, the current density integrated across a horizontal plane.
Looking ﬁrst at the reduced electric ﬁeld, we see that after about 1 ms the streamer channel is sharply seg-
mented into regions with either a vanishing ﬁeld or a high ﬁeld close to the breakdown threshold Ek∕n ≈
120 Td. The lowest of these high-ﬁeld segments appears at the altitude where we depleted the initial elec-
tron density, but at around 7 ms both high-ﬁeld regions merge. As we see in the plots of the electron density
(second row of Figure 2), the high-ﬁeld regions correspond to a decreased electron density, whereas in the
segments with a vanishing ﬁeld the electron density retains its initial value.
The reduced electric ﬁeld and the electron density determine the emitted intensity of light, which we show
in Figure 2 (third row). On the right side we plot the total intensity integrated in 1 km tall sections of the full
channel centered at selected altitudes. The size of these sections corresponds approximately to the boxes
used in Figure 1. As already discussed by Luque andGordillo-Vázquez [2011], the bright regions are those with
a high electric ﬁeld but low electron density. The reason is that although the rate of excitation of emitting
molecules scales linearly with electron density, it depends very nonlinearly on the local electric ﬁeld; below
about 50 Td the rate is usually negligible, even in the presence of a large number of electrons.
The inverse relationship between electric ﬁeld and electron density becomes clearer by looking at the elec-
tric current (Figure 2, fourth row). The total electric current that ﬂows through a given channel cross section is
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Figure 2. Simulation of the onset of beads and glows. The left column shows snapshots, at the time indicated at the top,
of the reduced electric ﬁeld, the electron density, the instantaneous light emissions, and the current density. A glow and
a bead emerge within about 1 ms are close to merging at 5 ms (hence, the low-ﬁeld horizontal streak at 71 km) and
have ﬁnally coalesced at 7 ms. The right column contains plots of the evolution of these variables at the altitudes
indicated by arrows of the corresponding color in the left panels. The plots for the reduced electric ﬁeld and electron
density represent the values at the central axis; for the light emissions we plot the total photons emitted from a 1 km
tall box centered at the indicated altitude and horizontally spanning the full channel. Finally, in the lower right panel we
plot the electric current integrated across a horizontal plane.
shown on the right side; within about 5ms the current at diﬀerent altitudes converges to a single value for the
whole channel despite large diﬀerences in the background air density, the electron density, and the reduced
electric ﬁeld. The convergence of electric current is analogous in the streamer channel and in a conventional
current-carrying conductor; a nonuniform current creates spatial charges that drive the inner electric ﬁeld
toward homogenizing the current. Here instead of, e.g., 10−19 s of a typical copper wire, we ﬁnd relaxation
times of a few milliseconds. Nevertheless, for long enough times, we can consider that the current is homo-
geneous along the channel’s length. In Appendix B we draw upon this consideration to build a circuit model
for a sprite column that exhibits all the relevant features observed in sprites.
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It is worth noting that the dynamics of the glow and bead represented in Figure 2 depend signiﬁcantly on the
simulation parameters and, in particular, on the imposed background ﬁeld. For example, with a lower ﬁeld
EB = 65 V/m the glow grows slower and stops beforemerging with the bead. We also note that the boundary
conditions in this simulations impose a ﬁxed potential drop between the vertical boundaries of the domain
and thus limit the extensionof theglowing segments. However, aswewill see in section 3.4, thepotential drop
in a decaying sprite is not ﬁxed but decreasing; consequently, the extension of the light-emitting segments
in Figure 2 is an upper bound to the actual extension with similar parameters.
3.3. Upward Streamers and Carrot Sprites
There is a relevant feature in Figure 2 that deserves our attention. At about 5ms and from the lower edgeof the
beadat 70 kmwe see lateral structures emerging from themain channel andadvancingupward and sideways.
Our simulations are constrained to be cylindrically symmetrical, so these structures look like an unphysical
cone. It is clear however that, hadwe allowed nonaxisymmetrical perturbations, this conewould collapse into
one or a few upward streamers. Note, however, that although in our simulations the upward streamers are
launched from a bead, this is rarely the case in observed sprites, where they usually emerge from long glows.
The launch of upward streamers from a sprite channel works as follows. Since beads and glows enhance the
downward pointing background ﬁeld, they must be bounded by positive charge above and negative charge
below. This charge creates a radial electric ﬁeld which, if it is high enough, launches a negative streamer in a
transversal, upward direction.
As we mentioned above, upward streamers generally start from glows, not from a bead as in our simula-
tion. This is likely because radial electric ﬁelds are initially higher in the lower boundary of a glow than in the
lower boundary of a bead (see Figure 2, snapshot at 1ms). This is due to the presence of neighboring positive
charges above thebead,whichpartially compensate the radial ﬁeld. However, in our simulations thehighﬁeld
around the glow is unrealistically smooth, so it creates an extended ionization that does not focus the electric
ﬁeld strongly enough to initiate streamers. The ﬁeld around the bead, though smaller, is more localized, so it
creates the pseudostreamers shown in Figure 2.
In an actual sprite we expect the channel to exhibit some roughness, both in the azimuthal and the axial
directions. To investigate the consequences of this roughness, we run a simulation where the radius of the
sprite channel is modulated as
a(z) = a0(1 + 𝜖 cos(2𝜋z∕L)), (2)
where a0 = 400 m is the unperturbed radius, 𝜖 = 10−2 is the perturbation amplitude, and L = 2 km is the
perturbation wavelength. Even with such a small perturbation pseudostreamers already emerge from the
glow faster than from the bead.
From this we conclude that owing to their higher radial ﬁelds and since small inhomogeneities are certainly
present in a sprite, glows are more likely than beads to initiate an upward streamer. However, we do not
exclude that provided enough time, upward streamers also emerge from beads as in our simulation.
These upward streamers launched from existing channels produce the characteristic shape of “carrot sprites”.
The mechanism described here explains that these streamers, in high-speed recordings, are always observed
to start from the lower points of a luminous segment [McHarg et al., 2007; Stenbaek-Nielsen and McHarg,
2008]. This explanation for the launch of upward streamers contrasts with the models proposed by Qin
et al. [2012, 2013], where upward streamers emerge from the negative tip of a double-headed streamer. We
note that recent work by Sun et al. [2013, 2014] and Teunissen et al. [2014] shows that it is very unlikely that
double-headed streamers exist in sprites.
3.4. Sprite Decay
In section 3.2 we investigated how, within a fewmilliseconds, a streamer channel is patternedwith bright and
dark segments. However, in that section the background ﬁeldwas kept constant andwas not screened by the
charge transported by the sprite current. We did, thus, not include any mechanism for sprite decay, an issue
to which we turn now.
We see two possible scenarios: in the ﬁrst scenario the decay is driven by a decreasing quasistatic ﬁeld created
by the uncompensated charge down in the cloud (i.e., by the decay of the applied ﬁeld EB); in the sec-
ond scenario, the sprite decays self-consistently when, as current ﬂows through its channels, positive charge
accumulates in the lower portion of the sprite and screens the external electric ﬁeld.
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Figure 3. (a) The current ﬂowing through a sprite transport a positive charge toward the lower part of the sprite, where
it screens the external electric ﬁeld. (b) We model this process with an initial electron density in the shape of a funnel.
The lower cone imitates the presence of tendrils and is deﬁned by the diameter of its base, Db and the altitudes of the
base hb and vertex hv .
In our simulations a decay of the external ﬁeld failed to create the exponential decay described in section 2;
instead, the luminosity decreases with an increasingly negative slope in a logarithmic plot. We conclude that
the observed decay with a constant slope (section 2) reveals the electric relaxation of the sprite as a whole,
while the external ﬁeld decays at a lower rate. We are not implying here that variations in the external ﬁeld
are always irrelevant but rather that events such as the one that we analyzed in section 2 are better explained
by the autonomous decay of the sprite.
The key then is that the charge transportedby the current Iﬂowing througha sprite channel ultimately screens
the ﬁeld that drives that current. Aswe explain in Appendix B, this is analogous to the discharge of a capacitor,
where the decay rate of the voltage V is proportional to the current, dV∕dt = −I∕C. In a typical sprite, positive
charge accumulates in the lower tendrils; we modeled this by adding to the electron density of section 3.2
a cone trunk that imitates the horizontal spread of the tendrils. Figure 3 shows the resulting initial electron
density; the base of the cone trunk is at an altitude of hb = 50 km and has a diameter of dc = 10 km; the vertex
altitude is hv = 60 km, but the cone is truncated where its diameter equals the 800 m of the column that we
described in section 3.2. The electron density is now
ne(r, z) = ne0(z)
a20
a(z)2
max
(
0, 1 − r
2
a(z)2
)
, (3)
wherea(z) is the radius of the full structure at altitude z,a0=400m is the radius of the columnat theupperpart
of the sprite, and ne0 is the same as above. The factor a
2
0∕a
2 ensures that the total electron density integrated
in an horizontal cross section extends smoothly from the column to the “tendrils.”
We introduced a few other changes from the simulation described in section 3.2; to accommodate the larger
sprite, wemoved the lower boundary of the simulation to 40 km and, since this simulation is computationally
more demanding, we increased the electron density by a factor 4 to accelerate the decay time (which scales
roughly as the inverse of the initial electron density). We also removed the hole perturbation that produced
the bead.
The evolution of the sprite is summarized in Figure 4, which repeats the structure of Figure 2. As in the simula-
tion of section 3.2, the sprite column is patterned into bright and dark regions within a fewmilliseconds. Here
we also see that within a short time the current ﬂowing through cross sections of the channel at various alti-
tudes converges to homogeneous values. In this case, however, Figure 4 shows that when the sprite decays,
the electric current settles into an exponential decay. This exponential proﬁle is the key outcome of our sim-
ulation and reproduces the observational proﬁles outlined in Figure 1. However, our simulation reaches this
steady state decay after about 10ms, whereas in the observations of Figure 1 the decay is exponential almost
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Figure 4. Electric relaxation of a sprite. The plots of Figure 2 are repeated here for the case of a sprite with initial
electron density as in Figure 3b. In this setup the current ﬂowing through the channel ultimately screens the applied
ﬁeld, leading to an exponential decay.
from the start. We attribute this diﬀerence to the fact that our initial conﬁguration is neutral and requires
a certain time to transport electrons upward, whereas a real sprite already transports electrons during the
streamer phase.
As in the measured emissions of Figure 1, the decay time constant is independent of the altitude within a
channel. As we mentioned in section 2 this is evidence that the channel decays as a whole. From Figure 4 we
derive now some insights about the underlyingmechanism. The plots show that at all altitudes the luminosity
follows the decay of the electron density, with the electric ﬁeld converging into a constant value. Remarkably,
although the timescale for electron removal depends on the air density, at each altitude the electric ﬁeld
settles at slightly diﬀerent values (close to, but not equal to, the breakdown ﬁeld) to exactly compensate this
dependence. The reason for this is again that the electric current is quickly homogenized along the full length
of the channel; a faster decay of the current in a section of the channel leads to an increase of the local ﬁeld
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there that slows down the decay. In the following section we make this argument concrete with a simple
zero-dimensional model.
4. Discussion
4.1. The Attachment Instability
Let us now discuss in greater detail the origin and dynamics of the bright and dark patterns in a streamer
channel. The key is in the evolution of the electron density which, for short times, is determined only by
ionization
N2 + e
kion,N2−−−−−→N+2 + 2e (4a)
O2 + e
kion,O2−−−−−→O+2 + 2e (4b)
and dissociative attachment to oxygen,
O2 + e
katt,O2−−−−→O + O−. (5)
Above each arrow, we have indicated the reaction rate coeﬃcient for each reaction; note that they depend
on the reduced electric ﬁeld E∕n, where n is the air density. If we neglect transport and all other reactions, the
electron density ne evolves as
dne
dt
= ne[O2]kion,O2 + ne[N2]kion,N2 − ne[O2]katt,O2 = nenkeﬀ, (6)
where the eﬀective ionization rate keﬀ is deﬁned as
keﬀ = xO2kion,O2 + xN2kion,N2 − xO2katt,O2 , (7)
with xN2 = [N2]∕n and xO2 = [O2]∕n being themole fractions of N2 andO2 in air (approximately 0.79 and 0.21,
respectively).
In Figure 5a we plot, for the air density at 70 km, the value of nkeﬀ as function of the reduced electric ﬁeld.
We see that there is a reduced electric ﬁeld around 90 Td that maximizes the rate of eﬀective attachment. For
ﬁelds below this value the eﬀective rate of ionization becomes more negative with an increasing ﬁeld.
Now imagine that a small section of a channel has a smaller electron density than its surroundings (Figure 5b).
Since the electric current tends to be uniform, the depletion of electron density leads to a somewhat
higher ﬁeld. If the reduced electric ﬁeld is below Ea∕n, the electron density is depleted faster inside the
low-conductivity region, further increasing the electric ﬁeld. The ensuing instability is termed attachment
instability and was ﬁrst described by Douglas-Hamilton and Mani [1973, 1974]. It is also the likely origin of
“secondary streamers” [Sigmond, 1984].
Previously, we concluded that the current at any two altitudes within a sprite channel converges within a
few milliseconds. The channel is, thus, a coupled system where the current at a given altitude is determined
globally by the full sprite. This feature allowsus to analyze the attachment instabilitywithin a simpliﬁed, purely
local model.
Start by dividing the channel into slices thin enough to consider them as homogeneous in the vertical direc-
tion. As Figure 2 (top left panel) shows, the electric ﬁeld is uniform in the radial direction inside the channel.
Therefore, we can write the total current ﬂowing through the slice as
I = 2𝜋∫
a
0
dr reune(r) = eu𝜂, (8)
where u = 𝜇E is, as before, the drift velocity of electrons, e is the elementary charge, a is the radius of the
channel and
𝜂 = 2𝜋∫
a
0
drrne(r) (9)
Diﬀerentiating (8) we obtain
1
I
dI
dt
= 1
u
du
dt
+ 1
𝜂
d𝜂
dt
, (10)
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Figure 5. (a) Eﬀective ionization rate of air at about 70 km, as a function of the reduced electric ﬁeld and the drift
velocity. As the text explains, the sign of the time derivative of the electric ﬁeld (indicated here by the black horizontal
arrows) depends on the balance between the eﬀective ionization rate and the logarithmic decay rate of the current,
I−1dI∕dt. If the latter is constant, there are three stationary points, u0 = 0, u1, and u2. (b) In a streamer channel a region
with a depleted electron density acquires an enhanced ﬁeld, boosting its net attachment and thus feeding the
attachment instability.
but (6) and (9) imply
d𝜂
dt
= 𝜂nkeﬀ. (11)
Therefore, we can rewrite (10) as
du
dt
= u
(1
I
dI
dt
− nkeﬀ
)
. (12)
Since u = 𝜇E increases continuously as a function of E, keﬀ can be represented as a function of u instead of E;
this is expressed in the lower axis of Figure 5a.
Equation (12) implies that the time derivative of the drift velocity u and hence of the reduced electric ﬁeld
E∕n depends on the balance between the eﬀective rate of ionization nkeﬀ and the logarithmic decay rate of
the current I−1dI∕dt. Let us assume that as in section 3.4, the current decays exponentially as I = I0 exp(−t∕𝜏),
and thus, I−1dI∕dt = −1∕𝜏 is constant. In that case there are three steady state solutions of (12), as marked
in Figure 5a by u0 = 0, u1, and u2. The middle one u1 is unstable, establishing a separation between the two
basins of convergence for the stable solutions u0 and u2. The presence of this boundary explains the sharp
separation between bright and dark regions that we notice in the observations and in Figure 2; two points in
the channel that start arbitrarily close to u1 but at diﬀerent sides evolve to widely separated values of u (i.e., of
the electric ﬁeld). Figure 5 explains also the commonobservation of glows at the uppermost sections of sprite
channels; the lower air density n at those altitudes implies a higher initial reduced electric ﬁeld E∕n, which,
thus, starts to the right of the unstable point u1. These points then evolve to the bright status of the channel.
4.2. The Role of Electron Detachment
Our model includes only the ionization and associative detachment reactions that can be combined in the
eﬀective ionization rate (7). These reactions are dominant on short timescales but for longer times other reac-
tions may inﬂuence the dynamics of the streamer channel. Luque and Gordillo-Vázquez [2012] and Liu [2012]
recently emphasized the role played by the associative detachment reaction
O− + N2 −→ N2O + e. (13)
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On the other hand, Pancheshnyi [2013] has systematically investigated the eﬀective ionization rate of
oxygen-nitrogen mixtures with a model that includes also the transfer of charge from atomic to molecular
oxygen,
O− + O2 −→ O−2 + O, (14)
and the subsequent detachment from O−2 ,
O−2 +M −→ e + O2 +M, (15)
whereM stands for either O2 or N2. At atmospheric pressure the electron detachment caused by (13) and (15)
is largely prevented by the formation of the more stable ion O−3 in the three-body process
O− + O2 +M −→ O−3 +M, (16)
but at the low pressures where sprites take place this reaction has extremely long timescales and is thus
negligible.
Pancheshnyi [2013] provides ﬁeld-dependent rates for the reactions (13)–(15) obtained from experimental
data. The available measurements are generally performed at conditions somewhat diﬀerent from those that
prevail at sprite altitudes. Experimentswere carried out at room temperature (about 300 K), versus the roughly
200 K in the upper mesosphere, and at pressures not too far below 1 bar. For example the rate of (13) was
measured by Rayment and Moruzzi [1978] at 3 mbar, whereas at an altitude of 75 km the pressure is around
0.03 mbar.
We point out these diﬀerences becausewhenwe included in ourmodel the reactions (13)–(15) with the rates
providedby Pancheshnyi [2013],weobtained results substantially diﬀerent from those thatwehavedescribed
so far.
1. Within the ﬁrst 1 ms to 2 ms the evolution is not yet aﬀected by detachment processes. We observe the
formation of beads and glows in the same manner as described in sections 3.2 and 3.4.
2. However, for electric ﬁelds close to the breakdown threshold and at sprite altitudes the associative detach-
ment reaction (13) acts within a timescale of about 1 ms, so shortly after the beads and glows are formed
the depletion of the electron density that sustains them is eliminated, the electric ﬁeld decays and all light
emissions are extinguished faster than exponentiallywithin atmost 5ms and at a rate that depends strongly
on altitude.
Point 1 gives us conﬁdence that the basic mechanism that we have described is indeed the origin of beads
and glows. However, the behavior described in point 2 is in stark contradictionwith the observations detailed
in section 2. Despite a signiﬁcant exploration of the parameter space of our simulations, we have not found a
satisfactory explanation for this discrepancy. We, nevertheless, oﬀer the following speculative possibilities:
1. There is an additional mechanism not included in our chemistry that stabilizes O− ions before they release
their electrons in associativedetachment. Twoof thepossibilities thatweexploredare ion clusters andmete-
oric dust. On one hand, the typical attachment times of electrons to ion clusters are from some seconds to
tens of seconds [Glukhov et al., 1992]. On the other hand, the concentration of nanometer-scalemeteor dust
is about 103 cm−3 to 104 cm−3 [Asmus et al., 2015], and assuming attachment cross sections on the order of
about 𝜋a2 with a ≈ 1 nm and electron drift velocities around 105 m/s, we obtain attachment times of about
3 × 102 s to 3 × 103 s. We conclude that attachment to both ion clusters and meteoric dust is too slow to
have any signiﬁcant eﬀect in our studies.
2. The rate of charge transfer between O− and O−2 ions (14) is higher due to, e.g., the low temperature of the
mesosphere. In that case detachment proceeds via (15). Being an endothermic reaction in contrast to asso-
ciative detachment (13), which is exothermic, the detachment fromO−2 requires a higher ﬁeld to be relevant.
If we assume a fast conversion between O− and O−2 , we not only recover the decay behavior described in
section 3.4 but the model also predicts that in some cases the decay of a bead or glow will transition from
a characteristic time of a few milliseconds to a much longer one of tens of milliseconds. This transition is
indeed observed in some sprite events, where beads last for up to 100 ms.
3. Associative detachment has third-order kinetics at extremely lowpressures. Reaction (13) proceeds through
an intermediate complex,
O− + N2 −→ (N2O−)∗ −→ N2O + e , (17)
where (N2O−)∗ denotes anexcited, unstable state of theN2O−molecule.When this intermediate state forms,
it has enough energy to dissociate back into O− + N2. This back-dissociation path is prevented if during its
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lifetime (N2O−)∗ sheds part of its initial energy in a collision, which leaves only the forward path (N2O−)∗ −→
N2O + e that is exothermic and therefore always energetically possible. At low pressures it takes longer for
(N2O−)∗ to lose energy collisionally, and thus, the path (N2O−)∗−>O−+N2 may becomemore likely, turning
(13) into a three-body process
O− + N2 +M −→ N2O + e +M, (18)
where the presence ofM is required for the loss of energy of (N2O−)∗. This implies that at low pressure the
rate is lower than what we assumed. A similar mechanism, known as the Lindemann-Hinshelwood mech-
anism, where a reaction behaves as a two-body process at high pressure and a three-body process at low
pressure, is common ingas-phase chemistry [see, e.g.,Atkins etal., 2006]. Note also that the two-bodybehav-
ior of associative detachment has been measured only above 3 mbar, whereas the pressure at 75 km is
roughly 100 times lower.
As we said, we are not satisﬁed with any of these possible mechanisms because they all rely on processes
that are so far unspeciﬁed or that have not beenmeasured. We believe that the process 2 deserves particular
attention, since it is the one that requires the least assumptions and can explain observations that none of the
other models considered in this paper can. However, we remain cautious and defer the solution of this puzzle
to future work.
5. Conclusions
Our observations and models show that the complex patterns within a sprite streamer channel and, in par-
ticular, within the many interacting channels of a sprite body can, nevertheless, be organized by relatively
simple considerations about current transport and nonlinear dynamics. Sprites are, thus, not unlike many
other physical systems, such as reaction-diﬀusion systems and Rayleigh-Bénard convection, where a dynam-
ical instability drives an initially smooth conﬁguration into a sharply deﬁned, intricate pattern. As in these
systems, the chaotic nature of a sprite, prevents us frommaking accurate predictions about its evolution, even
if we perfectly understood the physics of pattern formation in sprites.
There are, however, some perturbations to a sprite’s environment that will predictably inﬂuence its evolution.
For example, as discussed by Luque and Gordillo-Vázquez [2011], a local patch (or layer) of reduced ionization
may lead to a locally enhanced electric ﬁeld and push some area of the channel toward a light-emitting state.
A similar eﬀect may be caused by small changes in the air density as caused, e.g., by gravity waves. These
perturbations may, thus, leave an observable imprint on the spatial patterns of the sprite. If this eﬀect can be
observed and measured, it will enhance the value of sprite observations, as they will serve as remote probes
into the dynamics of the mesosphere.
Appendix A: BreakdownWaves
In section 3.2 we pointed out the presence of oscillations around the breakdown ﬁeld Ek . Although these
oscillations are likely not observable, they forcedus to artiﬁcially increase thediﬀusion in ourmodel toprevent
their wavelength from reaching our resolution limit. In this appendix we provide some more details about
these oscillations, which we name breakdown waves.
In Figure A1 we show these waves, as they appear in the simulations of 3.2 but with a realistic diﬀusion coef-
ﬁcient obtained from BOLSIG+. Although the waves are mostly visible at the lower boundaries of the glow
and bead, smaller amplitude waves propagate upward. We also notice that the waves within the bead have
a smaller wavelength and higher amplitude than those in the glow. At the time selected for this snapshot
the wavelength in the bead has already reached the highest resolution of our simulation, which is 12.5 m;
numerical artifacts are already visible.
We can deduce the most salient properties of breakdown waves with a linear analysis of the advection-
reaction system when the ﬁeld is close to the breakdown threshold. For simplicity, we limit ourselves to
the case of one-dimensional waves only, governed by the following system of equations, where we have
neglected diﬀusion:
𝜕tne = −𝜕z(une) + 𝜈ne, (A1a)
𝜕tn+ = 𝜈ne, (A1b)
𝜕zE =
e
𝜖0
(n+ − ne). (A1c)
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Figure A1. Breakdown oscillations in the lower boundaries of beads and glows. We plot here the electric ﬁeld at
t = 5 ms resulting from a simulation with the same parameters as Figure 2 but where we have used a realistic diﬀusion
rather than the artiﬁcially increased diﬀusion that we used to remove these oscillations. Note that the scale of the
electric ﬁeld is selected to emphasize small variations around the breakdown ﬁeld. The amplitude of the oscillations is
about 10% of this ﬁeld.
Here ne and n+ are, respectively, the electron and positive ion densities, 𝜈(E) = nkeﬀ(|E|) is the eﬀective ion-
ization rate, and u = −𝜇E is the (signed) electron drift velocity. Since 𝜈 vanishes at the breakdown ﬁeld ±Ek ,
equations (A1) have a homogeneous equilibrium for any ne = n+ = n0 and |E| = Ek . Given the geometry of a
positive sprite, where the electric ﬁeld points downward, we take E = −Ek . We look for solutions close to that
equilibrium, E = −Ek + E1, ne = n0 + ne1, n+ = n0 + n+1, where |E1| ≪ Ek , and |ne1|, |n+1| ≪ n0. To ﬁrst order,
(A1) reduces to
𝜕tne1 = −u0𝜕zne1 − n0u′𝜕zE1 + 𝜈′n0E1, (A2a)
𝜕tn+1 = 𝜈′n0E1, (A2b)
𝜕zE1 =
e
𝜖0
(n+1 − ne1), (A2c)
where we have expanded u as u ≈ u(Ek) + u′E1 = u0 + u′E1 and 𝜈 ≈ 𝜈(−Ek) + 𝜈′E1 = 𝜈′E1. In the case of an
electric ﬁeld pointing downward and hence electrons ﬂowing upward, we have u0 > 0, u
′ < 0, 𝜈′ < 0.
We perform now a mode analysis of equations (A2) by assuming
⎛⎜⎜⎝
ne1
n+1
E1
⎞⎟⎟⎠ =
⎛⎜⎜⎝
ñe
ñ+
Ẽ
⎞⎟⎟⎠ e
i(kz−𝜔t). (A3)
This transforms (A2) into the matrix equation
⎛⎜⎜⎝
−iu0k + i𝜔 0 𝜈′n0 − in0u′k
0 i𝜔 𝜈′n0
−e∕𝜖0 e∕𝜖0 −ik
⎞⎟⎟⎠
⎛⎜⎜⎝
ñe
ñ+
Ẽ
⎞⎟⎟⎠ = 0. (A4)
For nontrivial solutions to exist, the determinant of thematrix in (A4)must be 0, which is possible only if either
k = 0 or
k = 𝜔
u0
+
en0
𝜖0
u0𝜈
′ − iu′𝜔
𝜔u0
. (A5)
Assume now that a wave of angular frequency 𝜔 is generated within the glow and propagates downward.
Writing k = k0 + i𝛾 with k0, 𝛾 reals, we ﬁnd
k0 =
𝜔
u0
+
en0𝜈
′
𝜖0𝜔
= 𝜔
u0
−
en0|𝜈′|
𝜖0𝜔
, (A6)
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𝛾 = −
en0u
′
𝜖0u0
=
en0|u′|
𝜖0u0
. (A7)
According to (A3), the imaginary part of the wave number k = k0 + i𝛾 introduces a dependence e−𝛾z in the
amplitude. Therefore, since 𝛾 > 0,wavesgrow, as theypropagatedownward; this canbeobserved in FigureA1.
Note, however, that this growth does not continue indeﬁnitely, as it is limited by the extent of the glow. On the
other hand, equation (A6) shows that a negative k0 becomes ever more negative with increasing equilibrium
electron density n0. Thismeans that thewavelength of a downward propagatingwave decreases, as thewave
approaches the boundary of the glow. This feature, also apparent in Figure A1, is the reason that we had to
add an artiﬁcial diﬀusion to our simulations.
We have so far neglected diﬀusion in order to obtain a simple dispersion relation (A5). However, as wave-
lengths decrease, diﬀusion becomes stronger. The characteristic time of diﬀusive decay of a wave with
wavenumber k0 is 𝜏D = 1∕Dk20, where D is the diﬀusion coeﬃcient. From our simulation we estimate that
the oscillations have angular frequencies around 𝜔 ≈ 104 s−1. Using this number and the maximum electron
density outside the bead and glow, which is around n0 ≈ 1010 m−3, we see from (A6) that the wave number
of a downward wave would eventually reach k0 ≈ −3 m−1. The diﬀusion coeﬃcient close to Ek and at 71 km
aboveground is about D = 104 m2 s−1, so the decay time of these shortest waves is around 𝜏D ≈ 80μs, which
implies that the waves quickly decay, as they approach the ionized volume outside the glow.
Appendix B: Circuit Analogy
A key element in our description of sprites is that the current ﬂowing through separate points in a channel
converges to the same value within a fewmilliseconds. In this appendix we carry this approximation forward
and assume that the current is at all times uniform along the channel. Under this assumption we canmodel a
sprite with standard circuit elements.
Figure B1 sketches how a sprite can be viewed as a circuit. First, we reduce the full sprite to a channel that
transports current between the ionosphere and a lower region, where the positive charge accumulates. As in
section 4.1, we divide the sprite channel into slices thin enough to neglect vertical changes in their properties;
the current that passes through each slice is in that case expressed by (8). Noting that the electric ﬁeld in slice
i can be expressed as Ei = Vi∕𝓁, where Vi is the voltage drop across the slice and 𝓁 its thickness, we see that
(8) is also the equation of a resistor I = Vi∕Ri where
Ri =
𝓁
e𝜇𝜂i
. (B1)
In general, 𝜇 depends on the local electric ﬁeld, so equation (B1) deﬁnes a nonlinear resistor. However, as the
aim of this appendix is only to provide an intuitive description, wewill henceforth assume a constantmobility
and therefore model each slice of the channel as a linear resistor. In that case (11) implies
Figure B1. (a) A sprite relaxes, as charge is transported downward within its channels and accumulates in its lower
portion, screening the external ﬁeld. (b) This process can be modeled as a channel of ﬁnite conductivity connecting two
plates that are initially charged to create an external ﬁeld EB . (c) The channel can be viewed as a series of resistor,
whereas the two plates are mimicked by a capacitor.
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Figure B2. Simulation of the circuit in Figure B1c. The black lines (left scale) represent the evolution of the voltage drop
across the circuit’s 20 resistors, each representing a 1 km section of the channel (labels refer to the top altitude in each
of these sections). We see that whereas the uppermost nine resistors settle at a steady value, all the rest decay
exponentially with a shared time constant, set by the circuit as a whole. The thick black line corresponds to the total
voltage drop in the full chain of resistors; although initially, it decays about a factor 2. It then settles at a ﬁnite value. As
discussed in the text, this indicates that the total resistance R =
∑
Ri increases faster than the discharge time of the
capacitor, which therefore remains partially charged. The red line shows the total current in the circuit (right scale),
which for long enough times decays at the same rate as the voltages Vi in the decaying resistors.
dRi
dt
= −Rinkeﬀ. (B2)
As wementioned in section 3.4, the decay of a sprite is analogous to the discharge of a capacitor. The external
electric ﬁeld EB in that case represents an initially charged state of the capacitor, with a voltage drop V = EBL,
where L is the total altitude span of the sprite. As current ﬂows through the sprite, the capacitor discharges
following
dV
dt
= − I
C
, (B3)
where C represents a total capacity of the sprite. We obtain a rough estimate of a typical value for C from the
expression for a parallel-plates capacitor,
C =
𝜖0S
L
, (B4)
where S is the horizontal extension of the sprite. Using L ≈ 40 km, S = 𝜋R2 with R ≈ 10 km, we ﬁnd that a
typical capacity is on the order of 10−7 F.
We used equations (B2) and (B3) to simulate the circuit sketched in Figure B1c. Dividing the range between
60 km and 80 km in 20 slices of 1 km, we considered each slice as a resistor with initial resistance cal-
culated from (B1) using the electron initial densities of our simulation described in section 3.2 and 𝜇n =
1024 m−1 s−1V−1. These resistors are coupled with a capacitor with C = 10−7 F that is initially charged to
produce a voltage V = EBL across the full line of resistors, where EB = 72.38 V/m and L = 20 km.
Figure B2 shows the outcome of this circuit model. This is admittedly a crude model for a sprite, but we see
the qualitative features thatwe reported in section 2; within a fewmilliseconds someof the resistors converge
to a state of stationary high voltage, whereas the voltage drop across all other resistors decays exponentially.
This exponential decay, with the same time constant, is also visible in the plot of the electric current. In the
circuit the nine uppermost resistors go into the high-ﬁeld state, predicting a 9 km glow in themodeled sprite
column. This is close to the extent of the glow in the more complete simulation represented in Figure 4.
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Note that owing to the time dependence of the resistances, this circuit model does not behave as a standard
resistor-capacitor (RC) circuit, which discharges with a time constant 𝜏RC = RC. In our case the resistances
increase at a faster rate, preventing the full discharge of the capacitor. The physical analogywith a sprite is that
free electrons are removed from thehigh-ﬁeld regions faster than the charges displacedby the sprite return to
the ionosphere. Consequently, after the decay has run its course some charge and hence electrostatic energy
remains in the mesosphere; this energy is then available to subsequent discharges.
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