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ABSTRACT 
Technological and methodological advances of the past few decades have provided hy-
drologists with advanced and increasingly complex hydrological models. These models improve 
our ability to simulate hydrological systems, but they also require a lot of detailed input data and, 
therefore, have a limited applicability in locations with poor data availability. From a case study 
of Big Creek watershed, a 186.4 km
2
 urbanizing watershed in Atlanta, GA, for which continuous 
flow data are available since 1960, this project investigates the relationship between model com-
plexity, data availability and predictive performance in order to provide reliability factors for the 
use of reduced complexity models in areas with limited data availability, such as small ungaged 
watersheds in similar environments.  My hope is to identify ways to increase model efficiency 
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Methodological and technological progress of the past two decades strongly facilitated 
observational and computational abilities of hydrological models (Sivakumar 2004; McDonnell 
et al. 2007; Wood et al. 2011). Remote sensing (RS) imagery of a higher resolution, advanced 
geographical informational tools (e.g., ARC Hydro tool in GIS) and more powerful computers 
have provided more accurate data collection, more efficient data processing, and better data 
sharing that overall facilitate a greater ability to imitate the real world and to model complete 
pathways of hydrological systems than was previously possible (Vieux 2004; Chen et al. 2007; 
McDonnell et al. 2007).  Commonly-employed hydrological models such as TOPMODEL (Be-
ven and Kirkby 1979) and the Soil Water Assessment Tool (SWAT) (Arnold et al.1998) use 
straightforward RS and GIS tools to translate historical satellite images into a land cover time 
series and to produce hydrological variables with a sense of realism in the land cover change.  
While these developments are indeed encouraging, recent studies demonstrate that there 
are certain challenges related to hydrologic distributed models. For instance, Weiler and 
McDonnell (2007) argue that the current generation of detailed models produce results that may 
be in contradiction with known hydrological laws, such as Darcy or Richards equations. Siva-
kumar (2008) claims that comprehensive models require enormous amounts of data, which are 
often not available in data poor environments (e.g. Africa, south-east Asia). In McDonnell et al. 
(2007) it is hypothesized that landscape change over time due to climate change further exacer-
bates the rate of model error and is related to the uncertainty of the input parameters. All these 
remarks reveal interesting difficulties facing the current generation of sophisticated hydrological 
models and underscore the question raised by many hydrologists since the 1990s (Jakeman and 
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Hornberger 1993; Grayson and Blöschl 2001; Sivapalan et al. 2003; McDonnell et al. 2007), 
which is: How much complexity is warranted in a hydrological model so that it does not require 
enormous amounts of generally unavailable data and is still realistic and useful in conditions of 
changing landscape and climate?  In this study the term ―model complexity‖ indicates the de-
gree of detailed real-world representation of simulated hydrologic processes and therefore, of 
the modeling input parameters. A complex model has more parameters in the input data set 
and/or has data of a higher density (resolution). To answer the question stated above, one should 
first critically examine the existing modeling practices and the model complexity associated 
with each type of model.  
1.1 Lumped vs. Distributed Models  
Most hydrologic models that are used by industry and science nowadays (Soil and Water 
Assessment Tool (SWAT), Hydrologic Simulation Program Fortran  (HSPF),  Loading Simula-
tion Program in C++ ( LSPC)) are based on the conceptual mathematical or physical equations 
that relate processes and phases of the hydrological cycle. These models belong to the group of 
the deterministic models (Fig. 1.1). 
 
Figure 1.1 Classification of deterministic models according to distributed versus lumped treatment 













There is a well-known hydrologic tradeoff between simple lumped models that do not 
describe watershed characteristics in detail, and more complex distributed conceptual models 
that have a stronger theoretical foundation and require the input of detailed data sets (Jakeman 
and Hornberger 1993; Grayson and Blöschl 2001; Tague and Pohl-Costello 2008).  Lumped 
models suggest that spatial variability of the watershed characteristics and hydrological 
processes are not significant enough to warrant explicit inclusion in the model and therefore 
imply that average values of the watershed elements are uniformly distributed throughout the 
watershed and provide sufficient precision (Vieux 2004). Simulation of the water budget is 
linked to the topographical, geological, and meteorological characteristics through the lumped 
coefficients.  For example, the Soil Conservation Service (SCS) method uses Curve Numbers 
(CN) that quantitatively describe soil and land cover classes and link runoff with land use cha-
racteristics (Weng 2001; Zhan and Huang 2004). Hence, the model‘s accuracy depends directly 
on how well the available data reflects the field conditions, and how close the lumped values 
(i.e., CN‘s) are to the average values of the watershed characteristics. However, lumped models 
calculate the water balance by the equation of continuity that does not account for the within-
watershed interactions between important hydrological controls of runoff generation; such as 
topography, antecedent moisture, and vegetation within the spatially heterogeneous watersheds 
(Beven 2000; Tague and Pohl-Costello 2008). Despite these limitations, the coefficient-based 
approach is attractive to the users because of its simplicity and flexibility. A wide range of 
lumped models such as TR-55, HecHMS (U.S. Army Corp of Engineers 2006), L-THIA (Bha-
duri et al. 2000) are used in both science and industry to assess water resources in small water-
sheds, analyze water balances, and fill in historically missing data. Lumped hydrological mod-
els have become particularly popular during the last decade by being integrated with geographi-
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cal informational systems and remote sensing that reduce the processing time for calculation of 
the hydrologic variables; such as surface runoff, from days, if not weeks, to hours (Mendoza et 
al. 2002; Zhan and Huang 2004). The ArcCN Runoff tool, an extension of the ESRI ArcGIS 
software, finds curve numbers based on the land use input file and automatically calculates the 
runoff or infiltration for any storm event (Zhan and Huang 2004). This approach is conceptually 
simple (e.g., the percentage of the rainfall contributing to the runoff is solely a function of the 
land-use type), easy to use, available for free on the web, and does not require a sophisticated 
understanding of hydrological processes, all of which make it an attractive tool for watershed 
managers and planners. Overall, the fact that lumped models such as L-THIA (Bhaduri et al. 
2000) and hydrologic tools as ARC-Hydro (Maidment 2002) and CN Runoff (Zhan and Huang 
2004) are broadly promoted by such agencies as Environmental Protection Agency (USEPA), 
the U.S. Geological Survey (USGS) and the U.S. Army Corp of Engineers (USACE), means 
that they will continue to be in use. 
On the other hand, there are distributed hydrological models that take into account the 
spatial variability of the watershed characteristics, hydrologic variables, and boundary condi-
tions (Grayson and Blöschl 2001; Vieux 2004) and, therefore, are considered more complex 
than lumped models. These typically subdivide the watershed into a series of hydrologically-
similar zones, termed Hydrological Response Units (HRUs) (Blöschl et al. 1995). HRUs, simi-
lar to watersheds in the lumped models, are homogeneous subareas of the watershed with an 
individual hydrologic response based on combinations of the watershed characteristics; such as 
soil type, land cover, and topography. Given the uniqueness of the HRUs characteristics, a sepa-
rate set of parameters is assigned to each unit and a water balance is calculated. The runoff in 
each HRU is then routed one to another based on the HRUs slope, and the total hydrologic yield 
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is presented in the output.  Due to the spatial variability of the parameters, the hydrologic 
processes in the distributed models also vary according to the land use, climate and other drivers 
that, overall, results in a greater ability to mimic hydrologic systems and to monitor the effects 
of the watershed characteristics changing in space and time. Models that are topographically-
based, e.g. TOPOG and TOPMODEL (Beven 2000), simulate spatially variable hydrological 
processes in water balance: storage and transport of water at the surface and subsurface level of 
the watershed. Limitations of the distributed models include both the need for large and detailed 
data that may not be fully available in data poor regions (Sivakumar 2008), and sophisticated 
skills and tools required to run the models (Abbott and Refsgaard 1996; Bertrand-Krajewski et 
al. 2000). For example, the new version of the European Hydrological System model (SHE) in-
volves substantial input requirements and computational processes that limit application on ma-
chines other than mainframe computers. 
In order to overcome difficulties faced with both types of the models, researchers com-
bine lumped model parameters with the distributed computational principles. As a result, there 
are semi-distributed models (e.g. Hydrological Model Application System (Hughes and Sami 
1994)) that require lumped input data (such as the consideration of only one precipitation gage 
in a watershed), and treat rainfall-runoff processes in a distributed way (according to the HRUs 
distinct characteristics) (Beven 2000; Vieux 2004).  Solomatine and Wagener (2011) suggested 
that the hydrological processes related to surface water are more complex than those for subsur-
face water, and therefore semi-distributed models may be better suited for groundwater simula-
tions.  It is also unclear whether lumped input parameters of the semi-distributed models pro-
vide enough heterogeneity for the hydrologic variables at the catchment scale (small, medium, 
large).   
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Another way to overcome the problem of over-parameterization of the distributed hy-
drologic models is to explore what input data and at what resolution can predict runoff with the 
least error. In order to identify the minimum quantitative and qualitative requirements for the 
input data, the basic relation between the complexity, data availability, and performance of the 
distributed models has to be explored. The term ―data availability‖ is used in this study to imply 
both quality and quantity of the available data. Thus, having an incomplete dataset or data of 
lower resolution is equivalent to limited data availability, whereas having data of the full pattern 
implies ‗‗large‘‘ availability of the data.  
1.2 On the discussion of model complexity 
“Something is better than nothing,  
but nothing is better than nonsense”  
Sivakumar, 2008 
 
One conceptual relationship between model complexity, data availability and predictive 
performance is illustrated in Figure 1.2. It reveals that model performance, in general, increases 
with data availability and that complex models require large amounts of data (Grayson and 
Blöschl 2001); as well as demonstrates that for limited data availability the models with mod-
erate complexity may perform better than very complex models. The reason for this is that the 
uncertainty of model predictions (the opposite of the predictive performance axis in Figure 1.2) 
consists of two terms: (1) the parameter uncertainty which increases with model complexity be-
cause of an increasing number of parameters; and (2) the model structure uncertainty which de-
creases with model complexity. Therefore, for a model of given complexity (dotted line) an in-
creasing data availability (bold line) leads to a better model performance up to a certain point, 
where more data would not improve the accuracy of prediction. Therefore, every model has its 
maximum performance and adding more input data or increasing spatial density of the input pa-
rameters, does not necessarily improve the accuracy of prediction (Grayson and Blöschl 2001; 
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Fisher and Tate 2006). For example, Watson et al (1998) demonstrated that use of Digital Ele-
vation Models (DEMs) of 
coarser resolution does not 
necessarily degrade the model-
ing accuracy at scales of small 
catchments. Hypothetically the 
relation between the accuracy 
of model performance and the 
resolution of available data, as 
addressed in this study, can be 
illustrated by Figure 1.3.  The 
model uncertainty is decreasing with the increase in data density up to point of optimal data 
density, which is the minimum data that is required for a defined accuracy of model perfor-
mance. Collection of data at the point of optimal density, as opposed to data of  higher densities, 
may help to efficiently allocate the data resources and to apply the model in data poor regions of 








Figure 1.2 Schematic diagram of the relationship between model 
complexity, data availability and predictive performance (from 
Grayson and Blöschl, 2000) 
Figure 1.3 Hypothetical relationship between density of the input data and uncertainty of the 
output data (from Zajac, 2010) 
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1.3 Problem statement 
Regardless of technological advances and our better ability to mimic the real world, as 
discussed in Chapter 1.1, the major difficulties that hydrological modelers face nowadays are 
related to applying distributed models to ungaged watersheds. The problem is analogous to an 
ancient Indian legend, where people were trying to reproduce an image of the entire elephant by 
approaching it from different sides (Saxe 1963; Sivapalan et al.2003). They could not create a 
true representation of the elephant with incomplete data that was available from different pers-
pectives (Figure 1.4).  
 
Figure 1.4 Uncertain representation of the elephant due to incomplete data available from different perspectives is 
analogous to incomplete/inadequate input data from ungaged watersheds (modified from Sivapalan et al. 2003) 
 
The problem of the elephant representation is analogous to the ungaged watersheds where 
incomplete climatic, geologic, topographic records preclude hydrologic modeling at the re-
quired spatial and temporal scales (Sivapalan  et al. 2003). If input variables do not provide the 
level of detail required by the model, the data density decreases and according to the hypotheti-
cal relation between data density and model predictive uncertainty (illustrated in Figure 1.3), the 
model predictive uncertainty increases. Thus, analogous to the elephant‘s representation, distri-
buted hydrological models demand multiple input variables and in conditions of limited data 
availability (ungaged watersheds), a true representation of reality is possible only if the point of 
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optimal data density is reached (Figure 1.3). One could argue that incomplete/inadequate 
records in ungaged watersheds could be managed by transferring data from a similar gaged en-
vironment, or by extrapolating the available data. However, due to spatial and temporal variabil-
ity of topographic, geologic and climatic properties of the watersheds, these traditional methods 
face significant uncertainties (Sivapalan 2003). Metaphorically speaking, the assumption that 
the elephant of interest can be represented by an elephant from a similar environment implies 
uncertainties related to the uniqueness of each of the elephants. Therefore, when reproducing an 
image of the entire elephant (hydrologic modeling of a watershed) by approaching it from dif-
ferent sides (ungaged conditions), one would find the best perspective (model complexity) from 
where the most important elements are available (data of the optimal density), instead of focus-
ing on data transfer or data extrapolation.  Hence,  accurate modeling in ungaged watersheds 
demands a careful analysis of how much complexity is warranted in a distributed model so that 
it does not require enormous amounts of (often unavailable) data, while still remaining realistic 
and useful for both current conditions and for future landscape and climatic changes. The ques-
tion remaining to be answered is how to simplify distributed models so that they are still com-
plex enough to explain the spatial variability of the environment and provide users with accurate 
hydrologic predictions, but not overly complex in terms of the number and resolution of the in-
put data usually available in ungaged conditions.  
Despite the fact that uncertainty of hydrologic predictions in ungaged watersheds is a ma-
jor concern in contemporary hydrological modeling (Sivakumar 2004), little work has been 
done to determine the optimal data density of distributed hydrological models without sacrific-
ing significant model accuracy in the data poor environments. Former studies have mostly con-
sidered the uncertainty of each input parameter on their own and have, overall, insufficiently 
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examined the combined effects of several variables with decreased density within distributed 
models (Fisher and Tate, 2006).  
1.4 Goal and objectives of the study 
The goal of this study is to apply a distributed hydrological model to a small urbanizing 
watershed in the Atlanta metropolitan area where all model input data are available and to per-
form sensitivity analysis of the model‘s performance to the changing spatial scale of input pa-
rameters for a period of 10 years (1998-2007), in order to determine a minimum resolution re-
quired to reasonably match the simulated and the observed runoff. 
Specific objectives are: 
 To apply a distributed model (Loading Simulation Program in C++) that explicitly 
considers spatial variability of the topographical, meteorological, land use, and soils 
characteristics of an urbanizing watershed in order to better understand the contribu-
tion of the surface and subsurface flows to the water balance in the Big Creek wa-
tershed, Atlanta, Georgia (GA);  
 To evaluate the effects of simplifying or eliminating the potentially influential input 
variables (land use coverage, watershed segmentation, soils coverage, meteorological 
data resolution, and complexity of the stream reach characteristics) on the predictive 
accuracy of the LSPC model;  
 To determine what kind of rescaling/reduction of input variables most successfully 
predicts runoff with the least error. 
Based on the objectives, the research question is stated as follows: How can a distributed 
hydrologic model make use of the readily available meteorological and topographic data to si-
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mulate spatially distributed hydrological variables for the purpose of management of water re-
sources in small urbanizing watersheds in environments similar to Atlanta?  
The null hypothesis to be tested is that the model efficiency can be achieved by applying 
input spatial data of the reduced resolution without sacrificing significant model reliability.   
2 LOADING SIMULATION PROGRAM C++ (LSPC) 
2.1 Overview 
Loading Simulation Program in C++ (LSPC) is a complex watershed model that estimates 
changes in hydrology, sediment transport, and general water quality based on rainfall-runoff 
simulation algorithms of the Hydrologic Simulation Program FORTRAN (HSPF) model (Bick-
nell et al. 1997). In order to improve the LSPC´s efficiency and flexibility, the original HSPF 
algorithms were implemented in the C++ programming language, incorporated with geographi-
cal information systems, enhanced with the data storage capacity, provided with a post 
processing analysis tool, and integrated in a user-friendly interface (USEPA and Tetra Tech, 
Inc. 2007). The LSPC combines simulation algorithms analogous to the ones in the HSPF mod-
el, technologically advanced management features, and highly adaptable user‘s design that 
overall  ranks the model as one  of ―the most advanced hydrologic and watershed loading model 
tools available‖ (USEPA and Tetra Tech, Inc. 2007).  Since this research is focused on a hydro-
logic mass balance simulation, the water quality components of the LSPC will be omitted, al-
though the ability to model biogeochemical and ecological responses provides a great possibili-
ty for further studies of using LSPC for the evaluation of environmental management practices.   
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LSPC modeling processes have been applied to a number of catchments worldwide to ex-
amine the effects of spatial variability of land-use change (Mishra et al. 2007), rainfall (Ryu 
2009), and climate change on streamflow and reservoir storage (Göncü and Albek 2009). These 
studies acknowledged the benefits of the LSPC simulating algorithms to be:  
1) a cell-based representation of the land use segments and drainage channels;  
2) ability to compute long-term streamflow hydrographs for the large watersheds, while 
maintaining a high level of detail (e.g. outputs of 1 minute to 1 day time scale);  
3) ability to dynamically simulate flow for pervious and impervious land and water bodies 
of varying network orders.  
However, no study has been performed dealing with streamflow simulations in the LSPC 
model where landscape and climate data are varying in spatial resolution (Ryu 2009). In order 
to explore how the input data density affects the simulated streamflow, a brief overview of the 
hydrologic portion of the LSPC model is provided below; a complete discussion of the LSPC 
parameters and processes may be found in the HSPF User's Manual (Bicknell et al. 1997).  
2.2 Input requirements 
The hydrologic components of the LSPC are based on the rainfall-runoff processes de-
veloped for the Stanford Watershed Model (Crawford and Linsley 1966). However, unlike other 
―pioneering‖ watershed models of that time that do not account for spatial variations of input 
parameters, the LSPC model considers the heterogeneity of rainfall and basin characteristics by 
dividing the watershed into a set of subbasins (Bicknell et al., 1997) and assigning water flows 
into a modular format (Chen et al. 2007; US EPA and Tetra Tech, Inc. 2007; Göncü and Albek 
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2009). Due to detailed spatial and temporal representation of hydrologic variables by LSPC, the 
demand for complete and continuous input data is substantial (e.g., continuous meterological 
files). The input data required by the LSPC are illustrated in Figure 2.1 and can be grouped in 
two categories (Göncü and Albek 2009):  
(1) physical data (basin topography, stream reach dimensions, soils, land use), and  









Given the focus of this research on the sensitivity of the model to variations in scaling of 
input parameters available in ungaged environments, the following model input parameters are 
considered: (1) subbasin delineation; (2) meteorological records (precipitation, air temperature); 
(3) land use characteristics; (4) soils; and (5) stream channel cross-section geometry. A detailed 
discussion of these parameters from both physical and meteorological categories is further ela-
borated upon in Chapter 3 – Methods. The physical background of the simulated hydrologic 
components and their dependence on the input data is given more attention in the overview of 
the modeling approach (below).  Numerical background of the parameters and processes in-
Figure 2.1 LSPC setup requirements for runoff simulation (from Aqua Terra Consultance, 2005) 
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volved in the modeling may be found in more detail in the HSPF User's Manual (Bicknell et al. 
1997). 
2.3 LSPC Modeling Approach 
The watershed of study is first spatially divided into a set of subbasins based on the topo-
graphy, hydrography and availability of the gage stations (Figure 2.1), so that each subbasin 
represents the drainage area that contributes to a given reach (Figure 2.2). In order to account 
for spatial variability of natural watershed characteristics (topography, land use, and soil proper-
ties) each subbasin is refined into a series of hydrological response units (HRUs), which are the 
areas of homogeneous topography (elevation, slope), land use and soil characteristics, as dis-
cussed in Chapter 1.1. The hydraulic behavior is calculated in each HRU to generate subbasin 
and then watershed response. The calculation is done according to the water balance equation: 
                
where: R is runoff (mm), P is precipitation (mm), ET is evapotranspiration (mm), IG is inactive 
groundwater(mm), and S is the change in soil water storage (mm).   
After the hydrologic balance is simulated in each HRU, the water is transported via a 
reach network in order to generate a watershed response at the outlet of each subbasin. The hy-
drologic simulation has a modular structure (Mishra et al. 2007) with three major components: 
1) PERLND - for modeling watershed processes on the pervious land areas; 2) IMPLND - for 
simulating hydrology on the impervious land areas; and 3) RCHRES - for estimating processes 
in the streams. The hydrologic budget of each HRU is simulated simultaneously in two mod-
ules: pervious (PWATER) and impervious (IWATER) components of the land surface and the 
soil columns. Each module includes a series of hydrologic processes (evaporation, transpiration, 
inflow, and outflow) and storage zones (vegetative, surface, shallow subsurface, and deep sub-
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surface). Due to the more complex hydrologic nature of the pervious cover, the hydrologic be-
havior of PWATER is governed by a larger number of hydrologic processes and parameters 
than IWATER .The major processes and storages of the PWATER modeling components are 
schematically demonstrated in the Figure 2.3, and are summarized in the Table 2.1.  
 









 Figure 2.3 Schematic of water budget of the pervious land component (PWATER) 
according to the LSPC (from USEPA, 2007) 
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Precipitation, supplied to the upper-zone soil layer, first is subjected to interception 
(CEPSC). The rate of the vegetation-retained rainfall depends on the type of the vegetation 
present on a parcel of land and is provided by the user. After a portion of the incoming precipi-
tation is intercepted, the water infiltration parameter (INFILT) gives the distribution of the re-
maining water. The water may infiltrate into the lower storage zone (LZSN), may be directed to 
the upper zone storage (UZSN), or distributed among the active groundwater storage 
(AGWRS), and inactive groundwater storage (DEEPFR). It may also remain in the surface de-
tention storage as overland flow or runoff, or be routed to an interflow. Interflow pathways are 
activated when both the groundwater storage is saturated and the rate of precipitation equals the 
rate of infiltration. Water from the interflow storage is released to the stream using interflow 
recession constants (IRCs). The water from surface detention storage becomes overland flow 
when all the subsurface storages (LZETP, UZSN, AGWETP and DEEPFR) are saturated and/or 
when the rainfall rate exceeds the infiltration capacity of the soils. Slope (SLSUR), length 
(LSUR), and roughness (NSUR) of the overland flow paths determine the amount of the over-
land flow directed to the stream. Stored water in the upper-zone (UZSN) is first subjected to 
evapotranspiration and then is transported to the deeper subsurface through a delayed infiltra-
tion process. Water that was directed to the deeper ground is distributed among the lower-zone 
storage (LZSN), inactive groundwater storage, and active groundwater storage (AGWS). Water 
from the lower zone becomes subject to evapotranspiration (LZETP). Water is further allocated 
to the inactive groundwater storage based on the DEEPFR parameter and is lost from the simu-
lated basin. The active ground water storage receives the infiltrated water from the UZSN or 
from the surface storage.  Water in the active ground zone is either evaporated through the 
AGWETP parameter and/or transported to the stream through the active groundwater recession 
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constant AGWRC. Finally, the base flow is subjected to evapotranspiration (BASETP) prior to 
entering the stream channel.  
The component that calculates the water budget of the impervious land segment 
(IMPLND) is the module IWATER. Similar to PWATER, the IWATER module has storage 
parameters (impervious surface and rooftop) and processes (evaporation and runoff) of the wa-
ter cycle, which are assigned to each impervious HRU. However since there is no infiltration, 
which means the subsurface processes do not exist in this module, IWATER is less sophisti-
cated than the PWATER module. The routing principles of the IWATER module are similar to 
the ones described in the PERLND module: rainfall is first intercepted by the impervious sur-
faces that are elevated above the land level (building tops, urban vegetation) through the imper-
vious retention storage – RETS. This water is lost to the atmosphere through evaporation. The 
remaining water is directed into the surface-detention storage (SURS) and then is transported to 
the stream reach as a surface runoff. The overland flow is controlled by the length (LSUR), 
slope (SLSUR), and roughness (NSUR) of the overland flow path. 
Overall, the hydrologic balance in LSPC is governed by storage and transport of precipi-
tation along the overland flow, interflow and ground flow paths in PWATER, and the overland 
flow – in IWATER component. Given that water balance is simulated based on the HRUs re-
sponse, the variables of the water budget are sensitive to spatial resolution of the input parame-
ters (e.g. the ones that are more related to characteristics of the soils and land cover, etc). A 
summary of hydrologic variables that are used in the simulation of streamflow for pervious and 




Table 2.1 Hydrologic parameters used in the simulation of streamflow for pervious and impervious land cover 
components; (modified from Tetra Tech, 2010)  
[ET - evapotranspiration; PET - potential evapotranspiration] 
 
Parameter Description Unit 
AGWETP 
Active groundwater ET. Represents the fraction of stored ground water that is 
subject to direct evaporation and transpiration by plants whose roots extend 
below the active groundwater table. Accounts for the fraction of available 
PET that can be met from active groundwater storage. 
none 
AGWRC 
Active groundwater recession rate. Represents the ratio of current groundwa-




Base flow ET. ET by riparian vegetation from active ground water entering 
the stream channel. Represents the fraction of PET that is fulfilled only as 
groundwater discharge is present. 
none 
CEPSC 
Interception storage capacity of vegetation. Is related to type of vegetation 
present on a parcel of land. 
inches 
DEEPFR 
Fraction of infiltrating water that is lost to deep aquifers. Represents the frac-
tion of ground water that becomes inactive ground water and does not dis-













Index to mean soil infiltration rate. INFILT governs the overall division of 
available moisture between surface and subsurface flow paths. High values of 
INFILT divert more water to the subsurface flow paths. Is a function of soil 




Interflow coefficient that governs the amount of water that enters the ground 
from surface detention storage. Is related to soils, topography and land use. 
none 
IRC 
Interflow retention coefficient. Rate at which interflow is discharged from the 




Groundwater recession flow parameter; describes nonlinear groundwater re-
cession rate. Varies with season and groundwater levels. 
1 per 
inch 
LSUR Length of the overland flow plane. Is related to the size of HRU. feet 
LZETP 
Lower-zone evapotranspiration ET. Percentage of moisture in lower-zone 
storage that is subject to ET. Is related to vegetation type and root depth. 
none 
LZSN 
Lower-zone nominal storage. Defines the storage capacity of the lower-




Surface roughness (Manning‘s n) of the overland flow plane. Is related to sur-
face soil conditions. 
none 
RETS 








Upper-zone normal storage. Defines the storage capacity of the upper-




From the hydraulic point of view, LSPC is a relatively simple water routing model, go-
verning overland and channel flow by the kinematic wave form of  St. Venant equations. These 
equations represent simplified forms of the continuity and momentum equation, with the as-
sumption of one dimensional uniform flow.  






       
                                               
where Q is the discharge per unit width of channel (m
3
/s), A is the cross-sectional area (m
2
), q is 
the lateral inflow per unit length (m
3
/s per m), x is the space coordinate (m), and t is the time (s) 
(Singh 1996).  










            
Where, y is mean depth (m), v is x-component of mean velocity (m/s),  i is average bot-
tom slope (m/m), j is friction slope defined by the Manning equation (US Army Corp of Engin-
ners 1993).  
The overland and channel flows are routed according to equations 2 and 3 separately and 
then are combined, in order to preserve continuity of the system. The kinematic approach as-
sumes that the dynamic portion in the momentum equation is neglected and the bed slope of the 
channel is equal to the friction slope:  
        
 Under these conditions there is no significant backwater effect and so the discharge can be de-
fined as a function of the depth of flow alone rather than the difference between bottom slope 
and friction slope. The discharge per unit length is therefore calculated as: 
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where q is discharge per unit length (cfs), y is flow depth (m), a and b - are kinematic waver 
routing parameters related to the channel cross-section shape and flow. Additionally, both over-
land and channel flow are simplified by assigning homogeneous properties to the surfaces and 
reaches (for example, unique roughness parameter for a reach).   
It is assumed that the overland flow is distributed over the area of each subbasin at a shal-
low depth until it reaches the stream reach and hence, overland portion of the flow is calculated 






   
 
        
where: Q is discharge (m
s/s), n is Manning‘s coefficient of roughness, k is a conversion constant 
equal to 1.486 for U.S. customary units or 1.0 for SI units, R is hydraulic radius (m), S is the 
slope of the water surface (m/m), A is the cross-section area (m
2
). Assuming a very shallow 
flow that has depth y0, the hydraulic radius (R ) and the area (A) are (y0 * 1)/1 and y0 * 1 respec-
tively. Substituting the R and A values in equation 6, defines the original Manning‘s equation as 




   
 
   
 
       
where: Q is discharge (m
s/s), n is Manning‘s coefficient of roughness, k is a conversion constant 
equal to 1.486 for U.S. customary units or 1.0 for SI units, y0 is depth of a shallow flow (m), S 
is the slope of the water surface (m/m).  
The mechanics for overland flow from both pervious (PWATER) and impervious 
(IWATER) model components is governed by equation 7; but slope, and surface roughness dif-
fer between land use types. Thus, percent of imperviousness of the land types is an important 
factor for overland portion of the model. Impervious land uses are treated by LSPC as hydrolog-
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ically effective areas and drain directly to the stream; pervious land use components are hydro-
logically ineffective and drain into pervious land types. For example, if rain falls on the imper-
meable road and then is routed to the lawn, the area is hydrologically ineffective.  
After the overland flow is routed to the reach, it becomes part of the streamflow. LSPC 
represents reaches in RCHRES module as one dimensional, completely mixed, dynamic flow 
units. Each unit has an inflow from an upstream subbasin that includes components of water 
balance for both pervious (overland flow, interflow, and baseflow) and impervious (overland 
flow) portions of the watershed, as well as point sources entering through a single point; the 
outflows may leave the reach in multiple pathways. Given the details of the channel transect 
(width, depth, cross-sectional area, slope, and roughness), the relations among water depth, sur-
face area, volume, and streamflow are developed for each reach. Surface area, volume, and 
streamflow information at given water depths are summarized in a function table (FTABLE) 
and are further used to simulate discharge in each reach for a given inflow. The streamflow is 
routed according to kinematic wave equations that combine continuity equation (equation 2) 
and simplified form of momentum equation (equation 3) so that the discharge is directly related 
to cross sectional area of the flow: 
          
where Q is discharge (m
s
/s), y is flow depth (m), A is cross-sectional area of flow (m
2
), a and b 
are kinematic wave routing parameters related to the channel cross-section shape and flow.   
. 
22 
3 STUDY AREA 
The LSPC model was developed for watersheds of various scales: small, medium, or 
large (USEPA, 2007). However, certain hydrologic processes dominate at different watershed 
scales. In small drainage areas, infiltration and overland flow predominate and channel flow is 
less important. Small watersheds are also more sensitive to high-intensity, short-duration preci-
pitation events than are large ones (Beven 2000). Since this research explores the sensitivity of 
the model to variations in spatial and temporal scales of the input data, it was decided to per-
form model runs on a small scale watershed. The selected basin for this research, Big Creek wa-
tershed located north of Atlanta, GA, has an area of 186 km
2
 and continuous flow data since 
1960. The watershed is located within the Piedmont physiographic province and is characte-
rized by moderate hilly terrain underlain by crystalline, metamorphic rock (Rose and Peters 
2001). The watershed straddles three counties — Cherokee, Forsyth and Fulton — with about 
50 percent of the area sitting within Forsyth County. The area above the Roswell intake is lo-
cated within the Georgia 400 Corridor, which is one of the most rapidly developing areas of At-
lanta and the entire state of Georgia (Brashear et al. 2001). The watershed is experiencing in-
tense, continuing growth pressures associated with land use changes that significantly impact 
water quality and water budgets of the area.  According to Smucygz et al. (2010), impermeable 
cover in Big Creek watershed increased by 19.24 percent between 1984 and 2005 resulting in an 
11.65 percent increase in event runoff in the watershed during that period. An urbanizing basin 
was deliberately selected to explore the sensitivity of the model to temporal variations in land 
use change.  In addition to the goals of this research, finding the ideal data resolution for hydro-
logic modeling of the Big Creek watershed may be of interest to local governments in the state 
of Georgia that are seeking to address issues concerning watershed and stream protection with 
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regards to projected urbanization of the watershed, for example, by 2020 the developed area in 
the Big Creek watershed is projected to increase from 45 to 87 percent (Brashear et al. 2001).   
 
Figure 3.1 Big Creek Watershed, Location Map 
4 METHODS 
The LSPC model has been previously tested for its sensitivity to ranges of values of hy-
drological indexes and for uncertainties related to the calculation of nutrient loads (Tetra Tech, 
2010). However, the assessment of minimum data requirements for land use coverage, wa-
tershed segmentation, soils coverage, meteorological data resolution, and complexity of stream 
reach characteristics, has not yet been addressed. In an effort to explore the relationship between 
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data availability, model complexity and predictive performance, this research attempts to deter-
mine the optimal data density for each of the parameters listed above.  The optimal data density 
of these parameters are of specific interest since they may provide reliability factors for the use 
of LSPC with reduced complexity in areas with limited data availability.  
In order to achieve the objectives listed in Section 1.4, the LSPC model was run for the 
Big Creek watershed for a 10 year period (1998-2007), using the following steps: 
1. Both (a) the full range of available input parameters (land use coverage, wa-
tershed segmentation, soils coverage, meteorological data resolution, and complexity of stream 
reach characteristics) for the time period of interest, and (b) the measured event stream dis-
charges at the USGS 02335700 Big Creek near Alpharetta, GA gage station were used to estab-
lish baseline conditions, defined herein as the baseline scenario.  
2. For each input parameter, a reduced resolution of data, meant to replicate the da-
ta resolution that may be typical in ungaged watersheds, was defined (experimental scenarios). 
The LSPC was run for each combination of the reduced resolutions input parameters. Overall, 
given the five major input variables of LSPC listed above, and two variations (baseline and ex-
perimental) of each of the input parameters, 2
5
=32 permutations (runs) were required to eva-
luate the effect of input parameters on modeling accuracy.   
3. To identify which combined reduction of input variable(s) predicts runoff with 
the least error, a sensitivity analysis was performed using dimensionless statistics, absolute error 
statistics, and graphical residual and outlier analysis (Arnold et al. 2007). After the sensitivity to 
each variable was compared, optimal data density for each of the parameters and a simpler 
model, transferrable to ungaged watersheds, was identified. 
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4.1 Watershed Segmentation 
Topography is recognized to be a major control of the rainfall–runoff relation in a catch-
ment (Brasington and Richards, 1998). In order to account for the spatial heterogeneity of Big 
Creek watershed‘s morphology, the basin was segmented into a series of subbasins homogenous 
from the topographic prospective: elevation and slope, in particular.  The Digital Elevation 
Model (DEM) for the basin was downloaded from National Elevation Dataset (NED) in 1/3-arc-
second resolution (30 m).  It was observed that elevation of the northern part of Big Creek wa-
tershed is approximately 60 m higher than of the ones in the center and south of the watershed 
(Figure 4.1). To account for this topographic difference, a subbasin with the unique mean eleva-
tion of 345.4 m was delineated at the northern portion of the watershed (SWS nr 11 on Figure 
4.1), while elevations of the central and southern subbasins varied from 262.2 m to 304.5 m. 
The subbasins delineated based on NED data were cross checked with the USGS 12-digit hy-
drologic cataloging units. According to USGS, the study area consisted of four (4) 12-digit Hy-
drologic Unit Codes (HUC‘s), as opposed to six (6) subbasins delineated because of the topo-
graphic differences observed from the NED. The stream network obtained from the National 
Hydrography Dataset (NHD) was used further as a guideline for delineations. It was observed, 
that the stream network is denser in the southern portions and, therefore, some smaller subba-
sins were delineated in that portion of the watershed, to capture the details stream channel net-
work (Figure 4.1). The subbasins were finally checked with the location of three (3) US Geo-
logical Survey (USGS) flow gauge stations available in the catchment (Table 4.1), in order to 
obtain modeling output at the reaches‘ outlets. Overall, eleven (11) subbasin were delineated 
within the Big Creek watershed on the basis of variations in land-surface elevation, stream net-


















Table 4.1 USGS gage stations available within Big Creek Watershed 
 
However, high resolution elevation data (i.e. 5 m, 10 m, 30 m) is not publically and free-
ly accessible in many parts of the world. For example, the Digital Line Graph (a 5 m resolution 
DEM), is used as standard data in China, but is the property of the National Bureau of Survey-
ing and Mapping of China, and therefore is not available free of charge (Lin et al. 2010). More-
USGS Gage 
Nr 
Gage Name Drainage 
Area, sq 
mi 
Start Date End Date 
02335580 BIG CREEK AT GA 9, NEAR CUM-
MING, GA 
36.4  
2007-03-08   2011-03-23  
02335757 BIG CREEK BELOW HOG WALLOW 
CREEK AT ROSWELL, GA 
103.16  
2004-03-27   2010-09-30  
02335700 BIG CREEK NEAR ALPHARETTA, GA 72.0  1960-05-01   2010-09-30  
Figure 4.1 Subbasin delineation at Big Creek watershed 
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over, according to the hypothesis presented in Figure 1.3, increased resolution of DEM does not 
necessarily result in more accurate hydrologic prediction. Therefore, sensitivity of LSPC out-
puts to a coarser DEM that is similar to the resolution that would be available to most populated 
regions of the world and is publically and freely available, was performed. A 3 arc DEM (90 m) 
from the Shuttle Radar Topography Mission (STRM) is a result of collaboration of American 
National Aeronautics and Space Administration (NASA), the National Imagery and Mapping 
Agency (NIMA), and German and Italian space agencies, covers most land regions between 
60°N and 56 ° S and is freely available online. For the experimental scenario, the STRM cover-
age for Big Creek watershed was downloaded from the website http://srtm.csi.cgiar.org/ (ac-
cessed on April 2, 2011). The shaped terrain of 30 m resolution NED from the baseline scenario 
and 90 m resolution STRM from the experimental scenario, are illustrated in Figure 4.2. Since 
the study aims to explore how sensitive the model is to DEM resolution and to geomorphic cha-
racteristics of the modeled watershed in particular, the identical subbasin delineation was used 
in both baseline and experimental scenario.  
 
Figure 4.2 The DEMs of 30m and 90m resolution were used in the baseline and experimental scenarios. 
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4.2 Land Use Representation  
To represent the spatial variability of land use, LSPC uses a GIS grid-based coverage, 
which is converted into a table format, with the columns being the land use numeric categories 
and the rows, the subbasin IDs. For the baseline scenario, the 2005 land use and impervious 
cover raster sets of 30x30 m resolution were downloaded from the Natural Resources Spatial 
Analysis Laboratory Georgia Land Use Trends (GLUT) database 
(http://narsal.uga.edu/projects/glut, accessed on February 10, 2011). The LSPC model requires 
division of land uses into separate pervious and impervious model land units. The GLUT data-
set provides separate coverages of land use and percent impervious cover with a detailed classi-
fication, so the layers were first overlain. This geoprocessing enabled greater resolution of the 
spatial representation of imperviousness by the model land units. Two urban land units (22 and 
24) were adopted to capture low- and high-developed urban areas identified by the GLUT land 
use coverage. The remaining GLUT impervious areas, representing thirteen GLUT land use cat-
egories, were grouped into a category encompassing all other impervious areas (All Other Im-
perv). The model land units, or LSPC land use categories, and their corresponding geoprocessed 
GLUT classifications are summarized in Table 4.2.   
Due to the fact that similarly classified land cover data are rarely available throughout 
the world, it was assumed that only the Landsat imagery of 2005 would be available and the 
corresponding land use classification (supervised or unsupervised) would be performed. Since 
impervious surfaces of low, medium and high intensity have similar spectral reflectance proper-
ties, these classes are often classified into the same category (IDRISI Klimanjaro 2004). There-
fore, a classification scheme that neglects the range of development intensity for both imper-
vious and pervious developed land use classes was used for the experimental scenario. Specifi-
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cally, low, medium and high- intensity developed land use for both pervious and impervious 
components were reclassified into a single low intensity developed land use (Table 4.2). 
Table 4.2 Land Use classifications in the LSPC model and GLUT database (from Tetra Tech 2009) 
 
Given the 30 m resolution of publicly available satellite imagery, estimation of the per-
cent of impervious land per each land use class from standard land use classification techniques 
is problematic. In these cases, the readily available impervious surface coefficients are com-
monly used. For the experimental land use scenario, the 100% pervious area recommended by 
TR-55 (SCS 1986) was used for the reclassified low developed land use class. 
4.3 Reach Characteristics 
Each delineated sub-watershed in LSPC is represented by a single stream reach and is as-
sumed to be a completely mixed, one-dimensional segment. Cross-section characteristics for 
each reach are summarized in functional tables (FTABLEs) and include the length and slope of 
the reach and the channel geometry that is described by bankfull width and depth (the main 
channel), a bottom width factor, a floodplain width factor, the slope of the floodplain, and the 
Manning‘s roughness coefficient for the stream channel (Figure 4.3). Physical characteristics of 
LSPC Model Land Use Category 
Baseline Scenario 
LSPC Model Land Use Category Ex-
perimental  Scenario 
Geoprocessed GLUT Land Use  Catego-
ry 
Beach Beach Beaches/Dunes/mud 
Water Water Open Water 
LowIntDevPerv LowIntDevPerv LowIntDeveleoped Perv 
LowIntDevImperv LowIntDevPerv LowIntDeveleoped Imperv 
HighIntDevPerv LowIntDevPerv HighIntDevelopedPerv 
HighIntDevImperv LowIntDevPerv HighIntDevelopedImperv 
Barren Barren Clearcut/sparse 
Barren Barren Quarries/strip mines/ Rock Outcrop 
Forest Forest Deciduous Forest 
Forest Forest Evergreen Forest 
Forest Forest Mixed Forest 
Pasture Pasture Row Crops/Pasture 
Wetland Wetland Forested Wetlands 
Wetland Wetland Non-forested Wetland (Salt/Brackish) 
Wetland Wetland Non-forested Wetland (Freshwater) 
AllOtherImperv AllOtherImperv Catch-All for remaining Impervious 
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each stream are determined using Rosgen‘s approach (Rosgen 1994), taking into account size of 
the drainage basin and location to estimate the bankfull depth and the bankfull width of a 
stream. Based on information on the stage, cross-sectional area, storage, and discharge informa-






The baseline scenario cross-section scenario assumed that surveyed cross-section data for 
a representative reach was available and, therefore, field-based reach geometry from a cross-
section of Big Creek was applied for the entire stream. Field measurements, including surveying 
the stream-channel cross sections (transects), identifying bankfull elevation, and channel slope 
were performed for the representative reach at Oxbo Rd in Roswell, located in subbasin 3 (Fig-
ure 4.1). This reach was selected because of the ease of accessibility and the cross-section di-
mensions, which are comparable with the other ten (10) reaches. In the field, the cross-section 
was surveyed by establishing transects and measuring bed surface elevations at pronounced 
changes in slope. Accuracy in measuring bankfull elevations with respect to the streambed was 
crucial in producing accurate estimates of bankfull flow conditions; therefore, a verification of 
the controlling benchmark was regularly performed. Although various definitions of ―bankfull‖ 
exist in the literature, bankfull width and depth were determined primarily based upon geomor-
phic features, identified by an abrupt change in bank slope from near vertical to near horizontal 
(Parrett et al., 1983), or the lower edge of permanent vegetation and the elevation of point bars 
Figure 4.3 Stream channel representation in the LSPC model (from USEPA, 2007) 
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(Olsen et al. 1997). Channel slope was calculated by dividing the upstream-downstream change 
in elevation by reach length. Channel roughness (Manning‘s n) was estimated based on channel 
median grain size, channel irregularity (width to depth ratio), and vegetation (instream and bank 
vegetation) (Arcement and Schneider, 1989; Coon 1998). With the assumption of a trapezoid 
cross section, the surveyed cross-section parameters were used to compute the stage, wetted pe-
rimeter, cross sectional area and total widths for 60 stages, for of each profile using basic geo-
metry. The reach length, previously measured from NHD, was used to obtain the reach volume. 






   
 
        
where: Q is discharge (m
s/s), n is Manning‘s coefficient of roughness, k is a conversion constant 
equal to 1.486 for U.S. customary units or 1.0 for SI units, R is hydraulic radius (m), S is the 
slope of the water surface (m/m). Thus the stage, surface area, volume and discharge required 
for the FTABLE of reach 3 were calculated. Assuming that one representative stream is sur-
veyed for the entire stream, the FTABLE generated for the surveyed reach  was applied for all 
the eleven (11) reaches of Big Creek watershed in the baseline scenario. 
For the experiment scenario, a trapezoidal cross-section was assumed for each delineated 
subbasin. The reach slope was calculated based on the upstream and downstream elevations that 
were extracted manually from the Digital Elevation Maps (30 m), and the reach length was 
digitally calculated from the National Hydrography Dataset (NHD). Geomorphic cross-section 
characteristics were determined using Rosgen‘s approach previously described. The surface 
area, volume and discharge for each reach then were calculated using methods and equations 
from the baseline scenario.  
32 
4.4 Soil Characteristics 
Rainfall-runoff modeling is highly de-
pendent on the estimation of infiltration be-
cause rainfall rates exceeding infiltration pro-
duce runoff.  Given that a point by point mea-
surement of infiltration over the watersheds of 
study is impractical and impossible, soil-
mapping units are generally used to estimate 
infiltration rates from the hydrologic properties 
of the soils (Vieux 2004). The basis for watershed groups in LSPC is defined by the Natural Re-
sources Conservation Service (NRCS) hydrologic soils groups. Soil data for the study area was 
obtained from the Soil Survey Geographic Database (SSURGO, available online at 
http://soildatamart.nrcs.usda.gov; accessed January 24, 2011) and the total area that each hydro-
logic soil group covered within each subbasin was determined. The subbasins were represented 
by the hydrologic soil group that had the highest percent of coverage (Figure 4.4). There was 
one dominant hydrologic soil group B in all subbasins of the Big Creek watershed.  The soil 
group B consists chiefly of soils that are moderately deep to deep, moderately to well drained, 
with moderately coarse textures, and therefore have a moderate to low runoff potential. Due to 
homogeneity of the watershed from a hydrogeologic point of view, no variation of soil input 
parameter was possible and the experimental scenario was omitted. The use of a single baseline 
scenario for soil characteristics reduced the total number of model permutations from 32 to 16.  
Figure 4.4 Hydrologic soil groups in 
Big Creek watershed 
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4.5 Meteorological data  
The LSPC model is driven by precipitation and other meteorological data (e.g. tempera-
ture, cloud cover, wind speed) and therefore it is a critical component of watershed modeling 
efforts. Historically, meteorological data for hydrological applications have been obtained from 
the network of meteorological station and rain gages available (e.g. National Climate Data Cen-
ter). According to the US Army Corp of Engineers (1993), the number of gages required for hy-
draulical modeling correlates to the watershed area as following:  
                
where: Ng refers to the number of gages and A is the watershed area (km
2
). The number of gag-
es recommended by this equation for the area of Big Creek watershed (186.4 km
2
) is 6, with a 
density of one gage per 31 km
2
. Unfortunately, weather gages near the Big Creek watershed are 
sparse - there were no stations within the boundary of the watershed and only 3 stations were 
within close proximity (Figure 4.5). Due to the limited station availability, the USACE recom-
mended number of weather stations had to be neglected and the 3 available meteorological sta-
tions were used for the baseline scenario (Table 4.3).  




Station ID  Station Name  County Elevation, m  Start date  
GEMN270  Johns Creek  Fulton  283 m  5/27/1994  
092408 Cumming 1 Forsyth  398  8/1/1948  
090451  Atlanta Hartsfield AP  Fulton  308  1/1/1930  
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The first station was the Georgia Automated 
Environmental Monitoring Network station 
(GEMN270), which is maintained and operated 
by the College of Agricultural and Environmental 
Sciences of the University of Georgia and pro-
vides precipitation data at 15-minute intervals. 
The other two stations station were the National 
Climate Data Center station (092408) and Atlanta 
Hartsfield Airport station (090451) which provide 
daily observations for precipitation.  The rainfall data from three stations were aggregated and 
disaggregated to hourly totals and an ASCII file was generated for each meteorological station. 
The meteorological stations were assigned to model subbasins through the use of Thiessen po-
lygons, which are created by joining the perpendicular bisectors of the lines between the 3 me-
teorological stations available. This method essentially assigns each subbasin to the nearest 
weather station, not to the most representative station, which would take into account the local 
knowledge and characteristics of the subbasin, such as topography, that may impact rainfall-
runoff response. Due to the limited station availability, the most representative meteorological 
stations coincided with the nearest: the northern subbasins got assigned to the station 092408, 
located on the northeast of the watershed, while subbasins from the central and southern por-
tions  were assigned to the GEMN270 station, located in the southeast (Figure 4.6). The Atlanta 
Airport station was not assigned to any subbasins due to its distant location from the subbasins.  
Figure 4.6 Assignment of meteorological sta-
tions according to the Thiessen polygons in the 
baseline scenario. 
36 
 Although the spatial variability of the rainfall is an important factor in the process of ru-
noff generation, scarcity of rainfall measurements often requires the use of data from a single 
meteorological station. In many countries, the automated airport weather stations become the 
backbone of weather observing due to their efficiency and cost-savings. For the experimental 
scenario, hourly precipitation records from the airport weather station were assumed and the 
entire watershed was assigned to the Atlanta Hartsfield Airport station. The weather stations 
used for both baseline and experimental scenario are summarized in Table 4.3 and their loca-
tions are shown in Figure 4.5. 
4.6 Sensitivity analysis 
In order to determine the minimum and/or threshold resolution of input data required to 
reasonably match runoff observations with the model predictions, a sensitivity analysis of LSPC 
runs to variations in input variables, in accordance with baseline and experimental scenarios, 
was performed.  The baseline scenario was calibrated to the flow records at the USGS 
02335700 Big Creek near Alpharetta, GA station over the period of study and therefore served 
as the ―control‖ for the experiment.  Hydrologic calibration followed the operating procedures 
and the tolerance targets for hydrologic models described in Donigian et al. (1984) and Lumb et 
al. (1994) (Table 4.4). Modeling parameters were adjusted within the bounds for parameter val-
ues set out in BASINS Technical Note 6 (USEPA 2000) and in accordance with observed tem-
poral trends and soil and land cover characteristics. In order to explore the sensitivity of the 
model outputs to variations in input parameters, the experimental scenarios were not calibrated 










Sensitivity of the model in this study indicates that the predicted flows, from experimental 
and baseline scenarios, are compared to the observed flow records at the USGS gage for the en-
tire calibration period. Multiple quantitative and qualitative evaluation techniques of the model 
performance are used in hydrologic studies: standard regression, correlation coefficient, coeffi-
cient of determination, prediction efficiency, RMSE-observations standard deviation ratio, daily 
root-mean square percent exceedence probability curves (Gupta et al. 1999, Santhi et al. 2001, 
Van Liew et al. 2007; Arnold et al. 2007). In addition, these studies reveal that every evaluation 
technique faces limitations and therefore the selection of a technique depends on the purpose of 
the project and the type of model used. For example, a traditional statistical measure for eva-
luating the goodness-of-fit of modeled and observed values in test theory is the error variance, 
which provides a greater weight to the prediction of peak discharges, and tends to have the 
higher residuals than to predictions of low flows.  To avoid limitations of specific evaluation 
techniques, complex metrics that would assess different aspects of similarity/dissimilarity be-
tween the observed and the predicted results have to be used (Saltelli et al. 2000, Arnold et al. 
2007).  Following a study by Arnold et al (2007), a combination of Nash and Sutcliffe coeffi-
cient, absolute error statistic, and graphical techniques was employed to judge the adequacy of 
the experimental and baseline scenarios fit to the observed data.  
Table 4.4 Recommended criteria for model calibration 
(modified from Donigian et al. (1984) and Lumb et al. (1994) 
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The efficiency of model performance was estimated by modeling efficiency coefficient of 
Nash and Sutcliffe (1970). This is a widely used dimensionless measure of fit based on the error 
variance, defined as:   
     
    
    
       
    
            
 
   
       
where: Qo is the observed discharge (, Qm is the modeled discharge, Qot is the observed dis-
charge at time t.   
The coefficient can range from −∞ to 1, with an efficiency of E = 1 corresponding to a per-
fect match of modeled discharge to the observed data, and an efficiency of E = 0 indicates that 
the model predictions are as accurate as the mean of the observed data, which gives a prediction 
of the mean of all observations for all time steps (Beven 2000).  An efficiency E < 0 occurs 
when the observed mean is a better predictor than the model or, in other words, when the resi-
dual variance, is larger than the data variance. Essentially, the closer the model efficiency is to 
1, the more accurate the model is. Such error variance–based measures have some practical and 
theoretical limitations, such as the fact that they are only suitable if the errors between observed 
and modeled data are normally distributed with constant variance and are not correlated. These 
assumptions are not always met in rainfall-runoff modeling, where the errors of predicting dis-
charge are not necessarily normally-distributed, and the variance of predicted high flows may be 
different to the variance of predicted low flows. This may be especially true when the model 
does not get the timing of the hydrograph prediction correct (e.g. the shape of hydrograph is 
perfect but there is a large sum of correlated squared errors due to delayed lag time).  
In order to consider the residuals along peaks and for low flow portions of the hydrograph, 
daily, monthly, seasonal, and total modeled flows were compared to the observed data, and er-
ror statistics were calculated for the percent difference according to equation:  
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The percent errors were compared to the tolerance targets that were previously used for ca-
libration (Table 4.6).  
In order to provide a visual comparison of simulated and measured constituent data, hydro-
graphs, flow duration curves, bar graphs and box plots were used.  Hydrographs helped to iden-
tify how well the model predicted the  magnitude of peak flows, timing and the shape of reces-
sion curves. Percent exceedence probability curves, or daily flow duration curves, were used to 
illustrate how well the model reproduces the frequency of measured daily flows throughout the 
calibration and validation periods (Van Liew et al., 2007). Bar graphs and box plots examined 
annual and seasonal data distributions.   
4.7 Scenario coding 
 Once the model performance for the conditions of gaged and ungaged watersheds for each 
of the four input parameters was reviewed, the 16 possible permutations of all the experimental 
and the baseline scenarios were run. Given the large number of permutations a coding scheme 
based on variation of input parameters was used (Figure 4.7). Each code consists of 4 digits 
with the first position being assigned to the watershed DEM resolution, the second to the reach 
characteristics, the third to the land use schemes, and the fourth to permutations in meteorologi-
cal stations. The experimental scenario is coded as 1 and the baseline as 0. For example a scena-
rio with the code ―0011‖ indicates that watershed DEM resolution and the reach characteristics 
are assigned to the baseline conditions (―0‖), while land use classification and meteorological 










5 RESULTS AND DISCUSSION  
5.1 Watershed Segmentation 
Comparison of input parameters 
The DEM was used to segment the watershed into subbasins and their topographic cha-
racteristics in the LSPC model. The original 30 x 30 m DEM resulted in eleven subbasins with 




, mean reach elevation ranging from 810 m to 1133 m, 
and the average slope values from 0.001m/m to 0.039 m/m. Given the fact that this study was 
focused on the sensitivity of the modeled discharge to DEM resolution and to topographic cha-
racteristics of the subbasins in particular, the variation in individual subbasin areas was neg-
lected. Comparison of the input parameters for the NED 30 m and STRM 90 m scenarios dem-
onstrated that as the resolution of DEM decreased, the average watershed and reach slope also 
decreased (Table 5.1).  
The mean elevation of the subbasins increased by 15.53 percent with the decrease in 
DEM resolution from 30 m to 90 m. The mean slope of the hillslope terrain calculated from 
STRM 90 m was lower than calculated from NED 30 m by 0.2 percent. The average reach slope 
0            0           1            1    
 
                                                     Meteorological Station 
             Land Use Classification 
       Reach Characteristics  
 DEM 
 Figure 4.7 Scenario coding 
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derived from the STRM 90 m was lower by 28.39 percent.  Significant slope reduction is a con-
sequence of losing topographic detail at coarser DEM resolutions. Due to the slope being de-
rived from the coarser STRM 90 m, the steeper slopes decreased in areal extent. Therefore, a 
coarser DEM does not properly reproduce the topographic variability in the watershed, cutting 
off the hilltops in the northern portion of the watershed and filling in valleys in the southern 
portion. Studies performed for the other distributed models: TOPMODEL (Zhang and Mont-
gomery 1994), SWAT (Chaubey et al. 2005) reported a similar decrease in watershed slope (15 
- 22 percent) with a decrease in DEM resolution from 30 m to 100 m.  
LSPC Output Comparison 
The 10-year streamflow predictions from the experimental scenario (STRM 90 m), were 
compared to the predictions of the calibrated baseline scenario (NED 30 m). Table 5.2 shows 
the average annual simulated flow volumes and its components for the two scenarios, and the 
error statistics for these scenarios are summarized in Table 5.3.  
The total in-stream flow simulated for the NED 30 m and STRM 90 m were very similar 
(22.60 inches/year). The seasonal and storm runoff volumes were also close despite differences 
in DEM resolution (Table 5.2), so the total predicted accuracy was insignificantly affected by 
coarsening of DEM (Table 5.3). The difference in error for all of the components of flow vo-
lume for the baseline and experimental scenarios was less than 0.5 percent, with the maximum 
difference of 0.22 percent for the summer storm volumes. The overall predicting accuracy ex-
pressed by Nash-Sutcliffe Coefficient increased by 0.002 for the experimental scenario at the 
10-year time scale. In general, the volumetric and statistic results indicate that as the DEM reso-
lution became coarser, the predicted streamflow volume did not significantly change.   
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Table 5.1 Comparison of the input parameters for the NED30m and STRM90m scenarios exhibit that as the resolu-
tion of DEM decreased, the average watershed and reach slope also decreased. 
Variable 






Mean SWS Elevation (m) 285.75 330.13 15.53 
Mean SWS Slope (m/m) 0.05 0.04 -0.20 
Area (m
2
) the same the same 0.00 
Reach Length (m) the same the same 0.00 
Mean Reach Elevation (m) 298.55 304.39 1.96 
Average Reach Slope (m/m) 0.0057 0.0048 -28.39 
 
 
Table 5.2 The average annual simulated flow volumes and its components for the NED30m and STRM90m scena-
rios. Model Outlet 7 vs. USGS 02335700 Big Creek near Alpharetta, GA.10-Year  
Analysis Period: 1/1/1998  -  12/31/2007. 
Flow volumes  inches/year  LSPC Simulated Flow 
  
  




Total In-stream Flow: 22.60 22.60 
Highest 10% flows: 9.47 9.47 
Lowest 50% flows: 3.57 3.58 
Summer Flow Volume  5.08 5.08 
Fall Flow Volume  4.63 4.63 
Winter Flow Volume  7.47 7.47 
Spring Flow Volume  5.41 5.41  
Storm Volume: 9.73 9.72 
  Summer Storm Volume  2.53 2.52 
 
 
Table 5.3 Comparative summary statistics for the NED30m and STRM90m  scenarios. Model Outlet 7 vs. USGS 
02335700 Big Creek near Alpharetta, GA.10-Year  
Analysis Period:  1/1/1998  -  12/31/2007. 
Errors in flow volumes  (percent) 
((Simulated-Observed)/Observed)*100 LSPC Simulated Flow 
  
  




Error in total volume: 8.76 8.75 
Error in 50% lowest flows: 9.23 9.27 
Error in 10% highest flows: -3.13 -3.22 
Seasonal volume error - Summer: 28.29 28.26 
Seasonal volume error - Fall: 10.51 10.49 
Seasonal volume error - Winter: -1.75 -1.76 
Seasonal volume error - Spring: 7.80 7.81 
Error in storm volumes: 2.77 2.63 
Error in summer storm volumes: 19.81 19.59 
Nash-Sutcliffe Coefficient of Efficiency 0.655 0.657 
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In order to evaluate the impact of changed DEM resolution on flow volume for a range 
of climatic conditions, a comparison of model output for representative wet and dry years from 
the study period was performed (2005 and 2007). The time series of predicted and observed dai-
ly mean flow for wet and dry years, for the baseline and experimental scenarios, are shown in 
Figures 5.1, 5.2 and 5.3, 5.4 respectively.  A statistic interpretation of model performance at 
these annual time scales for the baseline and experimental scenarios is given below the hydro-
graphs in Tables 5.4 and 5.5 for wet and dry years, respectively. Comparison with the USGS 
stream gage information revealed that the model predictions of average flow were generally 
good for the annual time scales. The exceptions were summer months with error for the summer 
(wet and dry year) flow volumes varying from 48 percent to 96 percent. In visually comparing 
the hydrographs of the baseline and experimental scenarios for wet (Figures 5.1 and 5.3) and 
dry (Figures 5.2 and 5.4) years, no significant difference in timing or flow scaling of the hydro-
graphs was observed. Comparison of the error statistics (Tables 5.4 and 5.5) confirmed that 
flow volume for the years was not significantly affected by the change in DEM resolution - the 
degree of error for flow volume was the same for dry year and less by 0.01 percent for wet year. 
The storm volume was not very sensitive to the coarser DEM resolution, evidenced by the re-
duction in error for the summer of the dry year by 0.008.  
Overall, no significant differences between the predicted daily mean flow for the expe-
rimental and baseline scenarios were observed from qualitative (hydrograph) and quantitative 
(error) evaluations. Line graphs and more detailed statistics comparing predicted to observed 
values for the baseline and experimental scenario are presented in Appendices A and B, to faci-
litate more detailed qualitative and quantitative evaluations.  
44 
 
Figure  5.1 Mean daily flow for a wet year (2005): model outlet 7 vs. USGS 02335700 Big Creek near Alpharetta, 




Figure 5.2 Mean daily flow for a dry  year (2007): model outlet 7 vs. USGS 02335700 Big Creek near Alpharetta, 
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Figure 5.3 Mean daily flow for a wet year (2005): model outlet 7 vs. USGS 02335700 Big Creek near Alpharetta, 
GA Experimental scenario 1000: STRM90m, digital-based FTABLEs, complete land use classification and 




Figure 5.4 Mean daily flow for a dry year (2007): model outlet 7 vs. USGS 02335700 Big Creek near Alpharetta, 
GA Experimental scenario 1000: STRM90m, digital-based FTABLEs, complete land use classification and 
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Table 5.4 Comparative summary statistics for the NED30m and STRM90m scenarios for a wet year (2005). Model 




















Table 5.5 Comparative summary statistics for the NED30m and STRM90m scenarios for a dry year (2007). Model 










Regardless of the obtained results, the resolution-induced topographic flattening in the ba-
sin was expected to have an impact on the shape of the hydrograph, and specifically, to atte-
nuate them. The fact that the impact of the reduced DEM resolution on the flow volume was 
minor may be explained by the overall flat relief of Big Creek watershed (the average slope is 
0.005), and by the fact that variations in subbasin area due to the changes in DEM resolution 
Errors in flow volumes  (percent) 
(Simulated-Observed)/Observed)*100 LSPC Simulated Flow 
  
  




Error in total volume: 20.10 20.09 
Error in 50% lowest flows: 21.46 21.52 
Error in 10% highest flows: 6.90 6.78 
Seasonal volume error - Summer: 48.75 48.72 
Seasonal volume error - Fall: 23.88 23.90 
Seasonal volume error - Winter: -5.72 -5.75 
Seasonal volume error - Spring: 7.64 7.67 
Error in storm volumes: 7.16 6.95 
Error in summer storm volumes: 21.27 20.94 
Nash-Sutcliffe Coefficient of Efficiency 0.453 0.459 
 
Errors in flow volumes  (percent) 
(Simulated-Observed)/Observed)*100 LSPC Simulated Flow 
  
  




Error in total volume: 21.09 21.09 
Error in 50% lowest flows: 1.72 1.75 
Error in 10% highest flows: 19.51 19.48 
Seasonal volume error - Summer: 95.85 95.87 
Seasonal volume error - Fall: 24.14 24.13 
Seasonal volume error - Winter: 6.03 6.04 
Seasonal volume error - Spring: 17.85 17.87 
Error in storm volumes: 59.25 59.17 
Error in summer storm volumes: 283.84 283.75 
Nash-Sutcliffe Coefficient of Efficiency 0.606 0.606 
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were neglected. Because of the preserved areas, the results of this study are somewhat dissimilar 
to the results reported for other distributed hydrologic models which found that coarsening 
DEM resolution from 30 m to 90 m results in lower runoff (TOPMODEL -Wolock and Price 
(1994), SWAT - Cho and Lee (2001)). However, the results of this study are consistent with the 
findings of the previously mentioned authors in regards to the decrease of mean slope with a 
coarsening DEM resolution from 30 m to 90 m, and the overall minor role the mean slope plays 
in simulation of runoff by distributed hydrologic models. Overall, the STRM 90 m, relative to 
the NED 30 m scenarios, had good model performance at time scales ranging from 10 years to 
annual. Therefore, one may conclude, at least for the Big Creek watershed, that mean slope 
plays a minor role in runoff output for the LSPC model, and that smoothing the DEM from 30 
m to 90 m resolution does not substantively affect the hydrological simulations.   
5.2 Land Use Representation  
Comparison of input parameters 
The GLUT 2005 land use breakdown for the Big Creek watershed for both baseline and 
experimental scenarios is summarized in Figure 5.5. The developed land use in both scenarios 
covered about 80 percent of the watershed. In the baseline scenario, the 80 percent of developed 
land use consisted of: 10 percent of high intensity impervious, 10 percent medium intensity im-
pervious and 7 percent of low intensity impervious land use; which overall brings the percent of 
imperviousness for the baseline scenario to 27 percent. In order to determine the impact of sim-
plified land use classification for the experimental scenario, the entire 27 percent of imper-
viousness for developed land use types was set to zero percent, such that the 80 percent of de-
veloped land resulted in 100% perviousness (Figure 5.5).  
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Figure 5.5 Comparison of the input data for the scenarios of complete and simplified land use classification scena-
rio 0000 and 0010 correspondingly. 
 
LSPC Output Comparison 
The 10-year model predictions of flow volume, for the land use classification scheme with 
reduced complexity (experimental scenario), were compared to the predictions from the cali-
brated complete land use classification (baseline scenario) in Table 5.6; error results for the 
baseline and the experimental scenarios are summarized in Table 5.7.  For the experimental 
scenario, the total flow volume decreased by 2 inches per year. The error in simulation of the 
total flow volume in the experimental scenario was 8 percent lower than in the calibrated base-
line scenario and therefore resulted in better estimation of total flow.  Instead, errors in low and 
high flows were most significant in the experimental scenario, in which the error in ‗50 percent 
lowest flows‘ decreased by 26.25 percent. A much larger difference in percent error for the 10-
year period was observed for storm volumes, where the error in summer storm volumes for 
model runs assuming reduced imperviousness, decreased by 85.39 percent. Regardless of the 
observed changes in flow volume, the difference in the overall predictive accuracy of the model 
(Nash Sutcliff coefficient) for the experimental and baseline scenarios was low: 0.099; indicat-
ing that, similar to the reduced resolution DEM, the predicted flow was not substantially af-
fected by the simplified land use classification scheme at the decadal time scale. Insignificant 
49 
changes in total flow volume due to decreased imperviousness in the experimental scenario are 
analogous to previous studies.  For example, Choi and Deal (2008) and White and Greer (2006) 
showed that total runoff changed by only 2-5 percent in spite of an increase in imperviousness 
of up to 25 percent for urbanizing basins in Illinois and California. 
Table 5.6 The average annual simulated flow volumes and its components for the scenarios of complete and simpli-
fied land use classification - 0000 and 0010 correspondingly. Model Outlet 7 vs. USGS 02335700 Big Creek near 
Alpharetta, GA.10-Year Analysis Period:  1/1/1998  -  12/31/2007. 
Flow volumes  inches/year  LSPC Simulated Flow 
  
  




Total In-stream Flow: 22.60 20.65 
Highest 10% flows: 9.47 7.83 
Lowest 50% flows: 3.57 2.71 
Summer Flow Volume  5.08 2.78 
Fall Flow Volume  4.63 4.84 
Winter Flow Volume  7.47 8.54 
Spring Flow Volume  5.41  4.50 
Storm Volume: 9.73 5.13 
  Summer Storm Volume  2.53 0.73 
 
 
Table 5.7 Comparative summary statistics for the scenarios of complete and simplified land use classification. 
Model Outlet 7 vs. USGS 02335700 Big Creek near Alpharetta, GA.10-Year Analysis Period:  1/1/1998  -  
12/31/2007. 
Errors in flow volumes  (percent) 
(Simulated-Observed)/Observed)*100 LSPC Simulated Flow 
  
  




Error in total volume: 8.76 -0.62 
Error in 50% lowest flows: 9.23 -17.02 
Error in 10% highest flows: -3.13 -19.98 
Seasonal volume error - Summer: 28.29 -29.80 
Seasonal volume error - Fall: 10.51 15.51 
Seasonal volume error - Winter: -1.75 12.22 
Seasonal volume error - Spring: 7.80 -10.48 
Error in storm volumes: 2.77 -45.85 
Error in summer storm volumes: 19.81 -65.58 
Nash-Sutcliffe Coefficient of Efficiency 0.655 0.556 
 
In order to explore the sensitivity of the model to the simplified land use classification at 
finer time scales, a comparison of model output for the wet (2005) and dry (2007) years from 
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the study period was performed. The hydrographs of predicted and observed daily mean flow 
for both scenarios are shown in Figures 5.1 and 5.6 for the wet year, and in Figures 5.2 and 5.7 
for the dry year; errors for these simulations are summarized and compared with the baseline 
scenario in Tables 5.8 and 5.9 for wet and dry years, respectively. A visual comparison of the 
hydrographs showed that predicted flow in the experimental scenario consistently underpre-
dicted the observed values. The error in annual flow data illustrate that there was a substantial 
reduction in the total annual volume for the experimental scenario. For same precipitation le-
vels, the error in total flow volume for the experimental scenario was reduced by over 25 per-
cent and 100 percent compared to the baseline scenario for wet and dry years, respectively. 
These trends are further supported by differences in modeling error for the ‗lowest 50 percent‘ 
and the ‗highest 10 percent‘ flow volume. The error for the ‗lowest 50 percent flow‘ in the base-
line scenario during the dry season exceeds the same error in the experimental scenario by over 
10 times (1.72 vs. -47.17 percent), and the error in the ‗highest 10 percent flow‘ in the baseline 
scenario is greater than the error for the experimental scenario by over 5 times (19.51 vs. -2.87 
percent) (Table 5.9). The ‗highest 10 percent flow‘ category is representative of major storm 
events, and ‗the lowest 50 percent‘ is representative of base-flow conditions. Visual analysis 
indicated that the median streamflow for each of the scenarios is nearly identical, but that the 
storm and baseflow volumes differ significantly (Figures 5.2 and 5.7). For the dry year (Figure 
5.2), the storm event of July 7, 2005 resulted in a 47.62% increased peak flow for the baseline 
scenario, and the baseflow for the baseline scenario was lower by 20 percent compared to the 
output from the experimental scenario (Figure 5.7). These results confirm the widely accepted 
view that a higher degree of imperviousness leads to increased storm runoff (Walsh et al. 2005; 
Gregory 2006) and decreased base flow (Rose and Peters 2001). Twenty-seven (27) percent of 
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impermeable surface, as was included in the baseline scenario, provides a more efficient routing 
of stormwater via sewer systems and strongly influenced the modeled stormflow volume and 
higher peak discharge. Concurrently, the 27 percent imperviousness decreased the groundwater 
recharge, producing the decrease in observed low flow. Visual comparisons of the flow reces-
sion trends illustrated that storm runoff rates for the baseline scenario increased sharply during 
each rain event and fell back rapidly after the rain ceased, whereas the recession rate in the ex-
perimental scenario was less flashy and was more gradual (Figure 5.2 and 5.7). These sharp in-
creases in storm flow in the baseline scenario indicate how much runoff was quickly routed 
through the basin as surface flow, with reduced groundwater recharge, when the watershed had 
27 percent more impervious cover.  
Statistically insignificant changes in total flow volume, due to decreased imperviousness 
for the experimental scenario at the 10-year time scale ( expressed by Nash-Sutcliff coefficient) 
suggest that to estimate the total flow volume, simplification of the land use classification input 
data may be appropriate, even for an urbanizing watershed with percent of impervious cover of 
up to 27 percent. However, model results are extremely sensitive for storm and baseflow vo-
lumes at the annual time scale, that suggests the necessity for preserving the percent of imper-
viousness for developed land use types, especially when modeling annual flow volumes in the 
watersheds with the land use breakdowns similar to Big Creek watershed. The study did not 
consider land use change over the time – a factor that may be important in urbanizing water-
sheds, as Big Creek. Since the model demonstrated a high sensitivity to representation of im-
perviousness at the annual level, and  impermeable cover in Big Creek watershed increased by 
19.24 percent between 1984 and 2005, change of land use (and impervious land cover in partic-
ular) over the time could be an important factor to consider when running LSPC model over a 
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long period of time. Line graphs, seasonal medians, ranges, and regressions comparing pre-
dicted to observed values during wet and dry seasons for the scenario with the simplified land 
use classification are presented in Appendix C to facilitate more detailed qualitative and quan-
titative evaluations.  
 
 
Figure 5.6 Mean daily flow for a wet year (2005): model outlet 7 vs. USGS 02335700 Big Creek near Alpharetta, 
GA Experimental scenario 0010: STRM30m, digital-based FTABLEs, simplified land use classification and 




Figure 5.7 Mean daily flow for a dry year (2007): model outlet 7 vs. USGS 02335700 Big Creek near Alpharetta, 
GA Experimental scenario 0010: STRM30m, digital-based FTABLEs, simplified land use classification and 
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Table 5.8 Comparative summary statistics for the scenarios with complete and simplified land use classification 






















Table 5.9 Comparative summary statistics for the scenarios with complete and simplified land use classification 
(scenarios 0000 and 0010, respectively) for a dry year (2007).  Model Outlet 7 vs. USGS 02335700 Big Creek near 
Alpharetta, GA. 
Errors in flow volumes  (percent) 
(Simulated-Observed)/Observed)*100 LSPC Simulated Flow 
  
  
Scenario 0000  
complete LU classification 
Scenario 0010   
simplified LU classification 
Error in total volume: 21.09 -3.46 
Error in 50% lowest flows: 1.72 -47.17 
Error in 10% highest flows: 19.51 -2.87 
Seasonal volume error - Summer: 95.85 -52.60 
Seasonal volume error - Fall: 24.14 -46.42 
Seasonal volume error - Winter: 6.03 24.75 
Seasonal volume error - Spring: 17.85 -17.70 
Error in storm volumes: 59.25 -46.62 
Error in summer storm volumes: 283.84 -69.96 
Nash-Sutcliffe Coefficient of Efficiency 0.606 0.610 
Errors in flow volumes  (percent) 
(Simulated-Observed)/Observed)*100) LSPC Simulated Flow 
  
  
Scenario 0000  
complete LU classification 
Scenario 0010   
simplified LU classification 
Error in total volume: 20.10 15.19 
Error in 50% lowest flows: 21.46 28.33 
Error in 10% highest flows: 6.90 18.00 
Seasonal volume error - Summer: 48.75 21.71 
Seasonal volume error - Fall: 23.88 56.39 
Seasonal volume error - Winter: -5.72 -0.33 
Seasonal volume error - Spring: 7.64 -2.88 
Error in storm volumes: 7.16 40.08 
Error in summer storm volumes: 21.27 39.42 
Nash-Sutcliffe Coefficient of Efficiency 0.453 0.514 
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5.3 Reach Characteristics 
Comparison of input parameters 
Surface area, volume, and streamflow information at the given water stages are summa-
rized in a function table for each reach (FTABLE), which are then used to simulate discharge 
for inflow of each subbasin. Given the fact that FTABLE depends on the shape of the cross sec-
tion, the FTABLE stage discharge curves for the baseline and experimental scenarios were 
compared prior to considering the effect the two FTABLE scenarios had on the flow volumes. 
Visual comparison of the digital-based (baseline scenario) and field-based (experimental scena-
rio) stage discharge relationship at the reach at Oxbo Road in Roswell, GA (sub-basin 3 on Fig-
ure 4.1), indicated that there is a minor difference in the bankfull flow range, and a major differ-
ence at stages above bankfull (Figure 5.8).  
The minor difference in stage-discharge relationships below bankfull can be explained 
by a higher resolution of the field-based FTABLES. As described in the Methods (Chapter 4), 
the detailed stream cross-section surveys with multiple stages were used to develop the field-
based FTABLES, while only 2 points extracted from the 30 m DEM were used to interpolate 
discharges at stages less than bankfull for the digital-based FTABLES. The agreement between 
field-based and digital-based stage discharge relationships improved at bankfull, which may be 
explained by the overall agreeable fit between bankfull width and depth measured from the sur-
vey and extracted from 30m-DEM. The cross-sections and bankfull width and depth values ob-
tained using field measurements and digital-based calculations are shown on Figure 5.9. The 
percent difference between the measured and calculated bankfull width and depth were 15.2 and 
7.17 percent, respectively. Visual comparison of the digital-based and field-based stage dis-
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charge relationships exhibited a separation in predicted discharge rates for stages above bankfull 
(approximately 2.07 m in Figure 5.9).  
Depth, m 
 
Figure 5.8 Stage discharge curves for the field-based and digital-based FTABLE scenarios FTABLEs generated 





Figure 5.9 Stream cross-sectional profile used for the for the a) field-based and b)digital-derived FTABLE scena-










The difference increases with higher stage and is likely due to the fact that the dimensions of the 
floodplain for the field-based scenario were not measured, but calculated based on the stage dis-
charge relations below bankfull.  Still, the overall lack of significant differences between the 
bankfull characteristics of the channel below bankfull suggests that digital data and Digital de-
rived cross-section parameters may be a viable option for representation of (fairly simple) chan-
nel cross sections in small watersheds where field surveying is not possible.  
LSPC Output Comparison 
The 10-year streamflow predictions from the experimental scenario (digital-based cross-
section topography) were compared to the predictions for the baseline scenario (field-based to-
pography). Table 5.10 shows the average annual simulated flow for the 10-year period for the 
two scenarios; in table 5.11 a comparative statistics for the scenarios of digital- and field-based 
FTABLES is summarized. The total in-stream flow simulated for the 10-year period (1998-
2007), based on digital-based and field-based FTABLES, correspond to 22.58 and 22.60 inch-
es/year. Error results suggest that there were no significant differences in simulated stream dis-
charge between the two scenarios.  The experimental scenario increased the error of total simu-
lated flow volume by 0.09 percent, but decreased the error of the storm volumes by 2.11 per-
cent. According to the Nash Sutcliff coefficient, the overall model performance of the experi-
mental scenario relative to the baseline scenario increased by only 0.011.  
A more detailed statistical analysis comparing predicted and observed values for the expe-
rimental scenario are presented in Appendix D to facilitate more detailed qualitative and quan-
titative evaluations.  
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Table 5.10 The average annual simulated flow volumes and its components for the scenarios of digital- and field- 
based FTABLEs - 0000 and 0100 correspondingly. Model Outlet 7 vs. USGS 02335700 Big Creek near Alpharetta, 
GA.10-Year Analysis Period:  1/1/1998  -  12/31/2007. 




Digital–based FTABLE  
Scenario 0100  
Field FTABLE 
Total In-stream Flow: 22.58 22.60 
Highest 10% flows: 9.59 9.47 
Lowest 50% flows: 3.50 3.57 
Summer Flow Volume  5.08 5.08 
Fall Flow Volume  4.62 4.63 
Winter Flow Volume  7.47 7.47 
Spring Flow Volume  5.02  5.41 
Storm Volume: 9.93 9.73 
  Summer Storm Volume  2.57 2.53 
 
 
Table 5.11 Comparative statistics for the scenarios of digital- and field-based FTABLEs - 0000 and 0100 corres-
pondingly. Model Outlet 7 vs. USGS 02335700 Big Creek near Alpharetta, GA.10-Year  
Analysis Period:  1/1/1998  -  12/31/2007. 
Errors in flow volumes  (percent) 




Digital–based FTABLE  
Scenario 0100  
Field-based FTABLE 
Error in total volume: 8.67 8.76 
Error in 50% lowest flows: 6.93 9.23 
Error in 10% highest flows: -2.00 -3.13 
Seasonal volume error - Summer: 28.20 28.29 
Seasonal volume error - Fall: 10.38 10.51 
Seasonal volume error - Winter: -1.81 -1.75 
Seasonal volume error - Spring: 7.69 7.80 
Error in storm volumes: 4.88 2.77 
Error in summer storm volumes: 21.68 19.81 
Nash-Sutcliffe Coefficient of Efficiency 0.644 0.655 
 
Accuracy of flow simulation was then assessed at the annual scale. Hydrographs of pre-
dicted and observed daily mean flows, for the digital-based and field-based scenarios, are 
shown in Figures 5.1 and 5.10 for the wet year, in Figures 5.2 and 5.11 for the dry year; the as-
sociated error for these simulations is summarized in Tables 5.12 and 5.13 for wet and dry 
years, respectively. Comparison of Figures 5.1 and 5.10, 5.2 and 5.11 illustrates a minor differ-
ence in the average daily flow rate output from LSPC using the two FTABLE scenarios at the 
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annual time scale. The error for wet and dry years for both field-based and digital-based was 
less than 1 percent. Storm runoff error decreased by almost 15 percent during the dry year for 
the summer season (Figure 5.11). In order to compare the prediction ability of the experimental 
and baseline scenarios at stages greater than bankfull (2.07 m) the hydrological response for the 
storm on March 1, 2007 was explored. A rainfall event of 2.57 in/day resulted in a peak flow 
that was 5.8 percent lower in the baseline than in the experimental scenario. This may be ex-
plained by the fact that the field-based scenario has a smaller cross-section area, and the same 
amount of outflow would result in higher peak discharges during intense or long-term precipita-
tion events than in the digital based scenario. Overall, a greater error in total storm volume sup-
ports the suggestion stated previously that for stages above bankfull, a higher error in hydrolog-
ic response may have occurred due to the fact that cross-sectional areas were not measured but 
extrapolated based on the cross sectional measurements below bankfull.  
The minor difference in model performance at both decadal and annual time scales with 
the increase of cross-section resolution suggests that details of channel cross-section do not 
have a significant effect on model prediction on streamflow volume or timing. This is likely due 
to the fact that channel routing is simulated through the kinematic wave equation in LSPC.  As 
discussed in Chapter 2, the kinematic wave equation is one of the most basic forms of hydraulic 
routing which assumes that the friction slope is equal to the bed slope, and ultimately means 
that a unique roughness value from the bed slope was assigned to the entire reach. Since the 
reach slope and Manning‘s n values are unique for each reach, the discharge is calculated based 
on hydraulic radius which varies with the size of the cross-section and not with its shape.  
Therefore, the size of the cross-section and the reach slope drive the flow, however the shape of 
the transect is largely irrelevant.  
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Regardless of whether field-surveyed or digital-derived shapes of cross sections are em-
ployed in the modeling, no lateral (secondary flow) circulation occurs. Therefore, the simulated 
stream velocity and the timing of the streamflow, does not change. Finally, since the kinematic 
wave equation assumes a single stage-discharge relationship for the entire basin, the discharge 
does not vary in space. Model outputs were not sensitive to the field data used in the experimen-
tal scenario where data from a single surveyed cross-section was applied to all the reaches; this 
suggests that if surveyed transects are used, the number of cross-sections may have little effect 
on simulated streamflow in the LSPC model.  
    Overall, the results suggest that digitally-based cross sections can be a good alternative 
to using field surveys. If surveyed cross sections are used, apparently fewer cross-sections will 
not significantly impact the model flow predictions. These results are consistent with the results 
reported by Staley et al (2006) in which the authors found that, for 14 stream reaches in Virgin-
ia, the average daily discharge produced by HSPF model was not significantly sensitive to the 
use of surveyed cross sections versus digitally-derived topographic data, nor to the number of 
surveyed cross sections included in the model.    
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Figure 5.10 Mean daily flow for a wet year (2005): model outlet 7 vs. USGS 02335700 Big Creek near Alpharetta, 
GA Experimental scenario 0100: STRM30m, field-based FTABLEs, complete land use classification and 
GEMN270 meteorological station. 
 
 
Figure 5.11 Mean daily flow for a dry year (2007): model outlet 7 vs. USGS 02335700 Big Creek near Alpharetta, 
GA. Experimental scenario 0100: STRM30m, field-based FTABLEs, complete land use classification and 
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Table 5.12 Comparative summary statistics for the scenarios with field- and digital- based FTABLES (scenarios 





















Table 5.13 Comparative summary statistics for the scenarios with field- and digital -based FTABLES (scenarios 




















Errors in flow volumes  (percent) 




Digital–based FTABLE  
Scenario 0100  
Field-based FTABLE 
Error in total volume: 21.20 21.09 
Error in 50% lowest flows: -1.92 1.72 
Error in 10% highest flows: 22.13 19.51 
Seasonal volume error - Summer: 96.17 95.85 
Seasonal volume error - Fall: 24.99 24.14 
Seasonal volume error - Winter: 5.83 6.03 
Seasonal volume error - Spring: 18.09 17.85 
Error in storm volumes: 63.32 59.25 
Error in summer storm volumes: 298.30 283.84 
Nash-Sutcliffe Coefficient of Efficiency 0.570 0.606 
Errors in flow volumes  (percent) 




Digital-based FTABLE  
Scenario 0100  
Field-based FTABLE 
Error in total volume: 19.95 20.10 
Error in 50% lowest flows: 20.02 21.46 
Error in 10% highest flows: 7.52 6.90 
Seasonal volume error - Summer: 48.41 48.75 
Seasonal volume error - Fall: 23.79 23.88 
Seasonal volume error - Winter: -5.68 -5.72 
Seasonal volume error - Spring: 7.49 7.64 
Error in storm volumes: 8.90 7.16 
Error in summer storm volumes: 22.15 21.27 
Nash-Sutcliffe Coefficient of Efficiency 0.437 0.453 
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5.4 Meteorological data  
Comparison of input parameters 
Comparison of precipitation data between the baseline and experimental scenarios at the 
outlet USGS 235700, Big Creek near Alpharetta, GA indicated that the Atlanta airport station 
090451, located south of both 092408 Cumming 1 ENE and GEMN270 station, had the lowest 
seasonal rainfall totals. Comparison of the average monthly precipitation values for the two sce-
narios from the same subbasin depicted that seasonal precipitation records from Atlanta airport 
station 090451 (assigned to the subbasin for the experimental scenario) were not at all congru-
ent with values from the GEMN270 station (assigned to the subbasin for the baseline scenario) 
(Table 5.14). The Atlanta airport station 090451, which is located 50 km south of the Big Creek 
watershed, received 2.4 percent less rainfall in the spring, 2.09 percent less in the summer and 
11.71 percent less in the fall season than the GEMN270 station, located 9 km from the wa-
tershed. Overall smaller amounts of precipitation recorded at the Airport station 090451 than at 
the GEMN270 station were consistent with a study by Diem and Mote (2004). The study was 
conducted within a 180 km radius of the Atlanta metropolitan area and illustrated that for pre-
vious decades southern stations experienced less precipitation than northern stations. Figure 
5.12 illustrates that the difference in monthly and seasonal rainfall supply during 1998-2007 is 
translated into discrepancy of modeled hydrological outputs for the two scenarios. It is interest-
ing to notice a general overprediction of the ‗low flow‘ in the baseline scenario (GEMN270 sta-
tion) and underprediction of high flow in the experiment scenario (Atlanta airport station 
090451), which is probably caused by overall lower amount of precipitation recorded by Atlanta 




Figure 5.12 Seasonal temporal aggregate of the rainfall, observed and modeled flow at USGS 02335700 Big Creek 
near Alpharetta, GA 
 
 
Table 5.14 Average monthly rainfall at GEMN270 and Atlanta Airport 090451 meteorological stations for the pe-














Atlanta airport station 090451 
 
Month 
Average rainfall  from 1/1/1998 to 31/12/2007 (inches) 
 
GEMN270  station 
 
ATL Airport 
090451  station 
Jan 3.99 3.93 
Feb 4.33 4.07 
Mar 4.42 4.6 
Apr 3.2 2.88 
May 3.5 3.24 
Jun 4.25 4.56 
Jul 5.06 3.83 
Aug 3.7 3.88 
Sep 3.66 4.45 
Oct 2.36 2.07 
Nov 4.03 3.62 
Dec 3.69 3.21 
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LSPC Output Comparison 
 The 10-year streamflow predictions from the experimental scenario (Atlanta airport sta-
tion 090451 only), were compared to model predictions from the baseline scenario (GEMN 270 
station). Table 5.15 shows the average annual simulated flow volumes for the two scenarios, 
and the predictive error is summarized in Table 5.16. The total in-stream flow simulated for the 
10-year period (1998-2007), based on the rainfall readings from Atlanta airport station 090451, 
was 4.91 inches/year (18.82%) less than the flow simulated from the GAEMN 270 station.  
Table 5.15 The average annual simulated flow volumes and its components for scenarios with meteorological sta-
tions of different proximity to the Big Creek watershed: GEMN270  station, (scenario 0000)  and Atlanta Airport  
090451, (scenario 0001). Model Outlet 7 vs 
Flow volumes  inches/year  LSPC Simulated Flow 
  
  
Scenario 0000  
GEMN270 
Scenario 0001 
ATL Airport  
Total In-stream Flow: 22.60 18.69 
Highest 10% flows: 9.47 8.60 
Lowest 50% flows: 3.57 2.57 
Summer Flow Volume 5.08 4.33 
Fall Flow Volume 4.63 3.59 
Winter Flow Volume 7.47 6.46 
Spring Flow Volume 5.41 4.32 
Storm Volume: 9.73 8.86 
Summer Storm Volume 2.53 2.54 
 
Table 5.16 Comparative statistics for scenarios with meteorological stations of different proximity to the Big Creek 
watershed: GEMN270  station, (scenario 0000)  and Atlanta Airport  090451, (scenario 0001). Model Outlet 7 vs. 
USGS 02335700 Big Creek near Alphare 
Errors in flow volumes  (percent) 
(Simulated-Observed)/Observed)*100 LSPC Simulated Flow 
  
  
Scenario 0000  
GEMN270 
Scenario 0001 
ATL Airport  
Error in total volume: 8.76 -10.06 
Error in 50% lowest flows: 9.23 -21.57 
Error in 10% highest flows: -3.13 -12.11 
Seasonal volume error - Summer: 28.29 9.19 
Seasonal volume error - Fall: 10.51 -14.43 
Seasonal volume error - Winter: -1.75 -15.05 
Seasonal volume error - Spring: 7.80 -14.05 
Error in storm volumes: 2.77 -6.40 
Error in summer storm volumes: 19.81 20.36 
Nash-Sutcliffe Coefficient of Efficiency 0.655 0.100 
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 In order to explore the sensitivity of the flow to precipitation records from the Airport 
station 090451, a comparison of the model output for both wet (2005) and dry (2007) years was 
conducted; the resulting hydrographs are shown in Figures 5.1 and 5.13 for the wet year, and 
Figures 5.2 and 5.18 for the dry year, and the error for the two scenarios is summarized in 
Tables 5.17 and 5.18.  While flow predictions for the experimental scenario were poor relative 
to both observed and predicted (baseline) discharges at the annual time scale, seasonal flow pat-
terns generally matched the predicted (experimental) results. Specifically, average flows in Feb-
ruary were over predicted, while flows in March, July and August were under predicted, and the 
timing and intensity of storms in September and October were significantly different.  Overall, 
the accuracy of model performance according to Nash Sutcliff coefficient for the 10-year period 
was higher by 0.555 for the baseline scenario.  The difference in meteorological conditions of 
Atlanta metropolitan area is responsible for poor LSPC performance at Big Creek watershed at 
time scales ranging from the entire period of study to annual in the experimental scenario, when 
rainfall data from the Atlanta airport station 090451 were used for the entire Big Creek wa-
tershed. This underscores the fact that LSPC is a precipitation-driven model and that an appro-
priately-detailed representation of precipitation is required to produce reliable model output. 
Differences in precipitation data between the stations also underscore the need of taking into 
consideration additional local factors that may drive precipitation in the watershed of study (lo-
cal lifting mechanisms, heat island effect, etc).  
A more detailed statistical analysis comparing predicted and observed values for the expe-
rimental scenario are presented in Appendix E to facilitate more detailed qualitative and quan-
titative evaluations.  
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Figure 5.13 Mean daily flow for a wet  year (2005): model outlet 7 vs. USGS 02335700 Big Creek near Alpharetta, 
GA Experimental scenario 0001: STRM30m, field-based FTABLEs, complete land use classification and Atlanta 
Airport 090451 meteorological station. 
  
 
Figure 5.14 Mean daily flow for a dry year (2007): model outlet 7 vs. USGS 02335700 Big Creek near Alpharetta, 
GA Experimental scenario 0001: STRM30m, field-based FTABLEs, complete land use classification and Atlanta 
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Table 5.17 Comparative summary statistics for the scenarios with complete and reduced assignment of meteorolog-





















Table 5.18 Comparative summary statistics for the scenarios with complete and reduced assignment of meteorolog-



















5.5 Sensitivity analysis  
In order to avoid limitations associated with the use of a single statistical index of model per-
formance (as described in the Methods section), comparison of the accuracy of model perfor-
mances was estimated by using both the Nash-Sutcliffe coefficient (NS) and the average error in 
the simulated total flow volumes (AE) relative to the observed flow for the 10-year study period 
(1997-2008). Figure 5.15 illustrates the comparative analysis of model performance for the 16 
Errors in flow volumes  (percent) 
(Simulated-Observed)/Observed)*100 LSPC Simulated Flow 
  
  
Scenario 0000  
Complete met data 
Scenario 0001   
Reduced met data 
Error in total volume: 20.10 2.77 
Error in 50% lowest flows: 21.46 -7.31 
Error in 10% highest flows: 6.90 8.81 
Seasonal volume error - Summer: 48.75 25.50 
Seasonal volume error - Fall: 23.88 -23.99 
Seasonal volume error - Winter: -5.72 1.92 
Seasonal volume error - Spring: 7.64 -12.86 
Error in storm volumes: 7.16 4.56 
Error in summer storm volumes: 21.27 26.37 
Nash-Sutcliffe Coefficient of Efficiency 0.453 -0.984 
Errors in flow volumes  (percent) 
(Simulated-Observed)/Observed)*100 LSPC Simulated Flow 
  
  
Scenario 0000  
Complete met data 
Scenario 0001   
Reduced met data 
Error in total volume: 21.09 7.51 
Error in 50% lowest flows: 1.72 -25.86 
Error in 10% highest flows: 19.51 21.20 
Seasonal volume error - Summer: 95.85 67.40 
Seasonal volume error - Fall: 24.14 22.05 
Seasonal volume error - Winter: 6.03 -4.16 
Seasonal volume error - Spring: 17.85 -5.35 
Error in storm volumes: 59.25 50.68 
Error in summer storm volumes: 283.84 305.68 
Nash-Sutcliffe Coefficient of Efficiency 0.606 0.263 
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scenarios for both NS and AE; high values of NS correspond with low values of AE. The expe-
rimental scenarios that have the least error in simulated discharge (with the correspondingly 
highest NS coefficients) are associated with the coarser DEM resolution (scenario 1000) and the 
use of a surveyed cross-section for the representative reach (scenario 0100). Even when these 
two factors are combined in an experimental scenario (scenario 1100), the AE and NS coeffi-
cients are only 0.01 percent different than the baseline scenario (scenario 0000).  
 The scenario with the simplified land use classification (scenario 0010) had a fairly high 
degree of error in flow volume (24.12 percent).  However, when combined with the simplified 
DEM and surveyed cross-section scenarios, the error actually decreased slightly (by 0.12 per-
cent), thereby improving the predictive performance. The scenario with the highest average er-
ror was the experimental rainfall scenario (0001) that was associated with reduced availability 
of meteorological station and the use of rainfall data from the Atlanta airport station for the en-
tire study area. The average error in predicted flow for all the other scenarios that used data 
from the Airport station is above 10 percent:  AE (scenario 0001)=13.69 percent, AE (scenario 
1001)=13.68 percent, AE (scenario 0011)=41.82 percent, AE (scenario 0101)=13.61 percent, 
AE (scenario 0111)=41.74 percent, AE (scenario 1101)=13.6 percent, AE (scenario 
1011)=41.84 percent, AE (scenario 1111)=41.77 percent. According to the Nash-Sutcliff coeffi-
cients, the model‘s poorest performance is also associated with all the scenarios using data from 
Atlanta airport station, varying from 0.1 to 0.223. High sensitivity of the model to the resolution 
of meteorological data underscores that LSPC is a precipitation-driven model and suggests that 
representative meteorological data are a critical component of the modeling effort.  
 Following the goal of the study to determine the optimal data density for the input pa-
rameters of the LSPC model, these results indicate that scenarios with coarser 90 m DEM reso-
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lution, and digital-derived cross-sections, most successfully predict runoff with the least error 
among all the scenarios; therefore data density of these two input parameters reduced according 
to the experimental scenarios, could potentially be the minimum data density required for pre-
diction of the flow volume in locations similar to Big Creek watershed. As shown in Figure 
5.15, the minimum resolution of the input parameters that is required to obtain less than 15 per-
cent error in prediction of the total flow volume plus a Nash Sutcliff model efficiency greater 
than 0.5, is obtained using the 90 m DEM and/or digital-derived cross sections– scenarios 1000, 
0100, 1100. In order to have less than 25 percent error in the prediction of total flow over a 10-
year period and an accuracy higher than 0.5 for the Nash Sutcliff coefficient, a 90 m DEM, a 
single surveyed representative cross-section for the watershed of study, and a simplified land 
use classification scheme can be used. In fact, the Nash-Sutcliff coefficient was above 0.5 for 
each of the scenarios associated with the reduced land use classification (0010, 0110). However, 
an average error in total flow of 25 percent indicates a large variance in predicted flow output 
for the scenarios associated with the reduced land use classification. Additionally, the annual 
hydrograph analysis pointed out a significant difference in storm and baseflow volumes, which 
decreases by over 100 for the dry year in scenario 0010 (Table 5.9). Therefore, land use classifi-
cation should include at least an approximate percentage of imperviousness in order to accurate-
ly predict base flow and storm flow at the annual time scale.  
 When a hydrologic model is used to estimate flow response for a watershed from data 
poor environment, every effort is taken to make a full use of input data that is available. Results 
of this research depict that resolution of input parameters has a significant impact on the outputs 
of the distributed hydrologic model that was used in the study (LSPC model). On the one side, it 
is desirable to have as much detailed input data as possible; on the other side – data availability 
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and cost of data collection defines resolution of the input parameters. A comparison of the 
Nash–Sutcliff model efficiency coefficient and the error in flow volume in LSPC model predic-
tions, brought by various resolutions of DEM, land use, level of details of channel‘s cross-
section and meteorological stations, indicated that LSPC model was the most sensitive to selec-
tion of meteorological stations and the land use classification. Difference in seasonal and 
monthly precipitation supply at GEMN 270 station and Atlanta airport station induced most of 
the difference between flow predictions in the baseline and the experiment scenarios. It suggests 
that selection of weather stations, which are representative of the weather condition in the wa-
tershed of study, is crucial for accurate flow predictions with the LSPC model. Simplified land 
use classification used in the experiment scenario had relatively high Nash–Sutcliff model effi-
ciency coefficient and a high error in prediction of the total flow volume, which indicates that 
an effort should be made to provide data on percent of impervious cover to minimize errors in 
the model predictions. Level of data detail used to develop both channel cross sections 
(FTABLEs) and topography had insignificant impact on the prediction of the flow volume. Both 
field-measured and digitally-derived cross-section characteristics and the DEM resolutions of 
30 m to 90 m produce a correspondingly small amount of error at the decadal time scale, which 
suggests that digital-derived channel cross-section and a 90 m DEM may be viable substitutes to 
the field-based cross sections and 30m DEM, when simulating flow volumes with the LSPC 
model in data poor environments.  Overall, results of this study indicate that less effort may be 
made to find DEM data at a finer resolution and to survey channel cross section in order to pro-
vide efficient model predictions with the LSPC model in the watersheds similar to the Big 
Creek. Instead more efforts should be made to collect data on impervious cover and to find 




0000 : NED30m, field-based FTABLES, complete land use classification, and GEMN270 station; 
0001: STRM30m, field-based FTABLEs, complete land use classification, and Atlanta Airport 090451 station; 
0010: STRM30m, field-based FTABLEs, simplified land use classification, and GEMN270 station; 
0100: STRM30m, digital-based FTABLEs, complete land use classification, and GEMN270 station; 
1000: STRM90m, field- based FTABLEs, complete land use classification, and GEMN270 station; 
1100: STRM90m, digital-based FTABLEs, complete land use classification, and GEMN270 station; 
1010: STRM90m, field-based FTABLES, simplified land use classification, and GEMN270 station; 
1001: STRM90m, field-based FTABLES, complete land use classification, and Atlanta Airport 090451 station; 
0011: NED30m, field-based FTABLES, simplified land use classification, and Atlanta Airport 090451 station; 
0110: NED30m, digital-based FTABLEs, simplified land use classification, and GEMN270 station; 
0101: NED30m, digital-based FTABLEs, complete land use classification, and Atlanta Airport 090451 station; 
0111: NED30m, digital-based FTABLEs, simplified land use classification, and Atlanta Airport 090451 station; 
1110: STRM90m, digital-based FTABLEs, simplified land use classification, and GEMN270 station; 
1101: STRM90m, digital-based FTABLEs, complete land use classification, and Atlanta Airport 090451 station; 
1011: STRM90m, field-based FTABLES, simplified land use classification, and Atlanta Airport 090451 station; 
1111: STRM90m, digital-based FTABLEs, simplified land use classification and Atlanta Airport 090451 station. 
 




6 SUMMARY AND CONCLUSIONS 
 When distributed models are used to evaluate the hydrologic response of a watershed in 
ungaged, data poor environments, every effort must be taken to make full use of whatever avail-
able input data exists. The data available in such watersheds are often of poor spatial or tempor-
al resolution; additionally, high costs associated with data collection preclude obtaining as much 
detailed data as would often be desirable. A central goal of this study was to identify ways to 
increase model efficiency by applying reduced resolution spatial data without sacrificing signif-
icant model reliability, and to develop a tool that may be transferable to ungaged watersheds.  
The Big Creek watershed, a 186.4 km
2
 urbanizing watershed near Atlanta, GA, for 
which all input parameters at high resolution are available (land use coverage, watershed seg-
mentation, soils coverage, meteorological data resolution, and stream reach characteristics) was 
used to run the LSPC distributed hydrological model for a 10 year period (1998-2007). First, the 
full range of spatially-distributed input parameters at the highest available resolution, as well as 
the measured stream discharge at a USGS gauge to establish the baseline conditions was used. 
Then an output sensitivity matrix was developed by evaluating the effects of downscaling (in 
resolution) the four potential influential spatial input variables: land use coverage, watershed 
segmentation, meteorological data resolution, and stream reach characteristics. Overall, 16 per-
mutations were required to identify which reduction of variables most successfully predicts ru-
noff with the least error.  
Results of this study indicate that resolution of some input data has more significance on 
model accuracy than others. The findings of this study can be summarized in following ways. 
1. A comparison of the Nash Sutcliff coefficient of model efficiency and absolute error in the 
LSPC model predictions determined that switching from a DEM of 30 m to 90 m affected 
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LSPC outputs by a 0.20 percent decrease in the mean subbasin slope and a 28.39 percent 
decrease in the mean reach slope. These changes resulted in a minor decrease in the error for 
summer storm flows at the annual time scale (0. 0.008 percent) and in 0 – 0.01 percent 
change of the accuracy of predicting the total flow volume at the decadal time scale. The in-
significant impact of coarsening the DEM resolution on flow volumes may be due to unal-
tered area of subbasins and reaches lengths, therefore. More research considering re-
deliniation of subbasins and variation of reaches lengths may be considered when evaluating 
the effect of DEM resolutions on LSPC outputs in the future. This study demonstrated that, 
at least for the Big Creek watershed, the mean slope plays a minor role in runoff output for 
the LSPC model, and smoothing the DEM from 30 m to 90 m resolution does not substan-
tively affect the hydrological simulations, which suggests that a 90 m DEM may be a viable 
substitute when simulating annual and/or decadal flow volumes with the LSPC model.  
2. Both field-measured and digitally-derived cross-section characteristics produce a correspon-
dingly small amount of error at decadal time scales. The field-based FTABLES were devel-
oped using a surveyed cross-section data and digital based FTABLES were calculated using 
Rosgen method and Manning‘s equation; the stage-discharge relations below bankfull for 
both scenarios were similar. Increased topographic complexity of the surveyed cross-section 
in the field-based scenario had a stronger impact on the simulation of storm flow at the an-
nual time scale. The error in summer storm volumes were higher by almost 15 percent, like-
ly due to the floodplain not being physically surveyed but computed based on the stage-
discharge relationship for bankfull elevations. Overall, the low percent error related to the 
data resolution incorporated in the cross-section suggests that the method used to develop 
FTABLEs did not have a significant effect on the prediction of total flow in a small wa-
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tershed similar to Big Creek. Therefore, depending on data availability, an LSPC modeler 
may have flexibility to choose between digital- or field- based FTABLE while simulating 
total flow volume at annual and decadal time scales.  
3. Flow predictions were significantly affected by land use classification. Even thought the 
LSPC scenario with a unique class for developed land use that neglected to incorporate the 
degree of imperviousness resulted in an increase in error of only 13.91 percent for total 
flow, the difference in error was more pronounced when estimating storm and baseflow at 
the annual time scales. With the simplified land use classification, the prediction error for 
storm flow and baseflow changed by over 100 percent, for the dry year. The large impact of 
land use classification on the flow predictions can be explained by the high level of urbani-
zation in the watershed of study (Big Creek is an urbanizing watershed with 27 percent im-
pervious cover). The demonstrated significant sensitivity of storm and base flow to the sim-
plified land use classification schemes at the annual time scale suggests that when LSPC is 
used to evaluate the response of flow components (i.e. baseflow, storm flow), a full land 
cover classification including detailed percentage of the impervious cover may be crucial.  
4. The meteorological data resolution was the most sensitive input variable and affected flow 
predictions at both annual and decadal time scales. Even though the difference in error of 
flow prediction associated with the sole use of the Atlanta airport weather station is not sig-
nificant (3.46 percent), the goodness of fit of the hydrograph with the baseline scenario is 
extremely low (Nash Sutcliff coefficient is 0.1). A visual comparison of the hydrograph illu-
strated inconsistencies at both decadal and annual time frames, which suggests that the Air-
port station is not representative of the area and therefore, allocation of rainfall gages in 
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close proximity to the watershed of study is the key for an accurate flow prediction with 
LSPC.  
5. The minimum resolution input data required to achieve 25 percent model output error (or 
less) and a Nash-Sutcliff coefficient higher than 0.5 in the Big Creek watershed were the 
following: a 90 m resolution DEM, a single surveyed representative cross section, a simpli-
fied land cover classification with combined developed land use classes, and a weather sta-
tion in close proximity to the watershed.   
Overall, sensitivity of the LSPC model to variations in land use classification, resolution of the 
digital elevation model, meteorological data resolution, and complexity of stream reach charac-
teristics presented above indicate that if simulating total flow in data poor environment and 
conditions similar to the Big Creek watershed, efforts should be made to find or even add rain-
fall gages and collecting detailed data on land use (and impervious cover, in particular) rather 
than spending limited resources obtaining high resolution DEMs and transect characteristics.  
7 IMPLICATIONS AND FURTHER DEVELOPMENTS 
 The findings of this study are important for the hydrological community since the use of 
LSPC models is expected to increase in the future, as it became a part of the Better Assessment 
Science Integrating Point and Nonpoint Sources (BASINS) modeling framework and is sup-
ported by the U.S. Environmental Protection Agency (USEPA) for TMDL development (Di Lu-
zio et al., 2002).  Given the sensitivity analysis of LSPC to the resolution of the input parame-
ters presented in this study, it appears that this watershed management tool may be further de-
veloped and used in data poor regions of the world with inadequate hydrological monitoring 
capabilities. By exploring how sensitive the model is to variations in scale of topographic and 
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meteorological input parameters, this study illustrated that rainfall distribution is essential for 
reliable hydrologic prediction which indicates that our ability to predict flow volume in ungaged 
watersheds strongly depends on the development of rain gage networks. It‘s believed that find-
ings of this study will contribute to the improvement and/or development of rain gage networks 
in data poor environments and will overall support our ability to estimate discharge in the un-
gaged watersheds.  
Modelers running the LSPC model will also benefit from the sensitivity analysis pre-
sented in this study since it determined the environmental factors that significantly / insignifi-
cantly affect the variation of the model output. Knowing that, model performance may be im-
proved by prioritizing measurements of rainfall data, whereas reducing the scale of DEM and 
details of cross-section characteristics is less significant.  
The study can be further advanced by running similar analyses for other topographic and 
climatic conditions with the goal to develop an understanding the essential features of hydrolog-
ical models under various environmental conditions. As earlier mentioned, more studies consi-
dering re-deliniation of subbasins may be considered in the future when evaluating the effect of 
DEM resolutions on LSPC outputs.    Exploring sensitivity of the model to the temporal resolu-
tion of input data may be another interesting point for further research, since LSPC is common-
ly used for the long term time series data input.   As indicated in the ‗discussions‘, the model 
was sensitive to representation of impervious cover in the experiment land use scenario and, 
therefore, data on land use change over time may need to be incorporated in simulations to mi-
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Baseline scenario 0000: STRM30m, digital-derived FTABLEs, complete land use classification 
and GEMN270 meteorological station.
 
Figure A.1Baseline scenario 0000; wet year (2005). Mean monthly flow: Model Outlet 7 vs. USGS 02335700 BIG 
CREEK NEAR ALPHARETTA, GA 
 
 
Figure A.2 Baseline scenario 0000; wet year (2005). Seasonal regression and temporal aggregate: Model Outlet 7 
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Figure A.3 Baseline scenario 0000; wet year (2005).  Seasonal medians and ranges: Model Outlet 7 vs. USGS 
02335700 BIG CREEK NEAR ALPHARETTA, GA 
 
 
Table A.1 Baseline scenario 0000; wet year (2005).  Seasonal summary: Model Outlet 7 vs. USGS 02335700 BIG 
CREEK NEAR ALPHARETTA, GA 
 
 


































Average Monthly Rainfall (in) Observed (25th, 75th)
Median Observed Flow (1/1/2005 to 12/31/2005) Modeled (Median, 25th, 75th)
MEAN MEDIAN 25TH 75TH MEAN MEDIAN 25TH 75TH
Jan 90.26 75.00 70.00 84.00 98.31 79.83 68.72 92.99
Feb 252.04 110.00 87.75 207.00 200.49 113.86 82.97 199.09
Mar 235.29 137.00 118.00 228.00 242.15 152.82 120.04 255.69
Apr 197.27 134.00 104.75 205.50 207.35 170.17 118.11 223.92
May 82.58 76.00 67.00 86.00 84.47 70.34 60.56 90.32
Jun 138.93 106.00 69.50 181.00 159.12 104.52 84.60 194.26
Jul 402.81 136.00 87.50 584.00 516.92 310.91 168.09 563.03
Aug 184.90 118.00 84.00 165.50 345.96 247.67 144.73 401.99
Sep 52.00 48.50 43.25 55.75 89.09 81.45 68.62 102.12
Oct 70.26 44.00 40.00 56.00 115.95 75.00 58.38 93.05
Nov 80.17 44.50 40.00 71.00 84.82 47.94 40.31 59.10
Dec 138.55 83.00 72.00 123.50 156.76 109.92 95.53 172.64
MONTH
OBSERVED FLOW (CFS) MODELED FLOW (CFS)
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Figure A.4 Baseline scenario 0000; wet year (2005).  Flow exceedence: Model Outlet 7 vs. USGS 02335700 BIG 
CREEK NEAR ALPHARETTA, GA 
 
Figure A.5 Baseline scenario 0000; wet year (2005).  Flow accumulation: Model Outlet 7 vs. USGS 02335700 BIG 
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Figure A.6 Baseline scenario 0000; dry year (2007).   Baseline scenario 0000; dry year (2007).  Mean monthly 




Figure A.7 Baseline scenario 0000; dry year (2007).  Baseline scenario 0000; dry year (2007).  Seasonal re-
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Figure A.8 Baseline scenario 0000; dry year (2007).  Baseline scenario 0000; dry year (2007).  Seasonal me-
dians and ranges: Model Outlet 7 vs. USGS 02335700 BIG CREEK NEAR ALPHARETTA, GA 
 
 
Table A.2 Baseline scenario 0000; dry year (2007).  Seasonal summary: Model Outlet 7 vs. USGS 02335700 
BIG CREEK NEAR ALPHARETTA, GA 
 
 









































Average Monthly Rainfall (in) Observed (25th, 75th)
Median Observed Flow (1/1/2007 to 12/31/2007) Modeled (Median, 25th, 75th)
MEAN MEDIAN 25TH 75TH MEAN MEDIAN 25TH 75TH
Jan 145.90 83.00 69.00 135.00 148.44 96.85 82.95 176.28
Feb 95.54 68.50 60.00 94.00 99.08 73.84 63.51 93.64
Mar 97.74 62.00 55.50 78.00 111.90 70.58 59.28 91.14
Apr 57.40 49.00 46.25 58.75 60.80 47.76 41.12 57.46
May 36.77 34.00 24.00 38.00 46.28 30.44 24.69 38.61
Jun 35.63 23.00 19.25 35.00 45.80 21.17 18.69 59.14
Jul 37.84 32.00 27.00 40.50 76.42 49.51 32.77 105.33
Aug 16.55 13.00 11.00 19.00 35.47 18.35 15.76 25.31
Sep 14.04 11.50 10.25 12.75 21.95 13.22 12.27 14.72
Oct 14.98 11.00 10.00 14.50 23.97 10.90 10.53 17.70
Nov 26.10 17.00 15.25 24.00 33.64 9.55 9.29 16.00
Dec 56.74 33.00 22.00 53.00 63.87 23.93 13.46 86.64
MONTH
OBSERVED FLOW (CFS) MODELED FLOW (CFS)
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Figure A.9 Baseline scenario 0000; dry year (2007).  Flow exceedence: Model Outlet 7 vs. USGS 02335700 BIG 
CREEK NEAR ALPHARETTA, GA 
 
 
Figure A.10 Baseline scenario 0000; dry year (2007).   Flow accumulation: Model Outlet 7 vs. USGS 02335700 
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APPENDIX B 
Experimental scenario 1000: STRM90m, digital-derived FTABLEs, complete land use classifi-
cation and GEMN270 meteorological station. 
 
Figure B.1 Experimental scenario 1000; wet year (2005).  Mean monthly flow: Model Outlet 7 vs. USGS 




Figure B.2 Experimental scenario 1000; wet year (2005).  Seasonal regression and temporal aggregate: Model Out-
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Figure B.3 Experimental scenario 1000; wet year (2005).  Seasonal medians and ranges: Model Outlet 7 vs. USGS 
02335700 BIG CREEK NEAR ALPHARETTA, GA 
 
 
Table B.1 Experimental scenario 1000; wet year (2005).  Seasonal summary: Model Outlet 7 vs. USGS 02335700 
BIG CREEK NEAR ALPHARETTA, GA 
 
 


































Average Monthly Rainfall (in) Observed (25th, 75th)
Median Observed Flow (1/1/2005 to 12/31/2005) Modeled (Median, 25th, 75th)
MEAN MEDIAN 25TH 75TH MEAN MEDIAN 25TH 75TH
Jan 90.26 75.00 70.00 84.00 98.33 79.86 68.75 93.03
Feb 252.04 110.00 87.75 207.00 200.42 113.91 83.00 199.00
Mar 235.29 137.00 118.00 228.00 242.04 152.80 120.17 256.88
Apr 197.27 134.00 104.75 205.50 207.42 170.30 118.19 223.95
May 82.58 76.00 67.00 86.00 84.49 70.37 60.60 90.34
Jun 138.93 106.00 69.50 181.00 159.14 104.55 84.58 194.21
Jul 402.81 136.00 87.50 584.00 516.71 311.77 168.02 563.12
Aug 184.90 118.00 84.00 165.50 345.86 247.74 144.89 402.20
Sep 52.00 48.50 43.25 55.75 89.17 81.52 68.66 102.21
Oct 70.26 44.00 40.00 56.00 115.98 75.00 58.41 93.09
Nov 80.17 44.50 40.00 71.00 84.81 47.96 40.33 59.12
Dec 138.55 83.00 72.00 123.50 156.79 109.96 95.58 172.83
MONTH
OBSERVED FLOW (CFS) MODELED FLOW (CFS)
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Figure B.4 Experimental scenario 1000; wet year (2005).  Flow exceedence: Model Outlet 7 vs. USGS 02335700 
BIG CREEK NEAR ALPHARETTA, GA 
 
Figure B.5 Experimental scenario 1000; wet year (2005).  Flow accumulation: Model Outlet 7 vs. USGS 02335700 
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Figure B.6 Experimental scenario 1000; dry year (2007).  Mean monthly flow: Model Outlet 7 vs. USGS 02335700 




Figure B.7 Experimental scenario 1000; dry year (2007).  Seasonal regression and temporal aggregate: Model Out-
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Figure B.8 Experimental scenario 1000; dry year (2007).  Seasonal medians and ranges: Model Outlet 7 vs. USGS 





Table B.2 Experimental scenario 1000; dry year (2007).  Seasonal summary: Model Outlet 7 vs. USGS 02335700 
BIG CREEK NEAR ALPHARETTA, GA 
 
 









































Average Monthly Rainfall (in) Observed (25th, 75th)
Median Observed Flow (1/1/2007 to 12/31/2007) Modeled (Median, 25th, 75th)
MEAN MEDIAN 25TH 75TH MEAN MEDIAN 25TH 75TH
Jan 145.90 83.00 69.00 135.00 148.43 96.93 83.02 176.38
Feb 95.54 68.50 60.00 94.00 99.12 73.89 63.55 93.70
Mar 97.74 62.00 55.50 78.00 111.89 70.61 59.25 91.21
Apr 57.40 49.00 46.25 58.75 60.81 47.77 41.13 57.43
May 36.77 34.00 24.00 38.00 46.29 30.45 24.70 38.62
Jun 35.63 23.00 19.25 35.00 45.80 21.18 18.69 58.95
Jul 37.84 32.00 27.00 40.50 76.43 49.52 32.78 105.34
Aug 16.55 13.00 11.00 19.00 35.47 18.35 15.76 25.32
Sep 14.04 11.50 10.25 12.75 21.95 13.22 12.27 14.72
Oct 14.98 11.00 10.00 14.50 23.97 10.91 10.53 17.75
Nov 26.10 17.00 15.25 24.00 33.64 9.55 9.29 16.03
Dec 56.74 33.00 22.00 53.00 63.85 23.89 13.46 86.63
MONTH
OBSERVED FLOW (CFS) MODELED FLOW (CFS)
94 
 
Figure B.9 Experimental scenario 1000; dry year (2007).  Flow exceedence: Model Outlet 7 vs. USGS 02335700 
BIG CREEK NEAR ALPHARETTA, GA 
 
Figure B.10 Experimental scenario 1000; dry year (2007).  Flow accumulation: Model Outlet 7 vs. USGS 
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APPENDIX C 
Experimental scenario 0010: STRM30m, digital-derived FTABLEs, simplified land use classi-
fication and GEMN270 meteorological station.  
 
Figure C.1 Experimental scenario 0010; wet year (2005).  Mean monthly flow: Model Outlet 7 vs. USGS 




Figure C.2 Experimental scenario 0010; wet year (2005).  Seasonal regression and temporal aggregate: Model Out-
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Figure C.3 Experimental scenario 0010; wet year (2005).  Seasonal medians and ranges: Model Outlet 7 vs. USGS 
02335700 BIG CREEK NEAR ALPHARETTA, GA 
 
 
Table C.1 Experimental scenario 0010; wet year (2005).  Seasonal summary: Model Outlet 7 vs. USGS 02335700 
BIG CREEK NEAR ALPHARETTA, GA 
 
 






































Average Monthly Rainfall (in) Observed (25th, 75th)
Median Observed Flow (1/1/2005 to 12/31/2005) Modeled (Median, 25th, 75th)
MEAN MEDIAN 25TH 75TH MEAN MEDIAN 25TH 75TH
Jan 90.26 75.00 70.00 84.00 107.04 100.96 85.16 118.00
Feb 252.04 110.00 87.75 207.00 202.70 131.46 106.42 245.35
Mar 235.29 137.00 118.00 228.00 261.23 214.53 179.77 281.48
Apr 197.27 134.00 104.75 205.50 249.35 213.55 147.93 287.78
May 82.58 76.00 67.00 86.00 73.58 71.03 52.27 89.11
Jun 138.93 106.00 69.50 181.00 84.02 80.96 61.04 105.88
Jul 402.81 136.00 87.50 584.00 407.93 332.06 210.98 475.74
Aug 184.90 118.00 84.00 165.50 283.26 230.52 181.67 334.97
Sep 52.00 48.50 43.25 55.75 88.19 76.37 48.52 123.11
Oct 70.26 44.00 40.00 56.00 137.42 100.68 66.05 157.93
Nov 80.17 44.50 40.00 71.00 81.60 48.13 37.57 106.06
Dec 138.55 83.00 72.00 123.50 231.50 198.06 173.06 262.43
MONTH
OBSERVED FLOW (CFS) MODELED FLOW (CFS)
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Figure C.4 Experimental scenario 0010; wet year (2005).  Flow exceedence: Model Outlet 7 vs. USGS 02335700 
BIG CREEK NEAR ALPHARETTA, GA 
 
Figure C.5 Experimental scenario 0010; wet year (2005).  Flow accumulation: Model Outlet 7 vs. USGS 02335700 
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Figure C.6 Experimental scenario 0010; dry year (2007).  Mean monthly flow: Model Outlet 7 vs. USGS 02335700 




Figure C.7 Experimental scenario 0010; dry year (2007).  Seasonal regression and temporal aggregate: Model Out-





































Avg Monthly Rainfall (in.)
Avg Observed Flow (1/1/2007 to 12/31/2007 )






































Avg Daily Rainfall (in.)
Avg Obs rved Flow (1/1/20 7 to 12/31/2007 )
Avg Modeled Flow (Same Period)









0 50 100 150 200




















Avg Flow (1/1/2007 to 12/31/2007)
Line of Equal Value
Best-Fit Line



































Avg Monthly Rainfall (in.)
Avg Observed Flow (1/1/2007 to 12/31/2007)
Avg Modeled Flow (Same Period)




































Average Monthly Rainfall (in) Observed (25th, 75th)
M dian Observed Flow (1/1/2007 to 12/31/20 7) Modeled (Medi , 25th, 75th)
99 
 
Figure C.8 Experimental scenario 0010; dry year (2007).  Seasonal medians and ranges: Model Outlet 7 vs. USGS 
02335700 BIG CREEK NEAR ALPHARETTA, GA 
 
 
Table C.2 Experimental scenario 0010; dry year (2007).  Seasonal summary: Model Outlet 7 vs. USGS 02335700 
BIG CREEK NEAR ALPHARETTA, GA 
 
 




































Average Monthly Rainfall (in) Observed (25th, 75th)
Median Observed Flow (1/1/2007 to 12/31/2007) Modeled (Median, 25th, 75th)
MEAN MEDIAN 25TH 75TH MEAN MEDIAN 25TH 75TH
Jan 145.90 83.00 69.00 135.00 184.09 158.05 143.25 198.86
Feb 95.54 68.50 60.00 94.00 105.71 101.52 87.09 116.06
Mar 97.74 62.00 55.50 78.00 132.04 112.06 82.51 147.09
Apr 57.40 49.00 46.25 58.75 57.51 55.06 46.11 66.07
May 36.77 34.00 24.00 38.00 36.92 33.93 23.48 44.41
Jun 35.63 23.00 19.25 35.00 12.18 10.93 10.22 12.42
Jul 37.84 32.00 27.00 40.50 16.94 13.88 11.68 16.78
Aug 16.55 13.00 11.00 19.00 8.44 7.89 7.32 9.42
Sep 14.04 11.50 10.25 12.75 7.07 6.73 6.54 6.83
Oct 14.98 11.00 10.00 14.50 9.17 7.01 6.81 7.86
Nov 26.10 17.00 15.25 24.00 12.98 8.07 6.64 12.87
Dec 56.74 33.00 22.00 53.00 30.23 22.63 14.63 35.60
MONTH
OBSERVED FLOW (CFS) MODELED FLOW (CFS)
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Figure C.9 Experimental scenario 0010; dry year (2007).  Flow exceedence: Model Outlet 7 vs. USGS 02335700 
BIG CREEK NEAR ALPHARETTA, GA 
 
Figure C.10 Experimental scenario 0010; dry year (2007).  Flow accumulation: Model Outlet 7 vs. USGS 
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APPENDIX D 
Experimental scenario 0100: STRM30m, field-based FTABLEs, complete land use classifica-
tion and GEMN270 meteorological station. 
 
Figure D.1 Experimental scenario 0100; wet year (2005).  Mean monthly flow: Model Outlet 7 vs. USGS 
02335700 BIG CREEK NEAR ALPHARETTA, GA 
 
 
Figure D.2 Experimental scenario 0100; wet year (2005).  Monthly flow regression and temporal variation: Model 
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Figure D.3 Experimental scenario 0100; wet year (2005).  Seasonal medians and ranges: Model Outlet 7 vs. USGS 
02335700 BIG CREEK NEAR ALPHARETTA, GA 
 
Table D.1 Experimental scenario 0100; wet year (2005).  Seasonal summary: Model Outlet 7 vs. USGS 02335700 
BIG CREEK NEAR ALPHARETTA, GA 
 
 


































Average Monthly Rainfall (in) Observed (25th, 75th)
Median Observed Flow (1/1/2005 to 12/31/2005) Modeled (Median, 25th, 75th)
MEAN MEDIAN 25TH 75TH MEAN MEDIAN 25TH 75TH
Jan 90.26 75.00 70.00 84.00 98.22 78.90 68.30 92.44
Feb 252.04 110.00 87.75 207.00 201.17 104.21 81.98 211.61
Mar 235.29 137.00 118.00 228.00 241.84 161.11 117.85 251.39
Apr 197.27 134.00 104.75 205.50 206.51 166.03 116.15 222.75
May 82.58 76.00 67.00 86.00 84.48 70.20 60.51 88.73
Jun 138.93 106.00 69.50 181.00 159.30 100.48 82.83 203.61
Jul 402.81 136.00 87.50 584.00 515.80 302.92 168.46 551.24
Aug 184.90 118.00 84.00 165.50 345.30 238.44 142.86 411.66
Sep 52.00 48.50 43.25 55.75 88.64 81.12 68.42 102.01
Oct 70.26 44.00 40.00 56.00 115.80 75.32 58.18 92.47
Nov 80.17 44.50 40.00 71.00 84.99 46.36 40.20 58.49
Dec 138.55 83.00 72.00 123.50 156.48 109.00 94.70 160.04
MONTH
OBSERVED FLOW (CFS) MODELED FLOW (CFS)
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Figure D.4 Experimental scenario 0100; wet year (2005).  Flow exceedence: Model Outlet 7 vs. USGS 02335700 
BIG CREEK NEAR ALPHARETTA, GA 
 
Figure D.5 Experimental scenario 0100; wet year (2005).  Flow accumulation: Model Outlet 7 vs. USGS 02335700 
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Figure D.6 Experimental scenario 0100; dry year (2007).  Mean monthly flow: Model Outlet 7 vs. USGS 02335700 




Figure D.7 Experimental scenario 0100; dry year (2007).  Monthly flow regression and temporal variation: Model 
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Figure D.8 Experimental scenario 0100; dry year (2007).  Seasonal medians and ranges: Model Outlet 7 vs. USGS 
02335700 BIG CREEK NEAR ALPHARETTA, GA 
 
 
Table D.2 Experimental scenario 0100; dry year (2007).  Seasonal summary: Model Outlet 7 vs. USGS 02335700 
BIG CREEK NEAR ALPHARETTA, GA 
 
 



































Average Monthly Rainfall (in) Observed (25th, 75th)
Median Observed Flow (1/1/2007 to 12/31/2007) Modeled (Median, 25th, 75th)
MEAN MEDIAN 25TH 75TH MEAN MEDIAN 25TH 75TH
Jan 145.90 83.00 69.00 135.00 147.93 94.72 82.66 166.62
Feb 95.54 68.50 60.00 94.00 99.01 71.25 62.67 93.91
Mar 97.74 62.00 55.50 78.00 111.82 69.87 59.18 86.71
Apr 57.40 49.00 46.25 58.75 60.85 47.02 41.09 54.14
May 36.77 34.00 24.00 38.00 46.39 30.69 24.85 37.29
Jun 35.63 23.00 19.25 35.00 45.95 20.66 18.82 68.47
Jul 37.84 32.00 27.00 40.50 76.44 42.99 31.78 114.88
Aug 16.55 13.00 11.00 19.00 35.61 18.55 15.94 24.07
Sep 14.04 11.50 10.25 12.75 22.01 13.34 12.35 14.47
Oct 14.98 11.00 10.00 14.50 24.00 10.93 10.58 12.43
Nov 26.10 17.00 15.25 24.00 33.62 9.57 9.31 14.45
Dec 56.74 33.00 22.00 53.00 64.68 18.29 13.41 89.85
MONTH
OBSERVED FLOW (CFS) MODELED FLOW (CFS)
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Figure D.9 Experimental scenario 0100; dry year (2007).  Flow exceedence: Model Outlet 7 vs. USGS 02335700 
BIG CREEK NEAR ALPHARETTA, GA 
 
Figure D.10 Experimental scenario 0100; dry year (2007).  Flow accumulation: Model Outlet 7 vs. USGS 
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APPENDIX E 
Experimental scenario 0001: STRM30m, digital -based FTABLEs, complete land use classifica-
tion and Atlanta Airport 090451 meteorological station.
 
Figure E.1 Experimental scenario 0001; wet year (2005).  Mean monthly flow: Model Outlet 7 vs. USGS 02335700 
BIG CREEK NEAR ALPHARETTA, GA 
 
 
Figure E.2 Experimental scenario 0001; wet year (2005).  Monthly flow regression and temporal variation: Model 
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Figure E.3 Experimental scenario 0001; wet year (2005).  Seasonal medians and ranges: Model Outlet 7 vs. USGS 
02335700 BIG CREEK NEAR ALPHARETTA, GA 
 
 
Table E.1 Experimental scenario 0001; wet year (2005).  Seasonal summary: Model Outlet 7 vs. USGS 02335700 
BIG CREEK NEAR ALPHARETTA, GA 
 
 




































Average Monthly Rainfall (in) Observed (25th, 75th)
Median Observed Flow (1/1/2005 to 12/31/2005) Modeled (Median, 25th, 75th)
MEAN MEDIAN 25TH 75TH MEAN MEDIAN 25TH 75TH
Jan 90.26 75.00 70.00 84.00 126.37 94.38 81.68 109.14
Feb 252.04 110.00 87.75 207.00 203.47 129.16 98.81 233.39
Mar 235.29 137.00 118.00 228.00 253.65 132.53 104.54 250.34
Apr 197.27 134.00 104.75 205.50 197.94 134.57 100.05 226.18
May 82.58 76.00 67.00 86.00 81.43 67.51 54.43 89.87
Jun 138.93 106.00 69.50 181.00 85.24 62.45 52.23 83.91
Jul 402.81 136.00 87.50 584.00 519.77 157.87 118.60 409.61
Aug 184.90 118.00 84.00 165.50 218.02 137.14 89.33 230.05
Sep 52.00 48.50 43.25 55.75 65.06 59.84 48.56 77.05
Oct 70.26 44.00 40.00 56.00 60.37 39.16 35.21 50.67
Nov 80.17 44.50 40.00 71.00 59.50 27.69 23.77 41.88
Dec 138.55 83.00 72.00 123.50 99.73 66.74 60.81 80.91
MONTH
OBSERVED FLOW (CFS) MODELED FLOW (CFS)
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Figure E.4 Experimental scenario 0001; wet year (2005).  Flow exceedence: Model Outlet 7 vs. USGS 02335700 
BIG CREEK NEAR ALPHARETTA, GA 
 
Figure E.5 Experimental scenario 0001; wet year (2005).  Flow accumulation: Model Outlet 7 vs. USGS 02335700 
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Figure E.6 Experimental scenario 0001; dry year (2007).  Mean monthly flow: Model Outlet 7 vs. USGS 02335700 




Figure E.7 Experimental scenario 0001; dry year (2007).  Monthly flow regression and temporal variation: Model 
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Figure E.8 Experimental scenario 0001; dry year (2007).  Seasonal medians and ranges: Model Outlet 7 vs. USGS 
02335700 BIG CREEK NEAR ALPHARETTA, GA 
 
 
Table E.2 Experimental scenario 0001; dry year (2007).  Seasonal summary: Model Outlet 7 vs. USGS 02335700 
BIG CREEK NEAR ALPHARETTA, GA 
 
 







































Average Monthly Rainfall (in) Observed (25th, 75th)
Median Observed Flow (1/1/2007 to 12/31/2007) Modeled (Median, 25th, 75th)
MEAN MEDIAN 25TH 75TH MEAN MEDIAN 25TH 75TH
Jan 145.90 83.00 69.00 135.00 155.52 105.94 92.09 154.71
Feb 95.54 68.50 60.00 94.00 104.42 77.69 67.47 98.89
Mar 97.74 62.00 55.50 78.00 66.38 53.10 37.83 65.63
Apr 57.40 49.00 46.25 58.75 44.73 31.54 26.43 34.73
May 36.77 34.00 24.00 38.00 39.33 20.09 17.47 23.48
Jun 35.63 23.00 19.25 35.00 38.64 15.25 13.53 33.11
Jul 37.84 32.00 27.00 40.50 32.63 15.94 14.62 23.01
Aug 16.55 13.00 11.00 19.00 36.51 10.52 9.39 26.14
Sep 14.04 11.50 10.25 12.75 46.14 14.20 12.00 17.69
Oct 14.98 11.00 10.00 14.50 35.44 12.67 11.88 14.98
Nov 26.10 17.00 15.25 24.00 18.15 10.68 9.85 11.78
Dec 56.74 33.00 22.00 53.00 65.36 17.64 10.34 91.61
MONTH
OBSERVED FLOW (CFS) MODELED FLOW (CFS)
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Figure E.9 Experimental scenario 0001; dry year (2007).  Flow exceedence: Model Outlet 7 vs. USGS 02335700 
BIG CREEK NEAR ALPHARETTA, GA 
 
Figure E.10 Experimental scenario 0001; dry year (2007).  Flow accumulation: Model Outlet 7 vs. USGS 
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