We review the theory of light localization due to the combined action of single or double Bragg coupling between dichromatic counterpropagating envelopes and parametric mixing nonlinearities. We discuss existence, stability, and excitation of such localized envelopes. We also investigate the link between stationary gap solitons and input-output response of nonlinear quadratic Bragg gratings. Frustrated transmission and multistable switching is expected to occur under suitable integrable ͑cascading͒ limits. Substantial deviations from these conditions lead to the onset of spatial chaos. © 2000 American Institute of Physics.
I. INTRODUCTION
Optical gap solitons ͑GSs͒ are well-known localized electromagnetic ͑em͒ excitations which, owing to a cubic nonlinear response ͑optical Kerr effect͒, can propagate at frequencies otherwise belonging to a forbidden region ͑gap͒ in the linear spectral response of Bragg gratings. 1 These gratings, also known as nonlinear distributed feedback ͑NLDFB͒ structures, exhibit interesting nonlinear features such as bistability, temporal and spatial instabilities. [2] [3] [4] GSs are selftrapped envelopes of NLDFB, traveling at a speed between zero ͑in the lab frame͒ and the linear group-velocity, and such that nonlinear self-and cross-phase modulations compensate for the strong grating dispersion. [5] [6] [7] [8] [9] [10] This research area has been recently boosted by the experimental observation of GS propagation effects in optical fibers [11] [12] [13] [14] [15] and AlGaAs Bragg samples. 16 On the other hand, optical experiments can shed light on a physical phenomenon which, stemming solely from the interplay of periodicity and nonlinearity, does play an important role in many different physical contexts. [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] Additionally, besides the third-order optical Kerr effect, optical solitons are sustained also by second-order parametric processes such as second-harmonic generation ͑SHG͒, which involve energy exchange between different wavelengths. Actually the concept that quadratic nonlinearities allow for mutual trapping of transverse wavepackets ͑spatial solitons͒ of different colors through second-harmonic generation ͑SHG͒ dates back to the 1970s. 29 It is only recently, however, that the feasibility of this idea has been fully explored theoretically and experimentally. 30 Generally speaking, quadratic susceptibilities are much larger than cubic ones, and hence solitons due to SHG are appealing for applications. It is natural, then, to ask whether one could observe GSs sustained by SHG at power levels which compare favorably with those needed by the weak nonlinearities of fibers. We must expect that an additional complexity arises, in this case, from the fact that second-order nonlinearities couple envelopes with different carrier frequencies. In spite of this, dichromatic parametric GSs have been recently predicted, [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] [43] [44] and their physics appears extremely rich. In general, the number of coupled modes ͑four in the case of SHG͒ is such that integrability ͓even in the sense of ordinary differential equations ͑ODEs͒ yielding the solitary wave profiles͔ is lost. This loss of integrability might also affect the dynamical behavior of the NLDFB leading to spatial chaos, at variance with respect to Kerr NLDFB. Here we review the main results obtained to date on parametric GSs and their relation with the operation of quadratic NLDFB structures. We address the problem theoretically, without discussing in details those issues related to the observability of parametric GSs. Nevertheless, well-established technologies for Bragg gratings in quadratic materials, 45, 46 as well as novel promising structures [47] [48] [49] constitute a solid ground on which substantial experimental progress is envisaged in the near future.
The article is organized as follows. In Sec. II we assemble the starting model. In Secs. III and IV we discuss two suitable limits which allow for complete solvability of the problem, namely excitation near the edges of the stop bands and cascading, i.e., when the parametric mixing acts as an effective Kerr effect. In Sec. V we report on exact solutions obtained by imposing an extra resonance condition. This permits us to draw unexpected conclusions about the GS existence. Section VI is aimed at investigating the cw response of NLDFBs in the integrable cascading limit, with emphasis on the role of GSs. Finally, in Sec. VII we address the onset of GS-mediated spatial chaos.
II. GOVERNING MODELS
Let us consider a propagating field E(Z,T) ϭ⌺ nϭ1,2 E n ϩ (Z,T) exp ͓ik n (n B1 ) Z Ϫ in B1 T͔ ϩ E n Ϫ (Z,T) ϫexp͓Ϫik n (n B1 )ZϪin B1 T͔, such that the forward and backward envelopes (E 1 Ϯ ) at the fundamental frequency ͑FF͒ can be coupled to those (E 2 Ϯ ) at the second harmonic ͑SH͒ via SHG in a quadratically nonlinear material. Following the standard coupled-mode approach in a shallow and weakly nonlinear grating, we obtain the evolution equations obeyed by the envelope amplitudes E 1,2 Ϯ ͑see, e.g., Refs. 34-36͒,
where L n Ϯ ϵiV n Ϫ1 ‫ץ‬ T Ϯi‫ץ‬ Z is the linear propagator, and V n ϭ(dk/d) Ϫ1 ͉ n B1 stands for group-velocity, with nϭ1,2.
Here ⌬k nl ϵk 2 (2 B1 )Ϫ2k 1 ( B1 ) is the nonlinear wavevector mismatch, while ⌬k n ϵm␤ g Ϫ2k n (n B1 ) are the linear Bragg detunings, with ␤ g ϭ2/⌳ the fundamental grating wavevector, ⌳ the grating period, and m a suitable order in the Fourier expansion ⌺ m c m exp(Ϯim␤ g z) of the periodic perturbation. In order to get efficient nonlinear mixing and nearly Bragg-resonant FF and SH ͑i.e., a linearly doubly resonant grating͒ we can choose mϭ1 at FF, and mϭ2 at SH, which yields the constraint ⌬k nl ϵ⌬k 1 Ϫ⌬k 2 /2. In particular, we choose the carrier B1 coincident with the Bragg frequency at FF, so that ⌬k 1 ϭ0 and ⌬k nl ϭϪ⌬k 2 /2. Under such an assumption, Eqs. ͑1͒ can be recast in the universal form of the following dimensionless Hamiltonian system ruling the propagation of optical GSs:
where HϭH(u Ϯ ,u Ϯ * ) is a conserved quantity associated with t-translational invariance of Eqs. ͑2͒, given by the integral of the Hamiltonian spatial density H as
͑3͒
The essential ingredients of systems which sustain optical GSs are clear from Eqs. ͑2͒. The linear dispersive features associated with the linear propagators for counterpropagating waves and the Bragg coupling must be counterbalanced by the action of a nonlinear potential V nl . For instance, in a scalar Kerr medium ͑e.g., an optical fiber, see Refs. 6-11, 50, and 51͒ u Ϯ are scalar fields, and once we adopt a normalization such that stands for the sign of nonlinear crossphase modulation coefficient and is the self-to cross-phase modulation ratio ͑ϭ1, ϭ0.5 in a scalar optical fiber͒, the nonlinear term in Eqs. ͑2͒ corresponds to a quartic potential 
where we pose ␦kϭv 2 ␦k and 2 ϭ 2 v 2 .
Equations ͑4͒ conserve also the photon flux Q and the linear momentum M ͑associated with rotational and z-translational invariance, respectively͒
Equations ͑4͒ can be recast in a different form in terms of the envelopes u 1 Ϯ ϭ 1 Ϯ /ͱv 2 , and u 2 Ϯ ϭ 2 Ϯ ,
where v 1 ϭ 1 ϭ1 were simply introduced to symmetrize the two pairs of equations, and we defined the frequency detunings ␦ n ϵn⌬/v n ϩ͑nϪ1 ͒␦k, nϭ1,2.
͑6͒
The form of Eqs. ͑5͒, which maintain the Hamiltonian structure ͑introducing a temporal Hamiltonian density 34 ͒, is more suitable for the analysis of the cw limit ͑i.e., ‫ץ‬ t ϭ0͒.
In the absence of nonlinearity ͑i.e., at low power͒, the two pairs of Eqs. ͑5͒ decouple, and the plane-wave solution of the linear problem yields two stop bands ͑gaps͒ delimited by a lower branch ͑LB͒ and an upper branch ͑UB͒, symmetrically located around the Bragg frequencies B1 and B2 ͓i.e., k 2 ( B2 )ϭ2␤ g and in general B2 2 B1 ͔, as shown in Fig. 1 . In terms of normalized detunings, the stop bands at FF and SH are given by ͉␦ 1 ͉Ͻ1 and ͉␦ 2 ͉Ͻ 2 , respectively.
It is worth pointing out that the validity of the models discussed so far goes beyond the usual initial assumptions of weak perturbations ͑i.e., weakly nonlinear media, shallow corrugation͒, implicit in the coupled-mode theory. In particular, starting from Maxwell equations and using a Block function approach, 34 earlier results obtained for quasimonochromatic envelopes in deep gratings with a Kerr nonlinearity 52 can be extended to deal with the propagation of multicarrier beams in deep gratings with parametric nonlinearities. 40, 44 Such models can be obviously extended to include the effect of diffraction. 35 Moreover, we emphasize that there is a different physical situation concerning the propagation along nonlinear gratings which is closely related to the physics of GSs, that is, a grating which couples forward-propagating modes ͑e.g., orthogonally polarized or higher-order modes͒ at frequency 0 . 32, 53 In this case the linear grating is a long-wavelength one, as compared with the Bragg case ͑for which ⌳ϭ/2 on resonance͒. In fact, in the copropagating case, the grating couples efficiently the two modes whenever the linear resonance k 2 ( 0 )Ϫk 1 ( 0 )Ӎ␤ g is fulfilled, which in turn implies much longer grating pitches ⌳ϭ2/(k 2 Ϫk 1 ). By introducing a retarded time t r in a reference frame traveling at the average group-velocity of the modes V ϭ2(V 1 Ϫ1 ϩV 2 Ϫ1 ) Ϫ1 , the equations which rule the nonlinear coupling of copropagating modal envelopes u 1,2 read as 32, 53 
Comparing Eqs. ͑2͒ and ͑7͒, notice that the roles of time and propagation distance are interchanged. This leads to the conclusion that, while GSs are spatially localized envelopes along the longitudinal direction ͑existing also in the zerovelocity limit͒, the localized modes of the forward coupling usually known as resonance solitons can be regarded as temporal envelope solitons traveling with any ͑nonzero͒ velocity in between the group-velocities of the two modes. Physically, resonance solitons of Eqs. ͑7͒ permit us to compensate for the envelope spreading due to the combined action of linear coupling and group-velocity difference. The two envelopes travel at a common velocity cancelling the intrinsic group-velocity difference.
III. GAP SOLITONS NEAR BAND EDGES
In general, solving Eqs. ͑4͒ or ͑5͒ is a formidable task due to the large number of coupled complex envelopes and parameters. However, in a suitable region of the parameter space the complexity of Eqs. ͑5͒ can be lowered by resorting to the envelope function approach, somehow equivalent ͑at least in terms of outcome͒ to the effective mass method borrowed from solid-state physics. 35 Namely, when the carrier frequencies are close to their respective LB or UB band edges, only one normal mode ͑i.e., an eigensolution of the linear problem͒ or a single Bloch function dominates the dynamics. Under such condition the solution can be sought in the form of slowly varying envelopes ͑say, u 1 and u 2 common to both backward and forward fields at FF and SH, respectively͒ which modulate such a normal mode, with the addition of a higher-order correction accounting for the mode bordering the opposite edge of the gap. By means of a suitable multiscale expansion ͑see Ref. 34 for details͒, Eqs. ͑5͒ can be reduced to a system of two equations governing the propagation of the leading-order envelopes u 1,2 . In particular, these envelopes obey the following set of reduced equations, 34, 40 which turn out to be equivalent to those governing SHG in dispersive homogeneous media, except for t and z being interchanged: 
Here ␤ϵ2 1 1 (␦ 1 / 1 ϩ 1 )Ϫ 2 2 (␦ 2 / 2 ϩ 2 ) is the equivalent mismatch, ␥ n ϵv n (1ϩ 2 )/(2&) are the resulting nonlinear coefficients, and n ϭϪ⌬ n Љ/͉⌬ n Љ͉ account for the grating dispersion, i.e., the opposite signs of the curvatures ⌬ n Љ of the gap dispersion sketched in Fig. 1 . Solitary solutions of Eqs. ͑8͒ describe a one-parameter family of parametric GSs, as explicitly discussed in Refs. 34, 35, 39, and 40. Specifically bright GSs are sustained whenever the FF and SH are such to give rise to LB-LB coupling as sketched by the arrow in Fig. 1 . Importantly, moving GSs of this type can be excited by injecting a pulsed beam at FF from a single side of the NLDFB structure. 39 Moreover, a stationary ͑zero-velocity͒ GS can be formed through inelastic collision ͑qui-escence͒ of two such moving GSs excited from opposite sides of the grating.
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IV. CASCADING LIMITS
A different regime which permits us to reduce the complexity of Eqs. ͑5͒ is the so-called cascading limit, where SH beams follow adiabatically FF beams. In this case repeated up-and down-conversion processes give rise to nonlinear phase shifts reminiscent of the optical Kerr effect. Here, we address separately two cases with just one linear resonance, either at FF or at SH.
First, let us consider the limit of a vanishing Bragg resonance at SH, given by 2 ϭ0 in Eqs. ͑5͒. For large mismatches ͉␦k͉ӷ1, dropping derivatives in the second pairs of Eqs. ͑5͒ which rule the evolutions of u 2 Ϯ , we obtain the algebraic relation u 2 Ϯ ϭϪ(1/2␦ 2 )(u 1 Ϯ ) 2 . It follows that the FF envelopes obey the reduced equations
where L Ϯ ϭi(‫ץ‬ t Ϯ‫ץ‬ z ), s 1 ϭsign(␦ 2 )ϭsign(␦k), and we have introduced the new variables U 1 Ϯ ϭu 1 Ϯ /ͱ2͉␦ 2 ͉. From Eqs. ͑9͒ it is clear that SHG results into an effective cubic selfaction ͑or Kerr͒ effect which we will denotes henceforth as defocusing ͑if ␦kϾ0, s 1 ϭ1͒ or focusing ͑if ␦kϽ0, s 1 ϭϪ1͒. The sign of the effective Kerr effect can be tuned by means of varying the mismatch. Equations ͑9͒ possess a family of explicit bright GS solutions which entirely fill the circle ␦ 1 2 ϩ 2 Ͻ1 in the detuning-velocity plane (␦ 1 ,), where exponentially decaying linear solutions do exist ͑i.e., generalized dynamical gap͒. 54 In particular, stationary GSs (ϭ0) are symmetric envelops with FF intensity profiles 54
which fill the stationary gap ͉␦ 1 ͉Ͻ1. In terms of total peak intensity of the u 1 Ϯ , we obtain
2 ϭ8(1Ϫ␦ 1 )͉␦kϩ2␦ 1 ͉ in the defocusing case, and I 1 ϭ8(1ϩ␦ 1 )(␦kϩ2␦ 1 ) in the focusing case. In the latter case, GSs have high and low amplitudes when close to LB and UB of the stop band, respectively ͑vice versa in the defocusing case͒. To complete the picture, it is worth mentioning that in the region ␦ 1 2 ϩ 2 Ͼ1 GSs still exist with nonvanishing asymptotic values ͑see also Sec. VI͒.
Importantly enough, bright GSs of Eqs. ͑9͒ are not always stable. The assessment of GS stability is a challenging problem, and simple approaches such as variational methods are known to lead to false instabilities, often providing erroneous results. 55 More accurate and recent studies have brought us to the conclusion that GSs exhibit two different instability mechanisms: 50,51,54,56 ͑i͒ a translational instability, common to Hamiltonian systems, which is associated with real positive eigenvalues of the evolution problem linearized around the soliton and ͑ii͒ an oscillatory instability associated with complex eigenvalues of the same problem. For instabilities of type ͑i͒, the threshold is described by the following marginal condition ͑subscript 0 denotes quantities calculated over the soliton family͒,
which generalizes the Vakhitov-Kolokolov criterion for the scalar NLSE 57 to the case of multiparameter solitons ͑first proven in Ref. 58 for nondegenerate mixing in homogeneous media͒. This instability leads to soliton multistability, as well. 51, 54, 59 However, oscillatory instabilities of type ͑ii͒ usually prevail and the system destabilizes with oscillations, as recently discovered for other Hamiltonian systems in optics. 60, 61 In Figs. 2͑a͒ and 2͑b͒ we show the evolutions of two perturbed GSs close to the marginal condition Jϭ0 in the stable and unstable domains, respectively. The evolution is dominated by the oscillatory instability mechanisms in both cases. Vice versa, Fig. 2͑c͒ further reduction to a single standard nonlinear Schrödinger equation ͑see Refs. 38, 62, and 63 for details͒ which supports stable GSs with low amplitudes.
A different reduction of Eqs. ͑5͒ can be obtained whenever the linear terms dominate the evolution of the SH waves. This limit was first considered in Ref. 36 to describe the doubly Bragg resonant case with stronger coupling at SH ͑i.e., ͉ 2 ͉ӷ1͒. However, the same approach works in the case of large mismatch ͉␦k͉ ͑i.e., ͉␦ 2 ͉ӷ1͒, regardless of the ratio between Bragg coupling strengths. In this case, ͉␦ 2 ͉ ӷ 2 , i.e., the SH beam turns out to be out-gap. We wish to point out the experimentally appealing situation of a single resonance at SH, as obtained, for instance, in a grating with fundamental Bragg resonance mϭ1 at SH. In this case Eqs. ͑5͒ hold valid with 1 ϭ0, and without loss of generality we can set 2 ϭ1 ͓⌫ 1 →⌫ 2 in the normalization of Eqs. ͑2͔͒. Then, dropping the derivatives of the SH envelopes, we get the algebraic relations
and the following model governing the evolution of the rescaled FF envelopes
with s 2 ϭS/Gϭ␦ 2 . Notice that, in this case, the effective cubic nonlinearity no longer acts as a self-action effect. Rather, it implies nonlinear exchange of energy between counterpropagating waves. In this case, the absence of Bragg coupling at FF implies no exponential decay of the FF envelopes, and hence bright GSs do not exist. Nevertheless, localized solutions with nonzero background do exist and can be constructed analytically, following the same type of approach. 64 Obviously, bright GSs exist whenever the Bragg coupling at FF is retained, as discussed in Ref. 36 .
V. EXACT SOLUTIONS AND THEIR CONTINUATION
The approaches outlined in Secs. III and IV are obviously limited to deal with limited regions of the parameter space. To investigate the existence of GSs without such restrictions, different routes can be pursued. On one hand, efficient numerical approaches such as shooting and relaxation methods permit us to look for GSs by numerically scanning the parameter space. Such an approach was employed, for instance, in Ref. 36 . On the other hand, it would be desirable to have explicit solutions from which one could infer the basic properties of GSs at a glance. Searching for stationary ‫ץ(‬ t ϭ0) GSs of Eqs. ͑4͒, we can construct a family of exact solutions as follows. First, the following ansatz ͑physically justified by a zero photon flux in z͒,
permits us to analyze the following reduced Hamiltonian system of two equations in two complex unknowns ͑i.e., in R 4 ͒:
Bright
͑17͒
Eqs. ͑15͒ and ͑16͒ reduce to a single equation ‫ץ‬ z 2 f ϭ ϪdV/d f , where V is a quartic potential. Inside the gap 0 Ͻ͉␦͉Ͻ1, this potential equation admits bright GS solutions which read
Furthermore, the FF field has a nontrivial phase profile and the intensity given by
The intensity profiles of these GSs are shown in Fig. 3 for different values of the detuning ␦ 1 . As apparent, close to the Bragg resonance ͑i.e., ͉␦ 1 ͉Ͻ0.5͒ the FF field exhibits two humps. For ͉␦ 1 ͉Ͼ0.5 the envelopes at both carrier frequencies are bell-shaped, while close to the stop band edges the FF field becomes dominant. The total peak intensities are
. We point out that Eq. ͑17͒ is an extra-resonance condition which permits us to construct analytical solutions. Although it does not have any special physical meaning, it can be satisfied by properly tuning the system. From this set of analytical solutions, however, we can extract a remarkable feature of GSs. In fact, Eq. ͑17͒ can be satisfied even in the singly resonant case 2 ϭ0. Contrary to out intuition, this tells us that the em energy can be localized even if the gap at SH disappears, and hence there are no linear mechanisms leading to an exponential field decay at SH. As a general conclusion, we can state that bright GSs exist even outside the SH gap, being the exponential decay of a nonlinear origin.
Let us now step back to Eqs. ͑15͒ and ͑16͒ and consider whether the exact GS solutions ͑18͒ for z→Ϯϱ are compatible with the dynamics in the proximity of the origin O ͓i.e., 3, 4 can also be imaginary ͑in this case we have a center manifold with dimension n c ϭ2͒. By applying the center manifold theorem 65 ͑or equivalently the splitting lemma in catastrophe theory, 66 our calculations show that the fields at zϭϮϱ decay along the stable and unstable manifolds without an oscillatory behavior. Moreover, by imposing Re͓ 2 ϩ ͔ϭ0, this approach allows us to recover the extra resonance condition ͑17͒, consistent with our previous direct approach. Note that the coexistence of exponentially localized and radiation ͑linear͒ modes associated with the unstable and center manifold, respectively, can lead to the existence of embedded solitons. 67 These are solitons which exist for discrete values of their frequency on a zero background ͑pedestal͒, being embedded into the continuous spectrum.
Finally, to show that the exact GS solution described by Eq. ͑18͒ can be prolonged when the extra-resonance condition ͑17͒ is no longer satisfied, we have numerically integrated Eqs. ͑15͒ and ͑16͒ to seek for bright GS solutions. A typical outcome of our analysis is shown in Fig. 4 , where we plot the computed total peak intensity of the FF field I 1 ͑thin solid lines͒. The quantity I 1 pertaining to the extra resonance is shown as a thick solid line. For the sake of simplicity we deal with the singly resonant case 2 ϭ0, and fix 2 ϭ0.5.
With such values, a given mismatch ␦k permits us to fulfill the resonance only for a particular value of detuning ␦ 1 ϭϪ␦k/3 ͑see encircled crosses over the thick solid line in Fig. 4͒ . Moreover, for large absolute mismatches, we can adiabatically eliminate 2 ϩ , neglecting the derivative in Eq. ͑16͒, and obtain the peak intensity I 1 of the Kerr-like solutions discussed in Sec. IV. For comparison, the peak intensities I 1 obtained in this limit are graphed as dashed lines in Fig. 4 . As visible, for ͉␦k͉Ͼ3, GSs are found to fill uniformly the FF gap (0Ͻ͉␦ 1 ͉Ͻ1), and the Kerr limit provides a quantitatively satisfactory description of the localized envelopes. Conversely, as we decrease further the absolute mismatch, bright GSs cease to fill the gap and, interestingly enough, we find small detuning intervals where GSs do not exist ͑see curve for ␦kϭϪ2.8͒. Eventually, we find detunings for which only isolated GS solutions exist ͑e.g., for ␦k ϭϪ2.4 in Fig. 4͒ . This behavior is indeed reminiscent of embedded solitons. 67 We point out, however, that these results depend also on the value of 2 , and a more detailed discussion will be presented elsewhere.
VI. INTEGRABLE CW DYNAMICS: ROLE OF STATIONARY GAP SOLITONS
In this section we are concerned with the cw response of a quadratic NLDFB. The spatial field evolution is ruled by Eqs. ͑5͒ with ‫ץ‬ t ϭ0, which we rewrite here for convenience:
The dot stands for d/dz and the cw Hamiltonian is
Although the dynamics ruled by Eqs. ͑19͒ can be addressed numerically, 33 here we are interested in developing a semi-analytical approach. To this extent, we consider first the integrable limits of Eqs. ͑19͒, which coincide with the cascading limits outlined in Sec. IV. Consistently, by setting ‫ץ‬ t ϭ0 in Eqs. ͑9͒ and ͑13͒, we obtain a set of two complex ODEs which are integrable, due to the conservation of the field Hamiltonian H cw and the additional integral of motion Pϭ͉u ϩ ͉ 2 Ϫ͉u Ϫ ͉ 2 ͑implying conservation of photon flux, i.e., Poynting vector͒. It is convenient to recast such equations in the canonical form
where (z)ϭ͉U 1 where, again, s 1 ϭsign(␦k), and s 2 ϭ␦ 2 . The different dependence on the phase in Eqs. ͑21͒ and ͑22͒ reflects that, in the former case ͑FF resonance͒, the waves exchange energy through the linear Bragg effect, whereas, in the latter ͑SH resonance͒, energy conversion takes place only due to a nonlinear term owing to cascaded up-and down-conversion.
It is worth pointing out that, from Eqs. ͑9͒ and ͑21͒, one could expect a qualitative similarity between the behavior of the FF-resonant case discussed here and a Bragg grating with intrinsic Kerr nonlinearity 2-4 ͑the difference being nonlinear cross-coupling between counterpropagating waves which takes place in the latter case͒. However, there are at least two good reasons to discuss the FF-resonant case in detail: ͑i͒ the effective cubic nonlinearity of a FF-resonant quadratic NLDFB can be also defocusing depending on s 1 ϭsign(␦k) in Eq. ͑21͒ and, to the best of our knowledge, this case was not considered in the literature; and ͑ii͒ the link between stationary GSs and the out-gap input-output response was not discussed even in the case of focusing Kerr nonlinearity.
The bifurcation analysis of both reduced Hamiltonians ͑21͒ and ͑22͒ shows the existence of homoclinic structures emanating from unstable equilibrium points. These homoclinic loops represent stationary GSs whose existence might have a deep impact on the NLDFB field dynamics. Below we analyze this point in detail, specifically focusing on the FF-resonant case described by Eq. ͑21͒. In this case, within the gap ͑i.e., ͉␦ 1 ͉Ͻ1͒ we expect the dynamics to be governed by the single homoclinic loop emanating from the origin with Pϭ0. This is nothing but the family of bright stationary GSs with tails exponentially decaying to zero, already known to exist ͑see Sec. IV͒. However, GSs with nonzero asymptotic values unexpectedly affect the NLDFB response outside the gap ͑i.e., ͉␦ 1 ͉Ͼ1͒, as well. In this case, we find that the relevant equilibrium points correspond to phase-locked eigenmodes with ϭ0, , and with ϭ e given by the positive roots of the quartic polynomial 4 e 4 ϩa 3 e 3 ϩa 2 e 2 ϩa 1 e ϩa 0 with coefficients
, and a 0 ϭϪP 2 . For any detuning ͉␦ 1 ͉Ͼ1, when the nonlinearity-detuning product is negative ͑i.e., ␦ 1 s 1 Ͼ0͒, as shown in Fig. 5͑a͒ an unstable eigenmode or saddle ͑dashed line͒ appears together with a stable eigenmode ͑solid line͒ due to a saddle-node bifurcation occuring for a power flux Pϭ P bif . In Fig. 5͑b͒ we show the dependence of the bifurcation flux P bif on the detuning ␦ 1 .
As a consequence, we can have two qualitatively different phase-plane pictures of the Hamiltonian H r . For instance, let us take Pϭ0. Outside the stop band ͑i.e., ͉␦ 1 ͉ Ͼ1͒ the phase-plane topology is shown in Fig. 6͑a͒ ͑it remains qualitatively the same for any PϽ P bif ͒. Vice versa, inside the stop band ͑i.e., ͉␦ 1 ͉Ͻ1͒ the resulting phase-plane is shown in Fig. 6͑b͒ . In the former case, a double-loop homoclinic trajectory emanates from the unstable out-of-phase eigenmode e , e ϭ ͑for a focusing Kerr-like effect the unstable mode appears for negative detunings ␦ 1 Ͻ0 in the right half plane, i.e., e ϭ0͒. Each of these loops physically represents a set of ͑four͒ coupled waves with constant FF asymptotic values u Ϫ ϭͱ e , u ϩ ϭͱ e ϩ P exp(i e ) at z ϭϮϱ. Therefore, in an infinite medium they are stationary GSs, whose excitation is also possible ͑with appropriate boundary conditions͒ in a finite medium much longer than the characteristic soliton width. The outer and inner loops correspond to GSs of the bright-on-pedestal and dark types, respectively, as clearly visible in Fig. 7 . Here we have chosen ␦ 1 ϭ2 and Pϭ0.59 to obtain a black ͑i.e., the field vanishes at the center of the dip͒ backward component in Fig.  7͑b͒ . This is indeed the most relevant case of interest to ascertain the NLDFB response, as we will demonstrate below. From Eqs. ͑20͒ we obtain the following explicit expression for the GSs in Fig. 7 ,
where e is the unstable eigenmode, wϭ͓bϩ2c e Ϫ6 e 2 ͔ 1/2 is the GS inverse width, mϭcϪ6 e , ϭ1(Ϫ1) for the outer ͑inner͒ loop, bϭ4(1Ϫ␦ 1 2 )ϩ4␦ 1 s 1 PϪ P 2 and cϭ3s 1 (2␦ 1 Ϫs 1 P) are constants related to NLDFB parameters.
These considerations have considerable bearing on the input-output response of a quadratic NLDFB. In fact, let us consider vanishing backward waves at the device output z ϭz L ϭ⌫ 1 L, with L the total length. This is an excitation condition of practical interest in experiments. To construct the input-output response, we integrate backward Eqs. ͑19͒ subject to the boundary conditions
, which correspond to 0 ϭ(zϭz L )ϭ0 and a prescribed output power
We obtain the FF input and reflected powers P in ϭ͉U ϩ (0)͉ 2 and P r ϭ͉U Ϫ (0)͉ 2 , respectively. By varying P we obtain the input-output transmission curve. A typical result for ␦ 1 ϭ2 is shown in Fig. 8͑a͒ . Besides a well-known S-shaped bistable response, 2 we observe a dramatic clamping effect ͑i.e., frustrated transmission͒ at a critical output power P out ϭ P c ͓P c Ӎ0.6 in Fig. 8͑a͔͒ . The critical value P c depends on the detuning ␦ 1 , as shown in Fig. 8͑b͒ .
This phenomenon can be explained in terms of GSs and homoclinic-crossing ͑or separatrix-crossing͒, and hence we will denote it as homoclinic clamping.
To capture the essential dynamics, we must consider that the field evolution inside the NLDFB is always described by the phase-plane trajectory emanating from the origin ( 0 ϭ0), while changing P amounts to change the topology of the phase-space. For low output powers P, this trajectory is enclosed within the small inner loop of the separatrix ͓see Fig. 6͑a͔͒ , thereby describing small-amplitude spatial oscillations. Such spatially oscillating fields corresponding to point T1 are shown in Fig. 9͑a͒ . In this regime the NLDFB is virtually transparent, exhbiting only bistable bumps caused by smooth nonlinear changes in the spatial period of the oscillation. However, above the power P c , the separatrix crossing forces the trajectory to fall inside the outer loop of the separatrix. This type of trajectory describes field oscillations with large amplitudes. In a relatively short NLDFB, we can have just one period or less of such oscillations, as in Figs. 9͑b͒ and 9͑c͒ ͓notice the different vertical scale as compared to Fig. 9͑a͔͒ . A clamped transmissivity ͑point C͒ or transparency state ͑point T2͒ are described by one half and one full period of such large amplitude oscillations, respectively. In the latter case the energy is strongly localized within the NLDFB, and the field profiles are quite reminiscent of the bright GS-on-pedestal seen in Fig. 7͑a͒ . Exactly at the critical value Pϭ P c , the separatrix hits the origin, and the evolution becomes asymptotic ͑the spatial period becomes infinite͒ towards the unstable eigenmode. This allows us to calculate P c explicitly by exploiting the Hamiltonian invariance H r ( e ϭ e ( P c ), e )ϭH r ( 0 ϭ0, 0 )ϭ0, which gives an implicit equation in the unknown P c . The result is shown in Fig. 8͑b͒ . Under such a specific condition, the field profiles follow exactly half of the dark GS of Fig. 7͑b͒ , with the dip located at the output zϭz L . The clamping phenomenon is due to the dramatic sensitivity of the spatial period to slight changes of initial data ͑e.g., P͒ in the vicinity of the separatrix ͑i.e., for PӍ P c ͒.
For a comparison with the NLDFB response inside the stop band, in Fig. 10 we show the transmission curves calculated from Eqs. ͑19͒ at detunings close to the UB ͓␦ 1 ϭ0.9, Fig. 10͑a͔͒ or LB ͓␦ 1 ϭϪ0.9, Fig. 10͑b͔͒ edges, respectively ͑other parameters as in Fig. 8͒ . In this case the separatrix exists for Pϭ0, being homoclinic to the origin ͓see Fig. 6͑b͔͒ . It describes stationary GSs of the bright type. As a result, for small output powers PӶ1, the field evolution follows periodic orbits in the vicinity of the GS profile, which exhibits a strong sensitivity of spatial period versus small changes in P. This sensitivity is in turn responsible for the first narrow transmission bump in Fig. 10 . At the lowest output power where the NLDFB becomes nearly transparent ͑bleached reflectivity͒, localization effects take place ͓quali-tatively similar to Fig. 9͑c͔͒ . Other bistable bumps are caused by smoother variations of the period far from the separatrix. We observe a dramatic difference between UB and LB edges in Fig. 10 . The GSs on the UB have high amplitudes, leading to large amplitude variations responsible for the marked peak in Fig. 10͑a͒ . On the other hand, on the LB edge GSs have low-amplitudes, giving rise to a much less pronounced bump in Fig. 10͑b͒ . Note that the opposite happens when the sign of the effective nonlinearity is reversed ͑s 1 ϭϪ1, focusing case͒.
To conclude this section, we underline that the analysis discussed here can be extended to the case of a single Bragg resonance at SH, dealing with Eqs. ͑13͒. We find qualitatively similar results, except for the fact that the evolution along the separatrix and the homoclinic clamping phenomenon cannot be observed without seeding the backward beam at z L . 
VII. ONSET OF SPATIAL CHAOS
The homoclinic clamping phenomenon discussed in Sec. VI is strictly related to integrability of the equivalent onedimensional nonlinear oscillator ͓Eq. ͑20͔͒ describing the mixing interaction. In turn, integrability follows from the adiabatic elimination of the SH fields in the limit of large phase mismatches. When this assumption is relaxed, new degrees of freedom related to the SH variables become effective and, as a result, integrability breaks down ͑this is not the case in a Bragg reflector with Kerr nonlinearity which is always integrable͒. Physical arguments lead to the conclusion that Eqs. ͑19͒ possess only the integrals of motion related to the conservation of electromagnetic energy and Poynting vector ͑power͒ flux, namely the Hamiltonian H cw and
The lack of other conservation rules suggests that the resulting system has enough degrees of freedom to exhibit a spatially chaotic behavior ͓in fact, one could just reduce Eqs. ͑19͒ to a nonintegrable Hamiltonian system with two degrees of freedom͔. Here we will prove numerically that this is indeed the case.
The onset of chaos is controlled by the external parameter ␦k. When the mismatch ͉␦k͉ is reduced, the coupling between the counterpropagating SH components, which cease to adiabatically follow the FF beams, perturbs the regular ͑integrable͒ motion. Under such circumstances, chaos is expected to develop first in the proximity of the unperturbed separatrix. The universal mechanism applying in this case is the overlap of many resonances which occurs in the neighborhood of the separatrix. 68, 69 In the presence of the perturbation, a stochastic layer develops around the separatrix of the unperturbed system. Inside this layer, any initial condition undergoes a stochastic motion ͑i.e., spatially disordered dynamics͒, whose distinct feature is the unpredictable and repeated crossing of the separatrix loops. In our case, this phenomenon occurs around the critical power P c for which the initial condition 0 ϭ0 gives access to the separatrix. For the stochastic motion to be detectable, the NLDFB must be sufficient long. Integrating backward Eqs. ͑19͒, we show in Fig. 11 an example of such behavior for ␦kϭ0.1 and Pϭ0.655 ͑other parameters as in Fig. 8͒ . As apparent, the fields follow erratically low-and high-amplitude oscillations described by near-separatrix periodic orbits ͑inside the inner and outer loops, respectively͒. Recalling that the two loops of the separatrix correspond to dark and bright-on-pedestal GSs ͑see Fig. 7͒ , we are allowed to conclude that the onset of chaos in quadratic Bragg gratings leads to the disordered formation of GS spatial arrays. Once again, it is worth emphasizing that this GS-mediated chaos is an intrinsic feature of a Bragg grating with a parametric nonlinearity, which has no analogy in the Kerr case, i.e., with fully integrable dynamics.
Since the field evolution inside the medium would hardly be accessible, we show here a measurable outcome of such irregular field dynamics. In particular, we consider input-output characteristics as in Fig. 8 . In Fig. 12 we show the device response obtained for two different mismatches and a device length z L ϭ⌫ 1 Lϭ40 ͑incidentally, this figure is achievable in real fiber experiments [11] [12] [13] [14] [15] ͒. As shown in Fig.   12͑a͒ , even a relatively high mismatch ␦kϭ1 ͑corresponding in real-world units to ⌬kLϭz L ␦kϭ40͒ forces the output to exhibit strong multistability due to stochastic jumps between a transparent and a reflective state. Specifically, this occurs for output powers of the order of the critical power for homoclinic crossing in the unperturbed system ͑i.e., P out Ӎ P c ͒. At higher output powers the initial condition lies far from the unperturbed separatrix and the device behaves more regularly. If we further decrease ␦k ͓see Fig. 12͑b͔͒ , stochastic multistability becomes more pronounced and starts to develop also at higher levels of output power. In this case the stochastic layer invades larger portions of the phase-plane.
Finally, it is noticeable that the explicit form of the separatrix ͓Eq. ͑23͔͒ allows us to carry out analytical calculations based on the standard Melnikov integral and Whisker-map reduction ͑see, e.g., Refs. 70 and 71 for applications in nonlinear optics͒. The details of this approach will be reported elsewhere.
To conclude this section we point out that, although spatial Hamiltonian chaos in optics has been predicted and investigated for more than a decade ͑see, e.g., Refs. 72-76͒, nevertheless clear experimental proofs are still lacking. We believe that the present NLDFB system offers two main advantages: ͑i͒ the onset of chaos can be easily controlled experimentally by standard techniques to adjust SHG phasematching and ͑ii͒ being related to phase-matched SHG, it has a relatively low power threshold.
VIII. CONCLUSIONS
We have reviewed the basic physics of parametric GSs sustained by SHG. The complexity introduced by the cou- pling between fields at different carrier frequencies has noteworthy consequences. Although the grating exhibits in general a double linear Bragg resonance, the case of a singly resonant grating introduces revelant simplifications, and is appealing for experimental implementations. We have shown that a few different reductions of the original model allow us to analytically contruct families of GSs. Remarkably, the existence of bright GSs is predicted also for an out-gap SH wave, despite the absence of any exponential decay associated with the linearly forbidden gap. Finally, we have demonstrated that GSs with nonvanishing boundaries do play an important role in determining the cw input-output response of singly resonant NLDFBs. This brings about the concept of homoclinic clamping in the nonlinear bistable response, observable within integrable cascading limits. Unlike the Kerr case, deviations from these integrable limits lead to the onset of GS-driven spatial chaos.
