We demonstrate that quantum incompatibility can always be detected by means of a state discrimination task with partial intermediate information. This is done by showing that only incompatible measurements allow for an efficient use of premeasurement information in order to improve the probability of guessing the correct state. The gap between the guessing probabilities with preand postmeasurement information is a witness of the incompatibility of a given collection of measurements. We prove that all linear incompatibility witnesses can be implemented as some state discrimination protocol according to this scheme.
I. INTRODUCTION
Quantum incompatibility is one of the key features that separate the quantum from the classical world [1] . It gives rise to several among the most intriguing quantum phenomena, including measurement uncertainty relations [2] , contextuality [3] and non-locality [4] . So far, however, the direct experimental verification of quantum incompatibility has been a demanding task, as the known detection methods, based on Bell experiments [5] [6] [7] and steering protocols [8] [9] [10] [11] , rely on entanglement.
In this paper, we show that quantum incompatibility can be detected by means of a state discrimination task with partial intermediate information. More precisely, we consider a scenario where Alice sends Bob a quantum system that she has prepared into a state chosen from one of n disjoint state ensembles, but she reveals him the chosen ensemble only at a later time. Bob can then decide to perform his measurement either before or after Alice's announcement and, importantly, the achievable success probabilities can be compared. We show that Bob can benefit from prior compared to posterior measurement information and improve his probability of guessing the correct state only if his measurements are incompatible.
Looking at it from another perspective, the difference between Bob's guessing probabilities with pre-and postmeasurement information is a witness of the incompatibility of the collection of measurements he uses in the discrimination task. Since the complement set of incompatible collections of measurements is the closed and convex set of all the compatible collections of measurements, * claudio.carmeli@gmail.com † teiko.heinosaari@utu.fi ‡ alessandro.toigo@polimi.it this observation sets the previous detection scheme for incompatibility within the broader framework of witnesses.
In general, a witness is any experimentally assessable linear function whose value is greater than or equal to zero whenever the measured object does not have the investigated property, but gives a negative value at least for some object with that property. The paradigmatic example of witnesses is that of entanglement witnesses, which have become one of the main methods to detect entanglement [12, 13] . Other examples include the detection of non-Gaussianity of states [14] , dimensionality of correlations [15] , or for the unital channels the detection of not being a random unitary channel [16] . The fact that witnesses can be applied to detect incompatibility has been first noted in [17] .
In this paper, we prove that any incompatibility witness essentially arises as a state discrimination task with intermediate information of the type described above. By standard separation results for convex sets, this implies that all incompatible sets of measurements can be detected by performing some state discrimination where premeasurement information is stritcly better than postmeasurement information. This yields a novel operational interpretation of quantum incompatibility, and provides a method to detect it in a physically feasible experiment. In particular, this proves that entanglement is not needed to reveal incompatibility.
II. GENERAL FRAMEWORK OF WITNESSES
We briefly recall the general setting of witnesses as this clarifies our main results on incompatibility witnesses and makes the reasoning behind them easy to follow.
Let V be a real linear space and C ⊂ V a compact convex subset which mathematically describes the objects we are interested in. This set is further divided into two disjoint subsets C 0 and C 0 , with C 0 being closed and convex. We can think the subsets C 0 and C 0 as properties -either an element x ∈ C is in C 0 or in C 0 . A witness of the property C 0 , or C 0 -witness, is a map ξ ∶ C → R such that (W1) ξ(x) ≥ 0 for all x ∈ C 0 and ξ(x) < 0 at least for some x ∈ C 0 ; (W2) ξ(tx + (1 − t)y) = tξ(x) + (1 − t)ξ(y) for all x, y ∈ C and t ∈ [0, 1].
The second condition implies that to each witness one can associate a hyperplane that separates V into two halfspaces. The meaning of the first condition is then clear: C 0 is entirely contained in one of the two halves. We say that an element x ∈ C 0 is detected by ξ if ξ(x) < 0, and we denote by D(ξ) the subset of all elements of C 0 that are detected by ξ. Another C 0 -witness ξ ′ is called finer than ξ if D(ξ ′ ) ⊇ D(ξ), and in this case we write ξ ≼ ξ ′ . If D(ξ ′ ) = D(ξ), we say that ξ and ξ ′ are detection equivalent and denote this by ξ ≈ ξ ′ . As we typically aim to detect as many elements as possible, we favor witnesses that cannot be made any finer. A necessary condition for ξ being optimal in that sense is that ξ is tight, meaning that ξ(x) = 0 for some x ∈ C 0 . Any C 0 -witness ξ can be written in the form
where v * ∶ V → R is a linear map and δ ∈ R is a constant. An essential point for our later developments is that the representation (1) of a witness ξ is not unique but there is some freedom in the choice of v * and δ. In addition, if we are only interested in the set of detected elements D(ξ), we have a further degree of freedom, coming from the possibility to switch from ξ to an equivalent C 0 -witnesses ξ ′ = αξ for some constant α > 0.
III. DETECTING QUANTUM INCOMPATIBILITY
A measurement with a finite outcome set X is mathematically described as a positive operator valued measure (POVM), i.e., a map A from X to the set L s (H) of selfadjoint linear operators on a Hilbert space H such that the operators A(x) are positive (meaning that ⟨ ψ A(x)ψ ⟩ ≥ 0 for all ψ ∈ H) and they satisfy the normalization condition ∑ x A(x) = 1.
For clarity, we limit our discussion to pairs of measurements. The treatment of finite collections of measurements is similar. Two measurements A and B, having outcome sets X and Y , respectively, are compatible if there exists a measurement M, called their joint measurement, with outcome set X × Y , such that
Otherwise, the measurements A and B are incompatible.
By O X,Y we denote the compact set of all pairs of measurements (A, B) with outcome sets X, Y , respectively. This set is divided into compatible pairs O A physically significant example of an IW for pairs of dichotomic measurements can be derived from the Bell-CHSH inequality [18] . For four dichotomic measurements A, B, C, D and a bipartite state , the CHSH expression is B = ⟨AC⟩ + ⟨AD⟩ + ⟨BC⟩ − ⟨BD⟩ where, for instance,
The Bell-CHSH inequality reads B ≤ 2. If now C, D and are fixed, we can form two IWs by setting
where B is understood as a function of A and B. A violation of the Bell-CHSH inequality hence means that either ξ
It is known that dichotomic measurements A and B (acting on the same local system) are incompatible if and only if there exists a bipartite state and measurements C, D (acting on the other local system), such that the corresponding measurement scenario leads to the violation of the Bell-CHSH inequality [5] . In the current setting, this means that any incompatible pair of dichotomic measurements is detected by some witness of the type ξ CHSH ± . Remarkably, it has been recently shown that, for measurements with more outcomes, there exist pairs of incompatible measurements that do not lead to a violation of any Bell inequality [19, 20] .
IV. DISCRIMINATION SCENARIO AS AN INCOMPATIBILITY WITNESS
In the standard state discrimination scenario [21] [22] [23] , Alice picks a label z from a given set Z with probability p(z). She encodes the label into a quantum state z and delivers the state to Bob. Bob knows the set { z } z∈Z of states used in the encoding. He is trying to recover the label by making a measurement on the quantum system that he has received. It is convenient to merge the apriori probability distribution p and the state encoding into a single map E, given as E(z) = p(z) z . We call this map a state ensemble; its defining properties are that E(z) ≥ 0 for all z, and ∑ z tr [E(z)] = 1. The guessing probability depends on the measurement M that Bob uses, and it is given as
Further, we denote
where the optimization is done over all measurements with outcome set Z.
We are then considering two modifications of the standard state discrimination scenario, where partial classical information concerning the correct label is given either before or after the measurement is performed [24] [25] [26] [27] . The form of the partial information is given as a partitioning Z = X ∪ Y of Z into two disjoint subsets. By conditioning the state ensemble E to the occurrence of a label in X or Y , we obtain new state ensembles E X and E Y , which we call subensembles of E; they are given as
and their label sets are X and Y , respectively. Here we have denoted p(X) = ∑ z∈X p(z) and p(Y ) = ∑ z∈Y p(z). We writeÊ = (E, {X, Y }) for the partitioned state ensemble, i.e., the state ensemble E with the partitioning of Z into disjoint subsets X and Y .
If Alice announces the correct subensemble before Bob chooses his measurement, we call the task discrimination with premeasurement information. In this case, Bob can choose a measurement A with the outcome set X to discriminate E X and a measurement B with the outcome set Y to discriminate E Y . At each round of the experiment he measures either A or B, depending on Alice's announcement. Hence, Bob's total guessing probability is given as
and its maximal value is
In the other variant of the discrimination scenario, Alice announces the correct subensemble only after Bob has performed his measurement. In this case, Bob has to use a fixed measurement at each round but he can postprocess the obtained measurement outcome according to the additional information. We call this task discrimination with postmeasurement information. It has been shown in [26] that now the maximal guessing probability, denoted as P 
A comparison of (5) and (6) reveals that the maximal guessing probabilities P prior guess (Ê) and P post guess (Ê) result in optimizing the same mathematical quantity, with the important difference that in the latter the optimization is restricted to compatible pairs of measurements. From this, we already conclude that if P prior guess (Ê; A, B) > P post guess (Ê) for some partitioned state ensembleÊ, then A and B are incompatible. In the following, we develop this observation into a necessary and sufficient condition for incompatibility by using the framework of witnesses.
We first notice that, for a partitioned state ensemblê E = (E, {X, Y }) with P 
is a tight IW for pairs of measurements in O X,Y ; we call it the incompatibility witness associated withÊ. In some cases, the exact evaluation of P post guess (Ê) may be a difficult task, but still by finding a number δ such that P 
Clearly, we then have ξ δ E ≼ ξÊ . An important feature of the witnesses arising from partitioned state ensembles is that their physical implementation is straightforward. Namely, the quantities P guess (E X ; A) and P guess (E Y ; B) are obtained by performing standard state discrimination experiments, and P prior guess (Ê; A, B) is then given via (4). The constant term P post guess (Ê) must be calculated analytically or numerically, or at least upper bounded tightly enough. It has been shown in [26] that the calculation of P post guess (Ê) reduces to the evaluation of the standard guessing probability P guess (E ′ ) of an auxiliary state ensemble E ′ , and the techniques for calculating the standard guessing probability (see e.g. [28] ) are thereby applicable.
V. CHARACTERIZATION OF INCOMPATIBILITY WITNESSES
In this section we present our main results. Theorem 1. For any incompatibility witness ξ, there exists a partitioned state ensembleÊ such that the associated incompatibility witness ξÊ is finer than ξ. Further, if ξ is tight, there exists a partitioned state ensembleÊ such that ξ is detection equivalent to ξÊ .
In the case of IWs, the natural choice for the ambient vector space V containing O X,Y is the Cartesian product F(X) × F(Y ), where F(X) is the vector space of all operator valued functions F ∶ X → L s (H). All linear maps on F(X) × F(Y ) are expressible in terms of scalar products with elements (F, G) ∈ F(X) × F(Y ), so that the basic representation (1) of witnesses takes the form
for all (A, B) ∈ O X,Y . The proof of Thm. 1 is based on the freedom in the choice of (F, G) and δ.
Proof of Thm. 1. Starting from an IW ξ of the general form (9), we similarly define a map ξ ′ by choosing
, and δ ′ = α(δ − 2µd), where d is the dimension of the Hilbert space and α, µ ∈ R are constants that we will determine next. A direct calculation shows that ξ ′ = αξ on O X,Y . Firstly, we fix the value of µ by setting
and with this choice all the operators E(x) = α (F (x) − µ1) and E(y) = α (G(y) − µ1) are positive. Secondly, we fix the value of α by setting
The right hand side of this expression is strictly positive, as otherwise F (x) = G(y) = µ1 for all x, y and so the original IW (9) would be constant on O X,Y , which is impossible. Thereby, α > 0, hence the map ξ ′ = αξ is an IW and ξ ′ ≈ ξ. Moreover, in this way we have obtained a partitioned state ensembleÊ = (E, {X, Y }), for which the witness ξ ′ has the form (8):
′ is an IW and hence satisfies (W1), we must have
, and thus ξ ′ = ξÊ .
A specific implication of Theorem 1 is that, for any IW of the Bell-CHSH type as defined in (2), we can find a detection equivalent or finer IW associated with a partitioned state ensemble. The implementation of the latter one does not require entanglement and is therefore much more practical. A concrete qubit example is given in the Supplemental Material.
An important consequence of Theorem 1 is the following result, which provides a novel operational meaning for quantum incompatibility. 
VI. BOUNDING THE COMPATIBILITY REGION BY MEANS OF TWO MUTUALLY UNBIASED BASES
As we have seen, constructing an IW involves the solution of two convex optimization problems: the evaluation of the maximal guessing probabilities with pre-and postmeasurement information defined in (5) and (6) . In particular, ifÊ is a partitioned state ensemble for which the two probabilities differ, whenever the maximum in the right hand side of (6) admits an analytical computation, one can insert the resulting value of P post guess (Ê) into (7) and thus write the tight IW associated withÊ in an explicit form.
Interestingly, solving the optimization problem (6) yields even more. Indeed, evaluating a constrained maximum typically requires to find some feasible points where the maximum is attained; if the optimization problem is convex, these points are necessarily located on the relative boundary of the feasible domain. In our specific case, it means that, as a byproduct of solving (6), we get points lying on the relative boundary ∂O com X,Y of the convex set O X,Y . Then, by taking convex combinations of these points, we can even have an insight into the set O com X,Y itself. We thus see that the solution of (6) has a twofold purpose: on the one hand, through the IW constructed in (7), it provides a simple method to detect the incompatibility of many measurement pairs; on the other hand, by using the resulting optimal points, some information on the set of compatible pairs can be inferred.
An interesting special case in which the optimization problems (5)-(6) admit an analytical solution is when the partitioned state ensembleÊ is made up of two mutually unbiased bases (MUB) of the system Hilbert space H, or, more generally, smearings of two MUB. Suppose {ϕ h } h∈{1,...,d} and {ψ k } k∈{1,...,d} is a fixed pair of MUB; then, we can use it to construct a partitioned state ensemble as follows. First, we choose Z = {1, . . . , d}×{ϕ, ψ} as the overall label set of the ensemble, and then we partition Z into the subsets
here, the letters ϕ and ψ are just symbols, which are needed to distinguish labels in different subsets. As our subensembles, we consider smearings of the two MUB by means of uniform noise. We assume all basis vectors within each subensemble are equally probable; however, we allow for different noise parameters µ ϕ , µ ψ ∈ [0, 1] according to the subensemble at hand. The resulting overall state ensemble then reads
where µ = (µ ϕ , µ ψ ); we further setÊ µ = (E µ , {X, Y }). In order to obtain some more inequivalent IWs, we can let either µ ϕ or µ ψ take even slightly negative values.
The detailed solution to the optimization problems (5)- (6) for the partitioned state ensembleÊ µ is provided in the Supplemental Material. It turns out that the pair of measurements
is a feasible maximum point for a suitable choice of real numbers γ ϕ and γ ψ , which depend on µ. The next two theorems then follow by our earlier observations.
In this case, the tight incompatibility witness associated with the partitioned state ensembleÊ µ is
(14) Finally, the ensemblesÊ µ andÊ ν determine detection equivalent incompatibility witnesses if and only if ν = αµ for some α > 0.
Interestingly, for d = 2, all IWs given in (14) are of the Bell-CHSH type (2) (see the Supplemental Material).
By the equivalence statement in the previous theorem, no generality is lost if we express the vector µ in terms of a single real parameter θ. Consequently, also the vector γ = (γ ϕ , γ ψ ) parametrizing the optimal measurements (13) becomes a function of θ. Thus, solving the optimization problem (6) for the present case actually yields a curve in the relative boundary ∂O 
The set of γ = (γϕ, γ ψ ) for which Eq. (13) defines two measurements (green square), and the one for which these measurements are compatible (blue region) for different values of the dimension d. The red line is the curve (15) . The case d = 2 is special, and was already treated in [30] .
The operators in (13) 
VII. DISCUSSION
The framework of witnesses is an effective tool in the detection of properties described by sets with compact and convex complements. We have shown that for incompatibility of measurements, witnesses are not only a mathematical tool, but can be implemented in simple discrimination experiments. An important feature of this implementation scheme is that it does not require entanglement.
A consequence of our characterization result is a novel operational interpretation of incompatibility: a collection of measurements is incompatible if and only if there is a state discrimination task where premeasurement information is strictly better than postmeasurement information.
Entanglement witnesses have been used not only to detect entanglement but also to quantify entanglement [31] . Further, one can drop the condition (W2) and consider nonlinear witnesses [32] . These and other modifications or generalizations will be an interesting matter of investigation in the case of incompatibility witnesses.
Supplemental Materials: Quantum Incompatibility Witnesses
This supplement is planned as follows. In Sec. I, we provide the general framework for witnesses, recalling the basic related notions from convex analysis and deriving some useful results; in particular, by making a natural assumption upon the convex set to be detected, we fully characterize the equivalence classes of witnesses under the detection equivalence relation. In Sec. II, these results are applied to incompatibility witnesses; to do it, we describe the convex structure of the set of all pairs of measurements and its subset of all the pairs that are compatible. In Sec. III, we solve the optimization problem for the guessing probability with postmeasurement information for a state ensemble constructed by means of two mutually unbiased bases; we thus provide the detailed proofs of Thms. 3 and 4 of the main paper. Finally, in Sec. IV, we show that in dimension d = 2 all the incompatibility witnesses found in Thm. 3 of the main text have a very simple implementation: indeed, they correspond to a Bell-CHSH measurement scheme.
Notation: In this supplement, the numberings of equations, theorems etc. are preceeded by the letter 'S' (e.g.: Eq. (S1), Thm. S1 etc.). When we refer to results in the main paper, we simply drop the 'S' (Eq. (1), Thm. 1 etc.).
I. WITNESSES FOR GENERAL CONVEX SETS A. Preliminaries from convex analysis
In the following, we will need some standard terminology and notations from convex analysis. We refer to [1] for further details.
Suppose V is a finite dimensional, real and normed linear space. If V 0 ⊆ V is a linear subspace, we denote by V * 0 the dual linear space of V 0 , and ⟨ v * , v ⟩ the canonical pairing between an element v ∈ V 0 and a dual vector v * ∈ V * 0 . We recall that -an affine [respectively, convex] combination of elements v 1 , . . . , v n ∈ V is any linear combination
-an affine [resp., convex] set is any subset S ⊆ V such that all affine [resp., convex] combinations of elements of S are still contained in S;
-an affine [resp., c-affine] map on an affine [resp., convex] set S is a function ξ ∶ S → R such that
for all v 1 , . . . , v n ∈ S and any affine [resp., convex] combination
If M is an affine set, there is a unique vector subspace
In particular, for an affine map Ξ ∶ V → R, there exist unique v * ∈ V * and δ ∈ R such that
By choosing δ = δ ξ − ⟨ v * ξ , v 0 ⟩ and picking any v * ∈ V * whose restriction to V(M) coincides with v * ξ , we see that the affine map ξ ∶ M → R extends to the affine map Ξ[v * , δ] ∶ V → R. Clearly, this extension is not unique unless
Now, suppose C ⊆ V is a convex set. Then, the affine hull of C is the smallest affine set M(C) containing C; equivalently, it is the set of all affine combinations of elements of C. We abbreviate V(C) = V(M(C)); further, we introduce the following annihilator subspace of V(C) in V * :
Any c-affine map ξ ∶ C → R uniquely extends to an affine mapξ ∶ M(C) → R; as we have seen, such a mapξ can be further extended to an affine map Ξ ∶ V → R, the latter extension being in general not unique. Actually, the first assertion is a particular case of the following more general result [2] .
Proposition S1. Suppose C 1 and C 2 are convex sets, and let φ ∶ C 1 → C 2 be a map such that φ(
for all convex combinations of elements v 1 , . . . , v n ∈ C 1 . Then, there exists a unique map
Proof
is any affine combination of v 1 , . . . , v n ∈ C 1 , we can definẽ
First of all, we claim that this definition ofφ(x) is independent of the chosen representation of x. Indeed, suppose x = µ 1 w 1 + . . . + µ m w m for some other w 1 , . . . , v m ∈ C 1 and µ 1 , . . . , µ m ∈ R with µ 1 + . . . + µ m = 1. We set
and observe that σ > 0 since at least one among λ 1 , . . . , λ n is necessarily strictly positive. Then, as i λi>0
and the two sides of the latter equation are convex combinations of elements of C 1 , it follows that
thus showing thatφ is well defined. Secondly, we prove thatφ is an affine map, that is
To do it, write each u i as an affine combination
where the right hand side is an affine combination of the elements v i,j ∈ C 1 . Hence,
by definition ofφ. This proves (○). Finally, the equalityφ C1 = φ also follows by the very definition ofφ.
The relative interior ri(C) of the convex set C is the set of all its interior points with respect to the relative topology of M(C). The relative boundary of C is the set-theoretic difference ∂C = C ∖ ri(C). An element z ∈ C is an extreme point of C if the equality z = λx + (1 − λ)y with x, y ∈ C and λ ∈ (0, 1) implies x = y = z.
If C is a compact convex set, its support function is the map
B. Detecting a convex property
We are interested in a set of objects C, in which we consider the subset C 0 ⊂ C of all the objects sharing some given property. We assume ∅ ≠ C 0 ≠ C, and we denote by C 0 = C ∖ C 0 the subset of all the objects which do not possess the property at hand; we want to find simple sufficient conditions guaranteeing that an object x ∈ C actually belongs to C 0 .
In the following, we always suppose that both C and C 0 are convex and compact subsets of a finite dimensional, real and normed linear space V. Then, the simplest conditions involve some specific c-affine map ξ ∶ C → R, related to C and C 0 , and the value that ξ takes at x ∈ C. Definition S1 (ii) ξ(x) < 0 for some x ∈ C 0 .
A C 0 -witness is tight if it satisfies the extra condition (iii) ξ(z) = 0 for some z ∈ C 0 .
If ξ is a C 0 -witness, the inequality ξ(x) < 0 entails that x ∈ C does not possess the property C 0 . The set D(ξ) = {x ∈ C ξ(x) < 0} is thus the subset of all the objects of C 0 which are detected by ξ. Note that there always exists a tight C 0 -witness ξ ′ detecting at least as many objects of C 0 as ξ. Namely, it is enough to set ξ ′ (x) = ξ(x) − min{ξ(y) y ∈ C 0 }. In general, whenever two C 0 -witnesses ξ and ξ ′ are such that D(ξ) ⊆ D(ξ ′
, we say that ξ and ξ ′ are detection equivalent and write ξ ≈ ξ ′ .
C. Structure of C0-witnesses
Proposition S2. A c-affine map ξ ∶ C → R is a C 0 -witness if and only if there exist v * ∈ V * and δ ∈ R such that
In (i), the equality is attained if and only if ξ is tight.
Proof. Any c-affine map ξ extends to an affine map Ξ = Ξ[v * , δ] on V, and then ξ(x) = δ − ⟨ v * , x ⟩ ∀x ∈ C by (S1). In this case, ξ is a C 0 -witness if and only if, for all y ∈ C 0 and some
This is equivalent to
, where the equality is attained if and only if ⟨ v * , z ⟩ = δ for some z ∈ C 0 , that is, ξ(z) = 0.
If V is an Euclidean space and v * is given by the scalar product ⟨ v * , v ⟩ =ê ⋅ v ∀v ∈ V for some unit vectorê ∈ V not belonging to V(C 0 ) ⊥ , the nonnegative gap δ C (v * ) − δ C0 (v * ) is the distance between the affine hyperplane of V which is orthogonal toê, touches C at its relative boundary and has C on its side opposite toê, and the analogous hyperplane touching the relative boundary of C 0 .
D. Tight witnesses
The following proposition establishes the natural connection between tight C 0 -witnesses and the extremality property for points of the set C 0 . Although it is an easy consequence of more general and standard results (see e.g. [1, Thm. 32.1 and Cor. 32.3.1]), we provide a simple proof adapted to the present specific case.
Proposition S3. Suppose ξ is a tight C 0 -witness on C. Then, the following facts hold.
(a) ξ(z 0 ) = 0 for some extreme point z 0 of C 0 .
(b) If V(C 0 ) = V(C) and z ∈ C 0 , the equality ξ(z) = 0 implies that z ∈ ∂C 0 .
The proof relies on the following simple lemma, that is sometimes useful by itself.
Lemma S1. For v * ∈ V * , the following facts hold.
} is a nonempty closed and convex subset of C 0 . By Krein-Milman theorem [1, Cor. 18.5.1], Z has some extreme point z 0 . We claim that z 0 is extreme also for C 0 . Indeed, suppose that z 0 = λy 1 + (1 − λ)y 2 with y 1 , y 2 ∈ C 0 and λ ∈ (0, 1). The conditions δ C0 (v
Suppose by contradiction that z ∈ ri(C 0 ). Then, for any v ∈ V(C 0 ) with ⟨ v * , v ⟩ ≠ 0, there exists ε ∈ R such that z + εv ∈ C 0 and ε⟨ v * , v ⟩ > 0. It follows that ⟨ v * , z + εv ⟩ > δ C0 (v * ), which is impossible.
Proof of Prop. S3. By Prop. S2, for some v * ∈ V * we have ξ(x) = δ C0 (v * )−⟨ v * , x ⟩ for all x ∈ C, and δ C0 (v * ) < δ C (v * ); in particular, v * is not constant on C, hence v * ∈ V * ∖ V(C) ⊥ . Since ξ(z) = 0 is then equivalent to ⟨ v * , z ⟩ = δ C0 (v * ), the two claims follow by the analogous statements of Lemma S1.
E. Detection equivalent witnesses
If the subset C 0 is sufficiently large in C, we have the following characterization of detection equivalence.
Proposition S4. Suppose C 0 ∩ ri(C) ≠ ∅. Then, for two C 0 -witnesses ξ 1 and ξ 2 on C, the following facts are equivalent.
* and δ i ∈ R are such that ξ i (x) = δ i − ⟨ v * i , x ⟩ for all x ∈ C and i = 1, 2, then there exists α > 0 such that
Note that, if the two C 0 -witnesses in the above proposition are tight, then in statement (c) we have δ i = δ C0 (v * i ) by Prop. S2, hence item (c.ii) is directly implied by (c.i) and the properties of the support function δ C0 recalled at the end of Sec. I A.
Prop. S4 exhibits the degree of freedom one has in choosing detection equivalent C 0 -witnesses: namely, if we have a C 0 -witness ξ(x) = δ − ⟨ v * , x ⟩ ∀x ∈ C, we can turn it into an equivalent one by: (1) replacing the dual vector v * ∈ V * with v ′ * = α(v * + u * ), where u * ∈ V(C) ⊥ and α > 0; (2) redefining the constant δ according to Prop. S4.(c.ii). The smaller is the linear space V(C) inside V, the larger is the freedom in the choice of the dual vector v * . This freedom is the crux of the proof of Thm. 1 in the main paper, and therefore it is at the heart of the interpretation of incompatibility witnesses as postmeasurement discrimination problems.
Proof of Prop. S4. (a) ⇒ (b) :
Assuming statement (a), we preliminarly show that the two nonempty sets Z i = {z ∈ C ξ i (z) = 0} (i = 1, 2) actually coincide. Indeed, suppose by contradiction that Z 1 ≠ Z 2 . We can assume with no restriction that there is some z ∈ C such that ξ 1 (z) = 0 and ξ 2 (z) ≠ 0, hence
Picking any x ∈ D, we have ξ 1 (λx + (1 − λ)z) = λξ 1 (x) < 0, or, equivalently, ξ 2 (λx + (1 − λ)z) < 0 for all λ ∈ (0, 1), that contradicts continuity of the mapping λ ↦ ξ 2 (λx + (1 − λ)z) at λ = 0. We next claim that there is z 0 ∈ ri(C) such that ξ i (z 0 ) = 0 for all i = 1, 2. To this aim, let y ∈ C 0 ∩ ri(C). Then, for all i = 1, 2, either ξ i (y) = 0 and we are done, or ξ i (y) > 0. In the latter case, again by a continuity argument, for any x ∈ D there is some λ ∈ (0, 1) such that ξ 1 (λx + (1 − λ)y) = λξ 1 (x) + (1 − λ)ξ 1 (y) = 0. Setting z 0 = λx + (1 − λ)y, we thus see that z 0 ∈ Z 1 = Z 2 , and z 0 ∈ ri(C) by [1, Thm. 6.1]. For i = 1, 2, letξ i be the extension of ξ i to an affine map on M(C). Then, the mapping V(C) ∋ v ↦ξ 1 (z 0 + v) ∈ R is linear and nonzero, hence there exists a linear basis {v 1 , . . . , v m } of V(C) such thatξ 1 (z 0 +v k ) = 0 if k = 1, . . . , m−1, and ξ 1 (z 0 + v m ) < 0. By possibly replacing all the v k 's with µv k for some µ ∈ (0, 1), we can assume that z k ∶= z 0 + v k ∈ ri(C) for all k = 1, . . . , m, and so ξ 1 (z k ) = 0 if k ≤ m − 1, and ξ 1 (z m ) < 0. Hence, also ξ 2 (z k ) = 0 if k ≤ m − 1, and ξ 2 (z m ) < 0. It follows that 
that is the same as statement (c).
II. INCOMPATIBILITY WITNESSES
We fix a finite dimensional complex Hilbert space H, with dim H = d. We denote by L s (H) the real linear space of all selfadjoint operators on H, endowed with the uniform operator norm ⋅ . We write 1 for the identity operator. If
Z is a set, we let Z be its cardinality. A measurement with outcomes in a finite set Z is any map M ∶ Z → L s (H)
such that M(z) ≥ 0 for all z ∈ Z and ∑ z∈Z M(z) = 1. The uniform measurement with outcomes in Z is given by
All measurements with outcomes in Z constitute a closed and bounded convex subset O(Z) in the real linear space of all operator valued functions H ∶ Z → L s (H). We denote by F(Z) the latter linear space of functions, and we regard it as a normed space with the sup-norm
If X and Y are finite sets, two measurements A ∈ O(X) and B ∈ O(Y ) are compatible if there exists a third
and
for all x and y. In this case, we say that M is a joint measurement of A and 
The next proposition gives some further insight into the convex structure of the sets O X,Y and O com X,Y .
Proposition S5. The following properties hold.
Proof. Clearly,
In order to prove that the previous inclusions actually are equalities (item (a)), it is enough to show that
Now, ( * * ) immediately follows, since for (F, G) ∈ B, the formula The dual space V * of V = F(X) × F(Y ) can be identified with V itself by means of the pairing
With this identification, Prop. S5.(b) and a simple dimension counting lead to the equalities
We recall from the main paper that any O com X,Y -witness on the convex set O X,Y is an incompatibility witness (IW). Thus, by Prop. S2 and (S3), any IW is of the form 
for some α > 0 and A, B ∈ L s (H).
Proof. By Props. S4 and S5.(c), the equivalence ξ 1 ≈ ξ 2 holds if and only if, for some α > 0, both the following conditions are satisfied:
for A and B given by the previous item.
This concludes the proof.
We have already seen in tha main paper that, up to detection equivalence, any tight IWs can be associated with a state discrimination problem with postmeasurement information. This problem consists in discriminating the classical labels of some partitioned state ensemble, that is, a coupleÊ = (E, {X, Y }), in which (i) X and Y are disjoint finite sets, and (ii) E is a state ensemble with label set X ∪ Y , i.e., an element of F(X ∪ Y ) such that E(z) ≥ 0 for all z ∈ X ∪ Y and
Notice that the pairing (S3) for the restrictions
where P prior guess (Ê; A, B) is the guessing probability with premeasurement information defined in (4) of the main paper. It follows that
where P prior guess (Ê) and P post guess (Ê) are the optimal guessing probabilities with premeasurement and postmeasurement information given by (5) and (6) of the main text. In particular, whenever the strict inequality P post guess (Ê) < P prior guess (Ê) holds, we can define the tight IW associated with the partitioned state ensembleÊ as in (7) of the paper:
We remark that the evaluation of P prior guess (Ê) consists in solving two separate standard state discrimination problems (one for the subensemble E X = p(X)
−1 E X and the other for
On the other hand, the optimization problem in the definition of P post guess (Ê) can be turned into a single standard state discrimination problem by means of [3, Thm. 2] . Therefore, in order to evaluate both probabilities in (S6), one can resort to techniques from standard quantum state discrimination, as those described e.g. in [3, Sec. IV B], [4] [5] [6] [7] .
If the partitioned state ensembleÊ is not trivial, any compatible pair of measurements solving the optimization problem in the definition of P Proof. By combining Lemma S1 and (S5), (S6), the second claim is always true, while the first one holds whenever
⊥ . By (S4), this is equivalent to either E X or E Y being not constant.
Note that the last proposition does not require P post guess (Ê) < P prior guess (Ê).
III. INCOMPATIBILITY WITNESSES WITH TWO MUB
In this section, we suppose {ϕ h h = 1, . . . , d} and {ψ k k = 1, . . . , d} are two fixed mutually unbiased bases (MUB) of the d-dimensional Hilbert space H. We will show how these bases can be used to construct a family of IWs for pairs of measurements with outcomes X = {(h, ϕ) h = 1, . . . , d} and Y = {(k, ψ) k = 1, . . . , d}. Moreover, as a byproduct of this construction, we will also characterize the amount of uniform noise that is needed in order to make the two given MUB compatible. Note that, although in the separate sets X and Y the extra symbols ϕ and ψ are redundant, nonetheless they are needed to define the disjoint union Z = X ∪ Y , and then consider the partition {X, Y } of Z.
A. Construction of the IWs
, we can define the state ensemble E µ with label set Z, given as
and the corresponding partitioned state ensembleÊ µ = (E, {X, Y }). For this state ensemble, all labels z ∈ Z occur with the same probability p(z) = tr [E µ (z)] = 1 (2d), and p(X) = p(Y ) = 1 2. We always assume µ ≠ (0, 0) to avoid the trivial case. In order to use the state ensemble E µ for constructing a tight IW as in (7) of the main paper, first of all we need to evaluate the pre-and postmeasurement guessing probabilities P prior guess (Ê µ ) and P post guess (Ê µ ). To this aim, we recall the following two useful results.
Proposition S9 (Prop. 2 of [3] ). Suppose E is a state ensemble with label set X. For all x ∈ X, denote by λ(x) the largest eigenvalue of E(x), and by Π(x) the orthogonal projection onto the λ(x)-eigenspace of E(x). Define
Then, if there exists ν ∈ R such that
we have the following consequences:
(c) a measurement M 0 attaining the maximum guessing probability P guess (E) is
Theorem S1 (Thm. 2 of [3] ). For any partitioned state ensembleÊ = (E, {X, Y }), we have
where F is the state ensemble with the Cartesian product label set X × Y , given as
, we have the equivalence
where M X and M Y are the two marginal measurements of M defined in (S2).
We can immediately use Prop. S9 to evaluate the optimal guessing probability for the subensemble E µ,X (x) = (1 p(X))E µ (x) ∀x ∈ X. Indeed, we explicitly have
whose largest eigenvalue is
Thus, in (S9), the largest eigenvalue λ E µ,X is given by the latter expression, and it is attained on the whole label set X E µ,X = X. Eq. (S10) is then easily verified, and so Prop. S9 yields
A similar expression holds also for P guess (E µ,Y ). We finally obtain
Now we tackle the more difficult problem of evaluating P post guess (Ê µ ). In order to apply Thm. S1, we first write the auxiliary state ensemble (S12), which is
for the partitioned state ensembleÊ µ . Then, we check if we can apply Prop. S9 in order to calculate P guess (F). To this aim, we need to find the spectral decomposition of F((h, ϕ), (k, ψ)) for all h, k. The next lemma is useful for this task.
Lemma S2. Let ϕ, ψ ∈ H be two unit vectors such that ⟨ ϕ ψ ⟩ 2 = 1 d. Denote Q = ϕ⟩⟨ϕ and P = ψ⟩⟨ψ , and let S = qQ + pP with q, p ∈ R and (q, p) ≠ (0, 0) .
Then, the eigenvalues of the selfadjoint operator S are
where
They satisfy the following inequalities: Moreover, the three selfadjoint operators
constitute an orthogonal resolution of the identity, with SΠ k = Π k S = λ k S for all k ∈ {+, −, 0}, and rank
Proof. After noticing that the vectors {ϕ, ψ} are linearly independent, we define the following two subspaces of H with respective dimensions 2 and d − 2
. Then, SH 1 ⊆ H 1 and SH 0 = {0}. In particular, the eigenvalue 0 has multiplicity greater than or equal to d − 2 in S. The matrix form of S 1 with respect to the (nonorthogonal) basis {ϕ, ψ} of H 1 is
The roots of the characteristic polynomial of S 1 are the eigenvalues λ + and λ − in (S16), (S17). Since the quadratic form q 2 + p 2 − 2∆qp is positive definite, the square root in (S16) and (S17) is nonzero, hence λ + > λ − . The remaining inequalities involving 0 are straightforward calculations. The multiplicities of λ + and λ − in S can not be less than the respective multiplicities in S 1 , which are 1. This completes the proof of the statements about the eigenvalues. Now, we claim that
is the orthogonal projection onto H 1 . Indeed,
In all cases, Eq. (S10) holds, hence we can apply Prop. S9 to determine P guess (F) = dλ F and the optimal measurement M 0 given by (S11).
Finally, Thm. S1 yields P
(in the last expressions, δ µϕ,0 and δ µ ψ ,0 are the usual Kronecker delta's). We can now determine the values of µ for which P post guess (Ê µ ) < P prior guess (Ê µ ), and for these values explicitly evaluate the tight IW (S7) associated withÊ µ . This yields the first main result of the present section.
Theorem S2 (Thm. 3 of the main paper).
with µ ≠ (0, 0). Then, we have the strict inequality P post guess (Ê µ ) < P prior guess (Ê µ ) if and only if µ ϕ µ ψ ≠ 0 and either d = 2 or max{µ ϕ , µ ψ } > 0. In this case, the tight IW associated with the partitioned state ensembleÊ µ by means of (S7) is
Finally, the ensemblesÊ µ andÊ ν yield detection equivalent IWs if and only if ν = αµ for some α > 0.
Proof. By (S13) and (S22),
The triangular inequality implies that the expression for case (i) strictly positive unless µ ϕ = 0 or µ ψ = 0. This proves the first claim. Eq. (S25) then follows by combining (S22) with
Finally, we prove the equivalence statement. If ν = αµ, then ξÊ In the (γ ϕ , γ ψ )-plane, the curve Γ = {γ(θ) θ ∈ [−θ 0 , θ 0 ]} given by (S27) is the part of the ellipse
lying above the line γ ϕ +γ ψ = (d−3) (d−1), as depicted in Fig. 3 . In particular, all pairs of measurements corresponding to points beyond Γ are incompatible. Now, in dimension d = 2, the ellipse (S28) is actually the unit circle (1 (1 −  d) , 1 (1 − d) ). By convexity, it then follows that all γ's lying between γ 1 and the curve Γ correspond to compatible pairs of measurements. The previous discussion is summarized in the second main result of this section. 
that is, γ belongs to the convex hull of the points
,
Statement (a) of the previous theorem is well known [9] . On the other hand, statement (b) was proved in the particular case in which the two measurements A γ and B γ are conjugate by the Fourier transform of the cyclic group Z d , and restricting only to γ ∈ [0, 1] × [0, 1] [8] . Compared with the group theoretical approach of [8] , the present derivation of Thm. S3 has the advantage of not requiring any symmetry condition on the two MUB {ϕ 1 , . . . , ϕ d } and {ψ 1 , . . . , ψ d }; thus, for dimensions d ≥ 4 it actually applies to many inequivalent pairs of MUB, and not only to the Fourier conjugate pairs considered in [8] (see [10] for a list of inequivalent pairs in dimensions 4 ≤ d ≤ 16). In the general (not symmetric) case, a proof of statement (b) for γ constrained on the diagonal γ ϕ = γ ψ is contained in [11] .
We finally remark that the essential differences that lead to separate results for the cases d This shows that ξ CHSH k is actually an IW, which is detection equivalent to the tight IWs associated with the partitioned state ensembleÊ (k) µ and given in (S25).
