In many applications, high-dimensional problem may occur often for various reasons, for example, when the number of variables under consideration is much bigger than the sample size, i.e., p >> n. For highdimensional data, the underlying structures of certain covariance matrix estimates are usually blurred due to substantial random noises, which is an obstacle to draw statistical inferences. In this paper, we propose a method to identify the underlying covariance structure by regularizing a given/estimated covariance matrix so that the noises can be ltered. By choosing an optimal structure from a class of candidate structures for the covariance matrix, the regularization is made in terms of minimizing Frobenius-norm discrepancy. The candidate class considered here includes the structures of order-1 moving average, compound symmetry, order-1 autoregressive and order-1 autoregressive moving average. Very intensive simulation studies are conducted to assess the performance of the proposed regularization method for very high-dimensional covariance problem. The simulation studies also show that the sample covariance matrix, although performs very badly in covariance estimation for high-dimensional data, can be used to correctly identify the underlying structure of the covariance matrix. The approach is also applied to real data analysis, which shows that the proposed regularization method works well in practice.
Introduction
In many practical elds such as genomics, biomedical imaging, functional magnetic resonance imaging, tomography and nance, etc, high-dimensional data are collected routinely. Assume X is an n × m data matrix, where n is the sample size and m is the number of variables/dimensions. For high-dimensional data, we have m >> n, i.e., m is much bigger than n. In this case, X ′ X becomes singular and is not well-conditioned. The aim of high-dimensional data analysis is to make statistical inference by taking into account of the dependence/correlation among the variables. In general, increasing the sample size n has an e ect of improving the precision and certainty of statistical inference, whereas increasing the dimension m has the opposite effect. Statistical analysis for high-dimensional data is extremely challenging and often has to call for new statistical methodologies and theories (Donoho [7] ). Regularization of covariance matrix for high-dimensional data has attracted much more attentions in recent years. The existing works include the hard-thresholding method (Bickel and Levina [2] ; El Karoui [8] ), soft-thresholding method with generalization (Rothman et al. [12] ), and adaptive thresholding method (Cai and Liu [4] ) among others. However, such threshold estimates of the covariance matrix may yield negative eigenvalues. To overcome this di culty, Rothman [11] proposed to use a Lasso-type penalty to encourage sparsity and introduce a logarithmic barrier function to enforce positive-de niteness of the covariance estimates. Xue et al. [13] proposed an alternating direction method to ensure the positive-de niteness of Lasso penalty based covariance estimates. However, such regularization approaches require a tuning parameter, which though can be estimated by cross-validation method or AIC-or BIC-based method remains a very challenging issue in high-dimensional data analysis due to its very intensive computation.
Based on the entropy loss function, very recently Lin et al. [10] proposed a technique which avoids the tuning parameter and regularizes estimates of the covariance matrix by considering a class of certain candidate covariance structures, such as tri-diagonal Toeplitz structure, compound symmetry, order-1 autoregressive models, banded Toeplitz structures, etc. Unfortunately, their entropy loss function based method can not be applied to high-dimensional covariance regularization, because it involves the inverse of the sample covariance matrix, which becomes singular for high-dimensional data.
To conquer the di culty, Cui et al. [5] proposed to use Frobenius-norm to replace the entropy loss function, so that the inverse of the covariance estimate like the sample covariance matrix is not required. However, Cui et al. [5] only considered the normal case with n > m. For the case of high-dimensional data, i.e., n << m, it is not clear whether or not the Frobenius-norm based loss function works and what the performance of the proposed method is. It is the aim of this paper to resolve such open issues.
The rest of this paper is organized as follows. In section 2, we give the regularization problem and transform it into an optimization problem in numerical analysis and explore some of its general properties. In section 3, we show that the problem of nding the optimal structure from a class of candidate covariance structures, including order-1 moving average, compound symmetry or uniform covariance, order-1 autoregressive model, and order-1 autoregressive and moving average model, that minimizes the Frobenius-norm reduces to computing the zeros of a nonlinear function. In section 4, we carry out simulation studies, illustrating how our techniques of computing the structured covariance matrix that minimizes the discrepancy function can be used in regularizing the underlying covariance structure for high-dimensional data. In section 5, we apply the proposed approach to a real data experiment in signal processing. Some further remarks and discussions are presented in section 6.
Problem of interest
Suppose A is a given m × m covariance matrix, that is, it is symmetric nonnegative de nite. Let S be the set of all m × m positive de nite covariance matrices with structure s, for example, compound symmetry or uniform covariance structure. A discrepancy between the given covariance matrix A and the set S is de ned by
where L(A, B) is a measure of the distance between the two m × m matrices A and B. Assume there is a given class of k candidate covariance structures {s , s , . . . , s k }. Let S i be the set of all covariance matrices with structure s i . Denote the set of m × m covariance matrices with the likely structures by Ω = ∪ k i= S i . The discrepancy between a given covariance matrix A and the set Ω is then de ned by
The idea is that, in this set Ω, the structure with which A has the smallest discrepancy can be viewed as the most likely underlying structure of A, and the minimizer B with this particular structure is considered to be the regularized covariance matrix of A.
We propose to consider the distance between two matrices A and B, de ned by the square of the Frobenius-norm, or hereafter F-norm,
where tr(.) means the trace of matrix. It is worth mentioning that the matrix A does not have to be nonsingular. For example, it can be the sample covariance matrix for high-dimensional data, where singularity occurs due to m >> n. But the matrix B that has certain structures is required to be nonsingular. In other words, regardless of whether or not the given covariance matrix A is nonsingular, we want to nd covariance matrix B that has a certain structure and is nonsingular, such that the F-norm based loss function L(A, B) achieves its minimum. Note here the matrix A does not have to be the sample covariance matrix. In fact, it can be any estimates of the population covariance matrix, such as those obtained by modi ed Cholesky decomposition methods [11] and thresholding principal orthogonal complements [9] among others.
Regarding the candidate structures of the covariance matrix, here we focus on the following four candidates that are commonly used in time series, and longitudinal or spatial studies. Other possible structures of covariance matrix may be studied in a similar manner, although cases have to be investigated individually.
(1) The rst-order moving average structure, MA(1), has a tri-diagonal structure of covariance matrix,
where σ > and − cos(π/(m + )) < c < cos(π/(m + )) .
(2) The covariance of compound symmetry (CS) structure assumes that the correlation coe cients of any two observations are the same. In other words, the covariance matrix has the form
where σ > and − /(m − ) < c < .
(3) The rst-order autoregressive structure, AR(1), has the property that the correlation between any pair of observations decays exponentially towards zero as the distance between two observations increases. The covariance matrix is of the form 
where σ > and − < c < . (4) More generally, the rst-order autoregressive moving average structure, ARMA(1,1), has one more parameter than AR(1), re ecting an additional decrease in correlation for each additional lag. The covariance matrix has the form 
where σ > , − < c < and − < r < .
Owing to the fact D(A, Ω) = min ≤i≤k {D(A, S i )}, the main task now is to calculate the discrepancy D(A, S i ) for each of the candidate covariance structures listed above, where the covariance matrix A is given.
Solution of problems
We begin by considering the above structures (4)- (7) one by one, for which the optimization problem is reduced to computing the zeros of a nonlinear function. For more technical details, one may refer to [5] .
.
MA(1)
The matrix in (4) Given a covariance matrix A, the discrepancy function in (1.3) is now
It can be shown that the stationary points (c, σ) of f (c, σ) must satisfy following equations
so that a unique stationary point is given by
It can also be shown that the stationary point in (9) does minimize the discrepancy function (8).
. Compound Symmetry
The matrix in (5) Given a covariance matrix A, denoting t := tr(A T (ee T − I)), the discrepancy function is now given by
Thus a unique stationary point is
where
at the stationary points (c, σ), we conclude that ∇ f is positive de nite and so the stationary point does minimize the function f (c, σ).
. AR(1)
We rewrite B in (6) as
where T = I and T i is a symmetric matrix with ones on the ith superdiagonal and subdiagonal and zeros elsewhere. It can be shown that the k × k leading principal minor of
Therefore, B(c, σ) is a positive de nite covariance matrix if and only if − < c < .
The discrepancy function in (3) now becomes
It can be shown that the stationary points (c, σ) of f (c, σ) must satisfy
Since m + m− i= (m − i)c i > , by rearranging the rst equality in (12) we have
Numerical experiments show that there exists at least one root of h(c) in (− , ). Equivalently, the local minima of f (c, σ) are achieved at the points (c, σ) satisfying (12).
ARMA(1,1)
Now we consider the problem for covariance matrix with structure of ARMA(1,1) in ( Now the matrix B in (7) can be rewritten as
where T i is a symmetric matrix with ones on the ith superdiagonal and subdiagonal and zeros elsewhere. The discrepancy function in (3) is now
It can be shown that the stationary points (r, c, σ) must satisfy
By rearranging equations in (13), we have
Numerical experiments show that there exists at least one root of equations (14) which ensures B ∈ R m×m + . Equivalently, the local minima of f (r, c, σ) are achieved at the points (r, c, σ) satisfying (14).
A remarkable feature of matrix A is that it can be chosen as any estimates of the population covariance matrix Σ, for example, it may be the ones obtained by using SQRT-Lasso (Belloni et al. [1] ), matrixlogarithm transformation (Deng and Tsui [6] ) and thresholding principal orthogonal complements (Fan et al. [9] ), among others .
Simulation studies
To examine the proposed regularization method for high-dimensional covariance matrix, in this section we carry out very intensive simulation studies. All computations are performed with MATLAB R2012b. The rootnding problem in section 3 is solved with MATLAB fzero or fsolve. Let m be the dimension of the covariance matrices to be tested. First, we generate an m × n data matrix Q with columns randomly drawn from the multivariate normal distribution N(µ, Σ), where µ = ∈ R m is a mean vector and Σ is a covariance matrix that have the structure of MA(1), CS, AR(1) or ARMA(1,1) as discussed in section 1. Second, we compute the sample covariance matrix A with the generated data Q. Finally, we nd for each structure a covariance matrix that minimizes the discrepancy function in (3), divided by tr(
Note that the constant tr(A T A) in the dominator has no e ects on the solution of the matrix B. We test with the true covariance matrix Σ, where for each structure we consider several di erent values for m, c, r and σ . We x the sample size n = and choose the parameters c ∈ { . , . , . } and σ ∈ { . , , , } for Σ having MA(1), CS, AR(1) structures. For Σ having an ARMA(1,1) structure we use the same n, c and σ as above but consider r ∈ { . , . , . } for c = . , r ∈ { . , . , . } for c = . and r ∈ { . , . , . } for c = . . To see the performance of the proposed regularization method for high-dimensional covariance matrix, we consider the ratio R = m/n for R = , , ..., and , , , , respectively. For each combination of the above parameters, we run the simulation study for times and report the average value of the F-norm discrepancy.
In Tables 1-6 Tables 1-6 is summarized as follows: -Σ: the true covariance matrix; -A: the sample covariance matrix (note that it is singular for high-dimensional data with m >> n); -B: the computed covariance matrix that has a certain structure and minimizes the F-norm discrepancy function
and L * (Σ, B) de ned by (15), respectively.
From Tables 1-6 , we have the following observations.
(1) The matrix B having the minimum L Σ,B has the same structure as the true covariance matrix Σ and L Σ,B < L Σ,A even for high-dimensional data. In other words, the regularized estimator B is much better than the sample covariance matrix A in terms of the F-norm discrepancy function. This shows that regularization of the sample covariance matrix A, is necessary not only for the convenient use of known structure but also for the accuracy of covariance estimation. In particular, for high-dimensional data the sample covariance matrix A is a rather poor estimate of the population covariance matrix Σ due to its singularity, but its regularized matrix B not only be nonsingular but also correctly identify the underlying structure of the population covariance matrix Σ. (2) For Σ having one of the structures of MA(1), CS or AR(1), among di erent minimizers B, there are two structures clearly winning out in the sense of having smaller L A,B : the one having the same structure as Σ and the ARMA(1,1), the latter always being the best. It is not surprising for the matrix B with ARMA(1,1) structure to win out because all MA(1), CS, and AR(1) are indeed special ARMA(1,1) structures. In fact, the resulting two structures are almost identical. It is noted that it is very important to observe the discrepancy L A,B , because in practice the true covariance Σ is usually unknown and so is L Σ,B . Thus, the discrepancy L A,B can be used to identify the covariance structure. (3) The observations above are common to all choices of the structure of Σ in the class we considered, the various values of m, c, σ and r. Therefore, the ndings are reliable in this sense. In summary, the proposed covariance regularization approach works well for high-dimensional data, i.e., m >> n. The sample covariance matrix, though it is a rather poor estimate of the population covariance matrix for high-dimensional data, is helpful in nding the correct structure of the population covariance matrix for high-dimension data.
Note that the above simulation studies are made on a basis that the simulated data are generated from normal distribution. A reviewer raised the issue on the performance of the proposed method for non-normally distributed data. In order to address this issue, we add further simulation studies on non-normal distribution, MA MA 
so that it has mean zero and covariance matrix (α + ( − α) )Σ. We then test with the true covariance matrix (α + ( − α) )Σ being of the structure MA(1), CS, AR(1) and ARMA(1,1) with di erent values of parameters σ = , c = . , . and α = . , . , . . In the case of ARMA(1,1), we choose r = . , . , . for c = . , and r = . , . , . for c = .
. We choose the sample size n = and the dimensionality m = , , . When calculating the sample covariance matrix A, we have to avoid centralizing the data matrix Q (i.e., by subtracting µ from each of the rst [αn] columns and µ from each of other columns of Q) due to the characteristics of the mixture-normal distribution.
We run the simulation study for 100 times and report the average value of the F-norm discrepancy. To save space, in Table 7 we only present the simulation results for the cases with α = . , σ = , c = . and r = . , . , . . Simulation results in other combinations of the parameters are very similar to those in Table 7 and can be provided if requested.
From Table 7 we observe that the conclusions are very similar to those found when simulated data are generated from multivariate normal distribution. In other words, the true covariance structure can be correctly identi ed even for non-normally distributed data. Therefore, the proposed regularization methods are really robust and reliable even if the high-dimensional data are not normally distributed.
The reviewer also raised the issue of positive de niteness of the estimate of the covariance matrix. In the intensive simulation studies we conducted, we nd that the estimate of the covariance matrix guarantees to be positive de nite unless the true parameter values are very close to the boundary of the parameters c MA
and/or r. For example, for all the simulation scenarios presented above, the estimates of covariance matrices are positive de nite except the case of MA (1) with c = . , where about % estimates of the covariance matrices are positive de nite in the 100 simulation runs. The reason is that, for the MA(1) with the true value c = . it is already very closing to the boundary of the space of c that makes the covariance matrix positive de nite, that is, c must satisfy − / cos(π/(m + )) < c < / cos(π/(m + )), see (4) . In this case, the upper bound is given by / cos(π/(m + )) = .
for m = ; . for m = ; and . for m = . However, if the true parameter is taken as c = . for MA(1), our simulations show that the estimates of the covariance matrix are % positive de nite, due to c = . being bit far away from the upper bound.
In summary, the proposed regularization methods guarantee the positive de niteness of the estimate of the covariance matrix as long as the true parameter values are within the space of parameters that make the covariance matrix positive de nite. Of course, in practice the true parameter values are unknown. We suggest to observe the value of the estimate of parameters, such as the solutions in (9) and (10) for MA (1) and CS, and those to (12) and (14) for AR (1) and ARMA(1,1) , respectively. If the estimate is very close to the boundary value, it is likely that the estimate of the covariance matrix is not positive de nite. In this case, extra e orts may be needed to deal with the estimation problem of covariance matrix, for example, by replacing its zero eigenvalues with the smallest non-zero eigenvalue, etc.
Real data analysis
The handwritten digit data set was created by Tactile Srl, Brescia, Italy (http://www.tattile.it) and donated in 1994 to Semeion Research Center of Sciences of Communication, Rome, Italy (http://www.semeion.it), for machine learning research, see [3] . The data set consists of handwritten digits from around persons, Table 3 : Simulation results with n = ; m = ; σ = . MA MA of which each was scanned, stretched in a rectangular box × in a gray scale of values. Each person wrote on a paper all the digits from to , twice. The commitment was to write the digit the rst time in the normal way (trying to write each digit accurately) and the second time in a fast way (with no accuracy). As a result, the data set forms a data matrix with rows and columns. We consider the rows are independent and aim to understand the underlying covariance or correlation structure of the m = attributes/columns. We normalize the handwritten digit data rst and then use the proposed regularization approach in Sections 2 & 3 to analyze the data. Regarding the sample size n, for illustration purpose we consider several di erent scenarios: the full data (n = ), the group of data with handwritten digit " " (n = ) for the entire persons, the subgroup of data with handwritten digit " " for the rst persons (n = ), the subgroup of data with handwritten digit " " for the rst persons (n = ), the subgroup of data with handwritten digit " " for the second persons (n = ). The regularization results using the modi ed F-norm in (15) are presented in Table 8 , where the rst column indicates the sample size of the data analyzed, the modi ed F-norm L A,B de ned in (15) represents the discrepancy between the sample covariance matrix A and the resulting matrix B that has one of the four structures considered, i.e., MA(1), CS, AR(1) and ARMA(1,1), and 'Time' means the time (in seconds) of our MATLAB codes spending for nding the optimal matrix B with a speci c covariance structure. Note that for the real data set the population covariance matrix Σ is unknown and so there is no information available on L Σ,A and L Σ,B .
In Table 8 , it is made clearly that the discrepancy L A,B for ARMA(1,1) structure is smaller than other possible structures, indicating that the underlying covariance structure is likely to be ARMA (1, 1) . This seems to hold across all the sample sizes we considered, where all cases, except for the full data case (n = ), are those for high-dimensional data, i.e., m >> n. It is observed that for each covariance structure considered the F-norm discrepancy L A,B decreases with increasing of the sample size, a natural phenomenon in practices.
Finally, it is worth mentioning that the estimates of the covariance matrices considered above are all positive de nite, because the estimates of the parameters in the candidate structures are clearly within the MA MA space of parameters that makes the covariance matrix positive de nite. In other words, there is no boundary issue in this real data analysis. 
Discussion
Given a matrix A and a class of candidate covariance structures, a novel method was proposed to regularize the covariance matrix A so that its underlying structure becomes transparent. In other words, random noise can be ltered in this sense. Our simulation studies demonstrate the reliability of the proposed method, which lters not only random noise in A but also reveal characteristics of the stochastic process structuring the covariance matrix.
In the simulation studies and real data analysis, the available matrix A is taken as the sample covariance matrix. It has been demonstrated that even for high-dimensional data, where the sample covariance matrix A becomes singular, the proposed F-norm based regularization approach still works very well in identi cation of the underlying structure of the sample covariance matrix. This is very appealing because the sample covariance matrix estimates the population covariance matrix rather poorly, but it has no problem when aiming to identify the underlying covariance structure and nd its regularized covariance matrix that is positive de nite.
A further note is that the matrix A does not have to be the sample covariance matrix. In theory, the matrix A can be any available estimate of the population covariance matrix, e.g., obtained by various statistical methods. As long as A is provided, our proposed method can be used to regularize the covariance matrix A even if the distribution of the data is non-normal, the dimension of matrix A is high, or the matrix A is singular, etc.
Apart from the four likely candidate structures considered in this paper, other likely covariance structures such as AR(2), AR(3), factor analytic structure, general linear structure, ARMA(p, q), and banded or Toeplitz structures, may be investigated in a similar manner. In theory, the proposed approach can be applied to any possible structures of the covariance matrix, but the relevant optimization problem and computation may become di cult, especially when the dimension of matrix A is rather high and/or sparse. We will investigate this problem in our follow-up work.
