We present the Julia package HomotopyContinuation.jl, which provides an algorithmic framework for solving polynomial systems by numerical homotopy continuation. We introduce the basic capabilities of the package and demonstrate the software on an illustrative example. We motivate our choice of Julia and how its features allow us to improve upon existing software packages with respect to usability, modularity and performance. Furthermore, we compare the performance of HomotopyContinuation.jl to the existing packages Bertini and PHCpack.
Introduction
Numerical algebraic geometry is concerned with the study of algebraic varieties by using numerical methods. The main computational building block therein is homotopy continuation which is a technique to approximate zero-dimensional solution sets of polynomial systems F : C n → C n . The idea is that one first forms another polynomial system G related to F in a prescribed way, which has known or easily computable solutions. Then the systems G and F can be connected by setting up a homotopy H : C n × [0, 1] → C n . An example for this would be the linear homotopy H(x, t) = (1 − t)F + tG. For a properly formed homotopy, there are continuous solution paths leading from the solutions of G to those of F which may be followed using predictor-corrector methods. Singular solutions of F cause numerical difficulties, so singular endgames [18] are typically employed.
There are several software packages publicly available to make computations with homotopy continuation such as Bertini [3] and PHCpack [15] . We add the new and actively developed package HomotopyContinuation.jl 3 to that list. The package is programmed in Julia [4] , which has recently gained much popularity in the numerical mathematics community. HomotopyContinuation.jl offers new and innovative features as well as a flexible design, which allows the user to adapt the code to the structure of their specific polynomial systems with little effort.
Functionality
HomotopyContinuation.jl aims at having an intuitive user interface. Assume we are interested in the solution set of the polynomial system
which is the intersection of a quadric with a line. The code to solve this system is as follows:
using HomotopyC o nt i n ua t io n # load package @polyvar x y # we define variables x and y solve ( [ xˆ2 + yˆ2 -1 , 3 x -2 y ] ) # define F and solve the system
In the background the software first constructs the total degree start system
and then defines the homotopy H(x, t) := (1 − t)F + γtG where γ ∈ C is choosen randomly. The two solutions (−1, 1) and (1, 1) of G are tracked towards the solutions of F . By default, we use the classical Runge-Kutta predictor and Newton's method for correction. Internally all computations are executed in the complex projective plane P 2 on a (local) affine coordinate patch. In general, envoking the solve() command on any square system of polynomials will let HomotopyContinuation.jl generate a total degree starting system like (2) . HomotopyContinuation.jl also features a predictor-corrector scheme for overdetermined systems of polynomials F : C N → C n with N < n. However, in the overdetermined case there is no way to automatically generate a suitable starting system, but the user has to provide it. Furthermore, the input to Homotopy-Continuation.jl is not limited to explicitly defined polynomial systems. Customdefined homotopies are allowed. An example for a custom-defined homotopy for a family of overdetermined systems is given in Section 3.1.
In order to deal with singular solutions, an endgame strategy which combines the power series [18, 8] and Cauchy endgame [18] is implemented. The solution can be computed in serial-processing as well as in parallel on a single machine by multiple threads.
Technical contribution
Existing software packages are, as most scientifc software, written in a fast, statically compiled language like C or C++. They then have to rely on files as input and output format, which can be cumbersome to write and parse, or they build a wrapper in a dynamic language like Python to allow the user to interact with the core software. While such a wrapper is preferable to a file based user interface it also has disadvantages. It puts an additional development and maintenance burden on the software authors and ultimately limits the flexibility of possible user input.
By contrast, HomotopyContinuation.jl is completely written in Julia, a highlevel, dynamic programming language. There is no separation between the computational core and a wrapper with which the user interacts, everything is pure Julia. Julia programs are organized around multiple dispatch, which allows builtin and user-defined functions to be overloaded for different combinations of argument types. With its modular design HomotopyContinuation.jl exploits Julia's architecture. It is easy for users to extend and modify the capabilities of the package and to adapt the program to specific applications. An illustration of this is given in the following section, where we explain how to use the modular design for creating a homotopy that computes singular points on symmetroids.
Julia's LLVM-based just-in-time (JIT) compiler combined with the language's design allows to approach and often match the performance of C. For specific applications one can even surpass the performance of conventional C programs by making use of Julia's metaprogramming capabilities and its JIT compiler. One of these specific applications, which is of particular interest in the context of homotopy continuation, is the evaluation of polynomials. Let f be a polynomial with support A ⊂ N n . Generating optimal source code to evaluate polynomials with support A moves work from runtime to compile time, a tradeoff well worth if the same polynomials are evaluated very often, as it is the case during homotopy continuation. Horner's method for polynomials over the reals or a Goertzel-like method for complex polynomials [10, Section 4.6.2] may be employed to reduce the number of operations. Processor instructions like fused multiply-add (FMA) improve the performance and numerical accuracy. An experimental implementation of this idea by the second author is available under https://github.com/JuliaAlgebra/StaticPolynomials.jl. It also possible to use this optionally with HomotopyContinuation.jl.
Implementing custom homotopies -an example
Above, we emphasized the modular design of HomotopyContinuation.jl and claimed that it is useful for creating homotopies for specific problems. A generic homotopy like the straight-line homotopy built from the total degree starting system (2) is not suited for highly structured problems. In fact, treating structured problems with structured homotopies may be decisive in making a computation feasible. The following example illustrates this.
be a 4-tuple of real symmetric matrices. The associated symmetroid S A is the hypersurface in complex projective 3-space P 3 given by the polynomial
Already studied by Cayley [6] , symmetroids are objects of interest at the intersection between algebraic geometry and optimization. Let us explain the connection to the latter. For a point x = (x 0 , . . . ,
for affine coordinates. The set of real points x = (x 0 , . . . , [16] and we denote it by Σ A . Spectrahedra are feasible sets in semi-definite programming, which is a generalization of linear programming [1, 12] . For instance, problems as finding the smallest eigenvalue of a symmetric matrix or optimizing a polynomial function on the sphere can be formulated as a semidefinite programme. Because a linear function on a spectrahedron attains its maximum in a real singular point of the boundary with a positive probability, the number of singularities on the boundary of Σ A matters. The boundary of 
i.e., a tuple B for which all the associated singular points are at the same time points on the spectrahedron is only known for n = 4. This is due to work by Degtyarev and Itenberg [7] . In [14] Sturmfels poses the question:
How many of the n+1 3 singular points of S A can lie on the boundary of Σ A ?
By using homotopy continuation we can compute all the n+1 3 singular points on a symmetroid S A , from which we can check how many of them actually lie on the boundary of the spectrahedron. This way we advance in answering Sturmfels' question. We are currently working on a full featured implementation of the symmetroid-homotopy and will publish it in the near future. For the rest of this subsection let us explain the idea and sketch how an implementation of a symmetroid-homotopy in HomotopyContinuation.jl could look like.
To study the singularities of S A we are interested in the zeros of the system
A homotopy from a symmetroid S B to a symmetroid S A is then defined as
Note that the number of monomials in H A,B (x, t) in (x 0 , x 1 , x 2 , x 3 , t) for the generic choice of symmetric matrices is (n + 1) n+3 n + 4(n + 1) n+2 n−1 . For n = 20 this number is 166551. The size of the polynomials prevents us from working with explicit expressions in the monomial basis. Already evaluating F A and its Jacobian by considering the representation of f A in the monomial basis becomes prohibitively expensive. On the other hand, the number of solutions of the system (3) is 21 3 = 1330, which is reasonably small. Nevertheless, homotopy continuation algorithms never require to have the polynomial written down explicitly. What is needed for tracking the solution paths of a homotopy H(x, t) is a function to evaluate H(x, t) for all x and t and functions for evaluating the derivatives ∂H(x,t) ∂x and ∂H(x,t) ∂t . Using matrix calculus and linear algebra, we find that the evaluation of H A,B and its Jacobian matrix at x are given by the first and second order derivatives of f A at x.
and P i (x) := A(x) −1 A i they can be written in the following compact form:
where we used the fact that ∂A(
The derivative of H(x, t) with respect to t is obtained by a similar computation. Hence, the evaluation of F A and its partial derivative can be done efficiently, because evaluating determinants can be done efficiently.
We use the aforementioned construction from [13, Theorem 1.1] for building a start system F B . The Runge-Kutta predictor scheme and the overdetermined Newton corrector are employed for tracking the solutions from F B to F A . Implementing this homotopy in existing software packages is very onerous and slow since the predefined interfaces can only handle the polynomial representation of H A,B . By contrast, in HomotopyContinuation.jl the homotopy can be implemented in an efficient way. Since everything is defined in Julia, we have a full-fledged programming language at our hand to evaluate H A,B . An illustrative example of the subset of the code necessary to handle H A,B in HomotopyContinuation.jl is depicted in Figure 1 .
Comparison
We compare HomotopyContinuation.jl against the established software packages Bertini and PHCpack. For this we pick a range of real-world polynomial systems of different type, presented in Table 1 4 , and solve each polynomial system 10 times.
In particular, we take the perspective of a non-expert user and solve every system without any modification to the default parameters of the respective software packages. The only excemption is that for Bertini we distinguish between a version which uses adaptive precision [2] and one which uses standard 64 import HomotopyC o n ti n ua t io n . Homotopies :
AbstractHo mo to p y , evaluate ! , jacobian ! In addition it is necessary to define a function dt!, which evaluates ∂ ∂t H(x, t). Furthermore, it is possible to define a function evaluate_and_jacobian! that evaluates H(x, t) and computes its Jacobian simultaneously. This is in particular useful here due to the shared structure of the derivatives. Although this code is able to solve the problem, it is written in an illustrative style. In a full featured implementation we would define an additional cache object to precallocate structures to avoid unnecessary temporary allocations. Table 1 . Overview of the polynomial systems choosen for the comparison. In the characteristics n is the number of unknowns, D is the Bézout number of the system and MV is the mixed volume. The system were taken from the database by Jan Verschelde. We compare the packages with respect to outside observation. This is the number of times the correct number of solutions, the average number of solutions found, the average and median number of reported path failures (since these introduce uncertainity about the correctness of the result) and the average runtime. The results of the comparison are presented in Table 2 . They were run on a MacBook Pro with a 2 GHz Intel i5-6360U CPU. We used MacOS 10.13.4 and Julia 0.6.2, Bertini v1.5.1 and PHCpack v2.4.52 and HomotopyContinuation.jl v0.2.0-alpha.2. 
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