Analytic calculation of the hyperfine coupling tensors for multi-configurational quasi-degenerate perturbation theory is developed based on the Lagrange multiplier formalism. Calculation of Lagrange multipliers is not required if the corresponding constraining conditions do not depend explicitly on the magnetic moments of the nuclei. Except for the explicit form of the one-electron perturbation operator, the derivation presented in this work is also applicable to other molecular properties for which the basis functions do not depend on the differentiation variable, and for which the dependence of the Hamiltonian is through a one-electron operator only.
I. INTRODUCTION
There are two main reasons why multi-reference methods are crucial for calculating spin-spin coupling. First, single-reference methods can be very unreliable for calculating the spin-spin coupling constants, due to the triplet nature of perturbing operators. 1 In general, for molecules without multiple bonds or lone pairs the spin-spin coupling constants can be calculated with reasonable accuracy with HartreeFock-based methods, while single-reference calculations of coupling to nuclei with lone pairs can be in error by orders of magnitude. [1] [2] [3] In principle, this particular problem can be dealt with by using a UHF wave function, which usually contains some contributions from the triplet and higher spin states. However, systems involving degenerate or nearly degenerate configurations cannot be adequately studied with any single-reference methods, including UHF. 4 The complete active space self-consistent field ͑CASSCF͒ wave function is much better suited for describing systems in which nondynamic correlation is important. The CASSCF wave function is also flexible enough to properly accommodate the effects of operators responsible for indirect spin-spin coupling. 1 However, it is important to recall that while CASSCF is a generalization of Hartree-Fock theory for systems that are not well described by a single configuration, it does not account for dynamic correlation effects. At present, analytic calculation of spin-spin coupling is available for CASSCF theory itself, 5 but not to our knowledge for any CASSCF based methods that include dynamic correlation.
Direct analytic calculation of spin-spin coupling constants for multi-configurational quasi-degenerate perturbation theory ͑MCQDPT͒ appears to be prohibitively difficult. Since MCQDPT is not variational, calculating even the first derivatives of the MCQDPT energy requires evaluation of the responses of the MCQDPT wave function. 6, 7 However, even deriving the response equations is very complicated due to the specific nature of some of the MCQDPT optimization parameters, such as the energy shifts and the MCQDPT orbital energies discussed below. If the response function formalism is used, solving response equations is not necessary for the first derivatives, but is required for the spin-spin coupling constants, which are the second derivatives of the energy with respect to the magnetic moments. A combined analytical-numerical approach seems to be more practical. In this approach, the first derivatives of the MCQDPT energy with respect to the nuclear magnetic moments ͑hyperfine coupling tensors͒ are calculated analytically, using the variational Lagrangian technique described below. These gradients can then be numerically differentiated to obtain the spinspin coupling constants. A similar approach is frequently used in electronic structure codes for calculating numerical Hessians by numerical differentiation of analytic energy gradients. It should be noted that the hyperfine coupling tensors of spin-paired systems are exactly equal to zero, due to the nature of the magnetic perturbation operators. 1 In this work, a derivation of the analytic gradient with respect to the nuclear magnetic moments for MCQDPT theory is presented. This derivation is new, although the first half follows closely the derivation of the only other kind of analytic gradients available for MCQDPT theory-with respect to nuclear coordinates, developed by Nakano, Hirao, and Gordon. 6, 7 
II. DERIVATIVES FOR NONVARIATIONAL WAVE FUNCTIONS
The difficulty of calculating magnetic and other MCQDPT properties lies in the nonvariational character of the MCQDPT energy. This can be illustrated by the following example. Consider the hyperfine coupling tensor
For simplicity, we ignore the details of the electronic energy functional E and write the energy functions as E(M,), where M represents the nuclear magnetic moments and ϭ͕ i ͖ is the set of all parameters that determine the wave function. The gradient of the electronic energy with respect a͒ Author to whom correspondence should be addressed. Electronic mail: mark@si.fi.ameslab.gov to the magnetic moment of nucleus K, calculated for variationally optimal values of the electronic parameters ϭ*, is
͑2͒
If the electronic energy is fully variational with respect to all the optimization parameters , the optimized energy satisfies the variational condition
for all values of the nuclear magnetic moments M, and the hyperfine coupling tensor does not depend on the response of the optimization parameters ‫‪M‬ץ/ץ‬ K :
.
͑4͒
The expressions for second-order properties, such as spinspin coupling constants, are also greatly simplified if the variational condition ͑3͒ is satisfied. However, if the parameters are not determined variationally, the condition Eq. ͑3͒ is not satisfied, and one needs to evaluate the responses of the wave function even for firstorder properties. Obtaining these responses also becomes a much more difficult task, since one can no longer rely on the variational condition Eq. ͑3͒ to derive the response equations. To deal with these problems, Helgaker and Jørgensen 8, 9 suggested the use of Lagrange's method of undetermined multipliers and the introduction of an energy functional designed to give the same energy as the standard energy function and yet be fully variational.
In nonvariational methods, the optimization parameters are determined not from the variational condition Eq. ͑3͒ but from some set of equations f ()ϭ0, and then optimized values opt are used to calculate the electronic energy E( opt ). A variational functional ͑Lagrangian͒ L can be constructed by introducing an additional set of optimization parameters , including one parameter for each of the optimization conditions f ()ϭ0:
This Lagrangian is variational with respect to the new parameters . In fact, the variational conditions for the Lagrangian with respect to the 's are identical to the set of equations f ()ϭ0, from which the optimal values of the parameters are determined:
The parameters are not uniquely defined, since for the optimized values of ϭ opt the last term in Eq. ͑5͒ vanishes, and L( opt ,)ϭE( opt ) for any value of . Thus, it is possible to make the Lagrangian fully variational in both sets of parameters and by imposing a constraining condition on the 's:
The set of equations ͑7͒ represents variational conditions for the Lagrangian with respect to the parameters . However, it should be emphasized that by solving Eq. ͑7͒ the optimal values opt of the parameters are found, while the optimal values of the parameters are found from the variational conditions of the Lagrangian with respect to the 's, Eq. ͑6͒. If the parameters are determined from Eq. ͑6͒, and the parameters from Eq. ͑7͒, the Lagrangian yields the same energy as the original energy functional E(), and at the same time L is variational with respect to all optimization parameters:
This Lagrangian can now be used in place of the original energy functional to calculate various energy derivatives through the standard response function formalism.
III. MCQDPT MAGNETIC GRADIENTS-GENERAL STRATEGY
Consider the main steps involved in calculating the hyperfine coupling tensors analytically. First, a variational functional is constructed, which requires identifying all of the optimization parameters in the energy expression and the corresponding equations for these parameters. The Lagrange multipliers are determined by solving the variational equations ͑7͒. Since these equations are solved for zero magnetic moments, it is not necessary to include in the energy function E the perturbation due to the presence of the nuclear magnetic moments M at this stage:
͑8b͒ As a result, the set of equations ͑8͒ is identical to the set of equations used in Ref. 6 for MCQDPT gradients with respect to nuclear coordinates. However, not all of the equations ͑8͒ need to be solved, because not all of the Lagrangian multipliers are necessary for calculating the magnetic gradients:
. ͑9͒
Indeed, if some of the constraining conditions f (M,) in Eq. ͑9͒ do not depend explicitly on the nuclear magnetic moments, their derivatives with respect to M K are equal to zero, and the corresponding Lagrange multipliers are not needed to calculate the gradient. The next step involves calculating the derivatives of the optimization equations f (M,) and the energy function E(M,) with respect to the nuclear magnetic moments. It should be noted that we only need the derivatives of those optimization equations that correspond to nonzero Lagrange multipliers. If some Lagrange multipliers associated with the constraining conditions f (M,) happen to be equal to zero, the corresponding contributions ‫ץ(‬ f (M,)/‫ץ‬M K ) to the derivative of the Lagrangian in Eq. ͑9͒ are also equal to zero, and hence the derivatives of those particular constraining conditions ‫ץ‬ f (M,)/‫ץ‬M K need not be calculated. Finally, the gradients are computed using these derivatives and the Lagrange multipliers are obtained from the variational conditions Eq. ͑8͒.
IV. MCQDPT LAGRANGIAN
All derivations in this section and Sec. V are analogous to the results of Nakano, Hirao, and Gordon. 6 The MCQDPT total energy to second order can be written as
where H eff is the effective Hamiltonian and D ␣ are elements of the eigenvectors which diagonalize it. The effective Hamiltonian is given by
where the sum is over the set of all singly and doubly excited configurations K from the reference configurations in the complete active space ͑CAS͒. 
͑15͒
In Eq. ͑15͒, B refers to a configuration state function ͑CSF͒ in the CASSCF wave function and C B (␤) is a CASSCF CI coefficient for the CSF B in state ␤. Active orbitals have indices p,q,r,s,t,u and the virtual orbitals are indicated by indices e, f . Indices a,b refer to both active and virtual orbitals, but a and b cannot both be virtual orbitals simultaneously. The energy shift ⌬E B␣ is the difference between the zeroth-order energies of the CASSCF state ␣ and CSF B.
Following Nakano et al., 6 contributions from doubly occupied ͑''core''͒ orbitals are not included in the energy expression Eq. ͑15͒. The optimization parameters in MCQDPT are CASSCF CI coefficients, MCQDPT molecular orbital coefficients and orbital energies ͑uniquely defined by orbital canonicalization͒, as well as the MCQDPT effective Hamiltonian diagonalization parameters. These parameters are determined by the CASSCF optimization and MCQDPT orbital canonicalization conditions, which are used as constraining conditions to build the MCQDPT Lagrangian. Following Nakano et al., 6 the equations for the optimization parameters are listed here in the order they are determined in the MCQDFT calculation.
First, the CI and molecular orbital coefficients are found by solving the CASSCF equations. The CI coefficients for the CASSCF state ␣ are determined from the CASSCF Hamiltonian diagonalization
͑16͒
The variational conditions for the molecular orbital coefficients can be written as symmetry conditions X pq ϭX qp for the state-averaged matrix X defined as
where ͑␣͒ is the weight of the CASSCF state ␣. Using a pure state CASSCF wave function somewhat simplifies the derivation. However, if the CASSCF states are degenerate, averaging over several CASSCF states can be important for the calculation of molecular properties. Thus, for generality a state-averaged CASSCF wave function is used in this work.
The orthonormality conditions for the molecular orbitals (p͉q)ϭ␦ pq implied in the CASSCF orbital optimization have to be included in the Lagrangian explicitly.
The CASSCF optimization determines molecular orbitals up to arbitrary rotations within ͑separately͒ the doubly occupied, active or virtual orbital subspaces. The MCQDPT energy is not invariant with respect to such rotations, and this rotational freedom of the CASSCF orbitals must be removed by orbital canonicalization. This can be thought of as the diagonalization of the CASSCF Fock matrix. The canonicalization conditions also uniquely define the orbital energies used in the MCQDPT energy functional. These conditions can be written as
͑18͒
Here D
Ave is the state-averaged density matrix
and each block ͑doubly occupied, active and external͒ of the Fock matrix F pq is diagonalized separately. The last set of MCQDPT optimization parameters comes from diagonalization of the effective Hamiltonian
Introducing one Lagrange multiplier for each of the constraining conditions described above, one can write the MCQDPT Lagrangian as
͑21͒
Here the summation over pϾqO means that orbitals p and q are in different orbital subspaces ͑doubly occupied, active or virtual͒, and the sum over pуqD indicates that both orbitals belong to the same orbital subspace. The procedures for determining the Lagrange multipliers in Eq. ͑21͒ are discussed in the following section.
V. LAGRANGE MULTIPLIERS
The Lagrange multipliers are calculated from variational conditions Eq. ͑8͒. However, in order to compute the derivatives of the Lagrangian, each is to be multiplied by the derivative of the corresponding constraining condition
͑22͒
Therefore, it is not necessary to calculate those multipliers for which ‫ץ‬ f (M, opt )/‫ץ‬M K ͉ M ϭ0 ϭ0. It follows from Eq. ͑21͒ that the multipliers ORTHO pq need not be calculated, since none of the orthonormalization conditions depends explicitly on the magnetic moments of the nuclei. The optimization conditions for the multipliers CAS ␣ also do not depend on the , need to be evaluated to calculate the derivatives of the Lagrangian with respect to the nuclear magnetic moments:
͑23͒
The equations for evaluating these multipliers were derived by Nakano et al. 6 The multipliers for the MO rotations mixing different subspaces and for the CI coefficients are obtained by solving coupled linear equations corresponding to the state-averaged CASSCF equations ͓see Eq. ͑43͒ in Ref. 6 . The multipliers corresponding to the canonicalization procedure for the doubly occupied and external subspaces can be determined without having to solve linear equations ͓Eq. ͑41͒ in Ref. 6͔.
VI. DERIVATIVES OF THE CONSTRAINING CONDITIONS
The derivatives of the Lagrangian with respect to the nuclear magnetic moments ͓Eq. ͑23͔͒ are determined by the derivative of the MCQDPT effective Hamiltonian ‫(ץ‬H eff ) ␣␤ /‫ץ‬M K , as well as by the following three derivatives of the constraining conditions: ‫ץ‬H AB /‫ץ‬M K , ‫‪M‬ץ/ץ(‬ K )͕X pq ϪX qp ͖ and ‫ץ‬F pq /‫ץ‬M K . The evaluation of these derivatives is relatively straightforward.
Consider the nonrelativistic molecular Hamiltonian
The presence of nuclear magnetic moments results in several contributions to this standard Hamiltonian of molecular quantum mechanics. First, a term describing the direct interaction of the magnetic moments has to be introduced:
͑where ␣ is the fine structure constant͒ and magnetic induction B K (r i )ϭ" i ϫA K (r i ). The total magnetic field created by magnetic moments of all nuclei in the molecule is the sum of contributions from each nucleus:
This magnetic field interacts with the magnetic moments of the electrons, contributing Ϫ ͚ i m i B(r i ) to the Hamiltonian, and with magnetic moments of nuclei, contributing
The magnetic moment of the electrons m i is related to the electron spin operator as m i ϭϪŝ i , assuming that the electron g factor ϭ2 and the Bohr magneton ϭ 1 2 in atomic units. Finally, in the presence of a magnetic field, the momentum operators must be replaced by generalized momentum operators, in order to account for the gauge invariance of the electron field: p i →P i ϭp i ϩA(r i )ϭϪi" i ϩA(r i ). The nonrelativistic Hamiltonian in the presence of the magnetic moments of the nuclei can now be written as
Differentiating this Hamiltonian with respect to the nuclear magnetic moment M K results in the hyperfine operator 
The derivative of the constraining condition for the CI coefficients is ͚ B (‫ץ‬H AB /‫ץ‬M K )C B (␣), where ‫ץ‬H AB /‫ץ‬M K is simply the matrix element ͗A͉Ĥ K ͉B͘ of the hyperfine operator Ĥ K for two CSFs in the same CASSCF eigenfunction.
Calculation of the derivatives of the remaining two constraining conditions ‫‪M‬ץ/ץ(‬ K )͕X pq ϪX qp ͖ and ‫ץ‬F pq /‫ץ‬M K requires evaluation of the matrix elements of the one-particle hyperfine operator h K pq , already used for calculating the MCQDPT energy derivative Eq. ͑31͒:
͑33͒
Once all the derivatives are calculated, they can be combined with the Lagrange multipliers to compute the hyperfine coupling tensors using Eq. ͑23͒: 
VII. CONCLUDING REMARKS
Analytic calculation of the MCQDPT hyperfine coupling tensors developed in this work relies on the evaluation of the Lagrange multipliers using the formalism derived in Refs. 6, 8, and 9. Once these multipliers are calculated, the evaluation of the magnetic derivatives presents a relatively straightforward task. Since this derivation does not depend on the explicit form of the one-electron magnetic perturbation operator, it can easily be generalized to include other cases for which the basis functions do not depend on the differentiation variable and for which the dependence of the Hamiltonian is through a one-particle operator.
The derivation presented in this work includes all the limitations placed on the evaluation of the Lagrange multipliers in Ref. 6 . However, these limitations are not related to the evaluation of magnetic derivatives in particular. One important limitation placed on the derivation here and in Ref. 6 is the use of the same set of reference functions for both the CASSCF and MCQDPT calculations. It is often advantageous to use a different reference in the MCQDPT calculation. For example, using orbitals from a singlet CASSCF calculation for triplet MCQDPT states often simplifies calculations of excited states. Equations for the Lagrange multipliers obtained without this restriction on the set of reference functions can be found in Ref. 7 . Using these multipliers to evaluate the hyperfine coupling tensors according to the procedure derived here does not require any modifications.
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