Abstract. We consider a problem of scheduling rigid parallel jobs on variable speed processors so as to minimize the total energy consumption. Each job is specified by its processing volume and the required number of processors. We propose new constant factor approximation algorithms for the non-migratory cases when all jobs have a common release time and/or a common deadline.
Introduction
Modern processors can vary their speeds dynamically when jobs are executed. The instantaneous power required to run a job at speed s is defined by s α , where α > 1 is a constant. The energy consumption is the power integrated over time. We assume that the release times and deadlines are given for jobs and the aim is to calculate the speeds of the jobs and to construct a feasible schedule so as to minimize the total energy consumption. There exist various variants of the speed scaling scheduling, depending on the type of jobs and processors, and system characteristics. One of the algorithmic and complexity study of this area is devoted to revising classical scheduling problems with dynamic speed scaling (see e.g. [2, 4, 8, 10, 12, 20, 21] and others).
In this paper we study some particular cases of the speed scaling scheduling of parallel jobs, each of them requires several processors simultaneously [11] . The motivation to consider parallel jobs consists in the fact that some jobs can not be performed asynchronously on modern computers. Such situation takes place in testing and reliable computing, parallel applications on graphics cards, computer control systems and others.
The energy effective scheduling has been widely investigated for single-processor jobs (see e.g. reviews [1, 12] ). The preemptive single-processor setting is polynomially solvable. The algorithms developed in [18, 20] have running time O(n 2 ).
However, the same problem without preemptions is NP-hard [5] even in the case of tree structured jobs. Antoniadis et al. [5] proposed an 2 4α−3 -approximation algorithm for this case and an 2 5α−4 -approximation algorithm for the general non-preemptive case on one processor. Later, Bampis et al. [7] presented an algorithm that achieves 2 α−1 (1+ε) αBα -approximation for the latter problem, wherẽ B α is the generalized Bell number.
For the migratory problem, where m parallel processors are available and all jobs are of the single-processor type, polynomial time algorithms were given in [2, 4, 8, 20] . As far as we know, the algorithm [20] has the best time complexity O(n 3 ) among the algorithms above. The preemptive multiprocessor setting without migration is NP-hard in the strong sense as proved in [3] . Albers et al. [3] provided α α 2 4α -approximation algorithms for jobs with unit works and arbitrary deadlines, or arbitrary works and agreeable deadlines, and an 2 2 − 1 m α -approximation algorithm for jobs with common release times, or common deadlines. Moreover, they showed that the problem with unit works is polynomially solvable for agreeable deadlines. Chen et al. [9] proposed a greedy algorithm with an 1.13 approximation guarantee for the case when all jobs must be executed in one time interval. In [6] , for non-preemptive instances an m α (
presented, that explore the idea of transforming an optimal preemptive schedule to a non-preemptive one. Scheduling of multiprocessor jobs has been extensively investigated in the case of regular time criteria (see e.g. the book of Drozdowski [11] ), but for the criterion of energy minimization it is poorly studied. Recently, an approximation algorithm has been proposed in [15] for the speed scaling scheduling of rigid parallel jobs with migration. The algorithm returns a solution within an additive error ε > 0 and runs in time polynomial in m, 1/ε and the input size. Note that this algorithm is pseudopolynomial and it is based on solving a linear configuration program using the Ellipsoid method. In [16] , we developed a strongly polynomial algorithm that achieves 2 − 1 m α−1 -approximation ratio for the same problem.
As well we showed that most of the NP-hardness proofs for scheduling problems with the maximum lateness criterion may be easily transformed to their speed scaling counterparts [15] .
Problem Statement and Our Results
We assume that a computer system consists of m parallel identical processors, which can dynamically change the speed. A set J = {1, . . . , n} of parallel jobs is given. Each job j ∈ J has a release time r j , a deadline d j and a processing volume (work) W j . The number of processors simultaneously required by job j is called job size and denoted by size j . Any subset of parallel processors of the given size can be used to execute job j. Jobs with such property are called rigid jobs [11] . Migration of a job j among different subsets of size j processors is disallowed. Job preemption might or might not be allowed in the exploring of scheduling in this paper.
The speed of a job j is the rate at which its work is completed. A continuous spectrum of processor speeds is available. The power consumed when running at speed s is s α , where α is a constant close to 3 [12] . The energy used is power integrated over time. Each of m processors may operate at variable speed, but if processors execute the same job simultaneously then all these processors run at the same speed.
A schedule is required to be feasible in the sense that each processor executes at most one job at the time and each job is processed in the required work between its release time and deadline. The problem is to find a feasible schedule that minimizes the total energy consumed on all the processors. The preemptive and nonpreemptive variants of non-migration energy-efficient scheduling of rigid jobs [7, 11] are denoted by P |size j , pmtn * , r j , d j |E and P |size j , r j , d j |E, respectively.
Let us assume that all jobs have a common release time r and/or a common deadline d. We present strongly polynomial time algorithms achieving constant factor approximation guarantees for these particular cases. Our algorithms consist of two stages. At the first stage we obtain a lower bound on the minimal energy consumption and calculate intermediate execution times of jobs. Then, at the second stage, we determine final speeds of jobs and schedule them.
A lower bound on the objective function and intermediate processing times of jobs can be found in O(n 3 ) time using the method developed in [16] . The method is based on a reduction of the speed scaling problem to the special mincost max-flow problem [20] . Here we propose more effective approaches for the considered problem instances.
Problems P |size j , pmtn * , r j = r, d j = d|E and P |size j , r j = r, d j = d|E are strongly NP-hard even in the case of single-processor jobs with arbitrary processing volumes as proved in [3] . Simple reductions from 2-PARTITION and 3-PARTITION imply that problem P |size j , pmtn * , r j = r, d j = d|E is ordinary NP-hard and problem P |size j , r j = r, d j = d|E is NP-hard in the strong sense even if all jobs have unit processing volumes. Using the approach from [15] (Section 3. NP-Hardness Results), we can show that problem P |size j , r j , = r, d j |E is strongly NP-hard even in the case of two processors. The proof is almost a step by step reproduction of the NP-hardness proof for P 2|size j , d j |L max (see Theorem Al in [17] ).
The paper is organized as follows. In Section 3 we propose an 2 − 
At the second stage we use the "non-preemptive list-scheduling" algorithm [19] to construct a feasible schedule in interval [0, d).
The second stage. Whenever a subset of processors falls idle, the "nonpreemptive list-scheduling" algorithm schedules a job that does not require more processors than are available, until all jobs in J are assigned. The time complexity of the algorithm is O(n 2 ). We claim that the length of the constructed schedule is at most 2 − α−1 -approximate schedule can be found in O(n 2 ) time for problems P |size j , pmtn * , r j = r, d j = d|E and P |size j , r j = r, d j = d|E.
Using the results from [14] , we conclude that the approximation ratio of 2 − 1 m for the "non-preemptive list-scheduling" algorithm is tight even if all jobs have single-processor type. As a result, the energy consumption is increased in 2 − 1 m α−1 times when we put the resulting schedule inside the interval [0, d).
Therefore, the approximation ratio of our algorithm is also tight. processors are used at any time instance in S, we have
Otherwise, assume that I is the last time interval of schedule S with m I < m+1 2 processors being used during I. By the construction of S there is a job j that is performed during the whole interval I. Let C j be the completion time of j in S. It is easy to see that at every point in time during interval [0, C j − p j ) schedule S uses at least m − size j + 1 ≥ m − m I + 1 processors (otherwise job j should be started earlier). Moreover, at least m I processors are utilized in interval [C j −p j , C j ), therefore, each job executed in interval [C j , T ) requires no less than m − m I + 1 processors. Thus, the total load of all processors j∈J p j size j is at least
Common Release Date or Deadline
In this section we study the problem without migration where all jobs are released at time r = 0 but have individual deadlines.
Preemptive Problem
Here we consider the case when the preemption of jobs is allowed.
The first stage. It can easily be checked that the optimal energy consumption of rigid jobs with sizes size j and works W j on m processors is at least
times that of single-processor jobs with works size j W j on one processor (the result is proved similarly to Lemma 1 in [3] ). So, if we find an optimal solution of the latter problem, and decrease the speeds of jobs in m times, then a lower bound on the energy consumption of rigid jobs is obtained. However such approach may lead to the execution time of a job i greater than d i .
In [21] , Yao et al. showed that the preemptive problem on a single processor is solvable in polynomial time. They proposed an efficient algorithm called YSD that repeatedly identifies time intervals of highest density. The density of an interval I is the total work released and to be completed in I divided by the length of I. The algorithm repeatedly schedules jobs in highest density intervals and takes care of reduced subproblems.
We propose a modification of the algorithm YSD [21] to obtaining a lower bound on the minimal energy consumption for the considered problem. At the same time, for each rigid job i ∈ J we find an intermediate duration p i such that
Now we construct a special schedule for jobs of works size j W j on one processor, which will assure conditions (1) and (2) for the corresponding rigid jobs. Let J(t, t ′ ) := {j ∈ J : t ≤ r j < d j ≤ t ′ } be the jobs which need to be processed in some time interval [t, t ′ ). Initially we have intervals of the form [0, d j ), j ∈ J , as all jobs release at time r = 0.
Modified YSD Algorithm
Step 1. Repeat steps 1.1 and 1.2 until J = ∅:
Step 1.1. Let [t, t ′ ) be the interval with maximum density, i.e., that maximizes
Step 1.2. If the inequality
holds for all i ∈ J(t, t ′ ), then process these jobs in interval [t, t ′ ) with speed equal to the maximum density, i.e., set processing time p
j∈J(t,t ′ ) sizej Wj for each job i ∈ J(t, t ′ ). Then remove the jobs J(t, t ′ ) from J , and adjust the remaining jobs as if the time interval [t, t ′ ) does not exist, i.e., set r j := t ′ for each job j ∈ J . Endpoints and densities of intervals are updated for Step 1.1.
Otherwise enumerate all jobs from J(t, t ′ ) for which inequality (3) is violated. The current job i is assigned in interval
Step 2. Return the resulting durations p 1 i of jobs j ∈ J .
At least one job is deleted at each call of Step 1.2. Removing a job requires O(n) additional operations to update information about the remaining jobs and intervals. Therefore, the running time of the algorithm is O(n 2 ). The intermediate processing times p i of rigid jobs i ∈ J are calculated as (1) and (2) hold for the computed processing times.
At the second stage we use the "preemptive earliest deadline list-scheduling" algorithm to construct a feasible schedule of problem P |size j , pmtn * , r j = 0, d j |E.
The second stage. The "preemptive earliest deadline list-scheduling" algorithm schedules jobs in order of non-decreasing deadlines as follows. If size i > Obviously, by interchanging release times and deadlines, the presented algorithm can also handle to the case of jobs with individual release times but a common deadline. As a result, we have time for problems P |size j , pmtn * , r j = r, d j |E and P |size j , pmtn * , r j , d j = d|E.
Lemma 2. Given m processors and a set of jobs J with deadlines d i , processing times p i ≤ d i and sizes size i , where j∈Ji p j size j ≤ md i for each i ∈ J with
The completion time C i is at most 3 − 4 m+1 d i for each job i ∈ J in the schedule S constructed by the "preemptive earliest deadline list-scheduling" algorithm.
Proof. We consider an arbitrary deadline d i , where job i has the maximal completion time C i in schedule S among all jobs with deadline equal to d i .
Note that C j ≤ C i for all j ∈ J i . Let S i denote the part of schedule S, which contains only jobs from J i and occupies interval [0, C i ). We will show
processors are used at any time instance in subschedule S i , we have
Otherwise assume that l is the last job in subschedule S i , that requires size l ≤ processors, and at least size l processors are utilized in interval [C l − p l ; C l ). Therefore, the total load of all processors in subschedule S i is at least
, then C i ≤ 3 − 
Non-Preemptive Problem
In this subsection we consider the case when preemptions are disallowed and each job requires no more than time for problems P |size j , r j = r, d j |E and P |size j , r j , d j = d|E with size j m 2 .
Conclusion
We have studied the energy minimization under a global release time or a global deadline constraint. Strongly polynomial time approximation algorithms are developed for the rigid jobs with no migration. Our algorithms have constant factor approximation guarantees.
