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ABSTRACT
Tripathy, Rohit K. MSME, Purdue University, December 2015. Gaussian Processes
with Built-In Dimensionality Reduction: Applications in High-Dimensional Uncer-
tainty Quantification. Major Professor: Ilias Bilionis, School of Mechanical Engi-
neering.
Uncertainty quantification (UQ) tasks, such as model calibration, uncertainty
propagation, and optimization under uncertainty, typically require several thousand
evaluations of the underlying computer codes. To cope with the cost of simula-
tions, one replaces the real response surface with a cheap surrogate based, e.g., on
polynomial chaos expansions, neural networks, support vector machines, or Gaussian
processes (GP). However, the number of simulations required to learn a generic mul-
tivariate response grows exponentially as the input dimension increases. This curse of
dimensionality can only be addressed, if the response exhibits some special structure
that can be discovered and exploited. A wide range of physical responses exhibit a
special structure known as an active subspace (AS). An AS is a linear manifold of
the stochastic space characterized by maximal response variation. The idea is that
one should first identify this low dimensional manifold, project the high-dimensional
input onto it, and then link the projection to the output. If the dimensionality of
the AS is low enough, then learning the link function is a much easier problem than
the original problem of learning a high-dimensional function. The classic approach to
discovering the AS requires gradient information, a fact that severely limits its appli-
cability. Furthermore, and partly because of its reliance to gradients, it is not able to
handle noisy observations. The latter is an essential trait if one wants to be able to
propagate uncertainty through stochastic simulators, e.g., through molecular dynam-
ics codes. In this work, we develop a probabilistic version of AS which is gradient-free
and robust to observational noise. Our approach relies on a novel Gaussian process re-
xiii
gression with built-in dimensionality reduction. In particular, the AS is represented
as an orthogonal projection matrix that serves as yet another covariance function
hyper-parameter to be estimated from the data. To train the model, we design a
two-step maximum likelihood optimization procedure that ensures the orthogonality
of the projection matrix by exploiting recent results on the description of the tangent
space of the Stiefel manifold, i.e., the manifold of orthogonal matrices. The additional
benefit of our probabilistic formulation, is that it allows us to select the dimension-
ality of the AS via the Bayesian information criterion. We validate our approach
by showing that it can discover the right AS in synthetic examples without gradient
information using both noiseless and noisy observations. We demonstrate that our
method is able to discover the same AS as the classical approach in a challenging
one-hundred-dimensional problem involving an elliptic stochastic partial differential
equation with random conductivity. Finally, we use our approach to study the effect
of geometric and material uncertainties in shock propagation in a one dimensional
granular system.
11. INTRODUCTION
Despite the indisputable successes of modern computational science and engineering,
the increase in the predictive abilities of physics-based models has not been on a par
with the advances in computer hardware. On one hand, we can now solve harder
problems faster. On the other hand, however, the more realistic we make our models,
the more parameters we have to worry about, in order to be able to describe boundary
and initial conditions, material properties, geometric imperfections, constitutive laws,
etc. Since it is typically impossible, or impractical, to accurately measure every
single parameter of a complex computer code, we have to treat them as uncertain
and model them using probability theory. Unfortunately, the field of uncertainty
quantification (UQ) [1–4], which seeks to rigorously and objectively assess the impact
of these uncertainties on model predictions, is not yet mature enough to deal with
high-dimensional stochastic spaces.
The most straightforward UQ approaches are powered by Monte Carlo (MC)
sampling [5, 6]. In fact, standard MC, as well as advanced variations, are routinely
applied to the uncertainty propagation (UP) problem [7–9], model calibration [10,11],
stochastic optimization [12–14], involving complex physical models. Despite the re-
markable fact that MC methods convergence rate is independent of the number of
stochastic dimensions, realistic problems typically require tens or hundreds of thou-
sands of simulations. As stated by A. O’Hagan, this slow convergence is due to the
fact that “Monte Carlo is fundamentally unsound” [15], in the sense that it fails to
learn exploitable patterns from the collected data. Thus, MC is rarely ever useful in
UQ tasks involving expensive computer codes.
To deal with expensive computer codes, one typically resorts to surrogates of
the response surface. Specifically, one evaluates the computer code on a potentially
adaptively selected, design of input points, uses the result to build a cheap-to-evaluate
2version of the response surface, i.e., a surrogate. Then, he/she replaces all the occur-
rences of the true computer code in the UQ problem formulation with the constructed
surrogate. The surrogate may be based on a generalized polynomial chaos expan-
sion [16–20], radial basis functions [21, 22], relevance vector machines [23], adaptive
sparse grid collocation [24], Gaussian Processes (GP) [23, 25–31] etc. For relatively
low-dimensional stochastic inputs, all these methods outperform MC, that is that
they need considerably fewer evaluations of the expensive computer code in order to
yield satisfactorily convergent results.
In this work, we focus on Bayesian methods and, in particular, on GP regression
[32]. The rationale behind this choice is due to the special ability of the Bayesian
formalism to quantify the epistemic uncertainty induced by the limited number of
simulations. In other words, it makes it possible to produce error bars for the results
of the UQ analysis, see [23,28,30,31,33–37] and [38] for a recent review focusing on the
uncertainty propagation problem. This epistemic uncertainty is the key to developing
adaptive sampling methodologies, since it can be used to rigorously quantify the
expected information content of future simulations. For example, see [39, 40] for
adaptive sampling targeted to overall surrogate improvement, [41] and [42] for single-
and multi-objective global optimization, respectively, and [28] for the uncertainty
propagation problem.
Unfortunately, standard GP regression, as well as practically any generic UQ
technique, is not able to deal with high stochastic dimensions. This is due to the fact
that it relies on the Euclidean distance to define input-space correlations. Since the
Euclidean distance becomes uninformative as the dimensionality of the input space
increases [43], the number of simulations required to learn the response surface grows
exponentially. This is known as the curse of dimensionality, a term coined by R.
Bellman [44]. In other words, blindly attempting to learn generic high-dimensional
functions is a futile task. Instead, research efforts are focused on methodologies that
can identify and exploit some special structure of the response surface, which can be
discovered from data.
3The simplest way to address the curse of dimensionality is to use a variable re-
duction method, e.g., sensitivity analysis [45, 46] or automatic relevance determi-
nation [39, 47, 48]. Such methods rank the input features in order of their ability to
influence the quantity of interest, and, then, eliminate the ones that are unimportant.
Of course, variable reduction methods are effective only when the dimensionality of
the input is reasonable (not very high-dimensional) and when the input variables
are, more or less, uncorrelated. The common case of functional inputs, e.g., flow
through porous media requires the specification of the permeability and the poros-
ity as functions of space, cannot be teated directly with variable reduction methods.
In such problems one has to start with a dimensionality reduction of the functional
input. For example, if the input uncertainty is described via a Gaussian random
field, dimensionality reduction can be achieved via a truncated Karhunen-Loe`ve ex-
pansion (KLE) [49]. If the stochastic input model is to be built from data, one may
use principal component analysis (PCA) [50], also known as empirical KLE, or even
non-linear dimensionality reduction maps such as kernel PCA [51]. The end goal
of dimensionality reduction techniques is the construction of a low dimensional set
of uncorrelated features on which variable reduction methods, or alternative meth-
ods, may be applied. Note that even though the new features are lower dimensional
than the original functional inputs, they are still high-dimensional for the purpose of
learning the response surface.
A popular example of an exploitable feature of response surfaces that can be
discovered from data is additivity. Additive response surfaces can be expressed as
the sum of one-variable terms, two-variable terms, and so on, interpreted as interac-
tions between combinations of input variables. Such representations are inspired from
physics, e.g., the Coulomb potential of multiple charges, the Ising model of statistical
mechanics. Naturally, this idea has been successfully applied to the problem of learn-
ing the energy of materials as a function of the atomic configuration. For example,
in [14] the authors use this idea to learn the quantum mechanical energy of binary
alloys on a fixed lattice by expressing it as the sum of interactions between clusters
4of atoms, a response surface with thousands of input variables. The approach has
also been widely used by the computational chemistry community, where it is known
as high-dimensional model representation (HDMR) [52–55]. The UQ community has
been embracing and extending HDMR [56,57], sometimes referring to it by the name
functional analysis of variance (ANOVA) [58, 59]. It is possible to model additive
response surfaces with a GP by choosing a suitable covariance function. The first
such effort can be traced to [60] and has been recently revisited by [61–65]. By ex-
ploiting the additive structure of response surfaces one can potentially deal with a
few hundred to a few thousand input dimensions. This is valid, of course, only un-
der the assumption that the response surface does have an additive structure with a
sufficiently low number of important terms.
Another example of an exploitable response surface feature is active subspaces
(AS) [66]. An AS is a low-dimensional linear manifold of the input space characterized
by maximal response variation. It aims at discovering orthogonal directions in the
input space over which the response varies maximally, ranking them in terms of
importance, and keeping only the most significant ones. Mathematically, an AS
is described by an orthogonal matrix that projects the original inputs to this low-
dimensional manifold. The classic framework for discovering the AS was laid down
by Constantine [67–70]. One builds a positive-definite matrix that depends upon
the gradients of the response surface. The most important eigenvectors of this matrix
form the aforementioned projection matrix. The dimensionality of the AS is identified
by looking for sharp changes in the eigenvalue spectrum, and retaining only the
eigenvectors corresponding to the highest eigenvalues. Once the AS is established, one
proceeds by: i) Projecting all the inputs to the AS; ii) Learning the map between the
projections and the quantity of interest. The latter is known as the link function. The
framework has been successfully applied to a variety of engineering problems [71–75].
One of the major drawbacks of classic AS methodology is that it relies on gradient
information. Even though, in principle, it is possible to compute the gradients either
by deriving the adjoint equations [76] or by using automatic differentiation [77], in
5many cases of interest this is not practical, since implementing any of these two ap-
proaches requires a significant amount of time for software development, validation
and verification. This is an undesirable scenario when one deals with existing com-
plex computer codes with decades of development history. The natural alternative
of employing numerical differentiation is also not practical for high-dimensional in-
put, especially when the underlying computer code is expensive to evaluate and/or
when one has to perform the analysis using a restricted computational budget. The
second major drawback of the classic AS methodology is its difficulty in dealing with
relatively large observational noise, since that would require a unifying probabilistic
framework. This drawback significantly limits the applicability of AS to important
problems that include noise. For example, it cannot be used in conjunction with
high-dimensional experimental data, or response surfaces that depend on stochastic
models e.g., molecular dynamics.
The ideas of AS methodologies are reminiscent of the partial least squares (PSL)
[78] regression scheme, albeit it is obvious that the two have been developed inde-
pendently stemming from different applications. AS applications focus on computer
experiments [67–70], while PSL has been extensively used to model real experiments
with high-dimensional inputs/outputs in the field of chemometrics [79–81]. PSL not
only projects the input to a lower dimensional space using an orthogonal projection
matrix, but, if required, it can do the same to a high-dimensional output. It connects
the reduced input to the reduced output using a linear link function. All model pa-
rameters are identified by minimizing the sum of square errors. PSL does not require
gradient information and, thus, addresses the first drawback of AS. Furthermore, it
also addresses, to a certain extent, the second drawback, namely the inability of AS
to cope with observational noise, albeit only if the noise level is known a priori or
fitted to the data using cross validation. As all non-Bayesian techniques, PSL may
suffer from overfitting and from the inability to produce robust predictive error bars.
Another disadvantage of PSL is the assumption that the link map is linear, a fact
that severely limits its applicability to the study of realistic computer experiments.
6The latter has been addressed by the locally weighted PSL [82], but at the expense
of introducing an excessive amount of parameters.
In this work, we develop a probabilistic version of AS that addresses both its major
drawbacks. That is, our framework is gradient-free (even though it can certainly make
use of gradient information if this is available), and it can seamlessly work with noisy
observations. It relies on a novel Gaussian process (GP) regression methodology with
built-in dimensionality reduction. In particular, we treat the orthogonal projection
matrix of AS as yet another hyper-parameter of the GP covariance function. That
is, our proposed covariance function internally projects the high-dimensional inputs
to the AS, and then models the similarity of the projected inputs. We determine all
the hyper-parameters of our model, including the orthogonal projection matrix, by
maximizing the likelihood of the observed data. To achieve this, we devise a two-step
optimization algorithm guaranteed to converge to a local maximum of the likelihood.
The algorithm iterates between the optimization of the projection matrix (keeping
all other hyper-parameter fixed) and the optimization of all other hyper-parameters
(keeping the projection matrix fixed), until a convergence criterion is met. To enforce
the orthogonality constraint on the projection matrix, we exploit recent results on
the description of the tangent space of the Stiefel manifold, i.e., the set of matrices
with orthogonal columns. The optimization of the other hyper-parameters is carried
out using BFGS [83]. The addendum of our probabilistic approach is that it allows
us to select the dimensionality of the AS using the Bayesian information criterion
(BIC) [84].
This paper is organized as follows. In Sec. 2.1, we briefly introduce GP regression,
followed by a discussion of the classic, gradient-based, AS approach (Sec. 2.2) and the
proposed gradient-free approach in (Sec. 2.3). Sec. 3.1 verifies our approach in a series
of synthetic examples with known AS as well as it’s robustness of our methodology to
observational noise. In Sec. 3.2, we use a one-hundred-dimensional stochastic partial
differential equation (PDE) to demonstrate that the proposed approach discovers the
same AS as the classic approach - even without gradient information. In Sec. 3.3, we
7use our approach to study the effect of geometric and material uncertainties in shock
propagation through a one dimensional granular system. We present our conclusions
in Ch. 4.
82. METHODOLOGY
Let f : RD → R be a multivariate response surface with D  1. Intuitively, f(·) ac-
cepts an input, x ∈ RD, and responds with an output (or quantity of interest (QoI)),
f(x). We can measure f(x) by querying an information source, which can be either a
computer code or a physical experiment. Furthermore, we allow for noisy information
sources. That is, we assume that instead of measuring f(x) directly, we measure a
noisy version of it y = f(x) + , where  is a random variable. In physical experi-
ments, measurement noise may rise from our inability to control all influential factors
or from irreducible (aleatory) uncertainties. In computer simulations, measurement
uncertainty may rise from quasi-random stochasticity, or chaotic behavior.
The ultimate goal of this work, is to efficiently propagate uncertainty through
f(·). That is, given a probability density function (PDF) on the inputs:
x ∼ p(x), (2.1)








(f(x)− µf )2 p(x)dx, (2.3)
and the PDF of the output, which can be formally written as
f ∼ p(f) =
∫
δ (f − f(x)) p(x)dx, (2.4)
where δ(·) is Dirac’s δ-function. We refer to this problem as the uncertainty propa-
gation (UP) problem.
9The UP problem is particularly hard when obtaining information about f(·) is
expensive. In such cases, we are necessarily restricted to a limited set of observations.
Specifically, assume that we have queried the information source at N input points,
X =
{
x(1), . . . ,x(N)
}
, (2.5)
and that we have measured
y =
{
y(1), . . . , y(N)
}
. (2.6)
We consider the following pragmatic interpretation of the UP problem: What is the
best we can say about the statistics of the QoI, given the limited data in D? The core
idea behind our approach, and also behind most popular approaches in the current
literature, is to replace the expensive response surface, f(·), with a cheap to evaluate
surrogate learned from X and y.
As discussed in Ch. 1, the fact that we are working in a high-dimensional regime,
D  1, causes insurmountable difficulties unless f(·) has some special structure that
we can discover and exploit. In this work, we assume that the response surface has,
or can be well approximated with the following form:
f(x) ≈ g(WTx), (2.7)
where the matrix W ∈ RD×d projects the high-dimensional input space, RD, to the
low-dimensional active subspace, Rd, d  D, and g : Rd → R is a d-dimensional
function known as the link function. Without loss of generality, we may assume that
the columns of W are orthogonal. Mathematically, we write W ∈ Vd(RD), where
Vd(RD) is the set of D × d matrices with orthogonal columns,
Vd(RD) :=
{




with Id the d × d unit matrix, is known as the Stiefel manifold. Note that the
representation of Equation (2.7) is arbitrary up to rotations and relabeling of the
active subspace coordinate system. Intuitively, we expect that there is a d-dimensional
subspace of RD over which f(·) exhibits most of its variation. If d is indeed much
smaller than D, then the learning problem is significantly simplified.
The goal of this paper is to construct a framework for the determination of the
dimensionality of the active subspace d, the orthogonal projection matrix W, and
of the low dimensional map g(·) using only the observations {X,y}. Once these
elements are identified, then one may use the constructed surrogate in any uncertainty
quantification task, and, in particular, in the UP problem. We achieve our goal by
following a probabilistic approach, in which f(·) is represented as a GP with W
built into its covariance function and determined by maximizing the likelihood of the
model.
2.1 Gaussian Process Regression
In this section we provide a brief, but complete, description of GP regression.
Since, in later subsections, we use the concept in two different settings, here we
attempt to be as generic as possible so that what we say is applicable to both. Towards
this end, we consider the problem of learning an arbitrary response surface h(·) which
takes inputs q ∈ Rl, assuming that we have made the, potentially noisy, observations:
t =
{
t(1), . . . , t(N)
}
, (2.9)
at the input points:
Q =
{
q(1), . . . ,q(N)
}
. (2.10)
The philosophy behind GP regression is as follows. A GP defines a probability
measure on a function space, i.e., a random field. This probability measure corre-
sponds to our prior beliefs about the response surface. GP regression uses Bayes rule
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to combine these prior beliefs with observations. The result of this process is a pos-
terior GP which is simultaneously compatible with our beliefs and the data. We call
this posterior GP a Bayesian surrogate. If a point-wise surrogate is required, one may
use the median of the posterior GP. Predictive error bars, corresponding to the epis-
temic uncertainty induced by limited data, can be derived using the variance of the
posterior GP. To materialize the GP regression program we need three ingredients: 1)
A description of our prior state of knowledge about the response surface (Sec. 2.1.1);
2) A model of the measurement process (Sec. 2.1.2); and 3) A characterization of our
posterior state of knowledge (Sec. 2.1.3). In Sec. 2.1.4 we discuss how the posterior
of the model can be approximated via maximum likelihood.
2.1.1 Prior state of knowledge
Prior to seeing any data, we model our state of knowledge about h(·) by assigning
to it a GP prior. We say that h(·) is a GP with mean function m(·;θ) and covariance
function k(·, ·;θ), and write:
h(·)|θ ∼ GP(h(·)|m(·;θ), k(·, ·;θ)). (2.11)
The parameters of the mean and the covariance function, θ ∈ Θ, are known as the
hyper-parameters of the model.
Our prior beliefs about the response are encoded in our choice of the mean and
covariance functions, as well as in the prior we pick for their hyper-parameters:
θ ∼ p(θ). (2.12)
The mean function is used to model any generic trends of the response surface, and it
can have any functional form. If one does not have any knowledge about the trends
of the response, then a reasonable choice is a zero mean function. The covariance
function, also known as the covariance kernel, is the most important part of a GP.
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Intuitively, it defines a nearness or similarity measure on the input space. That is,
given two input points, their covariance models how close we expect the correspond-
ing outputs to be. A valid covariance function must be positive semi-definite and
symmetric. The most commonly used covariance function is the square exponential
(SE):
kSE(q,q










where θ = {s, `1, . . . , `l}, with s > 0 being the signal strength and `i > 0 the length
scale of the i-th input. The SE covariance function corresponds to the a priori belief
that the response surface is infinitely smooth. For more on covariance functions see
Ch. 4 of Rasmussen [32].
Given an arbitrary set of inputs Q, see Equation (2.10), Equation (2.11) induces,












Specifically, h is a priori distributed according to:
h|Q,θ ∼ N (h|m,K) , (2.15)
where N (·|µ,Σ) is the PDF of a multivariate Gaussian random variable with mean
function µ and covariance matrix Σ, m := m(Q;θ) ∈ RN is the mean function
evaluated at all points in Q, i.e.,













and K := K(Q,Q;θ) ∈ RN×N is the covariance matrix, a special case of the more























defined between Q, Equation (2.10), and an arbitrary set of Nˆ inputs Qˆ =
{




The Bayesian formalism requires that we explicitly model the measurement pro-
cess that gives rise to the observations t of Equation (2.9). The simplest such model
is to assume that measurements are independent of each other, and that they are
distributed normally about h(·) variance s2n. That is,
t(i)|h (q(i)) , sn ∼ N (t(i)∣∣h (q(i)) , s2n) . (2.18)
Note that sn > 0 is one more hyper-parameter to be determined from the data, and
that we must also assign a prior to it:
sn ∼ p(sn). (2.19)
The assumptions in Equation (2.18) can be relaxed to allow for heteroscedastic (in-
put dependent) noise [85, 86], but this is beyond the scope of this work. Using the
independence assumption, we get:
t|h, sn ∼ N
(
t
∣∣h, s2nIN) . (2.20)
14
Using the sum rule of probability theory and standard properties of Gaussian inte-
grals, we can derive the likelihood of the observations given the inputs:
t|Q,θ, sn ∼ N
(
t
∣∣m,K + s2nIN) . (2.21)
2.1.3 Posterior state of knowledge
Using Bayes rule to combine the prior GP, Equation (2.11), with the likelihood,
Equation (2.21), yields the posterior GP:
h(·)|Q, t,θ, sn ∼ GP
(
h(·)
∣∣∣m˜(·), k˜(·, ·)) , (2.22)
where the posterior mean and covariance functions are











respectively. The posterior of the hyper-parameters is obtained by combining Equa-
tion (2.12) and Equation (2.19) with Equation (2.20) using Bayes rule, i.e.,
θ, sn|Q, t ∼ p(t|Q,θ, sn)p(θ)p(sn). (2.25)
Equation (2.22) and Equation (2.25) fully quantify our state of knowledge about
the response surface after seeing the data. However, in practice it is more convenient
to work with the predictive probability density at a single input q conditional on the
hyper-parameters θ and sn, namely:
h(q)|Q, t,θ, sn ∼ N (h(q)|m˜(q), σ˜(q)) , (2.26)
15
where m˜(q) = m˜(q;θ) is the predictive mean given in Equation (2.23), and
σ˜2(q) := σ˜2(q,q′;θ, sn) = k˜(q,q′;θ, sn), (2.27)
is the predictive variance. Note that the predictive mean can be used as a point-wise
surrogate of the response surface, while the predictive variance can be used to derive
point-wise predictive error bars.
2.1.4 Fitting the hyper-parameters
Ideally, one would like to characterize the posterior of the hyper-parameters,
see Equation (2.25) using sampling techniques, e.g., a Markov chain Monte Carlo
(MCMC) algorithm [87–89]. Here, we opt for a much simpler approach by approx-
imating Equation (2.25) with a δ-Dirac function centered at the hyper-parameters
that maximize the likelihood Equation (2.21). For issues of numerical stability, we
prefer to work with the logarithm of the likelihood:
L(θ, sn; Q, t) := log p(t|Q,θ, sn). (2.28)
and determine the hyper-parameters by solving the following optimization problem:
θ∗, s∗n = arg max
θ,sn
L(θ, sn; Q, t), (2.29)
subject to any constraints imposed on the hyper-parameters(see Ch. 5 of [32]).
We refer to (Equation (2.21)) and express the likelihood as follows:
log p(t|Q,θ, s2n) = −
1
2
(t−m)T (K + s2nIN)−1 (t−m)− 12 log|K + s2nIN |−N2 log 2pi ,
(2.30)
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The derivatives of the likelihood with respect to any arbitrary parameter φ, where
φ = sn or φ = θi is obtained as follows:
∂
∂φ



















The point estimate of the hyper-parameters is known as the maximum likelihood
estimate (MLE). The approach is justified if the prior is relatively flat and the likeli-
hood is sharply picked. Unless otherwise stated, in this work we solve the optimization
problem of Equation (2.29) via the BFGS optimization algorithm [83] increasing the
chances of finding the global maximum by restarting the algorithm multiple times
from random initial points.
It is completely possible that the log marginal likelihood, as a function of the
hyperparameters, has multiple modes. It may, thus, exhibit multiple local optima.
This does not seem to be a devastating problem. Different local optima correspond
to different interpretations about the data. A practical solution would be to weight
predictions from different interpretations according to their log likelihood and obtain
an averaged prediction.
2.2 Gradient-Based Approach to Active Subspace Regression
In this section, we discuss the classic approach to discovering the active subspace
using gradient information [67–70, 73–75, 90, 91]. Recall that we are dealing with a
high-dimensional response surface, and that we would like to approximate it as in
Equation (2.7). The classic approach does this in two steps. First, it identifies the
projection matrix W ∈ Vd(RD) using gradient information (Sec. 2.2.1). Second, it
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projects all inputs to the AS, and then uses GP regression to learn the map between
the projected inputs and the output (Sec. 2.2.2).
Note that the classic approach is not able to deal with noisy measurments. There-
fore, in this subsection, we assume that our measurements of f(x) are exact. That






for i = 1, . . . , N . Also, since it requires gradient information, we assume that we have
observations of the gradient of f(·) at each one of the input points, i.e., in addition
to Equation (2.5) and Equation (2.6), we have access to:
G =
{




g(i) = ∇f (x(i)) ∈ RD, (2.34)










2.2.1 Finding the active subspace using gradient information
Let ρ(x) be a PDF on the input space, which can be different from the PDF of




Since C is symmetric positive definite, it admits the form
C = VΛVT , (2.37)
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where Λ = diag(λ1, · · · , λD) is a diagonal matrix containing the eigenvalues of C in
decreasing order, λ1 ≥ . . . ≥ λD ≥ 0, and V ∈ RD×D is an orthonormal matrix
whose columns correspond to the eigenvectors of C. The classic approach suggests




 , V = [V1 V2] ,
(here Λ1 = diag(λ1, . . . , λd),V1 = [v11 . . .v1d], and Λ2,V2 are defined analogously),
and setting the projection matrix to
W = VT1 . (2.38)
Intuitively, V rotates the input space so that the directions associated with the largest
eigenvalues correspond to directions of maximal function variability. See [67] for the
theoretical justification.
It is impossible to evaluate Equation (2.36) exactly. Instead, the usual practice
is to approximate the integral via Monte Carlo. That is, assuming that the observed












In practice, the eigenvalues and eigenvectors of CN are found using the singular value
decomposition (SVD) [92] of CN . The dimensionality d is determined by looking for
sharp drops in the spectrum of CN .
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2.2.2 Finding the map between the active subspace and the response
Using the classically found projection matrix, see Equation (2.38), we obtain the
projected observed inputs Z ∈ RN×d:
Z =
{




z(i) = WTx(i). (2.41)
The link function g(·) that connects the AS to the output, see Equation (2.7), is
identified using GP regression, see Sec. 2.1, with response h(·) ≡ g(·), input points
q ≡ z, observed inputs Q ≡ Z, and observed outputs t ≡ y.
2.3 Gaussian Processes Regression with Built-In Dimensionality Reduc-
tion
As mentioned in Ch. 1 the classic approach to AS-based GP regression, see
Sec. 2.2, suffers from two major drawbacks: 1) It relies on gradient information; and
2) It cannot deal seamlessly with measurement noise. In this section, we propose a
probabilistic, unifying view of AS that is able to overcome these difficulties.
Our approach is based on novel covariance function on the high-dimensional input
space:
kAS : R
D × RD × Vd(RD)×Φ→ R, (2.42)
with form:
kAS(x,x
′; W,φ) = kd(WTx,WTx′;φ), (2.43)
where kd : Rd×Rd×φ→ R is a standard covariance function on the low-dimensional
space parameterized by φ ∈ Φ. In words, the high-dimensional covariance function,
Equation (2.43), first projects the inputs to the AS and, then, assesses the similar-
ity of the projected inputs using the low-dimensional covariance function kd(·, ·;φ).
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Note that he high-dimensional covariance function is parameterized by both the or-
thonormal projection matrix W and the hyper-parameters φ of the low-dimensional
covariance function.
To appreciate the unifying character of our approach note that the way to proceed
is verbatim the generic GP regression approach of Sec. 2.1 with response f(·) ≡ h(·),
input points q ≡ x, observed inputs Q ≡ X, observed ouputs t ≡ y, covariance
hyper-parameters θ = {W,φ} taking values in Θ ≡ Vd(RD) × Φ, and covariance
function k(·, ·;θ) ≡ kAS(·, ·; W,φ). The only difficulty that we face, albeit non-
trivial, that the likelihood maximization of Equation (2.29) must take into account
the constraint that the projection matrix is orthonormal, W ∈ Vd(RD).
The rest of this subsection is concerned with the implementation of our paradigm.
In Sec. 2.3.1 we present an iterative two-step likelihood maximization algorithm that
is guaranteed to converge to a local maximum.
2.3.1 Iterative two-step likelihood maximization
Recall that a Gaussian Process is completely described by its hyperparameters
θ. We expect data, when available in sufficient quantity, should be informative
about these hyper-parameters. The process of training our Gaussian Process re-
gression model is essentially an optimization problem which is posed as shown in
Equation (2.29). In the present work, the low-dimensional kernel kAS is character-
ized by an additional hyperparameter i.e. the projection matrix. We also established
that the projection matrix is constrained to be orthogonal. We thus repose our opti-
mization problem as follows:
arg max
θ;W
L(W,θ, s2n) = arg max
θ;W
{log p(t|Q,W,θ, s2n)} , s.t. WTW = I (2.44)
The minimization problem Equation (2.44) is high-dimensional which means that it
would require a very large number of evaluations of the objective function in order to
find the associated optima. The cost of evaluating the objective function is dictated
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by the computation of an inverse which typically scales as O(N3). We devise an
iterative procedure that decomposes the high-dimensional optimization problem into
a set of smaller problems. The result is of course suboptimal, but it can potentially
yield good solutions.
We divide the optimization problem into a two-step method. We first randomly




from a standard normal distribution and
initialize the hyperparameters of the GP model. Keeping the hyper parameters fixed,
we optimize the objective function L, over the projection matrix W. Note that this
is a problem of orthogonality constrained minimization over a Stiefel manifold, and
we talk about it in greater detail in the subsequent section. Once convergence is
obtained, we turn our attention to the hyper parameters of the model. This time, we
keep the optimized W matrix fixed, we now optimize L over the hyperparameters φ.
Thus we optimize the marginal likelihood alternatively over the projection matrix W
and the hyperparameters θ and iterate until convergence. We summarize the process
in Algorithm 1.
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Algorithm 1 Algorithm to maximize the likelihood through a two-step iterative
procedure
Require: Observed inputs X, Observed outputs y, maximum number of iterations
maxitr, tolerance 
1: Randomly initialize W by sampling each element independently from a standard
normal.
2: Construct an orthonormal basis for W using the Singular Value Decomposi-
tion(SVD)
3: Initialize θ and snby sampling from the prior(if it exists) else sample from a
standard normal distribution.
4: Set W∗0 ←W
5: Set θ∗0 ← θ
6: Set s∗n,0 ← sn
7: Set L0 = L(W,θ, sn)
8: i← 1
9: while i <= maxitr do
10: W∗i ← arg min
W
L(W*i−1,θ∗i−1, s∗n,i−1) using Alg. 2
11: θ∗i , s
∗
n, i ← arg min
θ
L(W∗i ,θ∗i−1, s∗n,i−1) using BFGS algorithm [83]
12: Set Li ← L(W∗i ,θ∗i , s∗n,i)
13: if Li − Li−1 < Li−1 then
14: break
15: end if
16: Set i← i+ 1
17: end while






2.3.2 Maximizing the likelihood with respect to the projection matrix
The Stiefel manifold is a constrained submanifold in the Rn×p space and is defined
as the feasible set in Equation (2.8). The problem of finding a minimizer for a function
defined over a Stiefel manifoldis formally expressed as follows:




L(W) = L(W,θ, sn; X,y) (2.46)
We note that the marginal likelihood is a function of the hyperparameters of the
GP model as well the projection matrix. Initial estimates of W are obtained by or-
thogonalizing random matrix with normally distributed elements. The optimization
procedure is based on the method proposed by [93]. Optimization over a constrained
manifold is challenging oweing to non-convexity and difficulty in constraint preser-
vation. The line-search algorithm employed is based on the Cayley transform, a
Crank-Nicholson like update and is an efficient procedure to bypass these problems.
In this section we briefly discuss the algorithm.
Given a feasible point W, line search step size τ and the gradient G := ∇WL(W),
we define a skew symmetric matrix A as follows:
A := GWT −WGT . (2.47)
The matrix A is obtained by taking the partial derivative, w.r.t. W, of the objec-
tive function corresponding to the given constrained optimization problem (Equa-
tion (2.45)). The matrix AW represents the gradient of the Lagrangian function and
the direction of the steepest descent. The natural idea for the next step would be to
update Y := W − τAW. This scheme, however, does not guarantee preservation of
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orthogonality. Instead, we update the trail point according to the following relation:
Y(τ) = PW , (2.48)
where,







This Crank-Nicholson like update scheme is known as a Cayley Transformation. It
can be easily verified that the matrix P and therefore, the updated trail point Y are
orthogonal matrices. Thus, the update preserves orthogonality.
In order to obtain gradients of the objective function with respect to the projection
matrix we use Equation (2.31). To complete the process we need the gradients of the













where knm and wij are the elements of K and W, respectively and wi is the i
th column
of the matrix W.
We note that the updated projection matrix estimate for each step of the iterative
scheme is a function of the step size τ i.e. W = W(τ) and by extension the objective
function is also a function of the step size τ .
L(W) = L(W, τ,θ, sn; X,y) (2.51)
The objective function L is evaluated at the current trial point and the step size is
updated to that value which minimizes L. We use the Brent Algorithm [94] for this
step. Our code provides the flexibility of using any of 3 different algorithms - Brent,
Golden and Bounded. Indeed it should be noted that any algorithm that minimizes a
scalar valued function may be used. Once the new step size is obtained the next trial
point is obtained. This iterative process is carried out until convergence is obtained
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based on a user specified tolerance. Algorithm 2 shows the pseudo code to minimize
the objective function over the Stiefel Manifold.
Algorithm 2 Optimization over Stiefel Manifold
Require: Objective Function L(W) and its gradient G(W), Step Size τ , Maximum
number of iterations maxitr, Stiefel Optimization tolerance 
1: Randomly sample an initial trial point; W0 ← randn(D, d)
2: Orthogonalize W0 using the Singular Value Decomposition(SVD); W← orth(W)
3: i← 1
4: while i <= maxitr do
5: Set Wi ←Wi−1
6: Evaluate Li,Gi at Wi
7: Evaluate A according to Equation (2.47)
8: Set τ ∗ ← arg max
τ
L(W, τ) using the Brent algorithm [94]
9: Set W∗ ← Y(τ ∗)
10: Set L∗ ← L(W∗)
11: if L∗ − Li < Li then
12: break
13: end if




2.3.3 Identification of active subspace dimension
Algorithm 3 Identification of active subspace dimension
Require: Observed inputs X, Observed outputs y, marginal likelihood function L,
tolerance δ
1: BIC0 ← 0
2: Set d← 1
3: repeat
4: Train model using Alg. (1) and Alg. (2) with dimension of the active subspace
set to d and obtain W∗,θ∗ and s∗n.
5: Obtain k from Equation (2.53)
6: until BICd−BICd−1 <= δBICd−1
7: return W∗
Statistical models are judged based on their out-of-sample predictive accuracy.
Typically, when choosing between a finite set of models, we assign scores to each
model based on a maximum likelihood estimate and penalize the score to compensate
for model complexity in order to avoid over-fitting. A review on various scores used for
assessing the predictive capabilities of statistical models can be found in Gelman [95].
In the present work, we need to select the lower dimensional mapping that represents
the true active subspace of a given high dimensional data-set. We use the Bayesian
Information Criterion or BIC score to compare models representing a range of lower
dimensional representation of our data. The BIC score is defined as follows:
BIC = logL − k logN (2.52)
where, the first term logL represents the logarithm of the marginal likelihood
of the model, k is the number of free parameters in the models i.e., the number of
hyperparameters, and n is the number of samples in the data-set. As is evident from
Equation (2.52) the second term is a penalty term and it penalizes models that are
27
more complex. For any given low dimensional representation of the data-set we can
compute k as follows:
k = d(D + 1) + 2 (2.53)




The inequality 2.54 represents the relative increase in the BIC score as we increase
the number of active dimensions in our model from d to d+1. The RHS δ is a threshold
limit chosen arbitrarily by the user. When this criterion is met, we select d as the




We have implemented both the classic approach, Sec. 2.2, and the novel gradient-free
approach, Sec. 2.3, in Python. Our code extends the celebrated GPy module [96] and
is publicly available at https://bitbucket.org/rohitkt10/active subspace work/. All
the numerical results we present here can be replicated by following the instructions
on the aforementioned website.
Sec. 3.1 uses a series of synthetic examples (known projection matrix and known
non-linear link function) to verify that the proposed approach, Sec. 2.3, finds the
same AS the classic approach, Sec. 2.2. Our goal is to address the first identified
drawback of classic AS, namely the reliance on gradient information. Furthermore,
this section validates our claim that the proposed methodology is robust to measure-
ment noise. In Sec. 3.2, we apply our technique to a standard UQ benchmark with
one hundred input dimensions, a stochastic elliptic partial differential equation with
random conductivity. The results are again compared to the classic AS, thereby ver-
ifying the agreement between the two in a more challenging, truly high-dimensional
setting. We conclude this section with an exhaustive uncertainty analysis of a 1D
granular crystal with geometric and material imperfections, see Sec. 3.3. The latter
is not amenable to the classic AS approach due to lack of gradient information. Note
that, to the best of our knowledge, this is the first time an uncertainty analysis of
this scale has been performed to a granular crystal system.
Note that the output variables in all the plots throughout this section have been





Here µy and σy are the mean and standard deviation of the output respectively.
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3.1 Synthetic Response Surface with Known Structure
Let f : RD → R be a response surface of the form:
f(x) = g(WTx), (3.2)
with W ∈ Vd(RD), and quadratic link function g : Rd → R,
g(z) = α + βTz + zTΓz, (3.3)
with α ∈ R,β ∈ Rd and Γ ∈ Rd×d. The gradient of Equation (3.2) with respect to x
is:
∇f(x) = (β + 2xTWΓ)WT . (3.4)
In all the cases considered in this subsection, the number of input dimensions is ten,
D = 10. The parameters W,α,β and Γ were randomly generated. Reproducibility
is ensured by fixing a random seed. Due to lack of space, we only give the values of
these parameters when the dimension of the active subspace, d, is lower than or equal
to two. For all other cases, we refer the reader to the accompanying website of this
paper. Given a frozen set of parameters, we query the response f(·) at N normally
distributed input points and contaminate the measurements with synthetic zero mean
Gaussian noise with standard deviation sn > 0. This results in a collection of inputs,
X as in Equation (2.5), and outputs, y as in Equation (2.6). When needed, we also
collect gradient data, G as in Equation (2.33), but we do not contaminate them with
noise.
In Sec. 3.1.1 and Sec. 3.1.2, we verify that the gradient-free approach discovers
the underlying 1D and 2D AS structure, respectively. Sec. 3.1.3 demonstrates the
efficacy of the BIC as automatic method for the determination of the dimensionality
of the AS. Finally, in Sec. 3.1.4 we study the robustness of the gradient-free approach
to measurment noise.
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Figure 3.1. Synthetic example d = 1. The left and the right columns correspond to
results obtained with the classic and the gradient-free approach respectively. The first
and second rows depict the predictions of each method for the link function assuming
a 1D and 2D underlying AS, respectively, along with a scatter plot of the projections
of 60 validation inputs vs the validation outputs.
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Figure 3.2. Synthetic example d = 1(Contd.). The left and the right columns corre-
spond to results obtained with the classic and the gradient-free approach respectively.
The first row visualizes the components of the projection matrix that each method
discovers. The second row shows the observations vs model predictions for the test
inputs corresponding to the surrogate for the 1d active subspace model.
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3.1.1 Synthetic response with 1D active subspace
In this example the underlying AS is 1D, d = 1. The projection matrix is:
W =
(




and the parameters of the link function of Equation (3.3) are:
α = −0.16113,β = ( −0.97483 ), and Γ = ( −1.66526 ). (3.6)
We make N = 140 observations with noise variance s2n = 0.1. In this first example, we
do not make use of the automatic method for the detection of the dimensionality of
the AS. Rather, we use the plain vanilla version of both the classic and the gradient-
free approaches assuming a 1D or a 2D AS. Fig. 3.1 compares the results obtained in
this way. Note that the 60 validation input/outputs used in the figure were not in the
training process. The quantitative agreement between the two becomes obvious once
one recalls that the representation of Equation (2.7) is arbitrary up to permutations
and reflections of the reduced dimensions. It is worth mentioning that for the case of
a hypothetical 2D AS, both methods discovered one completely flat direction.
3.1.2 Synthetic response with 2D active subspace
In this example the underlying AS is 2D, d = 2. The projection matrix is:
W =
 0.00840 −0.18426 0.34300 −0.05347 0.08108 0.06556 −0.41219 0.65424 0.48483 0.03966
























































































































Figure 3.3. Synthetic example d = 2. The left and the right columns correspond to
results obtained with the classic and the gradient-free approach respectively. The
first row depicts the predictions of each method for the link function assuming a 2D
underlying AS, along with a scatter plot of the projections of the 60 validation inputs
vs the validation outputs. The second row visualizes the projection matrix that each
method discovers.
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True a.d. = 2
True a.d. = 3
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True a.d. = 1
True a.d. = 2
True a.d. = 3
(b)
Figure 3.4. Synthetic example. BIC score as a function of the hypothesized active
dimension for classic model (a) and the gradient-free model (b). The different lines
correspond to cases with a 1D (blue, true response as in Sec. 3.1.1), 2D (green, true
response as in Sec. 3.1.2, and 3D (red, true response as in details on the accompanying
website) true AS.
and the parameters of the link function of Equation (3.3) are:
α = −0.06976,β =
 0.43759
0.98696041





As in Sec. 3.1.1, we make N = 140 observations with noise variance s2n = 0.1, Again,
we do not make use of the automatic method for the detection of the dimensionality of
the AS, but assume the right 2D AS Fig. 3.3 depicts the results. Just like before, the
60 validation input/outputs used in the figure were not used in the training process.
The quantitative agreement between the two approaches up to permutations and
reflections of the AS is also graphically obvious.
3.1.3 Validation of BIC for the identification of the active subspace di-
mension
Here, we verify the effectiveness of the BIC from Sec. 2.3.3, to automatically deter-
mine the dimensionality of the AS for both the classic and the gradient-free approach.
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The hypothesis is that the BIC as a function of the hypothesized dimensionality of
AS should become relatively flat after the hypothesized dimensionality exceeds the
true AS dimensionality. This is confirmed numerically in Fig. 3.4 for the cases of a
1D, 2D, and 3D true AS. Note that for the 1D and 2D examples, the observations we
used to train the models were the same as in Sec. 3.1.1 and Sec. 3.1.2. For the 3D true
AS case also has an underlying response surfaces with randomly generated α,β,Γ,
and W. The values used can be found in the accompanying website As before, we
used N = 140 observations.
3.1.4 Validation of robustness to measurement noise
We conclude this subsection with a study of the robustness of the proposed scheme
to measurement noise. To avoid the non-uniqueness issues mentioned earlier, we
work with the 10D-input-1D-AS response surface of Sec. 3.1.1. In this case, the
arbitrariness can be removed by making sure that the signs of the estimated and
the true projection matrix match. We want to quantify the ability of the model to
discover the true AS and how this is affected by changes in the measurement noise,
sn, as well as in the number of available observations N . A good measure of this




where ‖·‖ is the Frobenius norm, W(sn, N) is the estimated projection matrix when
N measurements contaminated with zero mean Gaussian noise of variance s2n are
used, and W is the true projection matrix given in Equation (3.5). The results of our
analysis are presented in Fig. 3.5. Fig. 3.5(a) plots the relative error, rel, as a function
of s2n for N = 30, 100, 200, and 500. As expected, we observe that rel increases as a
function of s2n and that a larger N is required to maintain a given accuracy. Fig. 3.5(b)
plots the relative error, rel, as a function of N for sn = 0.01, 0.05, 0.1 and 0.2. We
36



















0 100 200 300 400 500


















Figure 3.5. Synthetic example. Robustness of the proposed approach to measurement
noise. The figure shows the evolution of the relative error in the determination of the
true active subspace as a function of the measurement noise variance (keeping the
number of observations constant) (a) and as a function of the number of observations
(keeping the measurement noise variance constant (b)).
note that the method converges to the right answer as N increases, albeit the rate of
convergence decreases for higher noise.
3.2 Elliptic Partial Differential Equation
Consider the elliptic partial differential equation [67]:
∇ · (c(s)∇u(s)) = 1, s ∈ Ω = [0, 1]2, (3.10)
with boundary conditions
u(s) = 0, s ∈ Γ1, (3.11)
∇u(s) · n = 0, s ∈ Γ2, (3.12)
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Figure 3.6. Elliptic PDE, long correlation length (` = 1). The left and the right
columns correspond to results obtained with the classic and the gradient-free approach
respectively. The first and second rows depict the predictions of each method for the
link function assuming a 1D and 2D underlying AS, respectively, along with a scatter
plot of the projections of 30 validation inputs vs the validation outputs. The third
row visualizes the projection matrix that each method discovers.
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where Γ1 is the top, bottom and left boundaries and Γ2 denotes the right bound-
ary of Ω. We assume that the conductivity field is unknown and model its logarithm
as a Gaussian random field with an exponential correlation function:








with correlation length ` > 0. Using a truncated Karhunen-Loe`ve expansion (KLE),
the logarithm of the conductivity can be expressed as:






where λi and φi(s) are the eigenvalues and eigenfunctions of the correlation func-
tion, Equation (3.13), and x is a random vector modeled as uniformly distributed on
[−1, 1]100, i.e., x ∼ U ([−1, 1]100). The latter violates the theoretical form of the KLE,
but guarantees the existence of a solution to the boundary value problem defined by
Equation (3.10)-Equation (3.12) for all x. Given any value for x, the solution of the
boundary value problem is u(·; x).
In our analysis, we attempt to learn the following scalar quantity of interest:







































































Figure 3.7. Elliptic PDE, long correlation length (` = 0.01). The left and the right
columns correspond to results obtained with the classic and the gradient-free approach
respectively. The first and second rows depict the predictions of each method for the
link function assuming a 1D and 2D underlying AS, respectively, along with a scatter
plot of the projections of 30 validation inputs vs the validation outputs. The third
row visualizes the projection matrix that each method discovers.
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Figure 3.8. Elliptic PDE. The dots correspond to true observed responses vs pre-
dicted ones for 30 validation inputs for the long (` = 1, left) and short (` = 0.01,
right) correlation cases. Perfect predictions would fall on the green 45◦ line of each
subplot. The top row corresponds to the gradient-free approach while the bottom
row corresponds to the classic approach.
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using both the classic, Sec. 2.2, and the gradient-free approach, Sec. 2.3. We examine
two cases exhibiting two different correlation lengths. The first case uses a long
correlation length, ` = 1, and the second case a short correlation length ` = 0.01. In
both cases, we use N = 270 noiseless observations of input-output pairs for training
purposes, while setting 30 aside for validation. The data along with the MATLAB
code that generates them, developed by Paul Constantine, can be obtained from
https://bitbucket.org/paulcon/active-subspace-methods-in-theory-and-practice/src.
Fig. 3.6 shows the results we obtain using the long, ` = 1 correlation length.
The first and second rows of this figure depict the discovered link function under
the assumption of a 1D and a 2D AS, respectively. Note that both methodologies
agree on the most important AS dimension, but slightly disagree on the second, albeit
relatively flat, dimension. A close examination of the discovered projection matrices,
third line of the figure, reveals the following. The most important column of the
classic projection matrix, w1, is matched with the negative of the second column
discovered by the gradient free approach, −w2. The latter, however, looks like a
“noisy” version of the former. This is reasonable if one takes into account that the
gradient-free approach uses significantly less information than the classic approach.
Finally, we notice that the columns of secondary importance do not match. This
discrepancy is unimportant given that the BIC score eventually selects a 1D AS.
Fig. 3.7 shows the results for the more challenging case of the short correlation
length. We present the 1D representation of the link function, as discovered by the
classic and the gradient-free approach, in the first row and show the components
of the projection matrix estimated by each methodology in the second row. We
note that both methodologies show similar 1D active subspace representation of the
surrogate. Indeed, this is the most important dimension as the response should be
flat along the 2nd dimension. We find that the components of projection matrix
estimated by both methods are in qualitative agreement for the 1D surrogate. The
BIC score approximately increases by 12% between the 1D and 2D active subspace
model provided by the gradient-free approach. Thus, the quality of the 2D response
42
surface learned by the gradient-free approach suffers from lack of sufficient data.
Given more observations, it is expected that the response surface will qualitatively
converge to one which is flat along the 2nd active dimension.
Table 3.1. BIC Score for ` = 1, 0.01 corresponding to classic and gradient-free method-
ologies.
` = 1 ` = 0.01
Classic approach 1.87× 10−5 3.2× 10−6
Gradient-free approach 2.66× 10−5 3.57× 10−6
Fig. 3.8 shows the comparison between the prediction on the test inputs and the
actual response. The closer the points lie to the green 45◦ line, the more accurate the
prediction. We make these comparisons for the 1D representation of the link function
for both the short and long correlation length cases. It appears that the predictive
capabilities of the classic approach are slightly better than the gradient-free approach.
A comparison of the RMS error for the predictions by each methodology confirms
this although the difference is essentially negligible given its order of magnitude. We
tabulate this data in Table 3.2.
Table 3.2. Predictive RMS errors for ` = 1, 0.01 corresponding to classic and gradient-
free methodologies.
` = 1 ` = 0.01
Classic approach 1.87× 10−5 3.2× 10−6
Gradient-free approach 2.66× 10−5 3.57× 10−6
3.3 Granular Crystals
One dimensional granular chains have attracted significant attention[references]
owing to their unique and highly non-linear dynamical properties. These chains
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support the formation and propagation of highly localized, elastic stress waves when
perturbed with a small to moderate external excitation [97–101]. Granular crystals
are typically described by a fully elastic model know as the Hertz contact model [102].
We now proceed to setup the problem.
Consider a one-dimensional chain of np particles whose displacements from the
equilibrium positions are described by the position vector q =
(
q1, q2, · · · , qnp
)
. Each
bead has a radius Ri and Young’s modulus Ei. The number of contact points is given
by s = np−1. The density of the particles is a constant ρ = 7, 900kg/m3 and the mass
of each particle is mi = ρ
4
3
piR3i . In the current problem we leave no gap between the
particles. We excite this system by striking the np-th particle with a striker traveling
at velocity vs.
Define the parameter vector for the system, x, as follows:
x =
(
R1, R2, . . . , Rnp , E1, E2, . . . , Enp , vs
)
. (3.16)
The displacement vector satisfies Newton’s law of motion:
mi(x)q¨i = Fi (q; x) , (3.17)
with initial conditions:
qi(0) = 0,
q˙i(0) = 0, ∀ i = {1, 2, 3, · · · , np − 1},
q˙np(0) = −vs.
Let q(t; x) be the solution to this initial value problem. We are interested in char-
acterizing the properties of force waves propagated through the granular crystal. To
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this end, we will be observing the force on each particle as a function of time for a
given set of parameters x.
Fi (t; x) ≡ Fi (q (t; x) ; x) . (3.18)
That is, for each x, we obtain, by integrating the equations of motion, the force
at a finite number of timesteps, 0 = t1 < · · · < tnt , say F(x) := {Fi(tj; x) : i =
1, . . . , np, j = 1, . . . , nt}. The dimensionality of the output is given by the number
of time steps times the number of particles. This is a very high-dimensional output
and we first reduce it’s dimensionality by fitting the output to a solitary wave whose
properties-amplitude, wave width and velocity, are particle dependent. Let the prop-
erties of the soliton over the i-th particle be amplitude Ai (x), wave speed Vi (x) and
width Wi (x).
Then, the force on the i-th particle at time step tj is the approximated as:














where ri(x) is the equilibrium position of particle i. Let us denote the approximated
forces on all the particles at all time-steps as Fˆ(x) := {Fˆi(tj; x) : i = 1, . . . , np, j =
1, . . . , nt}. The dimension of the output space is now reduced to number of solitary
waves included times 3. Specifically, for a perfect chain, i.e., a chain with all param-
eters equal to the mean value, the dimension of the reduced output space will be 3.
We now consolidate the parameters of the approximation into the following vector:
Θ (x) = {(Ai (x) , Vi (x) ,Wi (x))}npi=1 (3.20)
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Estimation of the parameters Θ (x) is an optimization problem for which we first
define a squared-error loss function:





We now obtain an estimate of the vector Θ (x) through a least squares minimiza-
tion:
Θ∗ (x) = {A∗i (x) , V ∗i (x) ,W ∗i (x)}npi=1 = arg min
Θ(x)
L (Θ (x)) (3.22)
For the purpose of this experiment, we study the properties of the soliton localized
over two particles - the 10th and 20th. Thus, we extract the following scalar quantities
from Θ: y1 = A10, y2 = V10, y3 = W10, y4 = A20, y5 = V20, y6 = W20. We repeat this
entire process for 1000 samples of x and construct the output vectors y1,y2, · · · ,y6
such that yi ∈ R1000.
We treat the vector of all the Young’s moduli E =
(
E1, E2, · · · , Enp
)
and the vector
of all the particle radii R =
(
R1, R2, · · · , Rnp
)
as seperate stochastic inputs and take
the velocity of the striker vs to be constant throughout. Thus, we define the following
two input matrices: X1 = [{Ri}1000i=1 ] and X2 = [{Ei}1000i=1 ], i.e. Xi ∈ R1000×3np .
We now proceed to apply our proposed gradient-free AS approach to build a
cheap-to-evaluate surrogate for propagating uncertainty through this system. We can
consider any possible combinations of data-sets Dij = {Xi,yj}, ∀i ∈ {1, 2} & ∀j ∈
{1, 2, · · · , 6}, and build the corresponding surrogates. Specifically, we show the fol-
lowing cases:
• Case 1: Input = X2; Output QoI = y1
• Case 2: Input = X2; Output QoI = y3
• Case 3: Input = X1; Output QoI = y5
We train the model on 200 observations with inputs picked uniformly within the
range (190GPa, 200GPa) for Young’s moduli input and (9.4mm, 9.6mm) for radii
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input. Note that we construct a different AS for each one of the cases. We use the
remaining 800 samples to test the accuracy of the surrogate.
3.3.1 Results
We find that most of the stochasticity of this high dimensional problem is exhib-
ited on a one dimensional active subspace. We present plots of the AS representation
of the link function, projection matrix and predictions vs observations plots for a
few cases. We note that the underlying response surfaces obtained are approximately
linear. There is very good agreement between the training data-set output predic-
tions as compared to the actual training set outputs. On taking a closer look at
the projection matrices we find that the weights assigned to the particles after the
particle in consideration are approximately zero. From Fig. 3.9, we find that the
output(amplitude of the soliton corresponding to particle 10) is almost entirely de-
pendent on the Young’s modulus corresponding to the 10th particle. From Fig. 3.10,
we find that the projection matrix has positive weights corresponding to the first
9 particles and negative weights upto a few particles after that. And finally, from
Fig. 3.11 we note that the effect of the particle radii on the velocity of the soliton
corresponding to particle 20 is largely localized around the 20th particle.
3.3.2 Uncertainty Quantification
Having built a cheap-to-evaluate response GP response surface, we now demon-
strate a few examples of Uncertainty Propagation. We assign a normal distribution to
the inputs with mean µ = a+b
2
and variance σ2 = 1% of µ, where a, b are the minimum
and maximum values of the observed input. Then, we sample 100000 observations
of the input from this distribution and use the surrogate to generate predictions. Fi-
nally, we plot the marginal and joint distributions of some of the outputs as shown
47














































Figure 3.9. Plots for the 10th particle corresponding to Young’s modulus input and
soliton amplitude output. The first plot shows the response surface in the active
subspace. the second plot depicts the test observations vs model prediction plot. The
final plot depicts the components of the projection matrix.
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Figure 3.10. Plots for the 10th particle corresponding to Young’s modulus input and
soliton wave width output. The first plot shows the response surface in the active
subspace. the second plot depicts the test observations vs model prediction plot. The
final plot depicts the components of the projection matrix.
in Fig. 3.12, 3.13 and 3.14. Note that for a normal input distribution, the output is
also approximately normal.
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Figure 3.11. Plots for the 20th particle corresponding to particle radii input and soliton
wave velocity output. The first plot shows the response surface in the active subspace.
the second plot depicts the test observations vs model prediction plot. The final plot
depicts the components of the projection matrix.
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0.02 pearsonr = -0.002; p = 0.52
(c)
Figure 3.12. Propagating the uncertainty by assigning a normal distribution to the
Young’s moduli. (a) Marginal distribution of the velocity of the soliton over the 10th
particle; (b) Marginal distribution of the width of the soliton over the 10th particle;
(c) Joint distribution of the velocity and width of the soliton over the 10th particle.
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0.0173 pearsonr = -0.11; p = 0.3
(c)
Figure 3.13. Propagating the uncertainty by assigning a normal distribution to the
radii. (a) Marginal distribution of the amplitude of the soliton over the 20th particle;
(b) Marginal distribution of the velocity of the soliton over the 20th particle; (c) Joint
distribution of the velocity and amplitude of the soliton over the 20th particle.
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pearsonr = 0.0015; p = 0.63
(c)
Figure 3.14. Propagating the uncertainty by assigning a normal distribution to both
the radii and Young’s moduli. (a) Marginal distribution of the amplitude of the
soliton over the 10th particle. for the given distribution of the Young’s moduli; (b)
Marginal distribution of the width of the soliton over the 20th particle for the given
distribution of the radii; (c) Joint distribution of the width of the soliton over the
20th particle and the amplitude of the soliton over the 10th particle.
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4. SUMMARY
We have developed a gradient-free approach to active subspace (AS) discovery and
exploitation suitable for dealing with noisy outputs. We did so by developing a novel
Gaussian process regression model with built-in dimensionality reduction. Specifically
we represented the AS as an orthogonal projection matrix that constitutes a hyper-
parameter of the covariance function to be estimated from the data by maximizing
the likelihood. Towards this end, we devised a two-step optimization procedure that
ensures the orthogonality of the projection matrix by exploiting recent results on the
description of the Stiefel manifolds. An addendum of the probabilistic approach is
the ability to use the Bayesian information criterion (BIC) to automatically select the
dimensionality of the AS. We validated our method using both synthetic examples
with known AS and by comparing directly to the classic gradient-based AS approach.
Finally, we used our method to study the effect of geometric and material uncertainties
in force waves propagated through granular crystals.
This work is a first step towards a fully Bayesian AS-based surrogate, a persistent
theme of our current research plans. As argued in [38], Bayesian surrogates should
be capable of quantifying all the epistemic uncertainty induced by limited data, since
quantification of this epistemic uncertainty is the key to deriving problem-specific in-
formation acquisition policies, i.e., rules for deciding where to sample the model next
in order to obtain the maximum amount of information towards a specific task. A fully
Bayesian treatment requires the specification of priors for all the hyper-parameters of
the covariance function and the derivation of Markov Chain Monte Carlo (MCMC)
schemes to sample from the posterior of the model. The big challenge is the con-
struction of proposals that force W to remain on the Stiefel manifold, which could be
achieved, for example, by modifying the Riemann manifold Hamiltonian MC of [103].
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Such approaches would open the way for more robust AS dimensionality selection,
e.g., by reversible-jump MC [104] or by directly computing the model evidence.
Many physical models do not have an AS. They may have, however, a non-linear
low-dimensional manifold exhibiting maximal response variability. Assuming that
this low-dimensional manifold is a Riemann manifold, i.e., locally isomorphic to a
Eucledian space, a potential approach would be to consider mixtures of the model
proposed in this work. To this end, the results of [37] on infinite mixtures of GP’s
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