Abstract -Current thin-client remote desktop systems were designed for data-oriented applications over low-quality LAN links and they do not provide satisfactory end-user performance in enterprise environment for more and more popular graphical and multimedia applications. To improve perception of those applications in thin-client environment we propose architecture of a server-side Quality of Service (QoS) management component responsible for mapping application QoS requirements into network QoS. We analyze how service differentiation and traffic management techniques combined with user perception monitoring can be used in order to adjust network level resource allocation when performance of multimedia applications in remote desktop environment is not meeting user requirements. Our objective is to provide QoS-aware remote desktop systems which will be able to manage available resources in intelligent manner and meet end-user performance expectations.
I. INTRODUCTION
Remote desktop systems such as Citrix Metaframe Server [1] [2] , Microsoft Terminal Services [3] , X-Window System [4] , AT&T VNC [5] and Tarantella [6] use thin-client protocol to virtualize user desktops. The protocol encapsulates display updates of remote application, sends them from the server to the client and transmits back user input. Remote desktop protocols were designed and optimized to work for the standard dataoriented applications in a LAN environment over lowbandwidth links. Although working efficiently in this kind of environment they perform poorly in contemporary office environment where multimedia applications such as: multimedia presentations, e-learning or audio and videoconferencing started to play more significant role. Nieh et al. [7] performed a comparison of the performance of the most popular thin-client remote desktop systems on the market. Their results show that remote desktop protocols cannot operate efficiently in networks having significant latency and with quickly changing network characteristics typical for the besteffort network such as the Internet.
In contemporary remote desktop systems there is clearly an existing gap between applications performance requirements and that what the underlying network can provide. This results in particularly low performance for the network-sensitive applications such as multimedia which significantly decreases total end-user's satisfaction.
Additionally, the everyday experience shows that despite many problems with providing QoS in the Internet more and more multimedia applications successfully work even over besteffort links. The applications worth mentioning include audio and video streaming (such as Helix from Real Networks or Windows Media Services), Internet VoIP services (e.g. Skype), or other popular instant messengers with the voice conversation features and webcam support (e.g. Yahoo! or MSN messenger). All of those solutions employ internal adaptation mechanisms using specifics of human voice or video perception in order to minimize resource usage and cope with congested links.
Therefore we argue that both from the business and performance points of view, there is a need for intelligent application-level adaptation mechanisms in remote desktop systems which will able to compensate for temporary decrease in network performance or disruptions in the transmission between a client and a server.
This paper gives an overview of our work in progress and summarizes the initial research in providing QoS-aware mechanisms in remote desktop protocols based on the ITU T.125 [8] standard. In our approach we incorporated techniques from the domains of traffic management, user perception and multimedia in order to provide truly QoS-aware systems. The results enabled us to propose the architecture of a server-side component which can perform dynamical mapping between user-perceived QoS 1 and network QoS. The introduced component assesses applications' perceptual performance based on the stored user profiles and attempts to improve user perception by intelligently allocating available network resources. 1 We use the terms Quality of Service (QoS) and user-perceived QoS with the following meaning: 'QoS is the collective effect of service performance which determines the degree of satisfaction of a user of the service' [22] , expressed in terms of network-level QoS parameters such as delay, jitter, loss, etc. and respectively user-perceived QoS (sometimes referred as Quality of Experience): "the level of quality for particular application which the users believe they experienced" [23] expressed for instance as Mean Opinion Score (MOS).
The optimization of resource usage, by making the remote desktop protocols QoS-aware, introduces a powerful control over the differentiated application-level traffic. Additionally, by prioritizing the traffic we want to control performance of network-sensitive applications such as multimedia.
The rest of the paper is organized as follows: Section 2 presents related work, Section 3 gives details about the architecture of the server-side component and Section 4 concludes the paper.
II. RELATED WORK
As soon as the network-demanding applications have been introduced in the Internet a number of problems arose.
There have been many attempts to improve performance of those applications in the best-effort WANs both on the networking and application level. The paper by Ashton et al. [9] categorizes the existing performance enhancements in WAN into three main groups which can be defined as:
• QoS/Traffic management
• infrastructural elements such as caches, stream multipliers, etc.
• and adaptive encoding or compression
Even though application of such infrastructure elements as caches or proxies can be successful for public services as WWW, or even video-on-demand, they are infeasible for remote desktop applications. The main reason is the dynamic and user-specific character of the display updates sent periodically between remote server and its users.
It is also difficult to integrate remote desktop systems directly with common network-level QoS mechanisms because of the protocol specifics. For instance, the application level protocols used in the remote desktop environments are often closed and proprietary. Additionally, business related requirements might enforce application level encoding of these protocols.
However, some of the commercial solutions (e.g. Citrix) can be integrated with layer 7 performance optimizers such as Packeteer Packet Shaper [10] or Expand Network Accelerator [11] to provide traffic prioritization and bandwidth guarantee for their proprietary protocols. But their impact on multimedia performance amelioration is limited. This is because the prioritization of the traffic is done on the per connection basis according to the rules for particular type of application-level protocol. The remote desktop protocols based on the ITU T.125 specification such as Microsoft RDP or Citrix ICA [12] , however, can contain several virtual data channels in a single connection. In result, network performance optimizers are unaware of the internal structure and QoS requirements of different flows within a remote desktop connection. Additionally they work only on the edge of WAN and have to be integrated with network technologies (e.g MPLS) used in WAN along the path from end-users to the server in order to provide real end-to-end QoS control.
The most promising approaches, attempting to provide a link between network QoS mechanisms and application performance, are in the area of QoS-aware applications. This research is based on the results from many domains. The best overview of the application-level adaptation techniques is given by Vandalore et al. [13] . So far most of the existing solutions focus only on a single type of application, mostly multimedia. A very interesting insight in the mechanisms used for video streaming can be found in [14] . In the area of thin-client computing [15] proposes adaptive encoding of desktop display updates in Virtual Network Computing (VNC) system based on the information about available bandwidth.
The existing solutions trigger adaptation changes based on the assessed performance of the end-user. This could be achieved by constructing a mapping between network and application domain QoS parameters. For instance, the DAVE system [24] uses user model incorporating both semantic as well as special/temporal information to change video encoding parameters. [16] uses mean square error (MSE) and peak noisesignal ratio (PSNR) to map layered video into different QoS classes and [17] introduces utility functions to assess user Mean Opinion Score (MOS). Among those approaches the last approach seems to be the most general, providing means to personalize it for a particular user, terminal device and access technology.
Among the more general approaches, not limited to the single type of traffic, is adaptive packet marking in DiffServenabled networks. The main benefit of this approach is smart and on-the-fly network resource reallocation in a shared link for the multiple data flows with different QoS requirements [18] [19] .
In similar manner to our approach MPEG-4 specification recognizes the need to differentiate between different types of flows within one multimedia stream and provides a framework for QoS mapping to a suitable transport protocol stack using Delivery Multimedia Integration Framework (DMIF) layer [20] [21] .
The only limitation of this approach is static resource allocation on the path from source to destination of the multimedia stream in order to provide guaranteed end-to-end QoS level.
Figure 1. Remote Desktop Protocol Adaptation -conceptual architecture
Despite many solutions attempting fill the gap between network and application performance there is no single framework able to provide dynamic QoS management based on the application-level perceptual information. Our contribution to the previous research is integration of suitable approaches into a single solution in order to provide better than best-effort QoS for network-sensitive applications in remote desktop systems.
III. SERVER-SIDE COMPONENT FOR MAPPING THE USER-PERCEIVED QOS ONTO THE NETWORK RESOURCES
In order to provide true QoS-awareness to remote desktop systems we introduce a server-side component to remote desktop environment. Instead of static network resource allocation for each data flow when it is created, an approach incorporated for instance in MPEG-4 DMIF, we use end-user perception information to dynamically adapt to changing network conditions. Resource allocation for each application flow of distinguishing characteristics within a single user connection can be changed based on the information about current network state and end-user perceived performance. This mechanism can be used to prioritize the most demanding data flows such as multimedia streams. Apart from per-flow adaptation mechanisms our component can optimize network resource usage among multiple client connections sharing the same link. The component was designed to ensure guaranteed services level for the most critical data flows such as control connection, print job spooling or administrative applications. Additionally, we tried to design a component as transparent to the existing systems as possible in order to limit possible integration problems such as changes in existing mechanisms and protocols.
The general configuration of remote desktop systems consists of:
• Remote users in access network working with remote desktop client installed on their workstation
• A link over WAN connecting remote branch or office with the company headquarters
• Remote desktop server/farm of servers hosted in enterprise data centre
Because of the most efficient server-push mode of display updates delivery in most popular remote desktop systems, the proposed component is placed on the server side.
Its architecture is composed of several functional elements corresponding to the core mechanisms used at its core. Those mechanisms include: user perception monitoring, mapping between user-perceived and network QoS, application adaptation mechanisms as well as traffic management mechanisms -traffic differentiation, traffic shaping and aggregation as well as admission control. The architectural elements can be categorized into two main groups depending on the scope of the adaptation mechanisms they implement (see Figure 1 ).
Per application flow adaptation, including:
• Remote Desktop Protocol Encapsulation (with Flow Management and Packet Classifier) -responsible for flow marking and protocol encapsulation according to the adaptation rules
• Network Monitor -monitoring network performance along the path from the server to the user
• Application Monitor -monitoring application performance and triggering application adaptation changes
• Adaptation Engine (with QoS Mapper and User Perception Policies) -responsible for QoS mapping
Per connection adaptation, including:
• Traffic Aggregator -responsible for aggregation of traffic with similar characteristics between user connections
• Traffic Admission Control -responsible for mitigation of mutual influence of flow aggregates with diametrically different characteristics Additionally, the architecture includes two rules databases: QoS Mapping Rules storing mapping rules between network QoS parameters and application level QoS and Perception Policies containing user perception policies.
The QoS management mechanisms, based on the user perception, benefit from the observation that some changes in application level parameters result in significant increase or decrease of user-perceived QoS while the others remain unnoticed. For instance, an analysis of temporal and spatial parameters of video streaming applications conducted by Srinivasan and Nepal [24] [25] showed significant deterioration in user-perceived performance when the number of displayed frames per second or color depth was reduced below some threshold.
This information is used to create a user perception model. It is then stored in Perception Rules database. When a user connects to the server over remote desktop requesting access to this particular application user perception model is extracted from the database. It is then used throughout the time of client connection as a reference for monitoring user perception changes.
During user connection to the server Network Monitor collects statistics about the network link to the client and compares them with appropriate service level rules for the particular type of user. This information serves as a basis to User Perception Policing to verify whether the user perception requirements are met. If there is significant and persistent violation of limits of the parameters required for particular data flow, the system triggers the adaptation procedure. The first step is to modify the parameters within user connection; for instance allocating more bandwidth to particular data flow if possible. Failing that, the admission control would try to modify parameters of the flow aggregate to which this data flow pertains in order to meet requested requirements. Finally, if that fails the feedback is provided to the application and if any adaptation mechanisms within application itself are available, they would have a chance to compensate for with the current network state. Within this procedure the adaptation component verifies influence of possible changes on other data flows and assures that none of the critical applications are disadvantaged.
If the user connection consists of more than one data flow with distinctive characteristics -upon a change in the network state -Adaptation Engine would try to adjust resource allocation in such a way that user-perceived QoS levels for all flows are preserved. If such an allocation is impossible, an adaptation procedure tries to compromise between QoS requirements for each flow. It consequently distributes resources according to the information about user perception, current network state and QoS mapping rules. Depending on its priority a particular flow might be gradually shut down until the required network resources are available again.
The traffic shaping mechanism uses information provided by Packet Classifier -responsible for the classification and marking of each application data flow -to reflect its traffic characteristics and user-perceived QoS requirements.
In the client-server model it is quite likely that there is be more than one connection to server so different user sessions can influence each other. Traffic Aggregator and Admission Control are responsible for mitigation of negative effects caused by sharing the same link among different users. Their role is to aggregate the traffic into one of the predefined classes of data flow and provide fair access to available resources within the same class. For data flow aggregates with different characteristics Admission Control component manages their interactions and optimizes network resource usage.
Possible adaptation scenario using presented architecture (see Figure 1) :
Step 1. Packet Classifier, a part of a remote desktop sever, marks the traffic with distinctive characteristics and classifies into different virtual channels.
Step 2. Flow Management component is responsible for traffic prioritization and shaping.
Step 3. Traffic Aggregator and Admission control provide admission control functionality.
Step 4. Adaptation Engine assesses user perception of each application based on QoS mapping rules and perception rules.
Step 5. Adaptation Engine controls Flow Management and Admission Control modules using information about network performance provided by network monitoring and over return channel from end-user.
IV. CONCLUSIONS
In this paper we address the existing limitations of remote desktop computing over best-effort network, with regard to network-sensitive multimedia services and applications. We extend the functionality of the existing solutions by introducing architecture of a server-side QoS management component. In our architecture, flexible adaptation mechanisms can dynamically map user-perceived QoS defined for each application and terminal device to the current network state in order to maximize user experience. Additionally, by combining perception information with traffic management techniques we are able to prioritize the multimedia flows (such as video streaming) in a single thin-client connection as well as provide fair resource allocation among multiple user connections to the same server. The component architecture provides a set of QoS management mechanisms for remote desktop protocols and is a solid basis for further enhancements.
