Low-level perception results from neural-based computations, which build a multimodal skeleton of unconscious or self-generated inferences on our environment. This review identifies bottleneck issues concerning the role of early primary sensory cortical areas, mostly in rodent and higher mammals (cats and non-human primates), where perception substrates can be searched at multiple scales of neural integration. We discuss the limitation of purely bottom-up approaches for providing realistic models of early sensory processing and the need for identification of fast adaptive processes, operating within the time of a percept. Future progresses will depend on the careful use of comparative neuroscience (guiding the choices of experimental models and species adapted to the questions under study), on the definition of agreed-upon benchmarks for sensory stimulation, on the simultaneous acquisition of neural data at multiple spatio-temporal scales, and on the in vivo identification of key generic integration and plasticity algorithms validated experimentally and in simulations.
Introduction
Low-level perception can be defined as the neural-based computations building unconscious or self-generated inferences during the processing of sensory events. These internal inferences are in turn ''psychologically projected into external space and accepted as our most immediate reality'' (Gregory, 1997) . Low-level perception does not necessarily require attentional processes, and, for this reason, it is often confounded with non-attentive perception. This operation constitutes a necessary reformatting of sensory input in a compositional neuronal language, which will allow more abstract processing by higher cognitive-like cortical areas (see Abboud et al., 2015) . This grammar of perceptual primitives, which emerge (''pop out'') effortlessly, reflects the expectations of our brain, built through prior sensorimotor experience, about what is to be perceived (Gregory, 1997) . This largely autonomous, dynamic, and adaptive process can be observed in the anesthetized brain, although it is continuously updated through closed-loop interactions in the awake and attentive states. It feeds and guides our cortically mediated interactions with the world through fast, but contextadaptive, behavioral choices ( Figure 1A) .
Perception is based on raw information detected by sensory receptors of the organisms, usually classified into distinct ''senses'' or modalities. Following Aristotle, five major senses are classically distinguished in humans, depending on the type of physical signal used for transduction (photon for vision, acoustic vibration for hearing, volatile and dissolved chemicals for taste and olfaction, mechanical forces for the haptic sense). Sherrington later proposed a more functional classification based on the spatial proximity of the sensory sources relative to our own body: vision, olfaction, and hearing are the ''teleceptors'' informing about the distant environment, while touch and taste are the ''exteroceptors'' informing about what is within our immediate reach; in addition, ''interoceptors'' inform about the bodily functions and ''proprioceptors'' inform about bodily position.
A key attribute of perception is that it usually solves ambiguities that result from incomplete data about the world. Since ancient debates opposing rationalists and empiricists, it has been clear that ''what we see (perceive) is not what we get (receive)'': perception departs from the physical reality sampled by our sensors, leading to illusions that reflect ''erroneous'' inferences about the sensory input. Figures 1B and 1C illustrate two classical examples of illusions: the Mach bands illusion (Ratliff, 1965) , in which discontinuities in the spatial derivative of luminance induce the perception of illusory contrast edges, and the ''line motion effect,'' in which the sequential presentation of two static shapes (a square followed by a rectangle) produces, for a specific range of stimulus intervals, the perception of continuous motion (''phi'' effect in Wertheimer, 1912) . As we later develop, canonical circuit motifs forming built-in physiological filters can account for such biases of visual perception.
As it has long been noticed, a complementary way of solving ambiguity in object identification is to combine or transfer perceptual knowledge across sensory channels. In his famous letter to John Locke in 1688, William Molyneux asked whether a born blind man who has learnt to distinguish a globe and a cube by touch would be able to distinguish and name these objects simply by sight, once he had been enabled to see. Recent observations in newly sighted humans indicate that the answer is no, but that cross-modal associations can be rapidly formed (Held et al., 2011) . Hence the use of contextual information in perception through ''built-in'' relationships may generalize from unimodal to multimodal perception. Multimodal illusions support this idea. For example, in the double flash illusion, a tone triggers the percept of a luminance change (Watkins et al., 2007) , while in the McGurk-McDonald effect, the percept of a vocalized syllable is biased by the visual observation of mismatched mouth motions (McGurk and MacDonald, 1976) . Multisensory integration is also at the center of our everyday experience of ''body-ownership'' (see also Blanke et al., 2015) . The representation of body parts is intrinsically multimodal, as revealed by illusions such as the rubber hand illusion (Botvinick and Cohen, 1998) , in which the pairing of a tactile stimulus on the real hand of a subject with visualization of a touch on a fake hand creates an ownership illusion that the fake hand belongs to the body. This is also particularly evident for the global consciousness of one-self as an entire body, which can be profoundly affected in situations in which, as in the above example, incongruent multimodal evidence is given to the subject (Blanke, 2012) .
To restrict the scope of this article, we will focus on the role played by primary sensory cortical areas in low-level perception, by taking examples in a few animal species where the substrates of perception can be looked for at multiple scales of neural integration, mostly in the rodent and higher mammals (cats and nonhuman primates). David Marr (Marr, 1982) distinguished three hierarchical levels of analysis in the study of neural systems: (1) the computation realized by the brain, (2) its algorithmic instantiation, and (3) the biophysical substrate of implementation. Starting from the psychological or psychophysical evidence, which allow us to characterize the computation corresponding to low-level perception, we will review current knowledge on the elementary algorithmic principles found in cortical circuits underlying perception (see Box 1) and discuss the main bottleneck issues for extracting the rules necessary to build any realistic model of the early sensory brain (Box 2). This review will draw mainly from unimodal perception in vision, which offers a unique and abundantly documented model of sensory perception necessary for higher cognitive activities (e.g., sign communication, face recognition, and reading and writing in humans) and structurally prevalent in the neocortex of higher mammals (more than half of primate cortex is allocated to the analysis of visual information distributed across several tens of individualized retinotopically organized areas; Markov et al., 2013) . Moreover, important advances have been made on the more holistic aspects of high-level vision (see Abboud et al., 2015) , which we could start to bridge to the abundant physiological data describing the elementary mechanisms at play in the early (subcortical and cortical) visual system.
Phenomenology of Low-Level Perception: A Holistic Perspective A natural starting point for characterizing perception is to ask: how are sensory ''bits'' bound in a ''whole'' that is meaningful to the observer? When facing a natural visual scene, human subjects have an immediate conscious perception of the elementary features that compose it (segmentation), as well as of the higher- (D) Picture of the surface vasculature overlying the imaged region of V1, V2, and V4 with the region of interest (ROI), along with diagrams of the visual stimuli used to map cortical responses. Scale bar = 1 mm. The red arrows indicate the drift directions of the stimuli. Red outlines delineate the areas of V1, V2, and V4 that were analyzed. (E) Differential analysis of the orientation maps recorded simultaneously across the three different visual areas: response profiles produced by gratings (LG) and illusory contours (IC) were indistinguishable in V4, while those in V1 and V2 showed a clear orientation preference shift for IC stimuli. The observed shift reflects the 45 angle between the solid inducer orientation and the illusory contour. (F) The relative scale of spatial integration of visual cortical receptive fields is overlaid with the pattern of illusory contours (IC) defined by spatially aligned abutting horizontal lines. The hierarchical functional hypothesis of Wang and colleagues is that spatially aligned neurons with smaller RFs in V1 and V2 project to ICselective neurons with larger RFs in V4, therefore generating a more robust response to IC in V4. For illustrative purposes, the RF diameter of V1 and V2 neurons was taken as 1 and that of V4 neuron as 6 . The mechanisms regulating the coordinated activity between feedforward and feedback flow are still unknown. (D)-(F) are freely adapted from Pan et al., 2012, with permission of Wei Wang. order global objects that emerge from their associations (binding), although not necessarily in this order. Contours, colors, textured surfaces, shapes, and three-dimensional objects pop out unambiguously, in a fraction of a second to seconds, according to the background or context.
Various conceptual schools have emerged from the holistic approach. The first attempt came from Gestalt theory, introduced by von Ehrenfels and generally attributed to Kö lher. In its simplest form, Gestalt theory posits that the ''whole'' and the ''parts'' of a percept coexist in a reciprocal dependency that obeys specific relational rules, such as proximity, similarity, uniform density, common fate, direction, good continuation, closure, and symmetry, to name but a few (for review see Wagemans et al., 2012) . Gestalt psychology remains relevant to our current understanding of the emergence of relational structure and higher-order binding. By definition, Gestalt effects are illusion makers, but these illusions are the expression of our brain grouping information and building, according to Aristotle's view, global constructs ''other than the sum of their parts.'' A fascinating illustration of the compositional power of perception is given by the simultaneous extraction, within a single glance, of both local (fruit) and global (face) features, from Arcimboldo's portrait of Emperor Vertumnus (the Roman God of the Seasons).
The original claim of the ''Gestaltists''-the existence of a ''grammar of seeing'' as phrased by Kanizsa-has been criticized and extended by other schools of thought. The field of ''enaction'' (Palacios and Bozinovic, 2003) , for example, insists on the learnt nature of the elements of this grammar, reflecting active perception and interactions with the environment, as opposed to fixed perceptual primitives reflecting the structure of objects. Other approaches focused on mathematical formulations of this idea: e.g., artificial vision models (Morel et al., 2010) or symbolic modeling (for review see Wagemans et al., 2012) .
Nevertheless, there is a consensus that key perceptual illusions reveal the existence of perceptual laws, characterizing the process of recognition of objects, and that these illusions can be used to reveal the neural correlates of perception and its computational underpinnings (Eagleman, 2001 ).
Several visual illusions in which the specificity of the output is not predicted by that of the ''parts'' and their topological union provide other important clues. For example, binocular rivalry, in which a different image, or different non-corresponding image patches (Diaz-Caneja, 1928) are simultaneously presented to each eye, results in random switching between two possible percepts. This paradigm illustrates the holistic nature of the perceptual process by providing evidence for a single percept among several possible under multiple conflicting inputs. Moreover, it enables the neurobiological study of how this percept emerges. Studies performed at the single-cell level in the behaving non-human primate indicate that the percentage of visual cortical neurons exhibiting activity correlated with the perceptual report increases along the visual cortical area hierarchy, starting with a few ''reporters'' in V1 and culminating in the inferotemporal cortex and the superior temporal sulcus (Leopold and Logothetis, 1996) . Most remarkably, unilateral hemisphere activation (by a caloric stimulus applied to one inner ear or by transcranial magnetic stimulation) forces the alternation between the reported rivaling percepts, which suggests that the conscious percept is selected through competition between the two hemispheres (the ''interhemispheric switch hypothesis'' (Miller et al., 2000) . These results suggest that the ambivalence is present in the information distributed across the sensory cortical hierarchy and that only one of the two encoded percepts is raised to awareness through a switch operating at the scale of interacting networks (mesoscopic scale).
The emergence of a global percept together with its corresponding features implies that the brain brings certain features (potentially even ones absent from physical reality) to consciousness and discards others. For example, in the tactile funneling illusion, simultaneous stimulations of two adjacent fingers evoke a single focal sensation at the center of the stimulus pattern (central to the two digit tips or spanning the two stimulation sites), even when no physical stimulus occurs at that site (Chen et al., 2003) . In the ''line-motion'' illusion ( Figure 1C ), a stationary square briefly precedes a long stationary bar presentation and produces a perception of continuous motion, absent in the stimulus (Jancke et al., 2004) . In the case of subjective or illusory contours (ICs; Figure 1D ), the emergence of ''non-existent'' features (contours) is induced by precise geometrical alignment of real stimulus features such as abutting lines (Pan et al., 2012; Seghier and Vuilleumier, 2006) . These illusions show that the brain does more than mirroring retinal inputs; it also computes knowledge or inferences encoded in the processing circuits, such as the continuity of objects boundaries or displacements. Extensive studies show the cortical origin of these effects, at many levels. Simple fusion illusions such as the ''funneling'' and ''line-motion'' effects are already reflected in the activity of V1, as shown by voltagesensitive dye imaging in monkey and cat (Chen et al., 2003; Jancke et al., 2004) . These may be accounted for by lateral diffusion processes intrinsic to primary sensory areas (Fré gnac, 2012) . By contrast, the emergence of illusory contours (as in Figure 1D ) involves reverberation across multiple networks including secondary visual areas. fMRI studies in humans have demonstrated robust activations to illusory contours in V1 and V2 (for review, see Seghier and Vuilleumier, 2006) , but also distinct activations in areas such as V4 (Mendola et al., 1999; Montaser-Kouhsari et al., 2007) . Electrophysiology in animal models shows a proportional increase in the number of visual cells responding to illusory contours between V1 and V2 (Lee and Nguyen, 2001; von der Heydt et al., 1984) , but these responses occur a few tens of milliseconds later than in downstream areas such as V4 (De Weerd et al., 1996; Lee and Nguyen, 2001) , suggesting that they may reflect ''top-down'' cortico-cortical feedback. A recent imaging and electrophysiology study (Pan et al., 2012) in rhesus macaques, confirming partially a pioneer study in cat V1 and V2 (Sheth et al., 1996) , shows that the orientation preference maps for drifting gratings (DG) and virtual contours (VC) are shifted by the angle between the solid inducer and the virtual contour in V1 and V2, whereas they superimpose perfectly for V4 ( Figures 1D-1F ). Electrophysiological population data confirmed a ''salt and pepper'' organization of VC-responsive cells in V1 and V2 already seen by others. Thus, the orientation domains mapped in early visual areas V1 and V2 mainly encode the local physical features of the inducer stimulus, whereas a complete overlap of orientation domains to process real and illusory contours emerges only in V4. The role of higher-order areas in this phenomenon is supported by lesion studies, showing that the perception of ICs, but not of luminance-defined real contours, is severely impaired after V4 lesion (De Weerd et al., 1996) . In summary, the global organization of virtual contour decoding seems to agree (superficially) with a global and distributed multilayered feedforward hierarchy culminating in V4, but its functional emergence obviously requires the concomitant activation of cortico-cortical feedback processes in V1, through mechanisms which are far from being elucidated ( Figure 1F ).
Similar back-propagation of the functional influence of higherorder selectivity onto primary sensory cortical areas is seen also in multiple context-modulation effects (Sharma et al., 2003; Supè r et al., 2003; Zipser et al., 1996) and during multimodal discrimination task learning (Lemus et al., 2010) .
The idea of a ''perceptual grammar'' shaping sensory information according to defined compositionality rules extends from uni-to multisensory processing. The ventriloquist effect, in which vision biases sound source localization, provides a good example. Just as the facial motion of a puppet expertly animated by a ventriloquist gives us the illusion that the puppet speaks, the coincident appearance of an object (even a flashed circle) in our field of view together with a sound often leads to the incorrect impression that the sound originated from the location of the visual stimulus (Jack and Thurlow, 1973) . This effect suggests the expectation (innate or learned) of a spatial correlation between inputs, reflecting physical reality. The magnitude of the cross-modal effect depends on factors such as spatial (Jack and Thurlow, 1973) and temporal proximity (Bonath et al., 2014) of the stimuli. Functional electroencephalographic and imaging studies indicate that cortical areas traditionally seen as unisensory (such as the core/belt region of the auditory cortex) are, together with associative areas, involved in the ventriloquist illusion (Bonath et al., 2014) . Thus, multisensory integration appears to engage multiple levels of cortical interactions, possibly across the entire hierarchy of sensory areas.
Bottleneck Issues
Even if holistic models are conceptually rich and powerful, they remain difficult to link to precise explanatory neural and synaptic mechanisms, especially via unsupervised means. Except for Grossberg's attempt to build a consistent neutrally inspired computational framework of early visual processing (Grossberg et al., 2008) , entirely bottom-up approaches have not yet produced convincing implementations of Gestalt principles. This failure was, in a way, predicted by Wertheimer in his definition of holism: ''There are wholes, the behavior of which is not determined by that of their individual elements, but where the partprocesses are themselves determined by the intrinsic nature of the whole.'' Although often opposed, Gestalt theory (calling for a holistic evaluation) and neural-based theories of object recognition are not mutually exclusive: when driven dominantly by external sensations and bottom-up activation, the cortical neuronal machinery generates an automatic interpretation of our environment through built-in mechanisms yet to be identified, whose effects contribute to the emergence of perceptual laws applicable to automatized sensing. When driven mainly by top-down expectations, the computation takes advantage of a zoo of hallucinatory states internally stored in the same networks, to extrapolate what is given to be seen (''controlled hallucination,'' as coined by Jan Koendrink [Koenderink, 2012] ). Turning these ideas into working models is still beyond reach, but hopefully possible. Below, we will try to identify the gaps that need to be filled to attain this goal.
Re-evaluation of the Receptive Field Concept
Efforts to characterize, in cortical sensory areas, the algorithms of low-level perception (as in Marr's tripartite definition) focused initially on the attributes and perceptual invariants encoded by single neurons. The dogma was that a neuron encodes the input configuration that maximizes its firing frequency (the ''neuronal doctrine'' of Barlow [Barlow, 1972] ). This paradigm naturally extended to the receptive field (RF): a neuron's RF can be defined as the region of sensory space within which the presence of a stimulus significantly modifies its activity (Hartline, 1938) . In the visual system, the RF is the region of the retina where a local change of luminance (relative to the background) modulates (enhances or suppresses) the firing rate or the probability of discharge of the recorded neuron. In the auditory system, RFs correspond to regions in physical space, in the temporal and frequency domain, or both. In the somatosensory system, receptive fields are (usually contiguous) regions of the body surface or internal organs. A special case of tactile receptive fields are those corresponding to the whiskers in rodents. This operational concept used across most sensory modalities (but see below) has provided a powerful description of neuronal responses in the visual system with an emphasis on primary visual cortex (Alonso and Swadlow, 2005) and area MT (Rust et al., 2006) , in somatosensory cortex (Estebanez et al., 2012) , and in auditory cortex (Theunissen and Elie, 2014) .
Although receptive fields are primarily a convenient way to categorize the response of neurons, they imply the existence of hierarchies of representations in which each neuron codes for a particular feature of the physical space in a static and invariant way and in which a scene can be reconstructed in a predominantly ''bottom-up'' fashion from assemblies of active neurons and the knowledge of their associated features. In particular, in the early visual system of mammalian carnivores and primates, one observes an undeniable progression in RF complexity: isotropic ''Mexican hat'' receptive fields with concentric opponent ON and OFF subfields, found in the retina or the thalamus, detect local contrast change and filter out background mean luminance. In V1, simple RFs with spatially segregated ON and OFF subfields are selective to position and contrast edge orientation, while complex RFs generalize orientation selectivity across position within the receptive field. In V2 and V4, higher-order hypercomplex cells seem to code for corners and masking singularities. Even if this simplifying scheme has been challenged, it has inspired the hierarchical organization of the most advanced models of shape recognition (DiCarlo et al., 2012) and provided adequate component filters to extract a perceptual sketch of physical shapes. Hence, piecewise RF decomposition is a powerful tool to describe the low-level skeleton of sensory percepts across subcortical and cortical areas.
This formalism is not without its problems, however. For example, the full description of a RF requires, in principle, that one tests the entire space of possible stimuli on a neuron; this is clearly impossible, especially with poorly parameterized stimulus spaces (e.g., chemicals in olfaction, natural scenes in vision). In practice, people make simplifying assumptions: for example, that a RF can be reduced to a linear filter combined with a static nonlinearity (LNP models; Figures 2A and 2B ) of varying complexity (e.g., Priebe and Ferster, 2012) . This assumption enables the use of reverse correlation techniques with broadband stimuli (e.g., white noise) to derive the filter-a process whose logic is obviously circular. Observations in primary visual cortex (Baudot et al., 2013; David et al., 2004; Fournier et al., 2011; Smyth et al., 2003) , auditory cortex (Bathellier et al., 2012; Machens et al., 2004) , and even in the retina (Hosoya et al., 2005) indicate that linear filters with a static nonlinearity poorly predict neuronal responses, especially for natural stimuli.
Linear receptive field descriptions could be extended with ''gain control'' mechanisms in retina (Solomon et al., 2006) , thalamus (Mante et al., 2008) , and primary visual cortex , which can have low-contrast enhancement functions as the ''divisive normalization'' principle (Carandini and Heeger, 2012) in which the output response of a neuron is divided by a factor proportional to the average (or the sum) firing rate of nearby neurons.
A further, mathematically more general refinement is to describe the RF as a bank of parallel linear and nonlinear subunits, using two main approaches that are, to a certain extent, equivalent mathematically: spike-triggered covariance analysis (Figure 2C ) or Volterra decomposition of responses to white noise (Fournier et al., 2011 (Fournier et al., , 2014 (Figure 2F ). Further improvements still can be gained from analysis of synaptic signals (Fournier et al., 2011) rather than spikes. Other generalized decomposition schemes have been developed (e.g., linear [Pillow et al., 2008] or nonlinear [NIM model in McFarland et al., 2013 ] models accounting for the combined activity of simultaneously recorded units and their functional interactions), with varying degrees of success ( Figures 2D and 2E ). These models are useful in that they can provide a finer functional dissection of afferent circuits to a neuron. On the other hand, they implicitly describe a neuron's response in terms of feedforward inputs, although we know that most of a cortical neuron's inputs derive largely from local reverberating circuits. This obvious conundrum is usually ignored.
Bottleneck Issues
We identify three major issues with the RF concept:
(1) Models of receptive fields fail to consider the synaptic nature of their underlying processes and the impact of local recurrent networks. Classical system theory provides spike-based phenomenological models of ''equivalent'' feedforward circuits whose predictive value is limited to the input statistics of the training set. As indicated above, the exploration of RF nonlinearities has led to a variety of models whose applicability is often limited to particular stimuli, stimulus ranges, or cortical areas. Claims that we understand 60% of the variance of visual neuron firing in V1 (Carandini et al., 2005 ) is therefore misleading, because current models do not explain spike output causally, nor do they account for the complex conductance and voltage dynamics observed experimentally (Baudot et al., 2013; Haider et al., 2010; Monier et al., 2008) . Adding higher-order correction terms may help, but it increases model complexity without guarantying success over all stimulus ranges. Because features in natural images often combine multiple orientations and spatial frequencies in one location, filtering the visual input through many nonlinear (complex-like) components (each for a specific feature) may contribute to the detection of high-order correlations of the visual scene (LeCun et al., 2015) . Combining detailed nonlinear statistical and biophysical modeling is another alternative. Known nonlinearities in the transfer between retina and cortex (e.g., rectification of retinal and thalamic outputs) are generally ignored, as Sompolinsky and Shapley (1997) pointed out. Moreover, RFs are usually described one feature at a time (orientation, direction, disparity .), whereas RF optimization should take all features into account simultaneously-a tricky problem given their sometimes conflicting impact ( Figure 2F ). (2) Receptive fields are not invariant. RFs are eminently adaptive, and the balance between their linear and nonlinear components can change with the dimensionality or the statistical properties of an input (Fournier et al., 2011; Yeh et al., 2009 ) ( Figure 2F ). This has been shown using nonlinear kernel estimation in V1 neurons for different white-noise stimulus conditions. For example, Fournier et al. (2011) showed that both the spatio-temporal extent of linear and nonlinear kernels and their relative weights depended on the spatio-temporal density of the stimulus. A possible interpretation is that the simple-like component of a RF derives from feedforward drive, complex-like components result from recurrent lateral connections, and that a neuron's best RF description depends on a variable, stimulus-dependent balance between these components. This view may be consistent with several studies (Nauhaus et al., 2008; Polat et al., 1998; Sceniak et al., 1999) , showing that the Fournier et al., 2011 Fournier et al., , 2014 . Left: decomposition method based on a Volterra expansion truncated to the second-order diagonal terms and a PCA analysis for separating excitatory and inhibitory subunits. Right: example of an intracellular recording of a layer IV stellate cell, filled with biocytin with its morphological reconstruction (bottom). Note that this simple receptive field (see linear kernel, top row) expresses at the subthreshold level (Vm) three excitatory cross-oriented subunits (see X-Y plots, middle column) and one inhibitory non-oriented subunit.
lateral propagation of activity between adjacent cortical units decreases substantially when stimulus contrast increases. If similar effects exist for stimulus spatial or temporal density, the cell apparent ''complex-ness'' would vary with the stimulus due to changes in the balance between its lateral and feedforward inputs. (3) Existing RF models only explain relatively simple response features and may not be applicable to multimodal processing. In the visual system of awake monkeys, for instance, the responses of some V1 and many V2 neurons to illusory contours match the orientation of their RF and their responses to rigid contours (see section 1). Yet these RFs generally correspond to filters applied to regions of stimulus space that are too small to account for the long-range dependencies needed for illusory contours. Beyond primary areas, neurons responsive to complex features (e.g., faces) are described using no longer physical (defined by the stimulus) but perceptual (defined by the observer) attributes; what is a RF for such neurons? More generally, the single-neuron approach seems inadequate to define the complex nonlinear transformation applied by brain circuits to map physical reality into the perceptual space. A new mathematical framework, one that goes beyond the RF concept, seems necessary.
This framework will also need to include a general way of treating multisensory interactions. Neural activity in associative areas often co-varies with signals from different sensory channels. For example, in the medial superior temporal area of the monkey extrastriate visual cortex, neurons may respond to both visual and vestibular inputs to encode head motion (Angelaki et al., 2011) . In monkey primary auditory cortex, information about sound identity carried by individual neurons is increased when those sounds are paired with images (Kayser et al., 2010) . In the posterior parietal cortex of rats trained in an auditory visual task, neurons may respond both to visual and auditory inputs, but with different multimodal covariation rules (Raposo et al., 2014) . In short, developing a general framework suitable for multisensory responses will require the co-parameterization of multiple modalities. Given the practical difficulty of doing so with single modalities, one can appreciate the problems facing us with multimodal conditions.
Dynamic Assembly Codes for Perception
The variety of response properties found in a typical sensory area of cortex suggests that the knowledge of the simultaneous state of many cortical neurons should correlate better with descriptions of perceptual representations. Measures of single-neuron responses and receptive fields classically rely on firing rates. But the timing of action potentials could also carry distributed information about a stimulus (Abeles, 1991) . If spike timing is more precise than the perceived temporal variations of a stimulus, spike timing itself could be part of the code. In this case, information would have to be decoded in a space defined by N neurons of the population and P time-bins, where P is the ratio between the shortest perceived stimulus variations and the uncompressible variability of spike timing.
Strong experimental evidence for such precise distributed spatio-temporal patterns exists in the olfactory system of insects (Laurent, 2002) . In mammals, several forms of temporal codes have been proposed. They include spike-latency codes (spike timing relative to stimulus onset) (Spors et al., 2006; Van Rullen and Thorpe, 2001 ) and spike-phase codes (e.g., relative to hippocampal theta rhythm (Huxter et al., 2003) . These paradigms can be included in the more general distributed spike-sequence codes proposed by Abeles (''synfire chain'' hypothesis [Abeles, 1991] ). The temporal precision of stimulus-locked activity in mammalian retina and thalamus neurons (2-5 ms) (Reinagel and Reid, 2000) is at least compatible with such ideas. In the motor cortex of behaving monkeys, temporal motifs have been found to be correlated with the nature of a behavioral task (Vaadia et al., 1995) and reinforcement expectation (Riehle et al., 1997) , but the functional significance of these observations (made by the external observer and not forcibly decoded by the neurons) is debated because of statistical issues (Ayzenshtat et al., 2010) and because of incompatibility (a priori) with cortical dynamics, generally unstable (London et al., 2010) .
Temporal codes have been studied in rodent olfaction, in which odor sampling is paced by active sniffing; below the timescale of sampling (the sniff period), temporal fluctuations of the input can probably not be perceived, implying that response dynamics, if they exist, do not encode stimulus fluctuations. In rodents, odorant binding to odorant receptors (ORs) varies across the ORs, leading to sequential activation of odorant sensory neurons (Spors et al., 2006) . These sequences likely contribute to the dynamic activation of the first relay neurons, the mitral cells (MCs) of the olfactory bulb (Bathellier et al., 2008) . Odor identity can be better decoded from MC assemblies using temporal than rate codes (Cury and Uchida, 2010) . Using optogenetic approaches, Haddad et al. (2013) showed that downstream neurons in piriform cortex can use temporal information to adjust their firing rate but that piriform neuron assemblies do not carry additional information in their relative spike timing (Miura et al., 2012) . Thus, the existence and use of temporal codes may be specific only to some relay stations and pathways, possibly used for specific computations. Recent studies in auditory and somatosensory cortex show a good correlation (Bathellier et al., 2012) , possibly even a causal link (Musall et al., 2014; O'Connor et al., 2013) , between cortical rate codes and perception. But the simplicity of the stimuli and the behavioral model used in these studies do not exclude the possibility that cortical structures with a high information load such as primate V1 use a sparse code based on precise spike timing, as observed during high-dimensional natural-scene stimulation (Baudot et al., 2013; Vinje and Gallant, 2000) .
Whether or not certain neurons are sensitive to the fine temporal features of their input, a pragmatic approach is to assess whether population dynamics can be related to sensation and perception. This approach has been used successfully in olfaction, in which stimulus space cannot be parameterized, making RF approaches intractable. Population state analysis requires simultaneous recordings from large and representative sets of neurons in an area of interest (e.g., using multielectrode arrays or optical indicators). It then aims at comparing the representations of stimuli using neural population metrics to infer the structure of sensory, perceptual, or behavioral space. This approach skirts the complex issue of deriving mathematical models of receptive fields to fit the data, but developing it into a predictive tool remains a challenging task (Rabinovich et al., 2008) . Population analysis has been extensively applied to the olfactory bulb of fish (Friedrich and Laurent, 2001) , locust (Stopfer et al., 2003) , and the mouse (Bathellier et al., 2008) . It revealed that olfactory representations display strong temporal dynamics even during constant stimuli, suggesting that the dynamics are part of the olfactory representation. With population metrics and dimensionality reduction techniques, similarity between stimulus representations could be estimated, and subspaces corresponding to representations of the same odorant at different concentrations were identified (Stopfer et al., 2003) , providing means to address the difficult question of concentration invariance in olfactory perception.
Population analysis techniques have recently been applied to rodent auditory cortex (Bathellier et al., 2012) . Auditory cortex studies contributed two important pieces of information. First, activity in sensory cortex includes spontaneous but coordinated and complex activity patterns that may reflect a repertoire of intrinsic cortical dynamics with consequences on responses to sensory input (Luczak et al., 2009 ). Importantly, sound-evoked cortical dynamics evolve in discrete steps when sounds are varied gradually (Bathellier et al., 2012) (Figure 3) . Altogether, these data suggest that cortical circuits not only respond to their inputs but produce their own dynamics in which sensory representations are embedded, possibly resonating within specific ''attractor'' states. Further investigation will be required to fully understand the interplay between intrinsic circuit dynamics and neural coding in cortex, but an interesting working hypothesis could be that the attractors of cortical dynamics represent elementary tokens of percepts. Bottleneck Issues While increasing evidence points toward the existence of coordinated dynamics in cortical circuits involving large cell assemblies during perception, a difficult challenge still to overcome is to prove their importance in perception. Development of large-scale recording techniques and population analysis methods is one important aspect, but as much as receptive field approaches, which they generalize, they will detect only correlations between brain activity and perception. This will be enough to infer new algorithms potentially at play in sensory cortex. But to prove that these algorithms are sufficient to generate perception, two important tests should be performed. On one side, candidate algorithms should be explicitly simulated to assess whether they can quantitatively help reproducing perceptual capabilities (e.g., object recognition) in a well-controlled theoretical setting, thereby demonstrating that these algorithms perform the expected computations (in Marr's sense). On the other side, to show their causal involvement in perception in the living system, the ideal experiment would be to show that, by replaying some spatio-temporal activity pattern within or across brain areas, one is able to trigger the emergence of the same percept actually reported during observation of this very pattern. Such a Gedanken experiment, and quantitative tests on the impact produced by changing the firing rate or even jittering the individual spike timing of cells composing the same assembly, were already proposed by Christoph von der Malsburg (von der Malsburg, 1986) and may become possible in the near future. Cortical activity ''re-encoding'' experiments based on optogenetic techniques, in which an illusory percept is produced by direct cortical stimulation, recently started to be tractable in rodents using optogenetics for very simple percepts such as object detection (O'Connor et al., 2013) with the whisker system. So far, current optogenetics is only able to precisely control the timing of spikes on small or large populations of neurons, potentially identified by genetic markers. However, creating precise spatio-temporal sequences at a scale of the network that can be relevant for a general percept is still a serious issue despite the significant technical advances recently obtained using spatial light modulators permitting the asynchronous activation of tens of individual cells over a few hundred microns in awake mice (Szabo et al., 2014) .
From Functional Principles to Neural Architectures for Perception
Beyond the determination of algorithm principles (in David Marr's sense) that may underlie perception, another fundamental question is their biological implementation. We here review a few examples in which sensory processing principles could be explained by particular cortical architectures and discuss the generality of these architectures across senses and species. As a first example, an important principle of visual processing is ''spatial opponency,'' which corresponds to suppressive effects across features (contrast, motion, color contrast, orientation contrast, center-surround) located nearby in the retinotopic space (e.g., center-surround RF from retina to cortex). This effect can be mathematically written as a convolution with a Mexican hatshaped filter equivalent to the opposite of the second-order spatial derivative in visuotopic space (Ratliff, 1965) . The role of such operator is to emphasize local contrast and this type of motif explains the Mach band illusion ( Figure 1B) (Ratliff, 1965) . It also approximates the Gaussian Laplacian operator used in artificial vision to extract edges and contours (Marr, 1982) and plays a role in orientation selectivity. ''Spatial opponency'' can be implemented in topographically organized circuits by the spatially localized lateral inhibition architectures ( Figure 4A ), which are observed in many sensory circuits including primary sensory neocortical circuits. Such architectures correspond to various forms of either feedforward or recurrent inhibition ( Figure 4B ) when the interneurons involved send connections mostly to spatially close cells (i.e., with neighboring and similar RF, e.g., Figures 4C and 4D ). This type of lateral inhibition is found in many different sensory structures, such as the retina or primary visual cortex in mammals, with sometimes further refinements. For example, in cat, ferret, and macaque, orientation selectivity in simple cells in the thalamo-recipient layer 4 (4Cb for the macaque) is known to result from a push-pull circuit in which the excitatory neurons receive inhibition from similarly orientation-tuned interneurons but in opposition of phase ( Figures 4E and 4F) (Troyer et al., 1998) .
While local connectivity motifs such as lateral inhibition underlie the extraction of precise local relationship in a visual scene and probably explain the core of receptive fields in V1, it is unlikely that they account for the emergence of global percepts based on inputs spanning large retinotopic distances. However, the later may in part result from long-distance connectivity motifs in the cortical circuit, so as to bind together elemental visual features in a meaningful way ( Figure 5A ). In higher mammals (tree shrew, ferret, and cat as well as non-human primates) reconstructed pyramidal cell axons that remain within the gray matter extend over several hypercolumns (up to 6-8 mm in the tree shrew [Bosking et al., 1997] ; in the cat [Gilbert and Li, 2012] , but see Martin et al. [2014] ). Supposedly, these long connections modulate the response gain of the local circuits (i.e., hypercolumn), inducing often suppressive effects although particular center-surround stimulus conditions can induce specific boosting (Sillito et al., 1995) .
In spite of this uncertain status, horizontal connectivity has long been presented as the biological substrate of iso-preference binding. This functional organization principle is derived from a developmental canonical rule which posits that ''who fires together (or is alike) tend to wire together'' and has been implemented successfully by LISSOM models to account for the development of lateral connectivity in sensory cortical maps (Miikkulainen et al., 2006) . At the psychophysical level, this view corresponds to the perceptual ''association field'' ( Figure 5B ) (Field et al., 1993) . This concept assumes the facilitation of collinear and, to a lesser extent, co-circular spatial integration of oriented contrast edges. This elegant psychophysical hypothesis accounts in humans for the ''pop-out'' perception of smooth contiguous path integration even when immersed in a sea of randomly oriented edge elements (Field et al., 1993) ( Figure 5A ) and the facilitation of target detection by highcontrast co-aligned flankers (Polat and Sagi, 1993) (Figure 5A) . At the neuronal level, this view is supported by the electrophysiological demonstration of a ''neural facilitation field'' (Gilbert and Li, 2012) corresponding to a boosting of the response gain to an optimally oriented contrast edge within the classical RF when flankers were simultaneously flashed in the immediate ''silent surround'' and co-aligned along the preferred orientation axis of the recorded cell ( Figures 5C and 5D) . Remarkably, this gain-control effect seems to depend on top-down signals, as it is weakened by diverted attention and suppressed by anesthesia (Li et al., 2006) .
Further evidence and understanding comes from intracellular data and VSD imaging in the anesthetized cat, demonstrating long-distance propagation of visually evoked subthreshold activity through lateral (and possibly feedback) connectivity outside the classical receptive field (intracellular: Bringuier et al., 1999; Fré gnac, 2012; VSD: Benucci et al., 2007) . More recently, both techniques have been combined to show that a critical threshold of spatial synergy and temporal summation has to be crossed before the impact of the long-range interactions (in the mV range) can be functionally detected (Chavane et al., 2011) . Taken together, these studies suggest the existence (in higher mammals) of structuro-functional collinearity biases, intrinsic to V1 and present at a subthreshold level in the anesthetized brain, which require attention and feedback from higher cortical areas to be expressed at a spiking level. No evidence for such circuits has been found in the rodent. Bottleneck Issues One difficulty in identifying canonical motifs is that the functional expression of cortical circuits adapts continuously to the statistics of the sensory environment. Moreover, most associative plasticity algorithms have been introduced to build distributed memories of our environment, during development or learning (review in Fré gnac, 2003) . Their implication in perception itself, although envisioned by James and Hebb, remains largely unexplored. The dominant plasticity algorithms are derived from correlation-based rules (Bienenstock et al., 1982) , which extend beyond Hebb's principle, and are often seen as a universal set of recipes to build long-lasting assemblies or reinforce causal chains in processing. Although earlier work focused on synchrony (with a ± 50 ms temporal contiguity window (e.g., Baranyi and Fehé r, 1981 ), the refinement of in vitro techniques showed that the temporal order of pre-and postsynaptic spikes is critical for the sign of the synaptic change. The experimentally defined Spike-Timing-Dependent Plasticity (STDP+) rule that is used in most computational models is a modified Hebbian rule ( Figure 6A ) that includes a potentiation part when the postsynaptic spike follows shortly the presynaptic spike (necessary for strengthening causal links) and a depression part for the reverse order association (necessary for network stability) (Bi and Poo, 1998; Markram et al., 1997) . However, its ubiquity remains debated since other forms of STDP have also been observed, where the ''causal'' pre / post spike sequence induces depression and the reversed sequence (post / pre, or ''anti-causal'') induces potentiation (Bell et al., 1997; Fino and Venance, 2011; Letzkus et al., 2006; Safo and Regehr, 2005) (Figure 6A ). There also exist synapses with symmetric STDP between layer IV spiny stellate cells in layer 4 of S1 cortex (Egger et al., 1999) .
Interestingly, similar STDP rules have been proposed by some daring theoreticians (Von der Malsburg, 1981) to operate also on fast timescales (tens of milliseconds), compatible with the waxing and waning of a percept. The fast reversible form of STDP that relates the best to perception is anti-Hebbian (STDPÀ). It has been described in vivo and in vitro in the electrosensory lobe (ELL) of the mormyrid electric fish (Bell et al., 1997) and should not be confounded with classical LTD, in view of the fast time constant and the self-erasing feature of negative STDP ( Figure 6A ).
The originality of the STDPÀ rule as a decorrelation algorithm reducing input redundancy was theoretically envisioned first in the context of the visual system (Barlow and Foldiak, 1989) . But it was first demonstrated experimentally in the ELL of the fish (Bell et al., 1997) in neurons that compare the current sensory input (electric field image encoded by electrosensory afferents to the ELL) and the efference copy signal (originating in the electric (Liu et al., 2010) . Stimulus selectivity in the rodent cortex emerges from a temporal shift in the timing of excitation relative to inhibition. (E) Push-pull in cat, ferret, and higher mammals (adapted from Troyer et al., 1998 and Jens Kremkow, with permission): prototypic recurrent network model of layer 4 in the mammalian visual cortex ''V1'' with correlation-based connectivity implementing the push-pull receptive field organization. Inputs from the LGN provide direct excitatory (push). In cat V1, inhibitory neurons project preferentially to neurons having a receptive field phase difference of around 180 , effectively implementing the pull inhibition. Note also the intracortical reciprocal inhibition between inhibitory I1 and I2 neurons and the intracortical excitatory amplification for E1 and E2 neurons. (F) Generalized forms of push-pull architectures: the push-pull organization demonstrated for spatial phase can be hypothetically generalized to other dimensions than space such as orientation and direction (Monier et al., 2003 (Monier et al., , 2008 fish from premotor neurons of the electric organ). The efference copy updates the integration of the new sensory input by subtracting the previous sensory reafference. The resulting functional impact is to depress the transmission of inputs whose occurrence reflects past evoked discharge and to strengthen unexpected information arising from the environment (Bell, 1981) . The generalization of this fast-acting adaptive rule to other sensory systems during sensory exploration suggests a plausible model for the cortical the visuo-oculomotor system of higher mammals. One can envision (as developed in Figures 6B and 6C ) that an efference copy generated by saccadic oculomotor activity planning in higher mammals (Crapse and Sommer, 2008) filters out in the early visual system the predictable retinal changes due to voluntary movements. This would imply that synapses onto thalamus and perigeniculate cells, which convey the contextual feedback or prediction from the cortex, obey STDPÀ rules acting on the timescale of a percept (100 ms), which remains to be demonstrated. Since re-entrant cortico-thalamic loops are shared by many sensory systems (review in Briggs and Usrey, 2008) this idea could extend to other sensory modalities.
Together, the examples of connectivity schemes and possible diversity of fast plasticity algorithms presented above show the difficulty of assigning particular circuit motifs to every receptive field properties or operators (e.g., feedforward ON-OFF kernels [Vidyasagar and Eysel, 2015] , lateral diffusion kernels, or cortico-thalamic feedback kernels) or even to the non-stationarities and context dependencies of receptive fields as mentioned earlier (long-range lateral connections). The same circuit can have facilitatory or depressive effect depending on the considered timescale and sensory context. What makes it difficult to extend our (Field et al., 1993) . Bottom: facilitation of detection of a low-contrast vertical Gabor element induced by the simultaneous presentation of co-aligned high contrast flanker elements (Polat and Sagi, 1993) . (B) Hypothetical association field induced by an oriented element through lateral interactions (Field et al., 1993) . (C) The ''iso-functional binding'' hypothesis (adapted from Gilbert and Li, 2012 ). An individual superficial layer cortical pyramidal cell forms long-range connections that extend many millimeters parallel to the cortical surface. Long-range connections (> 500 mm from the injection center) tend to link columns of similar orientation preference. (D) The ''neural facilitation field'' (Gilbert and Li, 2012) . Left: the responses of V1 neurons are amplified in the awake behaving monkey by collinear contours extending outside the RF. Introducing a cross-oriented bar between the collinear segments blocks the contour-related facilitation. Right: two-dimensional map of facilitatory (blue) and inhibitory (red) modulation of the response to an optimally oriented line segment centered in the RF (horizontal white bar). The spiking modulation is suppressed by anesthesia.
understanding of the circuit bases of perception is, first, that the algorithmic principles of fast reversible plasticity are not fully elucidated (see above), and second, that a large diversity of circuit motif and mechanisms exists across senses and species.
We have seen that certain circuit principles (e.g., lateral inhibition) depend on the precise, topographic organization of the encoded features. Examples of topographically organized cortical modules exist in various species and sensory modalities: the whisker barrels in rodents, the visual hypercolumns in higher mammals, as well as the blob and interblob patches in the visual cortex of primates. Although their role is not fully elucidated (Horton and Adams, 2005) , the existence of these modules may reflect the need to organize large flows of information in a way that eases the application of relational rules between elements of the unisensory scene and extract invariant representations (Kavukcuoglu et al., 2009) . To take one concrete example, rodents that are often nocturnal or extensively travel in underground tunnels (like rats or mice) require well-structured tactile perception through their whisker pads. However, what is required for haptic perception does not seem to be needed for vision in rodents: accordingly, even if neurons of the visual cortex of the rodent exhibit orientation tuning, they are not spatially clustered according to their orientation preference (Ohki et al., 2006) . This ''salt and pepper'' organization of V1 in the rodent contrasts with the continuous orientation preference domains observed in diurnal predators such as cats and non-human primates. This difference in architecture may preserve some general principles of network organization between rodents and more visual mammals with orientation preference maps. For example, increased connectivity probability between cells with similar feature selectivity exist both in mice (Cossell et al., 2015) and in cats or ferrets on the scale of an hypercolumn (but see above for species-specific constraints for longer-distance connectivity). But in mice, due to the salt-and-pepper organization, feedforward inhibition colocalized with excitation dominates in contrast to the spatial segregation of excitatory and inhibitory sources mediating the push-pull organization of thalamo-recipient RF in layer 4 in the cat and ferret and layer 4b in monkey V1 (Figures 5D-5F ). In mice, interneurons receive inputs from cells with different orientation tuning (Bock et al., 2011) and therefore control the global response gain rather than the sharpness of orientation selectivity (Atallah et al., 2012) , which is poor in mouse cortex and mostly arises from thalamic inputs (Lien and Scanziani, 2013) . This interspecies shift in microcircuit architecture, where functional selectivity may be already established in thalamus for rodents, while requiring cortex for higher mammal, is reflected at the computational level, considering for example the much higher orientation detection performance in cats and primates than in mice (Andermann et al., 2010) .
Along the same line, long-distance projections of cortical neurons may also serve very different functions in rodents compared to higher mammals. Recent connectomics studies show that, in the rodent cortex, axons from primary sensory areas can massively reach motor or decisional areas and vice versa (Zingg et al., 2014) . In ferret, cat, and tree shrew, long-range connections prevalently intrinsic to the same primary area, e.g., V1 for vision, are superseded by a stronger involvement of cortico-cortical feedback in non-human primates (Angelucci et al., 2002) and in humans. In primates, the reach of long-distance axons is limited to the representation of only a few degrees in foveal vision, and cortico-cortical loops may be required to go beyond this spatial diffusion boundary. The selective pressure produced by the refined grain of the retinotopic map in primates (resulting in an increase in retino-cortical magnification factor) and the relative size increase of cortical areas may render very long-range intrinsic horizontal axons ineffective (possibly too slow, too diluted, or too expensive) to mediate long-distance center-surround interactions in the visual field. Therefore, these lateral interactions are established in primates via higher areas at the expense of intra-V1 connectivity.
Finally, interspecies differences also exist for the circuits processing multisensory information. In primates, very few neurons project directly from one primary sensory area to another (Falchier et al., 2002) , and multimodal responses remain subthreshold except during precise spatial or temporal coincidence (Stein and Stanford, 2008) . In rodents, cross-modal connectivity is strong across primary sensory areas (Laramé e and Boire, 2014) and leads to suprathreshold responses (Olcese et al., 2013) . Hence, the classical view of segregated feedforward streams of unimodal sensory information before associative areas is mostly applicable to higher vertebrates and not so much to the rodent. In the rodent, multimodal interactions can reshape unisensory representations already in primary cortical areas, potentially building cross-modal associations with a lower level of complexity than associations between sensory modalities made by primates.
These examples together show that it is unavoidable to choose a comparative approach in the search for the archetypal circuits of perception and discriminate, based on structural and ecological evidence, the common principles from the circuit motifs that reflect a particular use of a sensory modality.
Conclusion
This overview illustrates the complexity of explaining perceptual processes in terms of realistic neural-based architecture and rules. A bottom-up strategy on its own seems doomed to fail; conceptual approaches must be developed to reduce structural complexity (see Box 2).
Current observations and models suggest that the psychological laws of visual ''pop-out'' non-attentive perception rely principally on the internal architecture of primary sensory areas expressed through recurrent and horizontal connectivity and probably shaped by correlation-based associative synaptic plasticity. This architecture would enable the self-organization and propagation of activity that ultimately facilitate plausible feature associations. The rewiring of horizontal connectivity in auditory cortex of the developing ferret induced by the forced reinnervation by visual afferents (Sharma et al., 2000) after lesion of the normal subcortical afferent pathway, and turning it functionally in a visual cortex, is today the most impressive demonstration of the versatility of sensory cortical modules.
Experimentally, the technical possibility of recording simultaneously large assemblies of functionally identified neurons with millisecond precision opens a new era. On the theoretical front, many paths exist toward modeling the sensory brain, even in cases as seemingly simple as unimodal, low-level perception and form recognition in the absence of behavioral attention. Others argue for ''top-down'' approaches, via the abstract mathematical modeling of network-scale cortico-cortical and corticothalamo-cortical loop architectures (Bastos et al., 2012; Mumford, 1991) . They often describe the brain as a Bayesian inference device. This approach works well to describe the computation (in Marr's sense), but it fails to identify algorithms and underlying circuits. What is missing is a ''middle-out'' approach that can identify plausible models to link architecture and cognition.
Large-scale brain initiatives (The Allen Institute, The Human Brain Project) are currently developing data collection pipelines and computational infrastructures mostly driven by a bottomup approach. This conceptual ''prior'' takes its ground in the ''cortical column'' ideation simulated in the Blue Brain Project (Markram, 2012) . It runs on the assumption that a detailed ''bottom-up'' reconstruction and exhaustive simulation of neuronal elements will eventually reveal canonical microcircuits, from which the laws of perception will emerge. In this latter formulation, these circuits are seen as innate building blocks of knowledge for perception that are combined during learning to form complex Lego constructs composed in such a way as to engram new memories (Markram and Perin, 2011) . The merit of this bold approach in the rodent is that paradigms developed with primates (see the inspiring work of Bill Newsome and colleagues that linked neurometric and psychometric perceptual measures [Britten et al., 1992] ) are now being applied to rodents with measurable success (Bathellier et al., 2012; Musall et al., 2014) . But to avoid the trap of nested complexity, it remains necessary to extract generic principles (Marr's algorithmic level) and obtain modeling simplifications. In this vein, one should be careful not to force homologies (between distant species) that may not always exist, and one should take advantage of the diversity of experimental systems, many of which have been driving the field: the cat visual and somatosensory cortex for visual perception and early associative memory storage (Spinelli and Jensen, 1979) , the rat hippocampus and entorhinal cortex for navigation-related computation (Moser and Moser, 2013; O'Keefe and Recce, 1993) , the electric fish electrosensory lobe for perceptual filtering and novelty detection (Bell, 1981) , the insect olfactory system for associative learning of dynamic sensory representations (Cassenaer and Laurent, 2012) . We remain convinced of the importance of ''simpler'' organisms to discover canonical principles. ''New directions in Science are launched by new tools much more often than by new concepts'' (Dyson, 1997) . The development of optogenetics (mostly in rodents) and its undeniable usefulness has triggered an historical change in strategy in the study of sensory perception. The pressure to standardize and the attraction of ''big data'' have led, too quickly in our view, to a loss of perspective on diversity and evolution.
In this regard, the choice of the mouse model to study mammalian vision seems odd to us. For example, the otherwise laudable goal to industrialize and standardize data collection could lead to a great impoverishment of visual protocols if one is not careful enough. Recent studies show that the mouse visual system seems to depend heavily on locomotion (Niell and Stryker, 2008) , and the generalized use of ''running-on-a-ball'' paradigms have set a new sensory-motor behavior standard, far from natural exploration behavior (Wallace et al., 2013) . By replicating pioneering experiments showing that active exploration is needed to induce visually guided reaching behavior in kittens deprived of vision (Hein and Held, 1967) , Stryker and colleagues identified in the rodent a specific ascending circuit, driven by locomotion, and controlling sensory-induced plasticity. However, if the whole-body locomotion seems needed in rodents, eye movements and their proprioceptive inflow suffice in higher mammals (Buisseret et al., 1978) . In general, no report of a tight relation between locomotion and vision has been confirmed in cats, ferrets, and non-human primates in which primary sensory and motor cortices are separated by numerous secondary and associative areas (Markov et al., 2013) . Hence, mouse vision might acutely illustrate the species specificity of sensory-guided behavior (see section 6).
Comparative studies show that primate brains are not simply inflated versions of rodent brains. As underlined by Anthony Movshon (Movshon, 2013) , typical long-distance axons in rodents do not only remain within their cortical area of origin as in the ferret or the cat and rather tend to link multiple areas, sensory, limbic, and motor. If long-range connections underlie our ''perceptual grammar,'' mice may actually have a very different perceptual language than higher mammals.
But if, as we argue, the choice of rodents as the reference model may be a deceiving alley for studying visual processing, it may come at its advantage when searching for mechanisms responsible for olfaction, tactile sensing, or multimodal integration. The reduced size of the computational sheet makes that the higher visual cortical areas of the mouse abut directly other primary areas such as S1 and A1, with their interfacing border constituting an ideal site for multimodal integration (Laramé e and Boire, 2014) . This strong connectivity results in suprathreshold multimodal interaction even in mouse primary sensory cortex (Olcese et al., 2013) , whereas such influences are subthreshold in primates (Stein and Stanford, 2008) . In that respect, the mouse may offer interesting opportunities to understand the functional significance of heteromodal influences in primary areas, otherwise present but silent in primates.
Hence, future progress in data-driven modeling of unimodal and multimodal perception will depend on a judicious choice of experimental models, on the simultaneous acquisition of neural data at many spatial and temporal scales, and on the definition of naturalistic sensory input benchmarks that meaningfully constrain quantitative data-driven simulations. These goals emphasize the inescapable roles of well-designed experiments and of comparative approaches.
