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Abstract
LiDAR data is becoming increasingly essential with the rise of autonomous vehicles. Its ability to provide 360 deg
horizontal field of view of point cloud, equips self-driving vehicles with enhanced situational awareness capabilities.
While synthetic LiDAR data generation pipelines provide a good solution to advance the machine learning research on
LiDAR , they do suffer from a major shortcoming, which is rendering time. Physically accurate LiDAR simulators (e.g.
Blensor) are computationally expensive with an average rendering time of 14-60 seconds per frame for urban scenes.
This is often compensated for via using 3D models with simplified polygon topology (low poly assets) as is the case of
CARLA (Dosovitskiy et al., 2017). However, this comes at the price of having coarse grained unrealistic LiDAR point
clouds. In this paper, we present a novel method to simulate LiDAR point cloud with faster rendering time of 1 sec
per frame. The proposed method relies on spherical UV unwrapping of Equirectangular Z-Buffer images. We chose
Blensor (Gschwandtner et al., 2011) as the baseline method to compare the point clouds generated using the proposed
method. The reported error for complex urban landscapes is 4.28cm for a scanning range between 2–120 meters with
Velodyne HDL64-E2 parameters. The proposed method reported a total time per frame to 3.2± 0.31 seconds per frame.
In contrast, the BlenSor baseline method reported 16.2± 1.82 seconds.
Keywords: LiDAR, Point Cloud, BlenSor, Synthetic
Figure 1: A synthetic LiDAR sample of an urban city setup. The
proposed method rendered the scene in 4 seconds on Blender 2.79.
BlenSor rendering of the same scene took 58 seconds. The average
RMSE error between two scenes is 8.5 cm.
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1. Introduction
The 2D perception tasks in self-driving cars, such as
object detection and semantic segmentation, have been in-
creasingly improved over the past few years. One of the
main reasons for the improvement, is the recent advance-
ments in deep neural network architectures and models, as
well as the availability of large amounts of annotated data
for such tasks (Cordts et al., 2015; Geiger et al., 2012; Ros
et al., 2016). On the other hand, 3D perception tasks are
still lagging behind. This is mainly because of the scarcity
of available annotated datasets.
Recently, a promising approach, for tackling the data
problem of the 3D perception tasks, was proposed (Doso-
vitskiy et al., 2017; Gschwandtner et al., 2011; Shah et al.,
2017). It is the utilisation of photo-realistic simulators and
simulated 3D ranges sensors, such as LiDARs, for generat-
ing virtually unlimited amounts of labelled 3D point cloud
data (Fang et al., 2020; Gaidon et al., 2016; Griffiths and
Boehm, 2019).
However, the available simulators are still suffering from
a number of challenges. For example in CARLA simula-
tor (Dosovitskiy et al., 2017), the meshes are simplified
and/or low poly assets of urban traffic objects are used,
in order to minimise the rendering time for point clouds
of the scene. Thus, the resulting point clouds are missing
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Figure 2: a) Proposed workflow on a reference 3D model. The F, S, T 3D extrusions represent front, side and top views, respectively. The
scene is rendered using an equirectangular 360 deg camera. Only Z-buffer is obtained and visual fidelity effects turned off for efficiency. The
equirectangular depth map is mapped to spherical coordinates θ, φ. The depth values at the corresponding Cartesian coordinates are used to
set the distance off the simulated LiDAR point. The illustrated scan assumes [−pi
2
, pi
2
] vertical FOV. Practical sensors choose a predefined set
of vertical angles. b) An example showing how the unit sphere is carved into the point cloud. The sphere radius is multiplied by 50 meters
for illustration.
a lot of the details and realism exist in other simulators
which leads to the domain shift problem tackled in (El-
madawi et al., 2019; Saleh et al., 2019, 2018a). Another
3D sensor simulation framework, BlenSor, which does not
suffer from the aforementioned problem, still required ex-
tended time duration for rendering only one point cloud
scan (roughly 60 secs). Therefore, in this paper, we are in-
troducing a novel approach that combines the best of the
two worlds of (CARLA and BlenSor), where our approach
can realistically simulate 3D LiDAR point cloud scans us-
ing much lower rendering time (roughly 1 sec). Our ap-
proach relies on equirectangularly projecting the Z-buffer
of the rendered scene; then UV unwrapping is used, to fold
the scene onto a unit sphere; and finally, adjust the depth
of each point on the sphere using the depth value from the
Z-buffer.
The rest of this paper is organised as follows. Sec-
tion 2 gives an overview about how rendering of LiDAR
point cloud, in simulators, works. Section 3 introduces our
novel approach for fast realistic LiDAR rendering. Sec-
tion 4 presents experiments and results and finally, Sec-
tion 5 concludes and introduces future work.
2. Simulated LiDAR Rendering
There are several solutions for simulating LiDAR out-
put. BlenSor is perhaps the pioneering solution which
started the new wave of LiDAR simulations. One suc-
cess factor behind the popularity of BlenSor is due to
its implementation as a Blender add-on which guaranteed
a seamless integration within Blender 3D modelling tool.
However, the popularity of BlenSor did actually spike due
to its ability to simulate different depth imaging sensors
including the structured light near infrared and time-of-
flight depth sensors (e.g. Kinect and Kinect 2, respec-
tively). The implementation of these two types of depth
imaging sensors and the seamless integration with an open
source 3D modelling and animation tool benefited the com-
puter vision research community with the hype around
RGB-D cameras. Despite its expensive rendering time,
the BlenSor framework was proven effective in many appli-
cation domains such as workplace safety (Abobakr et al.,
2019b, 2017; Haggag et al., 2014, 2017b; Nahavandi and
Hossny, 2017), fall detection (Abobakr et al., 2019a, 2018),
and even animal detection (Haggag et al., 2017a; Saleh
et al., 2016, 2018b).
In general, LiDAR simulation relies on different ray
casting algorithms (Roth, 1982). The main idea behind
these algorithms is to extend a line from the location of
the simulated LiDAR sensor and reporting back the the
intersection point with polygons of 3D objects in the sim-
ulated scene. This method, however, suffers from expo-
nentially increasing rendering time as the scene becomes
more complex. In an urban simulation, for example, one
frame would take 45–70 seconds to render, as shown in
Figure 1. Rendering LiDAR point clouds of buildings and
grounds are fairly straightforward because of their simple
mesh topologies. A fair amount of the rendering time is
actually spent on the finer elements in the scene, such as
trees, lamp posts, and other props. However, rendering
the point clouds for vehicles and pedestrians is the most
computationally expensive, due to the number of polygons
per object (3-8K polygons).
The number of polygons per object is a well known
aspect for 3D artists and video game designers. This is
why, in these industries, it is considered best practice to
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reduce the number of polygons per object (low-poly) and
compensate the degraded fidelity using material compo-
sition, shaders and textures. With the rise of deep rein-
forcement learning and machine learning models, targeted
at autonomous driving, these methods were utilised in op-
timising the simulated LiDAR sensors in the new wave of
urban driving simulators such as CARLA (Dosovitskiy
et al., 2017) and AirSim (Shah et al., 2017). However,
while these methods solve the problem for rendering aes-
thetically acceptable scenes, they are not acceptable for
rendering point clouds.
The major breakthrough in the new real-time render-
ing engines such as Unity (Juliani et al., 2018) and Unreal
Engine (Karis and Games, 2013) was that they did not
rely solely on compensating the reduced look and feel of
the low-poly 3D models with advanced materials. These
engines also introduced several rendering shortcuts to re-
duce the computational cost of light bouncing, reflections,
shadows and ambient occlusions. In fact, these extra as-
pects of the 3D rendering pipeline were the main moti-
vation behind developing the ray casting rendering algo-
rithms back in the 1980’s (Roth, 1982). With offline pro-
cessing of these scene enhancing aspects (also known as
baking), the 3D game engine can achieve real-time frame
rates with aesthetic quality close enough to the ray casting
results. These improvements and shortcuts then allowed
deploying sophisticated scenes into the virtual realty realm
while rendering 360 deg live imagery at 90 frames per sec-
ond (FPS) (Jerald et al., 2014; Martinez-Gonzalez et al.,
2018).
3. Proposed Synthetic LiDAR Rendering
From a LiDAR rendering perspective, having an accu-
rate point cloud representation of the mesh topology of
the 3D objects, is of the utmost importance. This allevi-
ates the need for running the computationally expensive
ray casting algorithms. What is actually needed is the
depth map (z-buffer) which is calculated very efficiently
using the perspective projection camera equations (Baker
et al., 1997). In the proposed method, we make use of the
360 deg rendering to obtain a z-buffer of the scene. We
then wrap the generated imagery on a UV-sphere. Finally,
we carve out the depth-mapped UV-sphere to obtain the
point cloud.
3.1. Spherical UV Mapping
A UV-sphere is the simplest mesh representation of a
3D sphere. It relies, mainly, on the topological represen-
tation of 2−sphere where every 3D point (x, y, z) ∈ R3 on
the surface of the sphere is represented with two spheri-
cal coordinates, that is latitude φ and longitude θ and is
defined as
x = r sin θ cosφ (1)
y = r sin θ sinφ (2)
z = r cos θ, (3)
where r is the radius of the sphere. In this work, we are
using unit sphere with r = 1 to map the z-buffer of a
360 deg rendering of the scene.
An equirectangular unwrapping of a unit sphere simply
maps the Cartesian coordinates (x, y, z) onto a 2D surface
with planar coordinates (u, v) ∈ R2 where
u = pi + tan−1
x
y
(4)
v =
pi
2
− sin−1 z, (5)
assuming the poles of the UV unit sphere are aligned along
the z−axis.
In computer graphics, these equations are typically
used to map textures to a sphere (Schro¨der and Sweldens,
1995). To that end, if we have an M × N texture image
IM×N [u, v] with depth information we can obtain (x, y, z)
coordinates laying on the sphere. Using the depth infor-
mation in the texture (distance from the simulated LiDAR
sensor) by adjusting the radius of each point r = I[u, v]
and thus carving the unit sphere into the LiDAR point
cloud as shown in Figure 2.
3.2. LiDAR Parameters
The equirectangular UV-mapping allows us to simplify
the mapping of LiDAR parameters by adjusting the reso-
lution of the equirectangular depth map. The horizontal
δφ and vertical resolution δθ are simply a scaling factor
of the equirectangular depth-map’s width and height and
is calculated based on the reported specifications of the
LiDAR sensors as
N =
LiDAR H.FOV
δφ
(6)
M =
LiDAR V.FOV
δθ
, (7)
where N is the number of rays cast horizontally and M is
the number of the vertical laser sensors in the simulated
LiDAR (i.e. number of channels). It is worth noting that
practically, LiDAR sensors rarely distribute the vertical
field of view equally. Instead, they have predefined incli-
nations of the laser emitters and their respective sensors.
3.3. Point Cloud Construction
As shown in Fig. 2, the rendering workflow starts with
rendering an equirectangular depth map into a point cloud.
For any 360 deg sensor SθM ,φNθ0,φ0 with a horizontal field of
view (θ0, θN ] and a vertical field of view (φ0, φM ] we need
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Figure 3: Effect of vertical resolution M in Eq. 7. Error is measured as RMSE between the proposed method and the baseline (BlenSor) and
is rounded in centimetres. Visualised error (in red) is squared and normalised by the ground truth for illustration. Best viewed in colour.
an equirectangular panoramic rendering ID,LM×N (u, v) with
similar field of view parameters, where D and L denote
to depth and label maps, respectively. When constructing
the point cloud, we assume an M×N 2D mesh grid GM×N
as the Cartesian product of u = (θ0, θM ] and v = (φ0, φM ]
as
GM×N = (θ0, θM ]× (φ0, φN ]
= {〈θ0, φ0〉 , ..., 〈θu, φv〉 , ..., 〈θN , φN 〉} ,
for u, v ∈ (θ0, θM ], (φ0, φN ]
The 2D UV coordinates in the assumed grid are then used
to construct and carve a unit sphere using Eq. 3 as
xu,v = I
D(u, v) sin θu cosφv, (8)
yu,v = I
D(u, v) sin θu sinφv, (9)
zu,v = I
D(u, v) cos θu, (10)
lu,v = I
L(u, v), (11)
where lu,v is the label for all < u, v >∈ GM×N and where
ID,L is the equirectangular depth and label maps, respec-
tively. The proposed approach allows adjusting the angu-
lar resolution by modifying the dimensions M,N of the
equirectangular depth and label maps. The vertical di-
mension M is particularly important to correct for the
vertical misalignment problem.
3.4. Vertical Resolution and Angle Misalignment
In order to demonstrate the effect of equirectangular
vertical resolution on the alignment of the vertical LiDAR
channels, we designed a simple scene with the simulated
sensors placed at the centre of a 200 m cube. We set
the vertical FOV to 180 deg and number of channels to 8
and 64 to simulate coarse and fine point cloud scenarios.
The same setup and parameters were used for the BlenSor
baseline. The controllable parameter in this experiment
is the vertical dimension of the rendered equirectangular
depth map M in Eq. 7. Figure 3 demonstrate the vertical
misalignment problem associated with using lower verti-
cal resolution (Fig. 3). The reason behind this problem
is the low number of vertical lines in the equirectangular
depth map which results in a polygonal UV-sphere and af-
fects the point cloud projection accordingly. As shown in
Fig. 3, the RMSE error drops exponentially as the verti-
cal resolution increases. The error drop follows a negative
power regression curve with 10.389x−2.0336 (R2 = 0.9533)
and 77.561x−3.0226 (R2 = 0.8434) for 8- and 64- chan-
nel LiDAR setups, respectively. It is worth noting that
this problem is more apparent with lower numbers of laser
channels because the error yields an over estimation of the
depth at the two extremes of the vertical FOV as shown
in Fig. 3.
3.5. Noise Augmentation
The proposed method also simplifies noise augmenta-
tion. Because the proposed method relies solely on texture
unwrapping, simulated LiDAR noise is simplified as 2D
noise imposed on the equirectangular 360 deg depth image
via 2D convolutional kernels implemented. This allows a
plethora of available after-effects 2D convolutional kernels
to be utilised during point cloud generation and process-
ing. For example, noise in depth estimation are simulated
via additive Gaussian noise N(0, σ) where the magnitude
of the noise is controlled by the variance σ2.
4. Experiments and Results
In order to validate the proposed method we chose the
nearest neighbour (NN) octal-tree (OCTREE) for point
cloud comparison (Meagher, 1980). We chose BlenSor as
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Figure 4: Deformed polyhedron meshes for comparison with the baseline. The mesh complexity and number of triangles increase from left to
right (a). The error increases linearly as the radius increases (b) and saturates logarithmically as number of triangles increase (c).
Table 1: RMSE error (cm) between the proposed method and the baseline (BlenSor) at different ranges. Lower is better.
ICO/Radius (0, 32] (32, 64] (64, 96] (96, 128]
1 1.451 ± 0.825 4.298 ± 0.861 7.119 ± 0.817 9.955 ± 0.884
2 1.477 ± 0.835 4.348 ± 0.865 7.129 ± 0.866 10.072 ± 0.927
4 1.572 ± 0.893 4.693 ± 0.966 7.723 ± 0.876 10.798 ± 1.063
8 1.905 ± 1.075 5.670 ± 1.159 9.305 ± 1.091 13.109 ± 1.290
16 2.742 ± 1.551 8.168 ± 1.706 13.662 ± 1.922 19.098 ± 1.913
32 4.154 ± 2.414 12.094 ± 2.324 20.361 ± 2.473 27.996 ± 2.262
64 5.198 ± 2.968 15.280 ± 3.032 25.248 ± 2.893 35.323 ± 3.075
the base-line and generated two categories of 3D scenes.
The first category is geometric shapes increasing in com-
plexity characterised by number of polygons and the vari-
ance between polygon angles. The second category in-
cludes several urban city scenes.
4.1. Randomised Polyhedron ICO Sphere Test
We chose the polyhedron icosphere geometric shape for
bench-marking because of its triangulation and non con-
formity with the UV coordinates. We generated seven ico-
sphere with subdivision resolutions of 1, 2, 4, 8, 16, 32
and 64 yielding an exponential increase in number of tri-
angles between 80 to 84,500 triangles. We then applied a
uniformly distributed randomisation to the vertices to in-
troduce discrepancies in the depth values. Each vertex was
relocated randomly along its surface normal to ensure that
mesh faces are not intersecting and do not produce nega-
tive normal vectors as the problem complexity increases.
The same mesh topology was used with a linearly increas-
ing radius from 1 to 128 meters. The 3D shapes are demon-
strated in Figure 4-a. The simulated LiDAR sensor was
placed at the origin of the polyhedron icosphere. We used
Velodyne HDL-64E2 parameters for the sensor. Depth im-
age dimensions were set to 2117× 64 and the field of view
was set to 2 deg−25 deg. The horizontal and vertical Li-
DAR resolution were set to 0.412, 0.09 deg, respectively.
The same setup was used for both the proposed and the
baseline solution (BlenSor).
The results summarised in Table 1 highlight an aver-
age error and the standard deviation range of the proposed
solution in comparison to the BlenSor baseline. In scenes
featuring low number of polygons, the error increases lin-
early from 1.5 cm at 2 meters distance to 10 cm at 120
meters as shown in Fig. 4-b-bottom. This error increases
as the number of randomised polygons to range from 5.2
cm at 2 meters radius to 35.3 cm at 120 meters. It is worth
noting that the error increase follows a logistic pattern as
the number of polygons increases as shown in Fig. 4-b-top.
This is because as the resolution of a 3D mesh increases,
the area per mesh face decreases and results in many co-
planar vertices and faces. Practically however, it is consid-
ered best practice to minimise the number of mesh faces
while modelling a 3D scene which in return emphasises
the efficacy of the proposed solution for 3D meshes up to
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Figure 5: Synthesised urban scene with error visualisation. For visualisation purposes the error (in cm) was squared and divided by the
ground truth distance. The resulting ratio is used to adjust the saturation of a full red colour. The colour indicates the points with high
RMSE error and ranges from white (correct) to full red (incorrect). The top view on the right, shows the error at different scan ranges. Point
cloud in the top view (right) were rendered with large point size for visibilty. Best viewed in colour.
2000 polygon as illustrated by the box plot in Fig. 4-c.
This is also reflected in the error distribution in Fig. 4-d
where the overall inferred probability density function lies
between the inferred probability density functions of the
polyhedron icospheres with 1620–5780 polygons.
One last point to note from the polyhedron icosphere
experiment is the magnitude of the complexity relative to
the urban scene. With the majority of assets in an ur-
ban scene exhibit quasi-planar surfaces, icospheres with
offset randomised subdivisions higher than 8 (more than
2000 polygons) exist in urban scenes as tree leaves where a
physical LiDAR sensor would perceive as an unstructured
blob of point cloud with high error due to the wind. This
point prompted us to design the next experiment to de-
rive per-label error distribution and its associated efficacy
relative to the autonomous driving use-case.
4.2. Simulated Urban City
The purpose of this experiment is to study the efficacy
of the proposed solution in realistic urban scenes. For
this experiment, we designed a procedural urban scene
generator with 3-ways and 4-ways road intersections, 10
pedestrian models featuring different anthropometric fea-
tures and activities, 4 cyclist gestures (Saleh et al., 2019),
20 vehicle models, 10 street props (e.g. mailbox, signs,
road work, etc), 6 types of trees and 7 types of build-
ings. We placed a 64-channels simulated sensor on a mo-
tion path passing through the intersections. We set the
sensor horizontal and vertical resolution to 0.17 and 0.42
degrees, respectively. Horizontal and vertical FOV were
set to [0, 360) and (−25, 2] degrees, respectively. The same
setup and parameters were used for the BlenSor baseline
with a “Generic Lidar” configuration. For the proposed
method we chose a vertical resolution M = 1024 pixels.
The RMSE error was measured using the nearest neigh-
bour octree method (Meagher, 1980).
The reported average RMSE error is 4.28 cm with sta-
tistical outliers and 2.32 cm after excluding statistical out-
liers. Because the data failed the normality tests (An-
derson and Darling, 1952; D’Agostino, 1970; Shapiro and
Wilk, 1965), we identified the outliers using the 10 sigmas
Chebyshev bounds rule (1− 1√
k
, k = 10) (Olkin and Pratt,
1958) which yields to 99% coverage of the reported error.
The statistical outliers were mainly the points where the
recorded error is larger than the maximum scanning dis-
tance of 120 meters. This is due to the fact that the point
clouds of the proposed solution and the baseline BlenSor
method are unstructured, not necessarily have the same
number of points and are not sharing the same index (not
paired). In fact these are the reasons we chose the OC-
TREE nearest neighbour method for comparison.
Figure 5 visualises the results of this experiment. For
error visualisation of the simulated point cloud, we squared
the RMSE error (in centimetres) at each point cloud and
then normalised by the correct distance between each point
cloud and the simulated sensor. The result was then used
to adjust the saturation of the point cloud shown in Fig. 5
which highlights the error as a gradient colour ranging
from white (correct) to red (incorrect). We then exam-
ined the error distribution for different labels and scan
ranges. As shown in Fig. 5-right, the majority of the
significant error leis in the range (80, 120] meters. This
is considered an acceptable error margin considering the
physical limitations of the LiDAR technology with atten-
uated reflectivity rule (Lichti, 2008; Mittet et al., 2016)
dictated by restricting the laser grade to Class-1 for hu-
man safety (Thomas et al., 2002). This error is attributed
to two factors. First, the depth shadow errors accumulated
from objects at range [2, 80] and second the resolution of
the rendered equirectangular depth map. This is also re-
flected in Fig. 6-a where the error saturates around 4 cm
with outliers and 2 cm without outliers. Practically, how-
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Figure 6: RMSE error characterisation of urban scenes (sample in Fig. 5) Error progression at increasing scanning ranges. Best viewed in
colour. b) Error distribution for each label. The black dots denote to the average error with outliers.
ever, the effective scan range for real-life applications of
LiDAR technology such as self-driving vehicles is below
90 m. For example, the planning horizon of most motion
planners in self-driving vehicles is within the [6, 80] me-
ters range (Bansal et al., 2018; Zeng et al., 2019), which
is aligned with the recommended safe braking distances
by NHTSA for vehicles cruising on speed range between
[20, 70] miles per hour (Richer et al., 2017).
Figure 6-b shows the error distribution across differ-
ent labels where the box plot shows the error distribution
without outliers (left axis) and the black dots highlight
the average error with outliers (right axis). Expectedly,
the majority of error lies in both street props and cyclists.
This is due to the thin structures of these objects such as
fences and bicycle wheels. The error of trees point cloud
did exhibit the highest variance as we explained in the pre-
vious subsection. Overall the recorded error for the ma-
jority of the point cloud for individual labels is less then 1
cm.
4.3. Performance Profiling and Mass Production
In the synthesised urban city experiment, the proposed
method reported a sustainable 2.7 ± 0.21 seconds to ren-
der a 2117× 1024 equirectangular depth/label map which
produces a total of 135488 3D points (64 channels). An
additional 0.5± .1 seconds were reported for the construc-
tion of point cloud. This brings the total time per frame to
3.2±0.31 seconds per frame. In contrast, the BlenSor base-
line method reported 16.2 ± 1.82 seconds. This provides
a total of 80% increase in frame production which in re-
turn renders the proposed solution viable for mass produc-
tion of accurate synthesised labelled point cloud datasets.
Upon decreasing the vertical resolution to M = 128, the
proposed method reported 2.16 seconds per frame which
increases the production rate by 33% at the cost of an
increased average RMSE error of 50% compared to M =
1024. These results include disk writing overhead and were
obtained on using a 6-core CPU with no GPU support.
5. Conclusions
In this paper, we presented a novel method for ren-
dering LiDAR point cloud from synthetic scenes. The
method is based on equirectangular UV unwrapping of the
z-buffers obtained from 360 deg rendered scenes. The re-
sulting point clouds recorded an average root mean squared
error of 2−4 cm when compared to the baseline (BlenSor)
for urban scenes. The majority of the error lies at the
scan range from 80–120 meters. Additionally, the pro-
posed method allows for more articulation in the simu-
lated LiDAR point cloud. This is because the entire point
cloud information can be encapsulated into a 2D texture
of depth values (obtained from the z-buffer). This, in re-
turn, allows us to apply different types of noise and image
processing filters to the texture. These filters can also be
applied to equirectangular label maps while using dither-
ing to simulate mislabelling anomalies in point clouds.
One limitation with synthetic LiDAR point clouds
in general is their lack of reporting intensity of the laser
beams. This is being addressed in Unity using material
compositions (Juliani et al., 2018). The resulting accu-
racy and rendering frame rate does show great potential
for investigating this idea further. Intensity reporting and
noise modelling and augmentation will be investigated and
integrated to the proposed solution in the future.
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