Antenna Array Processing: Autocalibration and Fast High-Resolution Methods for Automotive Radar by Heidenreich, Philipp
Antenna Array Processing:
Autocalibration and Fast High-Resolution Methods
for Automotive Radar
Vom Fachbereich 18
Elektrotechnik und Informationstechnik
der Technischen Universita¨t Darmstadt
zur Erlangung der Wu¨rde eines
Doktor-Ingenieurs (Dr.-Ing.)
genehmigte Dissertation
von
Dipl.-Ing. Philipp Heidenreich
geboren am 27.12.1980 in Ru¨sselsheim
Referent: Prof. Dr.-Ing. Abdelhak M. Zoubir
Korreferent: Prof. Dr.-Ing. Bin Yang
Tag der Einreichung: 29.02.2012
Tag der mu¨ndlichen Pru¨fung: 06.06.2012
D 17
Darmstadt, 2012

IDanksagung
Die vorliegende Arbeit entstand im Rahmen meiner Ta¨tigkeit als wissenschaftlicher
Mitarbeiter am Fachgebiet Signalverarbeitung des Instituts fu¨r Nachrichtentechnik der
Technischen Universita¨t Darmstadt. An dieser Stelle gilt mein Dank allen, die das
Entstehen der Arbeit direkt oder indirekt ermo¨glicht haben.
Besonders mo¨chte ich mich bei Prof. Dr.-Ing. Abdelhak Zoubir fu¨r die wissenschaftliche
Betreuung der Arbeit bedanken. Seine stete Bereitschaft zur Diskussion und die
Fo¨rderung von Publikationen und Projekten, sowie das Ermo¨glichen von Konferenz-
reisen, haben maßgeblich zum Gelingen der Arbeit beigetragen. Des Weiteren bedanke
ich mich bei Prof. Dr.-Ing Bin Yang fu¨r die freundliche U¨bernahme des Korreferats
und sein Interesse an meiner Arbeit. Ebenso gilt mein Dank Prof. Dr.-Ing. Klaus
Hofmann, Prof. Dr.-Ing. Rolf Jakoby und Prof. Dr.-Ing. habil. Tran Quoc Khanh fu¨r
ihre Mitwirkung in der Pru¨fungskommission.
Fu¨r die Kooperation und Fo¨rderung meiner Promotion mo¨chte ich mich bei der A.D.C.
GmbH der Continental AG bedanken. Mein besonderer Dank gilt Florian Engels,
Dr. Alexander Kaps, Dr. Peter Seydel und Dr. Markus Wintermantel, und spa¨ter auch
Markus Friebertsha¨user und David Stenmanns, fu¨r die zahlreichen fachlichen Gespra¨che
und wertvollen Anregungen, die Unterstu¨tzung bei der Aufnahme von Radarmessun-
gen, sowie die Gastfreundlichkeit bei meinen regelma¨ßigen Besuchen in Lindau.
Ich bedanke mich bei Prof. em. Dr-Ing. Eberhard Ha¨nsler und Prof. Dr.-Ing. Gerhard
Schmidt fu¨r die vielen netten Mittagessen wa¨hrend meiner Anfangsphase. Mein Dank
gilt auch Hauke Fath und Renate Koschella fu¨r die freundliche Unterstu¨tzung.
Vor allem mo¨chte ich mich bei allen Kollegen am Fachgebiet Signalverarbeitung fu¨r die
angenehme Arbeitsatmospha¨re bedanken, die meine Zeit als wissenschaftlicher Mitar-
beiter sehr bereichert hat. Ich bedanke mich insbesondere bei meinen Zimmerkollegen
Michael Leigsnering und Dr. Marco Moebus, sowie bei Dr. Christian Debes, Nevine
Demitri, Dr. Raquel Fandos, Dr. Ulrich Hammes, Stefan Leier, Michael Muma und
Dr. Eric Wolstynski, die in der einen oder anderen Weise zum Gelingen meiner Arbeit
beigetragen haben. Des Weiteren bedanke ich mich bei Dr. Holger Maune, Dr. Pouyan
Parvazi, Dr. Marius Pesavento und Dr. Michael Ru¨bsamen fu¨r die Zusammenarbeit
und hilfreichen Anregungen.
Allen Studenten, deren Studien- und Diplomarbeiten ich betreut habe, danke ich fu¨r
ihr Interesse an meiner Arbeit und die fachlichen Gespra¨che.
II
Schließlich mo¨chte ich mich auch bei meiner Familie und meiner Frau Tanja fu¨r die
Unterstu¨tzung und den Ru¨ckhalt bedanken.
Ru¨sselsheim, 27.06.2012
III
Kurzfassung
In dieser Dissertation werden fortgeschrittene Verfahren der Signalverarbeitung fu¨r
Antennengruppen behandelt. Dabei wird das Problem der Autokalibrierung betrachtet
und eine neue Technik fu¨r eine zweidimensionale Sensorgruppe vorgeschlagen. Zudem
werden praktisch realisierbare Verfahren der hochauflo¨senden Winkelscha¨tzung und
Detektion fu¨r Kfz-Radar entwickelt.
Um die Leistungsfa¨higkeit von Verfahren der Winkelscha¨tzung zu gewa¨hrleisten ist ein
genaues Modell der Sensorgruppe notwendig. Wenn die Sensorumgebung zeitvariant
ist kann dies nur mit Autokalibrierung gewa¨hrleistet werden. Das fundamentale Prob-
lem der Autokalibrierung einer unbekannter Phasenantwort wird fu¨r die gleichfo¨rmig
rechteckige Sensorgruppe behandelt. Fu¨r den Fall einer Quelle wird ein einfaches
und robustes Verfahren der kleinsten Quadrate fu¨r die gemeinsame Winkelscha¨tzung
und Phasenkalibrierung entwickelt. Ein Identifikationsproblem wird erkannt und eine
geeignete Lo¨sung vorgeschlagen. In Simulationen wird gezeigt, dass die Genauigkeit
der Winkelscha¨tzung und Phasenkalibrierung nahe an der approximativen Crame´r-Rao
Schranke ist. Daru¨ber hinaus wird das entwickelte Verfahren fu¨r den Fall mit mehreren
Quellen erweitert. Simulationsergebnisse belegen, dass der vorgeschlagene Algorithmus
die Auflo¨sungsfa¨higkeit erho¨ht wenn Phasenfehler vorhanden sind.
In Kfz-Anwendungen ist eine genaue Bestimmung der Fahrzeugumgebung fu¨r moderne
Fahrerassistenzsysteme wie Abstandsregeltempomat oder Notbremsassistent erforder-
lich. Fu¨r eine Zielortung bezu¨glich Distanz, Relativgeschwindigkeit und Winkel wird
ein gepulstes Radar-System mit Empfangssensorgruppe verwendet. Nach der Puls-
Kompression und Doppler-Verarbeitung erha¨lt man Verarbeitungszellen gema¨ß Dis-
tanz und Relativgeschwindigkeit mit jeweils einem Beobachtungsvektor. In den meis-
ten Fa¨llen ko¨nnen mehrere Ziele durch ihre Distanz und/oder Relativgeschwindigkeit
unterschieden werden, so dass jede Verarbeitungszelle ho¨chstens ein Ziel beinhaltet. Es
gibt jedoch Situationen, in denen mehrere Ziele in einer Verarbeitungszelle u¨berlagert
sind. In den oben genannten Anwendungen kann dies bei horizontaler Mehrwegeaus-
breitung mit einer nahen Leitplanke geschehen, wobei ein Geisterziel resultiert. Wenn
die Ausbreitungspfade nicht mit konventionellen Methoden getrennt werden ko¨nnen,
wird das beobachtete Fahrzeug falsch lokalisiert und hochauflo¨sende Verfahren der
Winkelscha¨tzung sind notwendig. Das potenzielle Zwei-Ziel-Modell in dem schwieri-
gen Fall mit einem einzelnen Beobachtungsvektor wird betrachtet. Dabei wird ein
optimaler verallgemeinerter Likelihood-Quotienten-Test angewendet, der den rechen-
intensiven Maximum-Likelihood (ML) Scha¨tzer fu¨r zwei Ziele beinhaltet. Dieses Ver-
fahren liefert gute Ergebnisse fu¨r echte Messdaten aus Experimenten mit einem und
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zwei Winkelreflektoren. Um Echtzeitfa¨higkeit zu erreichen, muss der Rechenaufwand
allerdings erheblich reduziert werden. Daher werden geeignete Kriterien vorgeschla-
gen, um die Verarbeitungszellen auszuwa¨hlen, fu¨r die der ML Scha¨tzer fu¨r zwei Ziele
notwendig ist. Wenn die Ziele im ra¨umlichen Spektrum aufgelo¨st sind, sind die re-
sultierenden Winkelscha¨tzer in der Regel mit einem Bias behaftet. Fu¨r diesen Fall
wird eine Bias-Korrektur mit geringer Rechenkomplexita¨t entwickelt. Ergebnisse von
Simulationen und echten Daten zeigen, dass das entwickelte Verfahren a¨hnliche Ergeb-
nisse wie der optimale Scha¨tzer liefert, wobei der Rechenaufwand signifikant reduziert
ist. Wenn dagegen das ra¨umliche Spektrum nur eine Leistungsspitze zeigt, sind ent-
weder zwei Ziele nicht aufgelo¨st oder es ist nur ein Ziel vorhanden. Fu¨r diesen Fall
wird ein Test entwickelt, um zu entscheiden, ob das Modell mit einem einzelnen Ziel
angemessen ist. Folglich wird der ML Scha¨tzer fu¨r zwei Ziele nur dann berechnet,
wenn das Ein-Ziel-Modell abgelehnt wird. Diese Strategie kann den Rechenaufwand
erheblich reduzieren, sofern Situationen mit mehr als einem Ziel pro Verarbeitungszelle
unwahrscheinlich sind. Schließlich wird eine praktisch realisierbare Implementierung
des ML Scha¨tzers fu¨r zwei Ziele vorgeschlagen. Diese basiert auf einer vereinfachten
Zielfunktion und einem begrenzten Suchbereich. Die erforderlichen Projektionsopera-
toren sind datenunabha¨ngig und ko¨nnen im Voraus berechnet werden, was einen Aus-
tausch von Rechenaufwand und Speicherbedarf ermo¨glicht. Das entwickelte Verfahren
liefert gleichwertige Simulationsergebnisse wie ausgewa¨hlte rechengu¨nstige Algorith-
men, wobei es eine unkomplizierte und nicht-iterative Implementierung ermo¨glicht.
Der praktische Wert des vorgeschlagenen Verfahrens wird mit echten Messdaten aus
einer typischen Situation aus der Kfz-Radaranwendung belegt.
VAbstract
In this thesis, advanced techniques for antenna array processing are addressed. The
problem of autocalibration is considered and a novel method for a two-dimensional
array is developed. Moreover, practicable methods for high-resolution direction-of-
arrival (DOA) estimation and detection in automotive radar are proposed.
A precise model of the array response is required to maintain the performance of DOA
estimation. When the sensor environment is time-varying, this can only be achieved
with autocalibration. The fundamental problem of autocalibration of an unknown
phase response for uniform rectangular arrays is considered. For the case with a single
source, a simple and robust least squares algorithm for joint two-dimensional DOA
estimation and phase calibration is developed. An identification problem is determined
and a suitable constraint is proposed. Simulation results show that the performance
of the proposed estimator is close to the approximate CRB for both DOA estimation
and phase calibration. The proposed algorithm for phase autocalibration is extended
for the case with multiple sources. Simulation results demonstrate that the proposed
algorithm enhances the resolution performance in the presence of phase errors.
In automotive applications, modern driver assistance systems such as adaptive cruise
control (ACC) or collision avoidance require an accurate description of the environment
of a vehicle. For target localization in terms of range, relative velocity and DOA, a
pulsed radar system with an array of receive antennas is considered. After pulse com-
pression and Doppler processing, one obtains processing cells according to range and
relative velocity, each represented by a single snapshot. In most cases, multiple targets
can be distinguished by their range and/or relative velocity, so that each processing cell
only contains a single target. However, there are situations, in which several targets
are superposed in a processing cell. In the mentioned applications, this can occur in
the presence of horizontal multipath with a close guardrail, which results in a ghost
target. If the propagation paths cannot be resolved by conventional methods, this
results in a false localization of the observed vehicle and high-resolution DOA estima-
tion becomes necessary. The potential two-target model in the difficult case with a
single snapshot is considered. An optimal generalized likelihood ratio test is applied,
which involves the calculation of the computationally intensive maximum likelihood
(ML) estimate of two targets. This approach provides good results with real data from
experiments with a single and two corner reflectors. To achieve real-time capability,
the computational cost has to be reduced substantially. Therefore, suitable criteria are
presented to pre-select the processing cells, for which the ML estimator of two targets
is necessary. When the targets are resolved in the spatial spectrum, the resulting DOA
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estimates are generally biased. For this case, a strategy for bias correction with low
computational complexity is proposed. Results obtained from simulations and real
data show that the performance of the developed algorithm is close to ML estimation,
but at a significantly lower computational cost. When the spatial spectrum only shows
a single significant peak, either a single target is present or two targets are unresolved.
For this case, a computationally simple test is developed to decide whether the model
with a single target is appropriate. Consequently, ML estimation of two targets is
carried out only if the single-target model is rejected. This strategy is able to substan-
tially save computations, when situations with more than one target per processing
cell are unlikely. Finally, a practicable implementation for the ML estimator of two
targets is developed, which is based on a simplified objective function and a delim-
ited search range. The required projection operators are data-independent and can
be pre-calculated off-line, which enables a trade-off between computational complexity
and storage space. In simulations, the developed approach is shown to perform simi-
larly to selected computationally efficient algorithms, but allows a straightforward and
non-iterative implementation. The practical value of the proposed approach is further
demonstrated using real data from a typical situation of an ACC application.
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1Chapter 1
Introduction
In this thesis, we consider advanced techniques for antenna array processing. In par-
ticular, we develop a novel autocalibration method for a two-dimensional array and
propose practicable methods for high-resolution direction-of-arrival (DOA) estimation
and detection for automotive radar. The introduction is structured as follows. In Sec-
tion 1.1, we provide the motivation for this work. The original contributions are named
in Section 1.2, in which also the publications, produced during the period of doctoral
candidacy, are listed. Finally, an overview of the thesis is given in Section 1.3.
1.1 Motivation
In the following, we motivate the advanced techniques for antenna array processing,
developed in this work. In a general framework, multiple sensors simultaneously mea-
sure a spatial field at several locations. The measurements are analyzed to obtain
information about the sources, such as the DOA, the source waveform, etc. Array pro-
cessing plays an important role in many application areas such as radar, sonar, wireless
communications, radio astronomy, or medical diagnosis [JD93, KV96, God97, vT02].
Moreover, in many modern radar systems, antenna arrays represent an essential com-
ponent [Hay07,RSH10].
Numerous methods for DOA estimation and imaging have been developed in array
processing [vT02]. In the presence of model errors, high-resolution methods are known
to degrade in performance [SK92, SK93, Fri90], and array calibration becomes neces-
sary. In some applications, calibration measurements are difficult to obtain and/or
the sensor environment is time-varying, so that the remaining model errors have to be
corrected without calibration measurements. The challenging task of joint calibration
and estimation task is referred to as autocalibration. In this thesis, we develop a simple
and robust phase autocalibration technique for a two-dimensional array.
An increasing amount of advanced signal processing algorithms is used in various au-
tomotive applications [HBTA11], such as modern driver assistance systems [WHW09]
or in-car communication systems [WLO+11]. An interesting concept for future auto-
motive safety systems is to replace costly sensors with software algorithms [Gus09]. In
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another example, the bootstrap is applied to determine the optimal locations of vibra-
tion sensors for knock detection of combustion engines [ZB95,ZI07]. In the following,
we consider driver assistance systems, and typical applications such as adaptive cruise
control (ACC) or collision avoidance. Driver assistance systems can use various sensors
to determine the environment of the car. From an identified traffic situation, the driver
assistance system regulates the behavior of the car, instructs the driver, or warns the
driver in dangerous situations [Win10]. Often these systems use radar sensors, which
work reliably even in bad weather conditions, and can provide accurate measurements
of the distance, or range, and the radial relative velocity of multiple targets. To also
measure the lateral position of a target, an array of antennas in horizontal direction
with digital beamforming can be applied. For the described collision avoidance or ACC
application, it is essential to accurately estimate the lateral position, and to be able
to resolve multiple closely spaced targets. For array systems with limited aperture,
this can be achieved with high-resolution processing. Generally, these methods are
considered as computationally intensive and numerically complex, so that real-time
implementation becomes a challenging task. In this thesis, we develop practicable
methods for high-resolution DOA estimation and detection for automotive radar.
1.2 Original contributions
In the following, we summarize the original contributions in this thesis. First, we
consider the problem of two-dimensional DOA estimation using a uniform rectangular
array (URA) in the presence of phase errors.
• Phase autocalibration for URA geometries: We propose a simple and robust least
squares (LS) algorithm for joint two-dimensional DOA estimation and phase cal-
ibration with a URA and a single source. The problem of rotational ambiguity
between DOA and phase error parameters is studied and a suitable constraint
is proposed. An approximate Crame´r-Rao bound (CRB) and an analytical ex-
pression for the mean squared error performance of the proposed estimator is
presented. Furthermore, we extend the proposed algorithm for phase autocali-
bration to the case with multiple sources.
Second, we consider the problem of high-resolution DOA estimation and detection of
one or two targets with a single snapshot, which is practically relevant in automotive
radar. We describe an optimal approach, based on maximum likelihood (ML) estima-
tion and a generalized likelihood ratio test (GLRT), and present results with real data
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in controlled experiments with one and two corner reflectors. Since this approach is
computationally intensive and can become intractable in real-time, we develop a prac-
ticable approach with reduced complexity. The following novel techniques are part of
the proposed processing chain.
• Bias correction for DOA estimation of two resolved targets: When the two targets
are resolved in the beamformer (BF) spectrum, the resulting DOA estimates are
generally biased due to leakage. For this case, we propose a strategy for bias
correction with low computational complexity, which is based on the analysis of
the noise-free BF spectrum and local approximations.
• Multiple target detection: When the BF spectrum shows only a single significant
peak, either a single target is present or multiple targets are unresolved. For this
case, we develop a computationally simple test to decide whether the model with a
single target is appropriate. Consequently, the more complicated high-resolution
DOA estimation of multiple targets is carried out only if the single-target model
is rejected. This strategy can substantially save computations, when situations
with more than one target per processing cell are unlikely.
• Fast ML DOA estimation of two targets: A practicable implementation of the
ML estimator of two targets is developed, based on a simplified calculation of
the objective function and a delimited search range. The required projection
operators are data-independent and can be pre-calculated off-line, which enables
a trade-off between computational complexity and storage space. The developed
approach allows a straightforward and non-iterative implementation.
The following publications have been produced during the period of doctoral candidacy.
Book chapter
• P. Heidenreich and A. Zoubir, “Computational aspects of DOA estimation of
two targets with applications to automotive radar,” in Smart Mobile In-Vehicle
Systems – Next Generation Advancements. Springer, in preparation.
Internationally refereed journal articles
• P. Heidenreich, A. Zoubir, and M. Ru¨bsamen, “Joint 2-D DOA estimation and
phase calibration for uniform rectangular arrays,” IEEE Transactions on Signal
Processing, accepted.
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• P. Heidenreich and A. Zoubir, “Fast maximum likelihood direction-of-arrival es-
timation in the two-target case with applications to automotive radar,” Signal
Processing, in preparation.
• P. Heidenreich, L. Cirillo, and A. Zoubir, “Morphological image processing for
FM source detection and localization,” Signal Processing, vol. 89, no. 6, pp. 1070–
1080, 2009.
Internationally refereed conference papers
• P. Heidenreich and A. Zoubir, “Computationally simple DOA estimation of two
resolved targets with a single snapshot,” IEEE Int. Conf. on Acoustics, Speech
and Sig. Proc. (ICASSP), Kyoto, Japan, March 2012.
• P. Heidenreich and A. Zoubir, “Computational aspects of maximum likelihood
DOA estimation of two targets with applications to automotive radar,” Proc.
of the 5th Biennial Workshop on DSP for In-Vehicle Systems, Kiel, Germany,
September 2011 (won Best Student Paper Award).
• P. Heidenreich and A. Zoubir,“Gain and phase autocalibration for uniform rectan-
gular arrays,” IEEE Int. Conf. on Acoustics, Speech and Sig. Proc. (ICASSP),
Prague, Czech Republic, May 2011.
• P. Heidenreich, D. Stenmanns, and A. Zoubir, “Computationally simple crite-
ria for detecting a multi-target scenario in automotive radar array processing,”
European Sig. Proc. Conf. (EUSIPCO), Aalborg, Denmark, August 2010.
• Z. Lu, P. Heidenreich, and A. Zoubir, “Objective quality assessment of speech
enhancement algorithms using bootstrap-based multiple hypotheses tests,” IEEE
Int. Conf. on Acoustics, Speech and Sig. Proc. (ICASSP), Dallas, USA, March
2010.
• W. Sharif, P. Heidenreich, and A. Zoubir, “Robust direction-of-arrival estimation
for FM sources in the presence of impulsive noise,” IEEE Int. Conf. on Acoustics,
Speech and Sig. Proc. (ICASSP), Dallas, USA, March 2010.
• P. Heidenreich and A. Zoubir, “High-resolution direction finding of coherent
sources in the presence of model errors using alternating projections,” IEEE
Workshop on Statistical Sig. Proc. (SSP), Cardiff, UK, September 2009.
• P. Heidenreich and A. Zoubir, “Goodness measure of speech reconstruction using
the Bootstrap,” Int. Symposium on Wireless Pervasive Computing (ISWPC),
Santorini, Greece, May 2008.
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• P. Heidenreich, L. Cirillo, and A. Zoubir, “Direction finding of nonstationary
signals using spatial time-frequency distributions and morphological image pro-
cessing,” IEEE Int. Conf. on Acoustics, Speech and Sig. Proc. (ICASSP),
Honolulu, USA, April 2007.
Filed patent applications
• M. Wintermantel, P. Heidenreich, and A. Zoubir (ContiTemic microelectronic
GmbH and Technische Universita¨t Darmstadt, Applicants),“Vereinfachte Berech-
nung zur hochauflo¨senden Winkelscha¨tzung von mehreren Zielen mit Radarsys-
tem fu¨r Kraftfahrzeuge,” Patent Application DE 10 2012/105 582.3.
• P. Heidenreich, F. Engels, and A. Zoubir (ContiTemic microelectronic GmbH and
Technische Universita¨t Darmstadt, Applicants), “Verfahren zur Winkelscha¨tzung
von Umgebungsobjekten mit einem Radarsystem insbesondere in einem Kraft-
fahrzeug,” Patent Application DE 10 2012/101 942.8.
1.3 Thesis overview
In this section, we provide an overview of this thesis. The structure is shown graphically
in Figure 1.1. The gray boxes represent chapters and sections, which provide a review of
state-of-the-art and introduce the context of the considered problems. The remaining
chapters and sections contain original contributions.
In Chapter 2, we introduce the fundamentals of array processing which are necessary
to understand the work in the following chapters. This includes the general array sig-
nal model and common methods for DOA estimation and detection. The novel phase
autocalibration technique for the URA geometry is presented in Section 2.4. In Chap-
ter 3, we consider the problem of high-resolution array processing in automotive radar
for modern driver assistance systems. We provide a description of a typical automotive
radar system, the measurement model and a possible pre-processing. Subsequently, we
introduce the considered array processing problem of DOA estimation and detection
of potentially two targets with a single snapshot. We describe an optimal approach,
based on ML estimation and a GLRT, and present results with real data in controlled
experiments with one and two corner reflectors. Since the described optimal approach
is computationally intensive and intractable in real-time, we consider a practicable
approach with reduced complexity in Chapter 4. The general idea is to pre-select
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4.4 Multiple
target detection
Chapter 5
Fast ML DOA
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Figure 1.1. The structure of the thesis, gray boxes represent review and introductory
parts, the remaing parts contain original contributions.
the cases, in which only a single target is present or two targets are well separated.
Thus, the computationally intensive ML estimation of two targets is carried out only
if its high-resolution performance is required. When two targets are resolved in the
BF spectrum, the resulting DOA estimates are generally biased due to leakage. For
this case, we propose a strategy for bias correction with low computational complexity
in Section 4.3. When the BF spectrum shows only a single significant peak, either a
single target is present or two targets are unresolved. For this case, in Section 4.4, we
present a test with low computational complexity to decide whether the model with a
single target is appropriate. The performance of the developed approaches is analyzed
in simulations and with real data. In Chapter 5, we aim at further reducing complex-
ity and develop a practicable implementation of the ML estimator of two targets. We
address computational aspects of the required optimization of the two-dimensional ML
objective function, and propose a simplified calculation of the objective function and
a delimited search range. The performance of the developed implementation is ana-
lyzed in simulations, and compared with selected computationally efficient algorithms.
Also, we present results with real data from a typical situation of an ACC application.
Finally, conclusions are drawn in Chapter 6, and an outlook to possible future work is
provided.
7Chapter 2
Array processing
In this chapter, we introduce the fundamentals of array processing which are necessary
to understand the work in the following chapters. The general array signal model, along
with a common problem formulation and a brief outline on calibration, is provided in
Section 2.1. Fundamental methods for DOA estimation are described in Section 2.2,
and an outline on source detection is given in Section 2.3. In practical array processing,
there can be model errors due to a time-varying sensor environment, and the DOA
estimation performance may degrade significantly. For this case, we present a novel
phase autocalibration technique for the URA geometry in Section 2.4.
2.1 General array signal model
2.1.1 Ideal data model
Consider an array ofM isotropic sensors at positions pm, m = 1, . . . ,M . Also consider
a point source, located in the far-field of the array, at azimuth and elevation angle φ
and θ, respectively. The source emits signal s(t)ej2pifct where s(t) is the baseband signal
at a reference sensor, and fc is the carrier frequency. In the radar context, the reflected
waveform at an ideal scatterer can be seen as being emitted from a point source.
The corresponding geometry in a three-dimensional coordinate system is depicted in
Figure 2.1 for the case with two antennas and a single source. In the far-field case,
the wavefronts are planar at the array and can be described with the wavenumber
vector [vT02]
k = − 2pi
λ︸︷︷︸
κ

 sin(θ) sin(φ)sin(θ) cos(φ)
cos(θ)

 (2.1)
where λ is the wavelength. The received signals at the elements of the array are delayed
versions of the emitted signal and can be collected into snapshot vector xc(t) ∈ CM×1
with elements
[xc]m = s(t− τm)ej2pifc(t−τm), m = 1, . . . ,M
where
τm =
1
2pifc
kTpm
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x
y
z
θ
φ
p1
p2
planar wavefront, k
Figure 2.1. Three-dimensional coordinate system: planar wavefront from a far-field
point source is impinging from spatial angles φ and θ with wavenumber k on an array
of antennas at positions p1 and p2.
is the delay at sensor element m. Without loss of generality, the first sensor element
can be taken as a reference such that we have τ1 = 0. When the bandwidth of s(t) is
significantly smaller than fc divided by the array aperture, i.e. the largest extension
of the array, it is common to approximate s(t − τm) ≈ s(t). This is referred to as
narrowband case, and assumed in the sequel. After demodulation with a known carrier
frequency, we obtain the array output vector of received baseband signals, as
x(t) = e−2pifctxc(t) = s(t)a(φ, θ) (2.2)
where a(φ, θ) is the ideal array response, or steering vector, with elements
[a(φ, θ)]m = e
−jkTpm , m = 1, . . . ,M. (2.3)
Note that (2.3) holds for arbitrary array geometries. Often in practical applications,
the array geometry has a regular structure. Popular and well-known classes of arrays
are the URA for azimuth and elevation DOA estimation, and the uniform linear array
(ULA) for one-dimensional DOA estimation. Figure 2.2 shows the geometry of a URA
with M =MxMy antennas in the x/y-plane, where Mx and My are the number of ele-
ments in x- and y-direction, respectively, and dx and dy are the corresponding element
spacings. Using electrical angles
ψx = κdx sin(θ) sin(φ)
ψy = κdy sin(θ) cos(φ)
where κ is defined in (2.1), the ideal steering vector of a URA is given by
a(φ, θ) = a(ψx, ψy) = ay(ψy)⊗ ax(ψx) (2.4)
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Figure 2.2. Geometry of a URA with M = MxMy antennas in the x/y-plane. A ULA
in x-direction is obtained for My = 1.
where ⊗ denotes the Kronecker product, and
ax(ψx) = [1, e
jψx, . . . , ej(Mx−1)ψx ]T
ay(ψy) = [1, e
jψy , . . . , ej(My−1)ψy ]T .
(2.5)
A ULA in x-direction can be obtained by setting My = 1. The ULA is a natural choice
for applications in which one is only interested in one angle, e.g. the azimuth angle of
objects in the x/y-plane, i.e. with θ = pi/2. Using electrical angle ψx = κdx sin(φ), the
ideal steering vector of a ULA is given by
a(φ) = a(ψx) = ax(ψx) (2.6)
where ax(ψx) is defined in (2.5). We note that the regular structure of the described lin-
ear array geometries can be exploited for efficient implementations of array processing
methods.
In digital signal processing applications, we assume that the demodulated array output
vector in (2.2) is sampled at time instances ti, i = 1, . . . , N . The obtained snapshots
are denoted by x(i) = x(ti) for notational convenience. The general array signal model
for a superposition of D sources in noise then reads
x(i) =
D∑
k=1
sk(i)a(φk, θk) + e(i) = A(φ, θ)s(i) + e(i), i = 1, . . . , N (2.7)
where
A(φ, θ) = [a(φ1, θ1), . . . ,a(φD, θD)]
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is the steering matrix, the azimuth and elevation angles of the D sources are contained
in vectors φ and θ, respectively, the source waveforms are contained in vector s(i), and
e(i) is an additive noise term. The noise represents components in the actual array
output, which are not well modeled by the relation in (2.2), such as external diffuse noise
sources and thermal noise in the receiving hardware. Therefore, it appears reasonable
to model the noise as a random process. Here, e(i) is assumed to be temporally and
spatially white, circular complex, with zero mean and covariance matrix σ2IM , where
IM denotes an identity matrix of dimension M . Depending on the application context,
the source waveforms can be considered unknown deterministic or also modeled as
random processes. In the latter case, when s(i) is assumed to be independent from e(i),
temporally white, circular complex, with zero mean and positive definite covariance
matrix P , the spatial covariance matrix, corresponding to model (2.7), is given by
R = E{x(i)x(i)H} = A(φ, θ)PA(φ, θ)H + σ2IM (2.8)
where E{·} denotes the expectation operator. R can be estimated from the data using
the sample covariance matrix
Rˆ =
1
N
N∑
i=1
x(i)x(i)H . (2.9)
When the array response in (2.3) is known perfectly, the array processing task can be
posed as follows: given snapshots x(i), i = 1, . . . , N from model (2.7), decide on the
number of sources D, and estimate parameters φ and θ. This is commonly referred to
as source detection and DOA estimation, respectively. Depending on the application
context, one may also estimate s(i).
In practice, however, the array response may only be known imperfectly due to model
errors. Since several studies have shown that high-resolution methods for DOA esti-
mation are generally very sensitive to model errors [SK92,SK93,Fri90], we proceed by
briefly describing possible imperfections of the array response.
2.1.2 Real array modeling and calibration
In practice, a sensor array implicates several systematic errors:
• The positions of sensor elements may deviate from the nominal ones. Moreover,
the sensors may not be isotropic, but have a directional characteristic, which may
be known only imperfectly.
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• Mutual coupling may occur, i.e. the sensors do not only receive the direct field
from the source, but also re-radiated energy from neighboring sensors [Sva99].
• Gain and phase errors may occur due to an imperfect receiving hardware.
A common model for the real array response, which summarizes various imperfections,
is given by [NS96]
a˜(φ, θ) = ΓCa(φ, θ,∆) (2.10)
where Γ is a diagonal matrix containing the gain and phase error parameters, C is a
symmetric mutual coupling matrix, and a(φ, θ,∆) represents the ideal array response
from (2.3) with position errors, which are contained in ∆.
A number of off-line calibration techniques have been developed to acquire an accurate
model of the real array response. Such techniques involve the measurement of the array
response for a finite set of known directions. Subsequently, the measured data is fitted
to a presumed model. A maximum likelihood approach according to the model in (2.10)
is considered in [NS96], whereas [LLV06] proposes a non-parametric approach based on
local polynomial approximation. An experimental study is described in [PK91]. For a
detailed overview of calibration methods, we refer to [TF09, Ch. 3].
The resulting model of the array response after calibration may still deviate from its
true value due to unmodeled effects or a time-varying sensor environment. Therefore,
multiple autocalibration techniques, which do not require off-line calibration measure-
ments, have been proposed to mitigate the effect of remaining errors in the array
response. A novel method for autocalibration of the unknown phase response of a
URA is presented in Section 2.4.
2.2 Direction-of-arrival estimation
For the estimation problem, we assume that the number of sources is known. An outline
on source detection is provided in Section 2.3. Similar to [TF09, Ch. 3], we proceed by
briefly describing the principles of the conventional BF, nonlinear LS, and the popular
MUSIC algorithm. We note that all described methods require a perfectly known
array response, but can be used with an arbitrary array geometry. For convenience, we
consider the estimation of azimuth angle φ only, although it is theoretically possible to
estimate both azimuth and elevation angles.
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2.2.1 Beamformer
An intuitive approach to DOA estimation is to coherently combine all sensor outputs
using a spatial matched filter a(φ)Hx(i), matched to hypothetical angle φ, and to
measure the resulting power. The field of view is scanned, and the DOA estimates are
determined by the locations of the significant peaks of the spatial power spectrum, or
BF spectrum,
PBF(φ) =
1
MN
N∑
i=1
|a(φ)Hx(i)|2 (2.11)
For the ULA, when using electrical angle ψx, the array response is given in (2.6). In
this case, the inner vector product in (2.11) corresponds to a spatial Fourier transform,
and can be calculated efficiently using a fast Fourier transform (FFT), e.g. [CT65].
Thus, the BF spectrum is the spatial equivalent of the periodogram [Sch98], averaged
over N realizations [SM97]. DOA estimation with the BF is computationally simple,
because only a one-dimensional spectral search is required. However, drawbacks are
the limited resolution and dynamic range. In particular, for the ULA, the BF is unable
to resolve sources, which are separated by less than the Rayleigh beamwidth (BW),
which is defined by half the distance between the first zeros around the mainlobe of
the beampattern [vT02], and is given by
BWψ =
2pi
M
. (2.12)
Note that this resolution limit only depends on the array aperture and is irrespective of
the SNR. Moreover, weak sources may be masked by the sidelobes of stronger sources.
To reduce the sidelobe level (SLL), windowing can be applied, at the cost of a reduced
resolution.
2.2.2 Nonlinear least squares
Also an intuitive approach to parameter estimation is LS. Given model (2.7), the aim is
to find unknown parameters φ and s(i), i = 1, . . . , N , which best match the observed
array output in a LS sense, i.e. which minimize
1
N
N∑
i=1
‖x(i)−A(φ)s(i)‖2 (2.13)
where ‖ · ‖ denotes the Euclidian norm. Since φ enters nonlinearly into the above LS
cost function, this approach is termed nonlinear LS. We note that if e(i) is assumed to
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be spatially white, Gaussian distributed, and the source waveforms are considered as
unknown deterministic, nonlinear LS coincides with the deterministic ML estimation
[KV96]. (2.13) can be solved explicitly for
s(i) = [A(φ)HA(φ)]−1A(φ)Hx(i), i = 1, . . . , N (2.14)
Plugging this back into (2.13), we obtain a concentrated optimization problem
φˆ = argmin
φ
1
N
N∑
i=1
‖P⊥A (φ)x(i)‖2 (2.15)
where
P⊥A (φ) = IM − PA(φ)
P⊥A (φ) = A(φ)[A(φ)
HA(φ)]−1A(φ)H
are the orthogonal projection matrix, and corresponding projection matrix onto the
column span ofA(φ), respectively. An alternative formulation is to maximize objective
function
c(φ) =
1
N
N∑
i=1
‖PA(φ)x(i)‖2 = Tr{PA(φ)Rˆ}
where Tr{·} denotes the matrix trace operator, and Rˆ is the sample covariance matrix,
as defined in (2.9). A useful geometric interpretation is that we seek for parameter
φ, which maximizes the average projection of snapshots x(i), i = 1, . . . , N onto the
subspace spanned by the columns of A(φ). For a single source, the above objective
function reduces to the BF spectrum, as defined in (2.11).
Nonlinear LS and the equivalent deterministic ML can provide excellent statistical
results, which is often considered as benchmark performance [SM97,AJM07]. In par-
ticular, the resolution does not only depend onM , but can be arbitrarily good, provided
the SNR is sufficiently high and N is large [TF09]. However, this is achieved at a high
computational cost. Solving (2.15) requires the optimization of a D-dimensional objec-
tive function [GP03], which generally has a complicated multimodal shape. Computa-
tionally efficient, but iterative, implementations are the iterative quadratic maximum
likelihood (IQML) algorithm [BM86] for ULAs, the relaxation (RELAX) algorithm
in [LS96,LZS97], or the method of alternating projections [ZW88b].
2.2.3 Subspace methods
To overcome the computationally demanding optimization, required for nonlinear LS of
multiple sources, subspace methods have been proposed. Subspace methods are based
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on an eigendecomposition of the covariance matrix
R =
M∑
m=1
λmumu
H
m
where λm and um,m = 1, . . . ,M , respectively, are the eigenvalues ordered in decreasing
magnitude, and corresponding eigenvectors of R. From (2.8), and provided P has full
rank, one can see that the M −D smallest eigenvalues are equal to σ2 [KV96], whereas
the D remaining eigenvalues are larger. Accordingly, the corresponding eigenvectors
can be partitioned into signal and noise subspace Us and Un such that
R = UsΛsU
H
s + σ
2UnU
H
n (2.16)
where diagonal matrix Λs contains the D principal eigenvalues. It can be shown from
(2.8) and (2.16) that
span{A(φ)} = span{Us} ⊥ span{Un}
where span{·} denotes the subspace spanned by the columns of a matrix. This ob-
servation can be directly exploited for DOA estimation. For instance, the popular
MUSIC (multiple signal classification) algorithm [Sch86, Reprint from 1979] estimates
the DOA parameters by the locations of the D largest peaks of pseudo spectrum
PMUSIC(φ) =
1
‖UˆHn a(φ)‖2
(2.17)
where Uˆn is the estimated noise subspace, obtained from Rˆ in (2.9). For spatially white
Gaussian noise, the statistical performance of the MUSIC algorithm is asymptotically
similar to nonlinear LS [SM97]. Yet, only a one-dimensional search is required. For
particular array geometries, there are also analytic solutions, which do not require a
spectral search, e.g. root-MUSIC [Bar83] or ESPRIT (estimation of signal parameters
via rotational invariance techniques) [RK89]. A computationally efficient implementa-
tion of the required eigendecomposition of the sample covariance matrix, based on the
Lanczos algorithm [GvL96], is the fast subspace decomposition in [XK94].
2.2.4 Comparison
For a single source, DOA estimation with the BF is computationally simple and equiv-
alent with the nonlinear LS approach. In the presence of multiple sources, two cases
can be distinguished. When the sources are well separated so that they are resolved in
the BF spectrum, the corresponding estimates are generally biased. For large N , this
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bias can be neglected and DOA estimation with the BF approximates the nonlinear LS
solution [SM97]. When the sources are closely spaced, high-resolution DOA estimation
is required. This can be the presented nonlinear LS or subspace methods, which have
been compared in numerous studies including [SN89,SM97,vT02,AJM07].
A standard tool for performance assessment is the comparison with the CRB, which
represents a lower bound on the error variance of unbiased estimators [vT68]. It has
been derived in [SN89] for the deterministic signal model and spatially white Gaussian
noise. In this case, the accuracy of nonlinear LS and MUSIC asymptotically approaches
the CRB. For smaller SNR and N , however, the performance generally degrades due to
the onset of estimation outliers. This performance breakdown is more severe for sub-
space methods and occurs earlier than for nonlinear LS [AJM07]. The assumption of
spatially white noise is crucial for subspace methods. Their performance may degrade
significantly otherwise. Nonlinear LS does not critically depend on this assumption and
can be shown to provide asymptotically accurate results even for spatially correlated
noise [SM97, SN88]. Subspace methods require multiple snapshots from non-coherent
sources such that the signal subspace is fully represented. For a single snapshot or
coherent sources, a suboptimal pre-processing can be applied for ULAs, which involves
the formation of a spatially smoothed, forward/backward (FB) averaged sample co-
variance matrix [PK89]. In contrast, nonlinear LS is directly applicable with a single
snapshot or coherent sources.
Regarding computational cost, subspace methods are based on an eigendecomposition
and a one-dimensional search, whereas nonlinear LS is based on a computationally
intensive optimization of a D-dimensional objective function. Depending on the sit-
uation, one has to decide which approach is more appropriate. For instance, when
operating with high SNR and large N , subspace methods should be preferred for DOA
estimation of multiple sources. However, for smaller SNR and N , nonlinear LS may
represent a better choice, and one has to develop practicable implementations.
2.3 Source detection
The described methods for high-resolution DOA estimation assume that the number
of sources D is known. This is generally not the case in practice and algorithms for
source detection are required. There are non-parametric methods, which are based on
the eigenvalues of the sample covariance matrix, and parametric methods, which are
based on a joint detection/estimation approach.
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The structure of the eigenvalues of the spatial covariance matrix has been described in
Section 2.2.3. In practice, the sample covariance matrix is employed, and the described
ideal structure is not valid. However, for largeN , theM−D smallest eigenvalues cluster
around σ2. Hence, source detection is possible by determining the multiplicity of the
smallest eigenvalues. Approaches based on sequential statistical hypothesis tests have
been considered in [And63,WJ90,XRK94], whereas [WK85] is based on information
theoretic criteria. Recent results of random matrix theory have been employed, e.g.
in [KN09]. Another approach, which is especially suited for smaller N , is to model the
noise eigenvalues using an exponential profile [GLC96,DHRD07].
A systematic parametric approach for source detection is to use a sequence of GLRTs
[OVSN93, Eri01, AN10]. This requires ML estimation of unknown parameters for an
increasing hypothetical source number until a decision is made. The performance is
generally superior when compared to non-parametric approaches, especially for smaller
SNR and N [KV96]. However, this is achieved at a high computational cost.
2.4 Phase autocalibration for uniform rectangular
arrays
We consider the case, when the array has been initially calibrated with off-line calibra-
tion measurements. Due to unmodeled effects or a time-varying sensor environment,
the resulting model of the array response may still deviate from its true value. The
proposed autocalibration method aims at mitigating the effect of the remaining errors
in the array response.
Several autocalibration techniques have been developed to correct gain and phase esti-
mation errors [PK85,FW88,WRM94,SL00,LE06]. Such errors may result from sensor
imperfections or from coherent local scattering effects [GM98]. In other applications,
phase errors dominate gain errors. Therefore, the localization performance in the pres-
ence of phase errors has been analyzed [RMS88], and autocalibration techniques have
been developed, which take into account only phase errors [WRM94,RGB00]. Apart
from sensor imperfections, such errors may be caused, e.g. by wavefront distortions
due to medium inhomogeneities [RGB00,WTNV10], errors in the presumed array ge-
ometry, or an imperfectly known carrier frequency. Although the deviation of the
presumed array response from its true value often is direction-dependent, a number
of autocalibration techniques assume that the gain and phase error are the same for
several sources. The latter assumption is valid if the sources are closely spaced so
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that the directional dependency of the error in the presumed array response can be
neglected. This is practically relevant, e.g. for active radar systems, if narrow transmit
beams are used, or in radio astronomy, if the individual antennas have a narrow field-of-
view [WTNV10]. We remark that the method proposed in this section is conceptually
related to the redundancy averaging used in radio astronomy [NWAH09].
Autocalibration with arbitrary array geometries can be done using a maximum a poste-
riori (MAP) approach [WOV91,VS94,JSO98]. In this case, the joint optimization with
respect to DOA and array error parameters can be regularized by considering the ar-
ray errors as random nuisance parameters, leading to a DOA estimator which is robust
against array perturbations. In general, the MAP approach requires a computationally
intensive non-convex optimization procedure. Moreover, only small deviations from the
nominal model can be corrected, as it is based on a local first-order approximation of
the error in the presumed array response.
When performing autocalibration with a ULA, it is possible to exploit the structure of
the ideal array response. In [PK85], an LS approach has been proposed to estimate gain
and phase error parameters, based on the Toeplitz structure of the spatial covariance
matrix of the unperturbed array. More specifically, the equality of the elements on the
diagonals of the spatial covariance matrix is exploited to construct a set of equations,
which is then solved by means of the LS principle. The described principle of gain and
phase autocalibration for a ULA can also be applied by only utilizing the information
on the main diagonal for gain estimation, and on the first super-diagonal for phase
estimation [SL00]. This simplification has been analyzed in [LE06], where it was found
that interestingly the best simulative results are achieved when only the first super-
diagonal is considered for phase estimation. For joint DOA and phase error estimation
with ULAs, there is an unidentifiable rotation factor. This ambiguity can be resolved
by using a known phase error difference at two reference sensors, or the DOA of a
reference source. Since this additional information is rarely available in practice, the
phase errors can be constrained to have zero mean [WRM94]. An alternative approach
to resolve the rotational ambiguity is to determine the phase errors with minimum
norm [LE06].
All mentioned references have considered one-dimensional DOA estimation. However,
in many applications both azimuth and elevation angles are of interest. For this reason,
we present an extension of the work in [WRM94] and [LE06] to two-dimensional DOA
estimation with phase autocalibration for a URA. The remaining section is structured
as follows. In Section 2.4.1, the perturbed data model is described along with the
associated ambiguity problem, and an approximate CRB is provided. The proposed
algorithm for phase autocalibration with single source is presented in Section 2.4.2, and
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its mean squared error (MSE) performance is derived. In Section 2.4.3, an extension
for the case with multiple sources is proposed. Simulation results are presented in
Section 2.4.4. Finally, conclusions are drawn in Section 2.4.5.
2.4.1 Perturbed data model
Consider a URA, as depicted in Figure 2.2, with M =MxMy elements, and a steering
vector, given in (2.4). For convenience, electrical angles ψx and ψy are used as DOA
parameters. We first consider the case with a single source, which is practically relevant
in various applications. For instance, in many radar systems, there is at most one target
per range-Doppler processing cell. In the presence of phase errors, the perturbed signal
model is
x˜(i) = Φa(ψx, ψy)s(i) + e(i), i = 1, . . . , N (2.18)
where
Φ = diag{ejϕ1, . . . , ejϕM}
is a phase error matrix, diag{·} denotes the diagonal matrix operator, and ϕ1, . . . , ϕM
are the phase error parameters. The corresponding spatial covariance matrix is
R˜ = E{x˜(i)x˜(i)H} = PΦa(ψx, ψy)a(ψx, ψy)HΦH + σ2IM . (2.19)
where P is the variance of waveform s(i). To describe the element structure of a URA
covariance matrix, in particular of the outer product of the steering vectors, we employ
indexing variables
m = mx + (my − 1)Mx, n = nx + (ny − 1)Mx (2.20)
for mx, nx = 1, . . . ,Mx and my, ny = 1, . . . ,My, so that we have
[a(ψx, ψy)a(ψx, ψy)
H ]m,n = e
j[(mx−nx)ψx+(my−ny)ψy ] (2.21)
where, according to (2.20), variables m and n are functions of mx and my, and nx and
ny, respectively. Consequently, the elements of R˜ can be expressed as
[R˜]m,n = Pe
j[ϕm−ϕn+(mx−nx)ψx+(my−ny)ψy ] + σ2δm,n. (2.22)
where δm,n denotes the Kronecker delta function, which is unity for m = n and zero
otherwise.
The autocalibration problem is posed as follows: given snapshots x˜(i), i = 1, . . . , N
from model (2.18), jointly estimate parameters ψx, ψy and ϕ1, . . . , ϕM .
2.4 Phase autocalibration for uniform rectangular arrays 19
2.4.1.1 Ambiguity
Without the knowledge of s(i), it is only possible to determine the array response up
to a complex scalar. Consequently, we set ϕ1 = 0, and only search for the remaining
parameters
ρ = [ψx, ψy,ϕ
T ]T (2.23)
with ϕ = [ϕ2, . . . , ϕM ]
T .
Another identification problem occurs when the phase errors in ϕ exhibits a structure
which resembles the phases of steering vector a(ψx, ψy), as defined in (2.4). Note that
the phases of the nominal steering vector can be interpreted as a two-dimensional linear
function of the sensor positions. If ϕ2, . . . , ϕM have a similar structure, they cannot be
distinguished from the phases of a steering vector, which leads to a pointing ambiguity.
Hence, we can rewrite the perturbed steering vector as
Φ(ϕ)a(ψx, ψy) = Φ(ϕ+Mϕβ)a(ψx − βx, ψy − βy) (2.24)
with β = [βx, βy]
T and
Mϕ = L1[1My ⊗ δx, δy ⊗ 1Mx] ∈ Z(M−1)×2 (2.25)
where L1 = [0, IM−1] is a selection matrix, which selects the second to last row from a
matrix with M rows, 0 is a column vector of zeros with conformable dimensions, 1n is
a column vector of n ones, and
δx = [0, 1, . . . ,Mx − 1]T
δy = [0, 1, . . . ,My − 1]T .
Consequently, for all β ∈ R2×1, parameters
ρ = ρ0 +Mρβ (2.26)
with
Mρ = [−I2,MTϕ ]T ∈ Z(M+1)×M (2.27)
lead to the same perturbed steering vector. In other words, ρ is not uniquely identifi-
able. We define ρ0 such that the corresponding ϕ0 = L2ρ0, where L2 = [0, 0, IM−1],
satisfies
MTϕϕ0 = 0.
It appears reasonable to assume the phase errors to be i.i.d. such that asymptotically,
for large Mx and My, there is no linear structure across the x- and y-direction of the
URA and we have MTϕϕ = 0. To obtain a unique solution, we therefore propose to
choose ρ such that this condition is fulfilled. If the phase errors are not i.i.d., a modified
condition can be obtained by taking into account a known correlation structure.
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2.4.1.2 Crame´r-Rao bound
To determine the CRB for the described joint estimation problem, we assume ϕ to be
a Gaussian random variable with zero mean and known covariance σ2ϕIM−1. The full
parameter set, denoted with Θ, then contains deterministic parameters ψx, ψy, P , and
σ2, and stochastic parameter ϕ. Therefore, the Fisher information matrix (FIM) is of
the form [vT68]
J = JD + JP
where JD represents information obtained from the data in X = [x˜(1), . . . , x˜(N)], and
JP represents a priori information. Its respective elements are given by
[JD]m,n = −E
{
∂2
∂Θm∂Θn
ln pX|Θ(X|Θ)
}
[JP]m,n = −E
{
∂2
∂Θm∂Θn
ln pϕ(ϕ)
}
where pX|Θ(X|Θ) is the likelihood function and pϕ(ϕ) is the assumed prior distribu-
tion. However, JD cannot be easily evaluated because of the expectation with respect
to ϕ, and because of nuisance parameters P and σ2. It has been proposed in [ZW88a]
to obtain an approximate FIM by evaluating JD at ϕ. By following similar steps as
in [WOV91], the block of this approximate CRB matrix corresponding to parameters
ψx, ψy, and ϕ is given by
ACRB−1 =
2N
σ2
Re



 hxx hxy hxϕhyx hyy hyϕ
hϕx hϕy Hϕϕ



+

 0 0 0T0 0 0T
0 0 1
σ2ϕ
IM−1

 (2.28)
with elements
hxx = d
H
x P
⊥
a˜ dxΣ
hxy = d
H
x P
⊥
a˜ dyΣ
hyx = d
H
y P
⊥
a˜ dxΣ
hyy = d
H
y P
⊥
a˜ dyΣ
hxϕ = (d
H
x P
⊥
a˜ L
T
1 ) dTϕΣ
hyϕ = (d
H
y P
⊥
a˜ L
T
1 ) dTϕΣ
hϕx = Σdϕ  (L1P⊥a˜ d∗x)
hϕy = Σdϕ  (L1P⊥a˜ d∗y)
Hϕϕ = Σ(dϕd
H
ϕ ) (L1P⊥a˜ LT1 )
where  denotes the element-wise matrix product,
P⊥a˜ = IM − a˜(a˜Ha˜)−1a˜H
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is the orthogonal projection matrix of perturbed steering vector a˜ = Φ(ϕ)a(ψx, ψy),
Σ = P 2a˜HR˜−1a˜, and
dx =
∂a˜
∂ψx
= Φ(ϕ)[ay(ψy)⊗ jdiag{δx}ax(ψx)]
dy =
∂a˜
∂ψy
= Φ(ϕ)[jdiag{δy}ay(ψy)⊗ ax(ψx)]
dϕ =
[
∂[a˜]2
∂ϕ2
, . . . ,
∂[a˜]M
∂ϕM
]T
= jL1a˜
are partial derivatives of a˜ with respect to ψx, ψy, and ϕ, respectively. δx, δy, and L1
have been defined in Section 2.4.1.1.
In summary, the diagonal elements of the approximate CRB matrix, defined in (2.28),
[ACRB]1,1, [ACRB]2,2 and [ACRB]i,i, i = 3, . . . ,M +1 represent approximate lower
bounds on the error variances of jointly estimating ψx, ψy, and the elements of ϕ,
respectively.
2.4.2 Proposed autocalibration algorithm
In the following, the proposed algorithm for phase autocalibration is presented and an
analytical expression for its MSE performance is derived. We use the phase relations
of elements of the perturbed spatial covariance matrix R˜, as defined in (2.22). Due to
the Hermitian symmetry, we only consider elements on the super-diagonals, i.e. [R˜]m,n
with m < n. The perturbed spatial covariance matrix is estimated using the sample
covariance matrix of perturbed snapshots x˜(i),
Rˆ =
1
N
N∑
i=1
x˜(i)x˜(i)H . (2.29)
For constructing equations from the phase measurements of the elements of Rˆ, we
follow the general idea in [WRM94]. Using indexing variables m and n, as defined in
(2.20), we have
∠[Rˆ]m,n = ϕm − ϕn + (mx − nx)ψx + (my − ny)ψy + m,n (2.30)
for mx, nx = 1, . . . ,Mx and my, ny = 1, . . . ,My, where m,n are the phase estimation
errors of the sample covariance matrix.
22 Chapter 2: Array processing
In Appendix 2.A.1, it is shown that, for sufficiently high SNR and/or large N , phase
error term m,n has zero mean and covariance
E{m,nk,l} ≈


σ2
2PN
if n = l ∩m 6= k
σ2
2PN
if n 6= l ∩m = k
σ2
PN
+ σ
4
2P 2N
if n = l ∩m = k
− σ2
2PN
if n = k ∩m 6= l
− σ2
2PN
if n 6= k ∩m = l
− σ2
PN
− σ4
2P 2N
if n = k ∩m = l
0 otherwise.
(2.31)
Based on (2.30), we form two groups of equations, for which either mx−nx or my−ny
equals zero, and the other equals one. Note that these elements are least likely to
require phase unwrapping [WRM94], and hence lead to an estimator which is more
robust.
Group 1: Phase measurements from elements on the first super-diagonal,
for mx = 1, . . . ,Mx − 1 and my = 1, . . . ,My
∠[Rˆ]m,m+1 = ϕm − ϕm+1 − ψx + m,m+1. (2.32)
Group 2: Phase measurements from elements on super-diagonal Mx,
for mx = 1, . . . ,Mx and my = 1, . . . ,My − 1
∠[Rˆ]m,m+Mx = ϕm − ϕm+Mx − ψy + m,m+Mx . (2.33)
Generally more elements of Rˆ can be considered. These have larger lag values mx−nx
or my−ny, so that a phase unwrapping procedure, depending on ρ, may be necessary.
It is possible to use the proposed method to determine ρˆ in a first stage. In a second
stage, ρˆ is used for phase unwrapping of the covariance matrix elements, which have
not been used in the first stage, and a refined estimate is obtained. Note that when the
proposed method fails in the first stage, then a subsequent phase unwrapping is likely
to fail as well. Therefore, this approach can only improve the result in the asymptotic
region, and is not addressed here.
In total, (2.32) and (2.33) contain
NF = (Mx − 1)My +Mx(My − 1)
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equations. These can be summarized by
ϑˆ = Fρ+  (2.34)
where ϑˆ ∈ RNF×1 consists of the phase measurements of the elements of the sample
covariance matrix according to Groups 1 and 2, F ∈ ZNF×(M+1) is the corresponding
system matrix, and  is a vector of measurement errors.
Proposition: The rank of F is M − 1.
Proof : Let us consider the case without measurement errors. We have ϑ = Fρ, which
corresponds to NF equations and M + 1 unknowns. Due to the non-identifiability of
ρ, as described in Section 2.4.1.1, the rank of F must be less or equal M − 1.
Now assume ψx and ψy are given. In this case, (2.32) and (2.33) allow to recursively
compute ϕ2, . . . , ϕM by
ϕ2 = −∠[R˜]1,2 − ψx
and, for m = 2, . . . ,M − 1
ϕm+1 =
{
ϕm − ∠[R˜]m,m+1 − ψx if mod{m,Mx} 6= 0
ϕm−Mx+1 − ∠[R˜]m−Mx+1,m+1 − ψy otherwise.
Thus, the rank of F cannot be less than M − 1, which concludes the proof. 
As a consequence of the non-identifiability of ρ and the above proposition, we must
have FMρ = 0. Thus, the optimum points of the LS optimization problem
min
ρ
‖Fρ− ϑˆ‖2 (2.35)
can be expressed as
ρˆ = ρˆMN +Mρβ (2.36)
where
ρˆMN = F
+ϑˆ
represents the minimum norm solution of (2.35) [Dem97], and F+ is the Moore-Penrose
pseudo-inverse of F . We note that, given a truncated singular value decomposition
F = UFΛFV
T
F , where ΛF is a positive definite diagonal matrix of dimension M − 1,
this pseudo-inverse is given by F+ = VFΛ
−1
F U
T
F .
As discussed in Section 2.4.1.1, to obtain a unique solution, we constrain ρ, or more
specifically ϕ = L2ρ, such that M
T
ϕϕ = 0. Thus, we have
MTϕL2ρˆ =M
T
ϕL2(ρˆMN +Mρβ) = 0
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which can be solved for
β = −(MTϕMϕ)−1MTϕL2ρˆMN
Insertion into (2.36) yields
ρˆ0 = Qϑˆ (2.37)
with
Q = [IM+1 −Mρ(MTϕMϕ)−1MTϕL2]F+ (2.38)
where matrices Mρ, Mϕ, and L2 have been defined in Section 2.4.1.1. Note that the
latter solution can also be interpreted as the vector ρˆ of (2.36) with the minimum norm
of ϕ.
Regarding computational complexity, the construction of ϑˆ involves the computation
of Rˆ, and the phase calculation of selected elements. When measurement vector ϑˆ is
available and Q is computed off-line, ρˆ0 is determined by a real-valued matrix vector
product with (M + 1)NF operations. Therefore, the proposed estimator in (2.37) can
be regarded as computationally simple.
To analyze the estimation performance in terms of MSE, we first consider the bias,
which can be evaluated as
bias{ρˆ0} = E{ρˆ0} − ρ = Q(Fρ+ E{})− ρ = Pϕρ (2.39)
where Pϕ = QF − IM+1, and we have used that  has zero mean. The bias depends
on the parameter itself and how much QF differs from an identity matrix. One can
interpret Pϕ as a projection-like operator onto the unidentifiable components of ϕ.
The MSE is given by
MSE{ρˆ0} = E{(ρˆ0 − ρ)(ρˆ0 − ρ)T}
= E{(Q[Fρ+ ]− ρ)(Q[Fρ+ ]− ρ)T}
= E{(Pϕρ+Q)(Pϕρ+Q)T}
= Pϕρρ
TP Tϕ +QE{T}QT (2.40)
where E{T} can be evaluated using (2.31). The MSE consists of a squared bias term
and a variance term due to the additive phase errors.
We remark that the proposed estimator can be generalized straightforwardly to array
geometries, which satisfy the outer product structure from (2.4).
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2.4.3 Extension for multiple sources
The perturbed signal model for a superposition of D uncorrelated sources, where we
assume D to be known, is
x˜(i) =
D∑
k=1
Φa(ψx,k, ψy,k)sk(i) + e(i), i = 1, . . . , N (2.41)
where ψx,k, ψy,k, and sk(i) are the DOA parameters and waveform of source k, respec-
tively. The corresponding spatial covariance matrix is
R˜ = E{x˜(i)x˜(i)H} =
D∑
k=1
PkΦa(ψx,k, ψy,k)a(ψx,k, ψy,k)
HΦH + σ2IM (2.42)
where Pk is the variance of waveform sk(i). When using indexing variables m and n, as
defined in (2.20), one can observe that the outer product of steering vectors in (2.21) is
a Toeplitz-block Toeplitz matrix, since the elements are only a function of mx−nx and
my−ny. In the unperturbed case with Φ = IM , the spatial covariance matrix in (2.42)
is a sum of D Toeplitz-block Toeplitz matrices and a diagonal matrix, and therefore
also satisfies the Toeplitz-block Toeplitz structure. This structure can be exploited
for phase calibration [HZ11b]. In particular, we use the fact that elements of the
unperturbed covariance matrix, which are on the same super-diagonal within blocks,
and at the same position from block to block, are equal. So by selecting corresponding
elements, the phases differences will only depend on the phase error parameters.
We follow the idea in [SL00] and [LE06], and select only elements from ∠Rˆ, for which
eithermx−nx ormy−ny equals zero, and the other equals one. Four groups of relations
have been identified, and are described below. ξ
(l)
m , l = 1, 2, 3, 4 denote the additive
phase errors of respective groups.
Group 1: Relations within blocks, on first super-diagonal,
for mx = 1, . . . ,Mx − 2 and my = 1, . . . ,My
∠[Rˆ]m+1,m+2 − ∠[Rˆ]m,m+1
= ϕm − 2ϕm+1 + ϕm+2 + ξ(1)m . (2.43)
Group 2: Relations from block to block, on first super-diagonal,
for mx = 1 and my = 1, . . . ,My − 1
∠[Rˆ]m+Mx,m+Mx+1 − ∠[Rˆ]m,m+1
= ϕm − ϕm+1 − ϕm+Mx + ϕm+Mx+1 + ξ(2)m . (2.44)
26 Chapter 2: Array processing
Group 3: Relations within blocks, on super-diagonal Mx,
for mx = 1, . . . ,Mx − 1 and my = 1, . . . ,My − 1
∠[Rˆ]m+1,m+Mx+1 − ∠[Rˆ]m,m+Mx
= ϕm − ϕm+Mx − ϕm+1 + ϕm+Mx+1 + ξ(3)m . (2.45)
Group 4: Relations from block to block, on super-diagonal Mx,
for mx = 1 and my = 1, . . . ,My − 2
∠[Rˆ]m+Mx,m+2Mx − ∠[Rˆ]m,m+Mx
= ϕm − 2ϕm+Mx + ϕm+2Mx + ξ(4)m . (2.46)
In total, (2.43)-(2.46) contain
NG = (Mx − 2)My +Mx(My − 1) + (My − 2) (2.47)
equations. These can be summarized by
ϑˆ∆ = Gϕ+ ξ (2.48)
where ϑˆ∆ ∈ RNG×1 consists of the phase measurement differences of elements of the
sample covariance matrix according to Groups 1-4,G ∈ ZNG×(M−1) is the corresponding
system matrix, and ξ is a vector of measurement errors.
The number of independent relations, and so the rank of G, is at most M − 3, which
results from the unidentifiable linear components of ϕ, as indicated in Section 2.4.1.1.
Hence, the LS approach
min
ϕ
‖Gϕ− ϑˆ∆‖2 (2.49)
leads to a non-unique solution. Following a similar approach as above, (2.49) is solved
with the smallest norm of ϕ, leading to the minimum norm solution
ϕˆMN = G
+ϑˆ∆ (2.50)
where G+ is the Moore-Penrose pseudo-inverse of G, obtained similarly as described
in Section 2.4.2 for F .
2.4.4 Simulation results
We first present simulation results using the proposed algorithm for joint DOA estima-
tion and phase calibration in the single source case. If not otherwise stated, N = 4M
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snapshots are simulated according to model (2.18), using a square 16-element URA,
and DOA parameters ψx = −0.5 and ψy = 0.25. The phase error parameters in ϕ are
generated from a Gaussian distribution with zero mean and variance σ2ϕ.
In all simulations, we compare the performance of the proposed algorithm with the
analytically found MSE from (2.40) and the approximate CRB from (2.28). As per-
formance metrics for DOA estimation and phase calibration, we consider the averaged
root mean squared error (RMSE), defined by
RMSE2ψ =
1
MC
MC∑
k=1
1
2
[(ψˆx,k − ψx)2 + (ψˆy,k − ψy)2]
RMSE2ϕ =
1
MC
MC∑
k=1
1
M − 1‖ϕˆk − ϕ‖
2
where ψˆx,k, ψˆy,k and ϕˆk are the DOA and phase error estimates in run k, and MC = 10
4
is the number of Monte-Carlo runs. Later, we also present simulation results using the
proposed algorithm for multiple sources.
2.4.4.1 Variance of the phase
Since the derived result for the phase error covariance in (2.31) differs from the results
obtained in [LE06] or [WRM94], we present a simulation example for validation. In
four scenarios with different source variance P and number of snapshots N , the noise
standard deviation σ is varied. We calculate the empirical standard deviation of ∠[Rˆ]1,2
and compare it with (2.31), in particular the square root of E{21,2}. The result is
shown in Figure 2.3. One can observe that our derivation, shown in Appendix 2.A.1,
represents a good match with the empirical results. Note that the scenarios with the
same product PN are asymptotically equivalent for small σ. For large σ, the phase
measurements of the sample covariance matrix become arbitrary and are limited from
above by the standard deviation of a uniform distribution between 0 and 2pi.
2.4.4.2 Effect of SNR and array size
We simulate DOA estimation and the phase calibration performance of the proposed
algorithm from (2.37) versus SNR, for square URAs with Mx = 4, 8, and 16, and with
σϕ = 0.05pi. The results are shown in Figure 2.4. One can observe, that the per-
formance of the proposed approach is accurately predicted by the analytically found
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Figure 2.3. Simulation results. Empirical standard deviation for the phase of the
elements of the sample covariance matrix versus noise standard deviation σ, in several
scenarios, compared with the derived expression from (2.31).
MSE. For sufficiently high SNR, the performance is close to the approximate CRB for
both DOA estimation and phase calibration. Note that this is even possible by consid-
ering only selected elements from Rˆ. From considering more elements, the threshold
performance can be improved, but this would require a non-trivial technique to deal
with the phase unwrapping problem. Also, one can observe that the convergence error
is inversely proportional to the URA size. This convergence level is due to the uniden-
tifiable components of ρ, and corresponds to a remaining uncertainty. This behavior
seems to be captured by the approximate CRB, so that it can be considered as a valid
performance bound.
2.4.4.3 Comparison with BF matching and MAP-NSF
The proposed algorithm is compared with two other methods. First, we use the simple
and intuitive approach described in [HZ11b], based on the conventional BF. Second, we
use an MAP approach, in which distributional information of the random parameter is
employed. In particular, we consider the implementation in [VS94] with noise subspace
fitting (NSF), which is describes in detail in Appendix 2.A.2.
The idea of the BF matching approach is to estimate the unknown phase errors by
matching the ideal steering vector with an unstructured estimate of the array response
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Figure 2.4. Simulation results. RMSE of the proposed approach for DOA estimation
(top) and phase calibration (bottom) versus SNR, for σϕ = 0.05pi and several URA
sizes, compared with the analytical MSE from (2.40) and the approximate CRB.
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[HZ11b]. Towards this end, first, estimate the source waveform using
sˆ(i) =
1
M
a(ψˆx, ψˆy)
Hx(i), i = 1, . . . , N (2.51)
where ψˆx and ψˆy are the locations of the global maximum of the two-dimensional BF
spectrum, given by
PBF(ψx, ψy) = a(ψx, ψy)
HRˆa(ψx, ψy). (2.52)
Second, find an unstructured estimate of the array response as
αˆ =
∑N
i=1 sˆ(i)
∗x(i)∑N
i=1 |sˆ(i)|2
. (2.53)
Third, estimate the desired phase error parameters as
ϕˆm = ∠[αˆ]m − ∠[a(ψˆx, ψˆy)]m − ∠[αˆ]1, m = 2, . . . ,M. (2.54)
We remark that this approach assumes the phase errors to be sufficiently small such
that the two-dimensional BF spectrum is not perturbed significantly.
To compare the proposed algorithm with the described methods, we simulate DOA es-
timation and the phase calibration performance versus σϕ. We consider Mx =My = 4
and SNR = 15 dB. Figure 2.5 shows the obtained results. Regarding DOA estimation
performance, the BF matching and MAP-NSF method prove to be robust against small
phase errors. Both achieve the approximate CRB and should therefore be preferred
over the proposed algorithm. However, for larger phase errors, the proposed algorithm
is able to achieve optimum phase calibration and results in slightly improved DOA
estimation performance. The same can be observed regarding phase calibration perfor-
mance, except that the BF matching approach provides suboptimal results. We note
that all methods break down when the phase errors are larger than pi/4.
Regarding computational cost, the BF matching and MAP-NSF method are both based
on a two-dimensional spectral search, and are therefore more complicated than the
proposed algorithm, which only requires a matrix vector multiplication.
2.4.4.4 Resolution
Finally, we demonstrate that the proposed algorithm for the case with multiple sources,
as described in Section 2.4.3, is able to improve the resolution performance. Towards
this end, consider a scenario with two uncorrelated sources of equal power, and DOA
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Figure 2.5. Simulation results and performance comparison. RMSE of DOA estimation
(top) and phase calibration (bottom) versus phase error magnitude σϕ, forMx = My =
4 at SNR = 15 dB.
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Figure 2.6. Simulation results. Empirical probability of resolution of two-dimensional
MUSIC with no correction, proposed phase calibration and ideal calibration, versus
angular separation δ, for σϕ = 0.05pi, Mx = My = 4 at SNR = 20 dB.
parameters ψx,1 = ψy,1 = −δ/(2
√
2) and ψx,2 = ψy,2 = δ/(2
√
2), such that the angular
source separation is parameterized by
δ =
√
(ψx,1 − ψx,2)2 + (ψy,1 − ψy,2)2.
We consider spectral two-dimensional MUSIC [vT02] for high-resolution DOA estima-
tion. The corresponding pseudo spectrum is given by
PMUSIC(ψx, ψy) =
1
‖UˆHn Φˆa(ψx, ψy)‖2
where Uˆn is the noise subspace, estimated from Rˆ in (2.29) and Φˆ can be estimated
using the proposed algorithm in Section 2.4.3. The two sources are considered as
resolved if the locations of the two largest local maxima of the MUSIC pseudo spectrum
are close to the true DOA parameters, i.e.
(ψˆx,1 − ψx,1)2 + (ψˆy,1 − ψy,1)2 <
(
δ
2
)2
∩ (ψˆx,2 − ψx,2)2 + (ψˆy,2 − ψy,2)2 <
(
δ
2
)2
.
We simulate the empirical probability of resolution of two-dimensional MUSIC with no
correction, the proposed phase calibration algorithm, and the ideal phase calibration,
versus angular separation δ. We consider a square 16-element URA, SNR = 20 dB, and
σϕ = 0.05pi. Figure 2.6 shows the obtained results. One can observe that the proposed
method for phase calibration is able to substantially enhance the resolution performance
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when compared with no correction. Note that the Friedlander-Weiss method [FW88] is
not considered here, since it requires the two sources to be resolved in the uncalibrated
state, and consequently cannot be used to enhance the resolution ability.
2.4.5 Conclusion
For the single source case, we have presented an algorithm for joint two-dimensional
DOA estimation and phase calibration for URAs. The proposed algorithm results in a
linear LS problem, which can be solved efficiently. An accurate analytical expression
for the asymptotic MSE performance has been determined. Our simulation results
suggest that the proposed algorithm achieves the approximate CRB under moderate
conditions. We remark that the problem of phase autocalibration with URAs gener-
ally results in unidentifiable estimation due to an ambiguity problem. This has been
described adequately, and a remedy in terms of a suitable constraint on the phase error
parameters has been proposed.
Furthermore, an extension of the proposed algorithm to the case with multiple sources
has been presented. This algorithm exploits the Toeplitz-block Toeplitz structure of the
unperturbed covariance matrix. Note that the phase calibration method is decoupled
from the DOA estimation and can be applied as a pre-processing step. The proposed
algorithm allows to substantially enhance the resolution performance of high-resolution
two-dimensional DOA estimation in the presence of phase errors.
For both cases, with a single source and multiple sources, the proposed autocalibration
method can be straightforwardly reduced to the ULA geometry by using My = 1. In
this case, only the corresponding first groups remain, and the resulting algorithms are
equivalent with a special case of [WRM94], and [SL00], respectively.
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2.A Appendix
2.A.1 Statistical properties of the sample covariance matrix
The sample covariance matrix of the perturbed data has been defined in (2.29). Its
mean and a first-order approximation of the covariance between the phases of matrix
elements are determined next.
In the following, the elements of vectors x˜(i), a˜, and e(i) are denoted with x˜m(i), a˜m,
and em(i), respectively. Plugging in x˜m(i) and x˜n(i)
∗, the elements of Rˆ are
rˆm,n =
1
N
N∑
i=1
x˜m(i)x˜n(i)
∗
=
1
N
N∑
i=1
|s(i)|2a˜ma˜∗n + s(i)a˜men(i)∗ + s(i)∗a˜∗nem(i) + em(i)en(i)∗. (2.55)
It can be easily seen that
E{rˆm,n} = P a˜ma˜∗n + σ2δm,n = r˜m,n (2.56)
which corresponds to (2.19), so Rˆ is unbiased. Hence, also the phases of the elements
are unbiased.
When the SNR is high and/or the number of snapshots is large such that the estimation
error of Rˆ is small [Tre85], we can employ a first-order approximation of
rˆm,n
rm,n
=
|rˆm,n|
|rm,n|e
j(∠rˆm,n−∠rm,n)
= (1 + ζm,n)e
jm,n
≈ (1 + ζm,n)(1 + jm,n) ≈ 1 + ζm,n + jm,n
where ζm,n = |rˆm,n|/|rm,n| − 1 and
m,n = ∠rˆm,n − ∠rm,n ≈ Im
{
rˆm,n
rm,n
}
(2.57)
represents the phase estimation error. It can be easily seen that m,n = 0 for m = n.
Hence, we focus on the case m 6= n in the following. Using (2.55) and (2.56), we have
Im
{
rˆm,n
rm,n
}
=
1
PN
N∑
i=1
Im{s(i)a˜nen(i)∗ + s(i)∗a˜∗mem(i) + a˜∗ma˜nem(i)en(i)∗}. (2.58)
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Let us define
γm,n =
1
PN
N∑
i=1
s(i)a˜nen(i)
∗ + s(i)∗a˜∗mem(i) + a˜
∗
ma˜nem(i)en(i)
∗. (2.59)
Then, for m 6= n and k 6= l, we can calculate
E{γm,nγ∗k,l} =
1
(PN)2
N∑
i=1
N∑
q=1
{Pδi,qa˜na˜∗l σ2δn,l + Pδi,qa˜∗ma˜kσ2δm,k
+ a˜∗ma˜na˜ka˜
∗
l σ
4δn,lδm,kδi,q}
=
1
P 2N
{Pσ2(δn,l + δm,k) + σ4δn,lδm,k} (2.60)
where we have used that for white circular complex Gaussian random processes with
zero mean [And03], we have
E{em(i)en(q)∗} = σ2δi,qδm,n, E{em(i)en(q)} = 0
any third-order terms are zero, and
E{em(i)en(i)∗ek(q)∗el(q)} = σ4(δm,nδk,l + δi,qδm,kδn,l).
Note that (2.60) is non-zero only for l = n or k = m.
Likewise, we can calculate
E{γm,nγk,l} =
1
(PN)2
N∑
i=1
N∑
q=1
{Pδi,qa˜na˜∗kσ2δn,k + Pδi,qa˜∗ma˜lσ2δm,l
+ a˜∗ma˜na˜
∗
ka˜lσ
4δn,kδm,lδi,q}
=
1
P 2N
{Pσ2(δn,k + δm,l) + σ4δn,kδm,l} (2.61)
which is non-zero only for n = k or m = l.
Note that (2.60) and (2.61) cannot be simultaneously non-zero for m 6= n and k 6= l.
Moreover, since the expressions in (2.60) and (2.61) are real-valued, it can be easily
seen that
E{γm,nγ∗k,l} = E{Re[γm,n]Re[γk,l]}+ E{Im[γm,n]Im[γk,l]}
E{γm,nγk,l} = E{Re[γm,n]Re[γk,l]} − E{Im[γm,n]Im[γk,l]}
which, by subtracting the latter two equations, yields
E{Im[γm,n]Im[γk,l]} =
1
2
(E{γm,nγ∗k,l} − E{γm,nγk,l}). (2.62)
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From (2.57) and (2.59), we have m,n ≈ Im{γm,n}. Consequently, (2.62) approximately
equals E{m,nk,l}.
In summary, since Rˆ is unbiased, m,n has zero mean. Moreover, when the SNR is high
and/or the number of snapshots is large, the covariance between the phases of matrix
elements is
E{m,nk,l} ≈


σ2
2PN
if n = l ∩m 6= k
σ2
2PN
if n 6= l ∩m = k
σ2
PN
+ σ
4
2P 2N
if n = l ∩m = k
− σ2
2PN
if n = k ∩m 6= l
− σ2
2PN
if n 6= k ∩m = l
− σ2
PN
− σ4
2P 2N
if n = k ∩m = l
0 otherwise.
2.A.2 MAP-NSF
This approach uses the fact that the ML criterion, required for MAP estimation, is
asymptotically, for large N , equivalent to the NSF criterion [VS94]. For a single source,
the latter is given by
VNSF(ψx, ψy,ϕ) = N a˜
HUˆnUˆ
H
n a˜wˆ
where Uˆn is the estimated noise subspace, obtained from an eigendecomposition of Rˆ,
and
wˆ =
1
σˆ2
|a(ψˆx, ψˆy)Huˆs|2
M2
(λˆs − σˆ2)2
λˆs
where σˆ2 is the average of the M − 1 smallest eigenvalues, ψˆx and ψˆy are initial DOA
estimates, e.g. obtained from the global maximum of (2.52), uˆs is the estimated signal
eigenvector, and λˆs is its respective eigenvector. In the considered case, the MAP-NSF
criterion is given by
V (ψx, ψy,ϕ) = VNSF(ψx, ψy,ϕ) +
1
2Nσ2ϕ
ϕTϕ. (2.63)
Assuming ϕ is small, a local first-order approximation of a˜ is possible around ϕ = 0,
a˜ ≈ a+Dϕϕ
with nominal steering vector a = a(ψx, ψy), and
Dϕ =
[
∂a˜
∂ϕ2
, . . . ,
∂a˜
∂ϕM
]
ϕ=0
= jdiag{a}LT1 .
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This approximation allows to concentrate the MAP-NSF criterion in (2.63) with re-
spect to error parameter ϕ [VS94]. The DOA estimates are obtained from the global
minimum of
V (ψx, ψy) = a
HMˆa− fˆHΓˆfˆ
where Mˆ = wˆUˆnUˆ
H
n , and
Γˆ = Re{DHϕ MˆDϕ +
1
2Nσ2ϕ
IM−1}
fˆ = Re{DHϕ Mˆa}.
The phase estimates are obtained by ϕˆ = −Γˆfˆ .
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Automotive radar
In this chapter, we consider the problem of high-resolution DOA estimation in auto-
motive radar. A brief background of automotive radar applications for modern driver
assistance systems is given in Section 3.1. We provide a description of a typical auto-
motive radar system in Section 3.2, along with the measurement model and a possible
pre-processing, which results in processing cells according to range and relative ve-
locity, each represented by a single snapshot. In many cases, multiple targets can be
distinguished by their range and/or relative velocity, so that each processing cell only
contains a single target. We focus on the case when two targets are superposed in a
processing cell and describe practical use cases. For the potential two-target model,
an optimal approach for DOA estimation and detection, based on ML estimation and
a GLRT, is presented in Section 3.3. Results with real data in controlled experiments
with one and two corner reflectors are presented. In Section 3.4, a discussion and
outline of the remaining chapters is given.
3.1 Background
Some parts of the automotive radar background are taken from [Win10]. More and
more cars are equipped with advanced driver assistance systems, which use various
sensors to determine the environment of the car. From an identified traffic situation,
a driver assistance system regulates the behavior of the car, instructs the driver, or
warns the driver in dangerous situations. An overview is provided in [WHW09]; one
can distinguish:
• Comfort applications, e.g. adaptive cruise control (ACC) or, more specifically,
full speed range adaptive cruise control (FSRA) [ISO09,WHW09]. Here, the
driver assistance system regulates the speed of the car to a desired level if this
is allowed by the traffic situation. Otherwise, the speed is adapted to the traffic
situation.
• Safety applications, e.g. collision avoidance systems [Jon01,Hof08], with the aim
to reduce the stopping distance in a dangerous traffic situation. Means to achieve
this can range from prefilling the brake to an autonomous emergency braking.
Some other safety applications are lane departure warning, lane change assistant
(LCA), or blind spot detection, to name a few [WHW09].
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Often driver assistance systems use radar sensors to determine the environment. These
work reliably even in bad weather conditions, and can provide accurate measurements
of the range, or radial distance, and the radial relative velocity of multiple targets.
Typical frequency bands for automotive radar are around 24GHz and 77GHz. To also
measure the lateral position of a target, a mechanically scanning directional antenna,
or an antenna array with digital beamforming can be applied. For the latter variant,
planar microstrip antennas, or patch antennas, are an implementation with low costs
and small installation size. By measuring the phases at an array of antennas in hori-
zontal direction, one can determine the DOA of a target. For the described collision
avoidance or FSRA application, it is essential to accurately estimate the lateral posi-
tion, and to be able to resolve multiple closely spaced targets. For array systems with
limited aperture, this can be achieved with high-resolution DOA estimation.
3.2 Radar system
Following [Win10], we consider the exemplary radar system as depicted in Figure 3.1.
Tx Rx1 Rx2 RxM
. . .
Multiplexer
Oscillator Mixer
Radar Control DSP
A/D
Figure 3.1. Hardware configuration of an exemplary radar system with a single transmit
(Tx) antenna and multiple receive (Rx) antennas, with sequential antenna recording
and stretch pulse compression [Win10].
It consists of a single transmit antenna and multiple receive antennas. All antennas are
implemented as patch arrays with the same directivity in azimuth and elevation an-
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gle. The M receive antennas form a ULA with element spacing d. To reduce hardware
cost, a sequential antenna recording strategy is employed. This involves a single receive
path and a high-frequency multiplexer, which can cyclically select the receive anten-
nas. The receive path consists of a real-valued correlation mixer, a bandpass filter, an
amplifier, and an analog-to-digital (A/D) converter. The sampled radar measurements
are processed in the digital signal processing (DSP) unit. A radar control unit actu-
ates the voltage-controlled oscillator for pulse waveform generation, the high-frequency
multiplexer, and the A/D converter.
In contrast to digital pulse compression, the depicted radar system performs a stretch
pulse compression, which is done partly in the analog domain by means of down-mixing
with the transmitted waveform [Sko08, Ch. 8], [Ric05], and in the digital domain by
means of spectrum analysis. For targets located within a relatively small range window,
this allows to use a sampling frequency much smaller than the bandwidth, without loss
of the range resolution.
3.2.1 Radar measurement model
The description of the radar measurement model is loosely based on [Win10], where
some parts are also taken from [Win07,LKK04]. The transmitted waveform is a linear
frequency modulated pulse, commonly referred to as chirp, generated from the voltage-
controlled oscillator,
xT(t) = cos[2piϕT(t)], ϕT(t) = fct+ αt
2, t ∈ [0, T )
where fc is the carrier frequency, α = B/(2T ), B is the pulse bandwidth, and T is the
pulse duration. At a reference antenna, the received signal, which has been reflected
by an object at range r with radial relative velocity v, is given by
xR(t) = AR cos[2piϕR(t)], ϕR(t) = ϕT(t− τ)
where AR is an attenuation factor,
τ =
2
c
(r + vt) (3.1)
is the radar two-way propagation delay due to the reflection from of a moving target,
and c is the speed-of-light. The real-valued correlation mixer acts as a multiplier with
output xT(t)xR(t), which can be evaluated using the identity
2 cos(x) cos(y) = cos(x+ y) + cos(x− y).
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Table 3.1. System parameters of exemplary mid-range radar (MRR) and short range
radar (SRR) systems, of which experimental results are presented.
MRR SRR
Carrier frequency fc 24.15GHz
Pulse duration T 7.68µs
Pulse bandwidth B 100MHz
Fast time sampling interval TS 25 ns
Number of fast time samples NS 256
Pulse repetition interval TP 10µs
Number of pulses NP 128 256
Number of antennas M 8 (provisional 7)
Antenna spacing d 15mm 6.2mm
Antenna HPBW 40◦ 120◦
The first term corresponds to the upper sideband of the mixer output, which is rejected
by the bandpass filter. Thus, the intermediate frequency (IF) signal after bandpass
filtering and amplification is
xIF(t) = A cos[2piϕIF(t)], ϕIF(t) = ϕT(t)− ϕR(t)
= fct + αt
2 − fc(t− τ)− α(t− τ)2
= fcτ + 2ατt− ατ 2
where A is an amplitude factor. Since τ  T , the last term of ϕIF(t) can be neglected
[Win07]. Plugging in τ from (3.1) yields
ϕIF(t) ≈ 2fcr
c
+
(
4αr
c
+
2fcv
c
)
t +
4αv
c
t2 (3.2)
where the first term is a constant phase, the term in brackets is a frequency according
to the propagation delay and the Doppler shift [Win07,Ric05], and the term with t2
corresponds to a linear frequency variation and can also be neglected. For small pulse
durations T , and thus large values of α, the frequency term is dominated by 4αr/c.
For instance, given the system parameters of the exemplary radar systems in Table 3.1,
one can calculate 4α/(2fc) ≈ 103  1.
Consequently, range r is determined from the frequency of xIF(t). In practice, one is
also interested in relative velocity v and azimuth angle φ, as defined in Figure 2.1 for
a ULA in x-direction. Towards this end, NP pulses are repeated with pulse repetition
interval TP, for all M antennas. Before transmission, the multiplexer cyclically selects
the corresponding receive antenna. In total, this results in MNP pulses in a coherent
measurement cycle. During this period, parameters r, v, and φ are assumed to be con-
stant. In the considered case with multiple pulses and antennas, and when performing
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fast time sampling, t = TSnS at NS instances, (3.2) can be extended to
ϕIF(nS, nS, m; r, v, φ, ξ) (3.3)
≈ 4αr
c
TS︸ ︷︷ ︸
Fr
nS +
2fcv
c
MTP︸ ︷︷ ︸
Fv
nP +
(
2fcv
c
TP +
fcd sin(φ)
c︸ ︷︷ ︸
Fφ
)
(m− 1) + ξ
for
nS = 0, . . . , NS − 1, nP = 0, . . . , NP − 1, m = 1, . . . ,M.
Non-dominant terms are neglected, the remaining phase terms correspond to harmonic
oscillations with respect to sample, pulse and antenna variable nS, nP, and m, respec-
tively. The corresponding normalized frequencies Fr, Fv, and Fφ directly depend on
the parameters of interest [Win10], as indicated in (3.3). Due to the sequential an-
tenna recording, one has to correct the frequency of the antenna variable by −Fv/M .
Constant and almost constant phase terms are summarized by ξ.
Using the superposition principle and the expression from (3.3), the approximate signal
model for K targets, with parameters rk, vk, φk, Ak and ξk, corresponding to range,
relative velocity, DOA, amplitude and phase, respectively, is given by
xIF(nS, nP, m) =
K∑
k=1
Ak cos[2piϕIF(nS, nP, m; rk, vk, φk, ξk)] + eIF(nS, nP, m) (3.4)
with noise term eIF(nS, nP, m). The sampled radar data from a coherent measurement
cycle can be arranged in a radar data cube, as depicted in Figure 3.2. From this data
cube, the parameters of interest can be determined by three-dimensional spectrum
analysis, e.g. based on the three-dimensional periodogram [Win10].
We note that phase parameter ξk is arbitrary and therefore not of interest. It can be
modeled by a uniformly distributed random variable. In contrast, amplitude parameter
Ak mainly depends on path loss attenuation 1/r
2
k and on the radar cross section (RCS)
of the reflecting object, and can be used for a rough classification of the object type
[WHW09]. Depending on the directivity of the antennas in elevation angle, vertical
multipath with the ground can cause signal cancellation, which further affects the
received amplitude [Bu¨h08]. Due to the RCS fluctuations of objects composed of
multiple scatterers, Ak can be modeled by a log-normal or chi-square (χ
2) distributed
random variable [Sko08]. In automotive radar at 24GHz carrier frequency, typical
average RCS values can vary between 0.01m2 for pedestrians, and 100m2 for large
trucks [WHW09].
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Figure 3.2. Coherent radar measurements fromNS samples, NP pulses andM antennas,
arranged in radar data cube.
3.2.2 Radar pre-processing
For every coherent measurement cycle, the aim of the radar signal processing is to
generate a target list, which contains the estimated parameters of interest of all targets
in the scene. After the parameter estimation, a tracking and data association procedure
is applied to the target lists of consecutive cycles, in order to filter the estimates
and combine connected targets to objects [Bu¨h08,WHW09,RSH10]. Finally, relevant
objects are selected for the realization of a certain driver assistance application. In this
thesis, we focus on the parameter estimation part, especially DOA estimation based
on extracted snapshots from detected processing cells according to range and relative
velocity. This section deals with the radar pre-processing for extracting snapshots.
A practical approach for frequency estimation is spectrum analysis. Consider a discrete
Fourier transform (DFT) of (3.4) with respect to the sample and pulse variable, which
can be efficiently computed with an FFT,
XIF(ir, iv, m) =
NP−1∑
nP=0
NS−1∑
nS=0
wP(nP)wS(nS)xIF(nS, nP, m)e
−j2piirnS/NSe−j2piivnP/NP (3.5)
for
ir = 0, . . . , Ir − 1, iv = 0, . . . , Iv − 1
where wS(n) and wP(n) are window functions of lengths NS and NP, respectively,
normalized such that their root mean square value is one. Windowing can be employed
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for more sidelobe suppression at the cost of a wider mainlobe [Har78]. The DFT
indices according to range and relative velocity are related to the normalized frequency
variables, and the respective parameters of interest, by
ir ' FrNS = 4αr
c
TSNS, iv ' FvNP = 2fcv
c
MTPNP
where ' means equivalent after rounding. Since the downconverted and sampled radar
measurements are real-valued, and have been filtered by a bandpass filter with a finite
transition region, it is practical to consider Ir < NS/2. After the first Fourier transform,
the result is complex-valued, so that the Doppler spectrum can be considered for all
variables Iv = NP. The widths of the processing cells according to range and relative
velocity, respectively, are
∆r =
c
4αTSNS
, ∆v =
c
2fcMTPNP
.
For the SRR system from Table 3.1, we obtain ∆r ≈ 1.8m and ∆v ≈ 0.3m/s. When
using Ir = 100, the maximum measurable range is 180m, the width of the unambiguous
interval for the relative velocity is 77.64m/s, which corresponds to roughly 280 km/h.
The radar data cube after the two DFTs is depicted in Figure 3.3.
0
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Figure 3.3. Radar data cube after DFTs with respect to sample and pulse variable,
XIF(ir, iv, m). An extracted snapshot at range index ir,k and relative velocity index iv,k
is indicated.
The squared magnitude of (3.5) shows peaks at indices ir and iv, corresponding to
parameters rk and vk, respectively. Target detection involves a comparison with a
threshold, which can be determined according to the constant false alarm rate prin-
ciple [Roh83, Sko08]. In [Win06], an approach based on rank order filtering with low
computational complexity is described. To determine estimates rˆk and vˆk, an interpo-
lation strategy in the neighborhood of the respective peak can be applied.
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When all targets in the scene can be resolved by their range and/or relative velocity, the
resulting approximate model for the processing cell at indices ir,k and iv,k, containing
target k, is
XIF(ir,k, iv,k, m) = s˜ke
jψk(m−1) + EIF(ir,k, iv,k, m), m = 1, . . . ,M (3.6)
where
|s˜k| ≈ NsNpAk, ψk = 2piFφ = κd sin(φk)
are the amplitude after DFT pre-processing, and the electrical angle after correction
by −Fv,k/M , respectively. Noise term EIF(ir,k, iv,k, m) comprises measurement noise
and model approximation errors. For notational convenience in the following, model
(3.6) is rewritten in vector notation. Omitting target index k, the resulting snapshot
model is
x = s0a(ψ0) + e (3.7)
where ψ0 and s0, respectively, are the DOA parameter and complex-valued target
response parameter of the corresponding processing cell with target k, a(ψ) is the
steering vector, and e is the noise vector. Without loss of generality, we define
a(ψ) = e−j(M−1)ψ/2[1, ejψ, . . . , ej(M−1)ψ]T (3.8)
so that it is centro-Hermitian and we have JMa(ψ)
∗ = a(ψ), where JM is an exchange
matrix of size M , with ones on the anti-diagonal and zeros elsewhere. This property
simplifies analysis and can be exploited for the derivation of fast algorithms. We assume
a perfectly calibrated array, i.e. the imperfections after off-line calibration [TF09] are
negligible when compared to the measurement noise. The application of autocalibration
to automotive radar is left for future work.
3.2.3 Array processing problem: potential two-target case
In the considered radar pre-processing, the received data is divided into processing
cells according to range and relative velocity, each represented by a single snapshot. In
most situations, the targets in the scene can be resolved by their range and/or relative
velocity. Thus, only a single target is present in each processing cell and model (3.7)
applies. However, there are some situations, in which two targets have similar range
and relative velocity, so that they fall into the same processing cell. In this case, the
snapshot model is
x = s1a(ψ1) + s2a(ψ2) + e (3.9)
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where ψ1 < ψ2, s1, and s2, respectively, are the DOA parameters and complex-valued
target response parameters of the two targets. These situations occur only rarely, how-
ever, when not detected and processed adequately such that the targets are resolved,
the target localization can be false. Some practical scenarios are:
• Two vehicles of interest are driving parallelly, at similar range and relative ve-
locity, possibly on the outer lanes of a motorway with three lanes. To track both
objects individually in an ACC application, it is necessary to resolve them. This
scenario was used as a motivation in [Sch10].
• The observed vehicle is driving on an outer lane of the motorway, possibly in a
construction site, and close to a reflecting surface such as a metallic or concrete
guardrail. In this case, the radar returns from the object consist of a direct path
and an indirect specular path, which gives rise to a ghost target. If this horizontal
multipath is not detected and resolved, the target seems to be pulled towards the
guardrail. This scenario is relevant in ACC or LCA applications, it has been
analyzed in [HY11a,HY11b] and considered with experimental data in [HZ11a].
• At close distances, one can observe multiple scattering centers of typical vehicles.
This has been investigated in [BY06,BY07] and [Eng11]. If multiple scattering
centers are resolved, orientation and elongation information can be extracted.
For practical reasons, we focus on the case with at most two targets per processing cell.
Situations with three targets are considered as unlikely and are therefore not addressed
here. Under the assumption that there are at most two targets in an unresolved cluster,
an extension to the case with multiple targets is possible, e.g. using approaches in the
spatial Fourier domain. This is left for future work.
The problem formulation is posed as follows: given snapshot x from a detected pro-
cessing cell, whose power is significantly above the noise level, decide between
D = 1 : x = s0a(ψ0) + e
D = 2 : x = s1a(ψ1) + s2a(ψ2) + e
and estimate the respective parameters. In the single snapshot case, and particularly in
the radar context, it is reasonable to assume a deterministic signal model, i.e. according
to the respective model in (3.7) and (3.9), parameters
η1 = [ψ0, s0]
η2 = [ψ1, ψ2, s1, s2]
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are considered as unknown deterministic. For simplicity, e is assumed to be spatially
white, circular complex Gaussian distributed with zero mean and variance σ2, which
is considered as a nuisance parameter. In this case, the probability density function
(pdf) of x given the unknown parameters is
pk(x|ηk, σ2) = 1
(piσ2)M
e−‖x−xk(ηk)‖
2/σ2 , k = 1, 2 (3.10)
where
x1(η1) = s0a(ψ0)
x2(η2) = s1a(ψ1) + s2a(ψ2).
We note that the assumption of additive and spatially white noise may be simplistic in
practice. It may occur that targets from other processing cells leak into the processing
cell under consideration, creating weak additional targets. Moreover, diffuse noise
sources may create spatially correlated noise. A more realistic model can be considered
by estimating the noise/clutter characteristics from neighboring processing cells. This
approach is not considered here and left for future work.
In some instances, another parameterization of the model with two targets is appro-
priate. Instead of directly using the parameters in η2, we define angular separation,
relative phase and power ratio, respectively, as
δ = ψ2 − ψ1, ϕ = ∠s2 − ∠s1, ρ = |s2|
2
|s1|2 . (3.11)
3.3 Optimal single-snapshot array processing
Unlike array processing with multiple snapshots, the single snapshot treatment has
not received much attention in the literature. In the context of automotive radar, it
is also studied in [HY10]. In [How99], an approach is proposed for two closely spaced
targets, based on the knowledge of the DOA centroid and a first-order approximation
of the MUSIC projector. A Bayesian framework is considered in [RB97]. An ESPRIT
method is presented in [THG09] which effectively exploits the ULA structure. In this
section, we present an optimal approach for DOA estimation and detection in the
potential two-target case, based on ML estimation and a GLRT. The limitations in
terms of accuracy and resolution are analyzed specifically for the single-snapshot case.
Results with real data in controlled experiments with one and two corner reflectors are
presented.
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3.3.1 Parameter estimation
For DOA estimation, we follow an optimal ML approach. We do not consider the BF
due to its limited resolution. We also do not consider subspace methods for the reasons,
pointed out in Section 2.2.4.
3.3.1.1 Maximum likelihood
ML is an intuitive approach for parameter estimation. The estimates are obtained by
maximizing the so-called likelihood function, which is equivalent to the pdf of the data,
given the unknown parameters, as defined in (3.10). Thus, we have
[ηˆk, σˆ
2
k] = argmax
ηk,σ2
pk(x|ηk, σ2), k = 1, 2. (3.12)
In the deterministic signal case, and with Gaussian noise, ML estimation is equivalent
to nonlinear LS, as described in Section 2.2.2. For convenience, we restate the corre-
sponding estimators for the parameters in ηk and σ
2. The optimization problem in
(3.12) can be concentrated with respect to the noise variance and the target response
parameters. Towards this end, when the first derivative of pk(x|ηk, σ2) in (3.10) with
respect to σ2 is equated to zero, we obtain
σ2 =
1
M
‖x− xk(ηk)‖2. (3.13)
Plugging (3.13) back into (3.12) yields the nonlinear LS criterion
ηˆk = argmin
ηk
‖x− xk(ηk)‖2. (3.14)
Since xk(ηk) is a linear function of the target response parameters, (3.14) can be solved
explicitly for s0, or s1 and s2. For k = 2, we have
s = [s1, s2]
T = (AHA)−1AHx, A = [a(ψ1),a(ψ2)]. (3.15)
Plugging (3.15) back into (3.14), and after some manipulations, we obtain
[ψˆ1, ψˆ2] = argmax
ψ1,ψ2
‖PA(ψ1, ψ2)x‖2︸ ︷︷ ︸
c(ψ1,ψ2)
(3.16)
where
PA(ψ1, ψ2) = A(A
HA)−1AH .
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The optimization of two-dimensional objective function c(ψ1, ψ2) needs to be numerical
and is generally computationally intensive. One can consider a brute force search over
a selected grid of values for ψ1 and ψ2, followed by an interpolation in the neighborhood
of the optimum to obtain the final estimate [TF09, Ch. 1]. A possible interpolation
strategy is described in Appendix 3.A.1. Moreover, a practicable implementation is
proposed in Chapter 5, which additionally involves a simplified calculation of the ob-
jective function and a delimited search range. Having determined ψˆ1 and ψˆ2, one can
calculate sˆ using (3.15), and σˆ22 using (3.13).
For k = 1, (3.15) reduces to
s0 =
1
M
a(ψ0)
Hx (3.17)
and (3.16) reduces to
ψˆ0 = argmax
ψ
1
M
|a(ψ)Hx|2︸ ︷︷ ︸
PBF(ψ)
. (3.18)
The objective function PBF(ψ) is termed BF spectrum, and can be efficiently calculated
using an FFT. Again, the final estimate can be obtained by an interpolation in the
neighborhood of the optimum, as described in Appendix 3.A.2. Having determined ψˆ0,
one can calculate sˆ0 using (3.17), and σˆ
2
1 using (3.13).
3.3.1.2 Accuracy and resolution
The estimation accuracy of an effectively implemented ML estimator is generally close
to the CRB, provided the SNR is sufficiently high [TF09]. This even holds in the
single-snapshot case, as demonstrated in the simulation results of Chapter 5. Thus, it
appears reasonable to not only consider the CRB as a performance bound, but also as
an optimistic indicator for the performance of an ML estimator.
In the case with a single snapshot, and for k = 2, the CRB matrix for parameters ψ1
and ψ2 from (3.9) is given by [SN89]
CRB =
σ2
2
Re{(DH [IM −PA]D) (ssH)T}−1 (3.19)
where
D = [d(ψ1),d(ψ2)], d(ψ) =
∂a(ψ)
∂ψ
is a matrix of differential steering vectors, PA is the projection matrix onto the column
span of A, as defined in (3.15). The diagonal elements of CRB represent lower bounds
on the error variances of estimating ψ1 and ψ2. Generally, these expressions depend
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on the respective SNR, the number of array elements and the angular separation.
Especially in the case with a single snapshot, they also critically depend on the relative
phase between the target response parameters.
For k = 1, the CRB for parameter ψ0 from (3.7) can be reduced to [SN89]
CRB1 =
σ2
|s0|2
6
M(M2 − 1) (3.20)
which only depends on the SNR and the number of array elements.
In the two-target case, a statistical resolution limit can be obtained by the following
consideration. An intuitive requirement for two targets to be resolvable is that their
angular separation δ is larger than the standard deviation of the estimation of ψ1 and
ψ2. When the estimation accuracy is determined using the CRB in (3.19), a statistical
resolution limit is [Smi05]
δ >
√
[CRB]1,1 + [CRB]2,2. (3.21)
In other words, two targets are resolvable, when their angular separation exceeds the
standard deviation, according to the CRB, when estimating the difference between
DOA parameters.
Before presenting an example, we comment on the considered error measure. In prac-
tice, one may be interested in DOA estimation errors in physical angle φ, in degrees.
However, due to the nonlinear relation between electrical angle and physical angle
ψ = κd sin(φ), the Rayleigh BW in physical angle depends on the true DOA param-
eters, and ULAs with different sensor spacings lead to different estimation errors in
physical angle. Therefore, we consider an error measure in electrical angle, normal-
ized by the respective Rayleigh BW. This can be directly converted to an approximate
DOA estimation error in physical angle by multiplication with BWφ. Using a first-order
approximation, we have
BWφ ≈ BWψ
κd cos(φ0)
, BWψ =
2pi
M
. (3.22)
where the true DOA parameters are assumed to lie around φ0.
An example is used to demonstrate the described limitations in terms of accuracy and
resolution. We consider an 8-element ULA and targets of equal magnitude. First, in
the single-target case, the CRB in (3.20) is calculated for varying SNR. Figure 3.4
(left) shows the obtained results. One can observe that the optimal average estimation
error is below 5% of the Rayleigh BW already at 10 dB. Second, in the two-target
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Figure 3.4. Limitations of DOA estimation with an 8-element ULA: CRB for a single
target versus SNR (left), CRB for resolvable two-target cases at SNR = 20 dB versus
angular separation δ and relative phase ϕ (right).
case and an SNR of 20 dB, the CRB matrix in (3.19) is calculated for varying angular
separation δ and relative phase ϕ. For the first DOA parameter, Figure 3.4 (right)
shows the obtained results, where the white area corresponds to the cases in which the
targets are not resolvable according to (3.21). One can observe that above a certain
angular separation, the targets are resolvable, and the optimal average estimation error
decreases for increasing δ. Also, one can observe that when the relative phase is around
0 or pi, the estimation accuracy is worse, and closely spaced targets are more difficult to
resolve. These cases, respectively, correspond to the situations when there is perfectly
constructive or destructive interference of wavefronts at the center of the ULA. We note
that these situations generally depend on δ when the steering vector is not centered,
i.e. defined differently as in (3.8).
3.3.2 Detection with generalized likelihood ratio test
The GLRT for deciding between the single-target and the two-target case, i.e. between
models (3.7) and (3.9), is given by
TGLRT =
maxη2,σ2 p2(x|η2, σ2)
maxη1,σ2 p1(x|η1, σ2)
> γGLRT
where pk(x|ηk, σ2), k = 1, 2, as defined in (3.10), is equivalent to the likelihood function.
When test statistic TGLRT exceeds threshold γGLRT, the two-target case is considered
more likely than the single-target case. The maximization is obtained by plugging in
the respective ML estimates. By taking the logarithm, and after some manipulations,
3.3 Optimal single-snapshot array processing 53
the test can be simplified to
log TGLRT = log p2(x|ηˆ2, σˆ22)− log p1(x|ηˆ1, σˆ21) =M log σˆ21 −M log σˆ22 > log γGLRT
(3.23)
where σˆ21 and σˆ
2
2 are the noise variance estimates in the single-target and two-target
cases, respectively, and can be determined using (3.13).
A suitable threshold can be obtained by fixing the false alarm rate to a certain level.
Here, false alarm means the erroneous decision for the two-target case, when there is
only a single target present. This generally requires the knowledge of the distribution
of the test statistic under the hypothesis. Although there exist asymptotic expressions
for the distribution of the log-likelihood ratio in the stochastic signal model [OVSN93],
there are no analytic expressions available for the considered case with a single snap-
shot. Consequently, the threshold has to be determined empirically with the help of
simulations. Preferably, this is done in a conservative way, such that situations with
two targets are only detected when reliable parameter estimation is possible.
A scheme for optimal parameter estimation and detection in the considered scenario,
by means of a GLRT, is shown in Figure 3.5. This scheme is computationally intensive,
since the ML estimate for two targets has to be computed for every snapshot.
x ηˆ1, σˆ
2
1
ηˆ2, σˆ
2
2
GLRT
ML
for D=1
ML
for D=2
Dˆ=1
Dˆ=2
Figure 3.5. Optimal approach for DOA estimation and target detection in the identified
potential two-target case with a single snapshot.
3.3.3 Experimental data example
To demonstrate the performance of the described optimal approach, we present results
with real data in controlled experiments with one and two corner reflectors. We use
an automotive radar system prototype for MRR applications, whose system param-
eters are given in Table 3.1. The experimental setup is depicted in Figure 3.6 and
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Radar system Radar system
Car trajectory Car trajectory
Figure 3.6. Experimental setup: radar system mounted on a vehicle, which is ap-
proaching a single corner reflector (left) and two corner reflectors (right).
described in the following. The radar system is mounted on an experimental vehicle,
which is approaching corner reflectors of similar size. In a reference experiment, the
car is approaching a single corner reflector. Then, the car is approaching two corner
reflectors, which are at the same range r and appear in the same processing cell. In
two experiments, the corner reflectors are spaced by ∆x = 4m and 1.7m, respectively.
In a centered and symmetric configuration, the angles would be
φ1 = sin
−1
(
+∆x
2r
)
φ2 = sin
−1
(−∆x
2r
)
This simple approximation gives a general idea: the observed spatial angles vary with
cycle index n, the angular separation φ2−φ1 increases for decreasing range r. However,
this model does not take into account a non-centered geometric configuration or a non-
ideal trajectory of the car. Hence, there is no ground truth for the DOA estimates,
and we can only analyze statistical variations.
The relevant processing cells are extracted and the described optimal approach is ap-
plied. For DOA estimation of one and two targets, we use a ML grid search, uniformly
spaced in electrical angle by pi/128, followed by a quadratic interpolation, as described
in Appendices 3.A.2 and 3.A.1. To decide between one and two targets, we use a GLRT
with a relatively conservative threshold, log γGLRT = 1.5M .
First, we present the results when approaching a single corner reflector. For ranges
between 45m and 7.2m, we obtain 221 correct and 43 presumably incorrect decisions
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Figure 3.7. Experimental data analysis for D = 1 target. Error bars of DOA estimates
of each range bin with at least 6 coincident detection, and interpolated trajectory.
for one and two targets, respectively. The error bars of DOA estimates of each range bin
with at least 6 coincident detections is shown in Figure 3.7. For the detected situation
with one target, we use blue error bars with a point marker, whereas for the detected
situations with two targets, we use green and red error bars, with a circle and cross
marker, respectively. Each error bar element displays the 0.1-, 0.5-, and 0.9-quantile of
the respective measurement set. Also, we overlay an interpolated trajectory, which has
been determined by fitting a cubic polynomial to the estimated x/y-coordinates. It can
be observed from Figure 3.7 that the obtained estimates are reasonably accurate. At
ranges around 24m and 33m, the signal energy is reduced, possibly due to multipath
interference with the ground, as described e.g. in [BY07]. At these ranges, a weak
secondary target causes estimation outliers, and several erroneous decisions for the
two-target case.
Second, we present the results when approaching two corner reflectors spaced by ∆x.
For ∆x = 4m, and for the same ranges as above, we obtain 28 presumably incorrect
and 191 correct decisions for one and two targets, respectively. Analogously, for ∆x =
1.7m, we obtain 91 presumably incorrect and 194 correct decisions. The corresponding
error bar results are shown in Figure 3.8. Also indicated are the range cuts at which
the angular separation φ2 − φ1 corresponds to BWφ and 1.5BWφ, such that the two
targets are theoretically and reliably resolved in the BF spectrum and high-resolution
DOA estimation is not strictly necessary. It can be observed from Figure 3.8 that the
obtained results are reasonably accurate. Again, at ranges around 24m and 33m, the
estimation and detection performance is poor due to a reduced signal energy. We note
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that the chosen representation with error bars is meaningful to analyze the estimation
accuracy when the true DOA is almost constant within a range bin. This holds for
distant ranges, where the variation of the true DOA trajectory is slow. However, for
closer ranges, this variation becomes quicker, resulting in wider error bars although the
results are still accurate. This effect is only due to the chosen representation.
3.4 Discussion
In this chapter, we have considered the problem of high-resolution DOA estimation
and detection for a typical automotive radar system. We have described a pulsed radar
system with an array of receive antennas. A possible radar pre-processing consists of
two DFTs with respect to the fast sample time and the pulses, respectively. This results
in processing cells according to range and relative velocity, each represented by a single
snapshot. In most cases, multiple targets can be distinguished by their range and/or
relative velocity, so that each processing cell only contains a single target. However,
there are situations, in which several targets are superposed in a processing cell. We
have identified the situation with two targets as practically relevant, and have described
several use cases. An optimal approach for DOA estimation and detection has been
presented, which is based on ML estimation and a GLRT. The limitations in terms of
accuracy and resolution have been analyzed specifically for the single-snapshot case.
Results with real data from experiments with a single and two corner reflectors have
been presented to demonstrate the practical value of high-resolution DOA estimation
for automotive radar. The described optimal approach provides reasonably good results
with an enhanced resolution. However, this is achieved at a high computational cost,
since for every detected processing cell a two-dimensional ML grid search is performed.
In the next chapter, we aim at reducing the computational cost.
3.4 Discussion 57
1015202530354045
−15
−10
−5
0
5
10
15
BW 1.5BW
φˆ
in
d
eg
r in m
1015202530354045
−15
−10
−5
0
5
10
15
 
 
BW1.5BW
Dˆ=1
Dˆ=2 target 1
Dˆ=2 target 2
Interpolated trajectory
φˆ
in
d
eg
r in m
Figure 3.8. Experimental data analysis for D = 2 targets, spaced by ∆x = 4 m (top)
and 1.7 m (bottom). Error bars of DOA estimates of each range bin with at least 6
coincident detections, and interpolated trajectory.
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3.A Appendix
3.A.1 Interpolation of maximum likelihood objective function
Let c(ψ1, ψ2) be the ML objective function, as defined in (3.16), which has been eval-
uated on a uniform discrete grid with step size ∆ψ. Let the global maximum occur
at index (m,n) with corresponding locations ψ1,m and ψ2,n. Refined estimates of the
peak locations can be obtained via a quadratic interpolation strategy [TF09, Ch. 1].
Towards this end, let a two-dimensional elliptic paraboloid function be given by
c˜(ψ1, ψ2) = α1(ψ1 − ψˆ1)2 + α2(ψ2 − ψˆ2)2 + cˆ
where α1 and α2 are the paraboloid width parameters, ψˆ1 and ψˆ2 are the desired refined
peak locations, and cˆ is a refined peak value. We can set up a system of equations
by evaluating the paraboloid function at peak index (m,n) and its direct neighbors
(m± 1, n) and (m,n± 1), where the corresponding values of the objective function are
denoted by cm,n, cm±1,n and cm,n±1. Solving for unknown parameters, we obtain
ψˆ1 = ψ1,m + 0.5∆ψ
cm−1,n − cm+1,n
cm−1,n − 2cm,n + cm+1,n
ψˆ2 = ψ2,n + 0.5∆ψ
cm,n−1 − cm,n+1
cm,n−1 − 2cm,n + cm,n+1
Note that estimates for ψˆ1 and ψˆ2 are decoupled, and correspond to one-dimensional
quadratic interpolations in each dimension. We remark that when the targets are well
separated, the two-dimensional elliptic paraboloid well approximates the ML objective
function around its global maximum, and this strategy is able to improve the estimation
accuracy.
3.A.2 Interpolation of beamformer spectrum
Likewise, a quadratic interpolation strategy can be used to obtain refined DOA esti-
mates from the BF spectrum PBF(ψ), as defined in (3.18), which has been evaluated on
a uniform discrete grid with step size ∆ψ. Let the maximum occur at index n with cor-
responding location ψn. Around its maximum, the BF spectrum is well approximated
by quadratic function
P˜ (ψ) = α0(ψ − ψˆ)2 + Pˆ
where α0 is the parabola width parameter, ψˆ is the desired refined peak location, and
Pˆ is a refined peak value. By evaluating the quadratic function at peak index n and
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its direct neighbors, where the corresponding values of the BF spectrum are denoted
by Pn, Pn−1 and Pn+1, we can set up a system of equations, which can be solved for
ψˆ = ψn + 0.5∆ψ
Pn−1 − Pn+1
Pn−1 − 2Pn + Pn+1 .
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Chapter 4
Array processing for automotive radar
with reduced complexity
In the previous chapter, we have presented an optimal approach for array processing
in the considered potential two-target case with a single snapshot. This approach
provides reasonably good results with real data in controlled experiments with one and
two corner reflectors. However, in the considered GLRT framework, computationally
intensive ML estimation of two targets is performed for all detected processing cells,
which may become intractable in real-time. This is particularly unfortunate since in
many practical cases, each detected processing cell only contains a single target.
In this chapter, we present a practicable approach for array processing for automotive
radar, which is expected to perform similarly as the optimal approach, but with reduced
computational complexity. The general idea is to pre-select the processing cells, in
which only a single target is present or two targets are well separated. Thus, the
computationally intensive ML estimation of two targets is carried out only if its high-
resolution performance is required. In Section 4.1, we analyze the performance of the
BF for DOA estimation of two targets with a single snapshot, in terms of resolution
and accuracy, and propose a simple resolution criterion. In Section 4.2, we present
the array processing chain of the proposed practicable approach, which takes into
account the identified shortcomings of the BF. When two targets are resolved in the
BF spectrum, the resulting DOA estimates are generally biased due to leakage. For
this case, we propose a strategy for bias correction with low computational complexity
in Section 4.3. When the BF spectrum shows only a single significant peak, either a
single target is present or two targets are unresolved. For this case, in Section 4.4, we
present a test with low computational complexity to decide whether the model with a
single target is appropriate. The performance of the developed approaches is analyzed
in simulations and with real data.
4.1 Preliminaries
For convenience, we briefly restate the array processing problem in the considered po-
tential two-target case from Section 3.2.3: given snapshot x from a detected processing
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cell, decide between
D = 1 : x = s0a(ψ0) + e
D = 2 : x = s1a(ψ1) + s2a(ψ2) + e
where
a(ψ) = e−j(M−1)ψ/2[1, ejψ, . . . , ej(M−1)ψ]T , ψ = κd sin(φ) (4.1)
is the steering vector of a ULA in x-direction, centered at the origin, variable ψ repre-
sents electrical angle, and φ is the physical azimuth angle, as defined in Figure 2.1.
We consider the situation with similar target magnitudes |s1|2 ≈ |s2|2  σ2 as practi-
cally relevant in the two-target case. Note that when the target magnitudes are differing
strongly, e.g. by more than 10 dB, DOA estimation is generally more challenging. One
can imagine the task of resolving a slowly driving truck from a pedestrian. However,
for the described application, these situations are of minor importance.
4.1.1 Beamformer for two targets
DOA estimation with the BF is considered as a standard approach for several reasons.
It constitutes the optimal nonlinear LS or ML solution for a single target, as described
e.g. in Section 3.3.1.1, and can serve as a good approximation for multiple targets,
depending on whether the targets are well separated and the number of snapshots
is large [SM97]. Moreover, the BF spectrum can be efficiently calculated using an
FFT. For the considered situation with a single snapshot and two targets, however,
the performance may be limited. Formally, two targets cannot be resolved in the BF
spectrum if separated by less than the Rayleigh BW, as defined in (3.22). In the
following, we present numerical examples to give a general idea of the behavior of the
BF spectrum in the two-target case with a single snapshot.
We consider an 8-element ULA, two targets of equal magnitude and the noise-free
case. We vary angular separation δ and relative phase ϕ, as defined in (3.11). For
several combinations, the BF spectrum from (3.18) is calculated. The result is shown
in Figure 4.1 for cases (a)-(i), where solid green lines correspond to the determined local
maxima, and dashed gray lines correspond to the true DOA parameters. In contrast
to expectations, the BF spectrum shows two resolved peaks in (a), whereas it shows a
single peak in (h). Moreover, when the targets are well separated, the DOA estimation
error is negligible in (f), whereas it is large in (c) and (i). Hence, the BF spectrum
behaves unfavorably when the relative phase is around 0 or pi, which is similar to the
observation in Figure 3.4.
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Figure 4.1. BF spectra PBF(ψ) of two targets in the noise-free case with an 8-element
ULA for various angular separation δ and relative phase ϕ, solid green lines indicate
the determined local maxima, dashed gray lines indicate the true DOA parameters.
To quantitatively study the actual resolution ability and DOA estimation error of the
BF with a single snapshot, we vary δ and ϕ on a fine grid. In each situation, the BF
spectrum is calculated and the two largest local maxima ψBF,1 < ψBF,2 are determined.
The targets are considered as resolved if the determined peaks are close to the true
DOA parameters, i.e.
|ψBF,1 − ψ1| < δ
2
∩ |ψBF,2 − ψ2| < δ
2
.
In this case, the DOA estimation error of the first target ψBF,1−ψ1 is determined. The
result is displayed in Figure 4.2, where the white area corresponds to the unresolved
cases. One can observe that the BF is able to resolve the targets even below the
Rayleigh BW for relative phases close to pi, whereas for relative phases close to 0, the
targets are resolved only for larger angular separations. Also, one can observe for the
resolved cases, that DOA estimation is biased, where the bias depends on the angular
separation and the relative phase. Note that the bias can be very large when the BF
is just able to resolve the targets.
In conclusion, the resolution ability and DOA estimation error of the BF critically
depend on the angular separation and the relative phase. Since the results have been
obtained in the noise-free case, Figure 4.2 represents a fundamental limitation for DOA
estimation of two targets with the BF. We note that the DOA estimation bias shows
a regular structure, similar to the sidelobes in the beampattern. This is analyzed in
more detail in Section 4.3.
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4.1.2 Beamformer resolution criterion
In the numerical example from Figure 4.2, a simple criterion is used to determine
if the two targets are resolved, based on the knowledge of the true DOA parameters.
However, in practice these are not available and another resolution criterion is required,
solely based only on the characteristics of the estimated BF spectrum. This resolution
criterion should take into account the BF resolution ability, as discussed above, and the
SLL in the beampattern of the employed window function. Note that it is undesirable
to declare a sidelobe, possibly increased by noise effects, as a weak second target.
Hence, the second target should only be detected when its power is significantly above
the sidelobes of the primary target.
Exemplarily, Figure 4.3 shows a BF spectrum with possibly two targets. Let ψˆ1 < ψˆ2 be
the locations of the two largest local maxima, with magnitudes pˆ1 and pˆ2, respectively.
When the power ratio between the targets, ρ, as defined in (3.11), is smaller than SLL
or larger than 1/SLL, the weaker target will be masked by the sidelobes of the stronger
target. Therefore, it is advisable to detect a second target only if
pˆ2
pˆ1
∈
[
ρmin,
1
ρmin
]
(4.2)
where ρmin < SLL is the smallest allowed power ratio, taking into account the effect of
sidelobes and noise. For instance, when employing a Chebyshev window with a sidelobe
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Figure 4.3. BF spectrum of possibly two targets. Conditions of the proposed resolution
criterion are indicated, δmin is the smallest allowed angular separation, ρmin is the
smallest allowed power ratio.
attenuation of 20 dB, this can be ρmin = 0.1. Moreover, we know from Figure 4.2, that
the DOA estimation error can be very large when the BF is just able to resolve the
targets. Therefore, it appears reasonable to consider two targets as resolved and reliably
localized if
ψˆ2 − ψˆ1 > δmin (4.3)
where δmin is the smallest allowed angular separation. From Figure 4.2, a conservative
choice would be δmin = 1.5BWψ. In conclusion, a suitable resolution criterion based on
the BF spectrum can be obtained by combining (4.2) and (4.3).
4.2 Proposed array processing
An optimal approach for array processing in the considered potential two-target case
with a single snapshot has been presented in Section 3.3. This involves computationally
intensive ML estimation of two targets for all detected processing cells, although it is
not required for processing cells, in which only a single target is present or two targets
are well separated. A pre-selection of these cases allows to save computations, so that
the more complicated ML estimation of two targets is carried out only if its high-
resolution performance is required. The proposed array processing chain, similar to
Figure 3.5 but with reduced computational cost, is shown in Figure 4.4.
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After calculating the BF spectrum, the BF resolution criterion is applied, as described
in Section 4.1.2. When two targets are resolved, their DOA estimates are biased and can
be enhanced by a bias correction. A strategy for bias correction with low computational
complexity is proposed in Section 4.3. When the BF spectrum shows only a single
significant peak, a test is used to decide whether the model with a single target is
appropriate, or one should consider a model with multiple targets. A computationally
simple approach for this multiple target detection is presented in Section 4.4. Only
when the BF cannot resolve two targets and the single-target model is rejected, the
computationally intensive ML estimation of two targets is carried out. A practicable
implementation for this task is proposed in Chapter 5. Finally, a GLRT is used as a
consistency check of the two-target model.
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Figure 4.4. Proposed array processing chain for DOA estimation and target detection
in the potential two-target case with reduced computational cost.
4.3 Bias correction for DOA estimation of two re-
solved targets
We have seen in Section 4.1.1, that when two targets are well separated, so that they are
resolved in the BF spectrum, the corresponding DOA estimates are generally biased
due to leakage. In the case with a single snapshot, this bias critically depends on
the angular separation and the relative phase. We propose a novel strategy for bias
correction with low computational complexity, which is based on the analysis of the
noise-free BF spectrum and local approximations. This approach has been reported
in [HZ12]. Moreover, we consider the RELAX algorithm, which represents a popular
iterative ML implementation, and is also based on the BF spectrum.
The problem formulation is stated as follows. Consider a resolved two-target situation,
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i.e. with δ > BWψ, and the windowed BF spectrum, given by
PBF(ψ) =
1
M
|a(ψ)Hdiag{w}x︸ ︷︷ ︸
S(ψ)
|2 (4.4)
where S(ψ) denotes the windowed spatial Fourier transform, and w contains the coeffi-
cients of a window function, normalized such that ‖w‖2 =M . Provided the SNR is suf-
ficiently high, the two largest local maxima of the BF spectrum, denoted ψˆBF,1 < ψˆBF,2,
are close to the true DOA parameters, but biased due to leakage. We aim at correcting
this bias.
4.3.1 Proposed approach
Before introducing the proposed algorithm for bias correction, we analyze the noise-free
BF spectrum and the resulting bias of DOA estimation.
4.3.1.1 Noise-free beamformer spectrum
In the noise-free case, the spatial Fourier transform is
S(ψ) = s1W (ψ − ψ1) + s2W (ψ − ψ2) (4.5)
where
W (ψ − ψi) = a(ψ)Hdiag{w}a(ψi) = a(ψ − ψi)Hw, i = 1, 2
is a shifted beampattern. We assume the centered steering vector from (4.1) and w to
be symmetric. In this case, the beampattern is easily shown to be real-valued [vT02].
Note that the same analysis has been reported in [HZ12] for a non-centered steering
vector. Using (4.4) and (4.5), the noise-free BF spectrum can be expressed as
PBF(ψ) =
|s1|2
M
W (ψ−ψ1)2+ |s2|
2
M
W (ψ−ψ2)2+ 2|s1||s2| cos(ϕ)
M
W (ψ − ψ1)W (ψ − ψ2)︸ ︷︷ ︸
Q(ψ)
.
(4.6)
The first and second term are auto-terms and show peaks at exactly ψ1 and ψ2, re-
spectively. However, when superimposed, the sidelobes of the respective other squared
beampattern may shift the peak location. The third term is a cross-term and also
affects the peak locations. In the single-snapshot case, we have observed that the influ-
ence of the cross-term on the peak locations overshadows the effect of the sidelobes of
the respective other squared beampattern. To analyze the resulting bias, let us have a
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closer look at the squared beampatternW (ψ−ψi)2, i = 1, 2 and the cross beampattern
Q(ψ).
For simplicity, we first consider the rectangular window, i.e. w = 1M . Plugging in the
definition of the auto-terms in (4.6), and after some simplifications, we obtain
W (ψ − ψi)2 = sin[(ψ − ψi)M/2]
2
sin[(ψ − ψi)/2]2
which is the well-known squared periodic sinc function, centered around ψi. The shape
of this function only depends on M . It can be approximated locally around ψi as
a quadratic function, w0 + αw(ψ − ψi)2, where w0 is the maximum of the squared
beampattern and αw is a parabola width parameter. In order to determine αw, the
Taylor series expansion of sin(x) can be used to obtain
1
x2
sin(x)2 =
1
x2
∞∑
m=0
∞∑
n=0
(−1)mx2m+1
(2m+ 1)!
(−1)nx2n+1
(2n+ 1)!
= 1− 1
3
x2 + . . .
Furthermore, when approximating the periodic sinc function by the standard sinc func-
tion, the above identity can be used to obtain
sin[(ψ − ψi)M/2]2
sin[(ψ − ψi)/2]2 ≈M
2 sin[(ψ − ψi)M/2]2
[(ψ − ψi)M/2]2 ≈M
2
[
1− M
2
12
(ψ − ψi)2
]
and therewith αw = −M4/12.
Likewise, plugging in the definition of the cross beampattern in (4.6), and after some
simplifications, we obtain
Q(ψ) =
cos(δM/2)− cos[(ψ − ψM)M ]
cos(δ/2)− cos(ψ − ψM)
centered around ψM, which denotes the midpoint between ψ1 and ψ2. The shape of this
function depends on M and δ. It can be approximated locally around ψi as a linear
function, q0,i + βi(ψ − ψi), where q0,i is value of the cross beampattern at ψi and
βi = lim
ψ→ψi
∂Q(ψ)
∂ψ
is the respective slope. The limit does not exist. However, after applying l’Hoˆpital’s
rule twice, we obtain
β1 =
M cos(δ/2) sin(δM/2)−M2 sin(δ/2) cos(δM/2)
2 sin(δ/2)2
β2 = −β1.
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For window functions, other than the rectangular window, the local approximations are
still valid, but expressions for αw and β1 are more complicated and require numerical
computation. αw can be determined by means of LS fitting, β1 can be determined by
employing the central first-order finite difference, for small ∆
β1 ≈ 1
2∆
[Q(ψ1 +∆)−Q(ψ1 −∆)].
For computational reasons, the values for β1 can be stored in a one-dimensional lookup
table as a function of δ.
The suggested local approximations can be used to derive a simple approximation of
the noise-free BF spectrum from (4.6). Neglecting the sidelobes of the respective other
squared beampattern, PBF(ψ) is approximated locally around ψi as
P˜i(ψ) =
|si|2
M
[w0 + αw(ψ − ψi)2] + 2|s1||s2| cos(ϕ)
M
[q0,i + βi(ψ − ψi)]. (4.7)
The locations of the peaks of this function around ψi, i = 1, 2 approximate those of the
noise-free BF spectrum, denoted ψBF,1 and ψBF,2, and can be determined by equating
the first derivative to zero
∂P˜i(ψ)
∂ψ
=
|si|2
M
2αw(ψ − ψi) + 2|s1||s2| cos(ϕ)
M
βi = 0
which yields
ψBF,1 ≈ ψ1 − 1
αw
|s2|
|s1| cos(ϕ)β1(δ) (4.8)
ψBF,2 ≈ ψ2 − 1
αw
|s1|
|s2| cos(ϕ)β2(δ). (4.9)
Consequently, the location of the peaks of the noise-free BF spectrum is approximately
equal to the true parameter plus a bias term, which depends on signal parameters |s1|,
|s2|, ϕ and δ. Note that the bias term depends on a ratio between signal magnitudes,
where the bias will be larger for the weaker target.
An example is used to demonstrate the local approximations of the noise-free BF
spectrum. We consider an 8-element ULA with a rectangular window, and two targets
with angular separation δ = 2BWψ, relative phase ϕ = 7pi/8 and power ratio ρ = 0.5,
as defined in (3.11). Figure 4.5 (left) shows the corresponding noise-free BF spectrum.
Around the DOA of the first target, we calculate the auto- and cross-term in (4.6), the
local approximation of the BF spectrum in (4.7), and corresponding approximations of
the auto- and cross-term. The result is shown in Figure 4.5 (right). One can observe
that the local approximations represent a good match in this case, although we have
neglected the sidelobes from the respective other auto-term.
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Figure 4.5. Local approximations for the noise-free BF spectrum of two targets with
angular separation δ = 2BWψ, relative phase ϕ = 7pi/8 and power ratio ρ = 0.5. BF
spectrum with DOA estimation errors (left). Suggested local approximations for the
first target (right).
4.3.1.2 Algorithm for bias correction
We propose to obtain enhanced DOA estimates from the BF by subtracting the bias
terms in (4.8) and (4.9). The proposed algorithm for bias reduction can be summarized
as follows:
1. Evaluate the BF spectrum in (4.4) and determine the two largest local maxima,
ψˆBF,1 < ψˆBF,2, and corresponding target response parameter estimates
sˆi =
1
M
a(ψˆBF,i)
Hx
2. Calculate δˆ and ϕˆ from ψˆBF,1, ψˆBF,2, sˆ1 and sˆ2.
3. Determine β1(δˆ) from a lookup table.
4. Estimate the corrected DOA parameters as
ψˆ1 = ψˆBF,1 +
1
αw
|sˆ2|
|sˆ1| cos(ϕˆ)β1(δˆ)
ψˆ2 = ψˆBF,2 − 1
αw
|sˆ1|
|sˆ2| cos(ϕˆ)β1(δˆ).
The main part of the computational cost constitutes the evaluation of the BF spectrum
in step 1, which can be efficiently computed using an FFT with zeropadding. The DOA
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estimates can be obtained using a quadratic interpolation in the neighborhood of the
determined local maxima, as described in Appendix 3.A.2. The calculations required
in steps 2-4, which involve simple scalar multiply-add operations and finding an entry
from a lookup table, can be implemented efficiently and do not significantly contribute
to the overall cost.
4.3.2 RELAX for two targets
The RELAX algorithm is an iterative approach for DOA estimation of multiple targets
[LS96, LZS97]. It aims at finding the nonlinear LS or ML solution. In the case with
two targets, parameters ψ1, ψ2, s1 and s2 are determined by minimizing
‖x− s1a(ψ1)− s2a(ψ2)‖2 (4.10)
The principle of the RELAX algorithm is to iteratively subtract the present targets to
perform approximately single-target DOA estimation with the BF, which corresponds
to the ML estimate and does not suffer from leakage. Towards this end, let
xˆ1 = x− sˆ2a(ψˆ2) (4.11)
xˆ2 = x− sˆ1a(ψˆ1) (4.12)
where the respective estimates are assumed to be given. In this case, the minimization
of (4.10) with respect to ψi and si can be simplified to
ψˆi = argmax
ψ
1
M
|a(ψ)Hxˆi|2, sˆi = 1
M
a(ψˆi)
Hxˆi, i = 1, 2. (4.13)
Note that (4.13) only requires the evaluation a BF spectrum, which can be efficiently
calculated using an FFT with zeropadding. In the two-target case, the RELAX algo-
rithm can be summarized as follows [LS96]:
1. Assume a single target present, and estimate ψˆ1 and sˆ1 from x, as in (4.13), but
where xˆ1 is replaced by x.
2. Assume two targets present. Compute xˆ2 in (4.12) using previous estimates, and
determine ψˆ2 and sˆ2 from xˆ2, as in (4.13).
Next, compute xˆ1 in (4.11) using previous estimates, and redetermine ψˆ1 and sˆ1
from xˆ1.
3. Convergence check; if the relative change of the cost function in (4.10) between
two iterations is smaller than a predefined threshold, stop. Otherwise, continue
with step 2.
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Regarding computational complexity, roughly 2J + 1 standard DOA estimation with
the BF is required, where J is the number of iterations until convergence. Note that
RELAX does not require the targets to be resolved. However, when not resolved, many
iterations are required until convergence.
We remark that the RELAX algorithm can also be implemented in the spatial Fourier
domain [Eng11]. Instead of repeatedly computing xˆ1 and xˆ2, and their corresponding
BF spectra in step 2, let
Sˆ1(ψ) = S(ψ)− sˆ2W (ψ − ψˆ2)
Sˆ2(ψ) = S(ψ)− sˆ1W (ψ − ψˆ1)
where S(ψ) is calculated only once in step 1. Function W (ψ) = a(ψ)H1M corresponds
to the beampattern and can be stored in a lookup table. The calculation of one grid
point of Sˆi(ψ) then only requires one multiply-add operation, where W (ψ) is scaled by
a complex scalar and shifted cyclically.
4.3.3 Simulation results
Simulations are used to assess the performance of the proposed methods for bias correc-
tion with low complexity. We consider an 8-element ULA, a Chebyshev window with
a sidelobe attenuation of 20 dB, and two resolved targets with power ratio ρ = 0.5,
and relative phase ϕ, which is uniformly distributed between 0 and 2pi. In two sim-
ulations, we vary angular separation δ and the SNR. For the calculation of the BF
spectra, we use an FFT with 4M grid points. The DOA estimates are obtained using
a quadratic interpolation, as described in Appendix 3.A.2. For a fair assessment of
grid search DOA estimation, in each simulation run, we add a random jitter, uniformly
distributed between ±∆ψ/2, to the DOA parameters.
We compare the performance of the proposed algorithm for bias correction with the
CRB from (3.19). As performance metric for DOA estimation, we consider the RMSE
of the first target, defined by
RMSE21 =
1
MC
MC∑
k=1
(ψˆ1,k − ψ1)2
where ψˆ1,k is the DOA estimate of the first target in run k, and MC = 10
4. Also, we
consider the corresponding estimates from the BF spectrum without bias correction,
and from the RELAX algorithm for a single iteration and until convergence.
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Figure 4.6. Simulation results and performance comparison for DOA estimation of two
resolved targets. RMSE versus angular separation δ at SNR = 20 dB (top) and versus
SNR for angular separation δ = 2BWψ (bottom).
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First, we vary angular separation δ at SNR = 20 dB. The results are shown in Figure 4.6
(top). Note that we only show simulation points, for which more than 95% of trials
are successfully resolved. The conventional BF can produce an average error of more
than 5% of the Rayleigh BW. Using the proposed algorithm for bias correction, we are
able to reduce the average error below 2% without significantly more computations.
Note also that the performance of a single iteration of RELAX is very close to conver-
gence for angular separation above 1.5BWψ. The corresponding computational cost is
roughly three times the computational cost of a standard DOA estimation from the BF
spectrum. Second, we vary the SNR for angular separation δ = 2BWψ. The results are
shown in Figure 4.6 (bottom). One can observe that the performance of the proposed
approach is close to the CRB at moderate SNR. For high SNR, the proposed approach
converges to a finite accuracy due to remaining errors of the local approximations.
4.3.4 Experimental data example
The experimental data example from Section 3.3.3 is revisited to demonstrate the
practical applicability of the proposed bias correction. Since the true DOA parameters
are unknown, we use the outcome of the ML estimate as a reference. We consider
the experiment when approaching two corner reflectors spaced by ∆x = 4 m. When
the angular separation is greater than 1.5BWφ, the BF is able to reliably resolve two
targets in 67 snapshots. For these cases, we compute the differences between the DOA
estimates obtained with the BF and ML, and also apply the proposed bias correction
algorithm. The resulting scatter plots are shown in Figure 4.7. One can observe that
the DOA estimation errors of the BF are up to 1◦, whereas the bias correction is able
to reduce most of the DOA estimation errors below 0.25◦.
4.3.5 Conclusion
When two targets are resolved in the BF spectrum, the resulting DOA estimates are
biased due to leakage. We have analyzed the noise-free BF spectrum for this case, and
suggested local approximations around the true DOA parameters. A novel strategy for
bias correction with low computational complexity has been proposed, which exploits
the made local approximation. Moreover, we have considered the RELAX algorithm,
which was found to achieve satisfactory results after a single iteration in the resolved
case. The performance of the developed approach is analyzed in simulations and with
real data. The results obtained from real data show that the performance of the devel-
oped algorithm is close to the ML estimate in the resolved case, but at a significantly
lower computational cost.
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Figure 4.7. Experimental data example when approaching two corner reflectors for
the resolved cases with φ2 − φ1 > 1.5BWφ, from Section 3.3.3. Scatter plot of DOA
estimation errors of the BF and with bias correction, where the ML estimates are used
as a reference.
4.4 Multiple target detection
When the BF spectrum shows only a single significant peak according to the presented
BF resolution criterion, either a single target is present or two targets are unresolved.
Instead of directly carrying out the computationally intensive ML for two targets, a
test can be used to decide whether the model with a single target is appropriate. In this
case, the ML for two targets is carried out only if the single-target model is rejected.
This strategy can substantially save computations, when situations with more than
one target are unlikely.
As an alternative to the single-target model we consider a more general situation with
D targets. The proposed test aims at distinguishing
D = 1 : x = s0a(ψ0) + e
D > 1 : x = s1a(ψ1) + · · ·+ sDa(ψD) + e
where e is assumed to be circular complex Gaussian distributed with zero mean and
covariance σ2IM . Towards this end, the following hypothesis for a single-target model
and an unspecified alternative are considered as
H0 : E{x} ∝ a(ψ)
H1 : x arbitrary.
Initial work has been reported in [HSZ10], where H0 has been characterized by a
planar wavefront behavior, i.e. constant magnitude and linear phase among the sensor
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outputs, and criteria based on the separate consideration of magnitude and phase of
the array output have been proposed. To determine a suitable test statistic, we follow
a more direct approach here, which is based on the ML residual. To the best of our
knowledge the approach described in this section is novel and has not been presented
elsewhere.
4.4.1 Proposed test statistic
When a single target is present, the measured snapshot is well represented by s0a(ψ0)
provided the SNR is sufficiently high. It appears natural to consider the fitting residual
to decide whether the model with a single target is appropriate. A suitable test with
low computational complexity is
TD = ‖x− sˆ0a(ψˆ0)‖2 > γD (4.14)
where ψˆ0 and sˆ0 are ML estimates, which are obtained, respectively, from the global
maximum of the BF spectrum and using sˆ0 = M
−1a(ψˆ0)
Hx. When test statistic TD
exceeds threshold γD, the single-target model is rejected. We note that a similar test
can be devised where the model fitting is applied in the spatial Fourier domain, and a
corresponding test statistic is found by integrating the fitting residual in the vicinity
of ψˆ0. This approach achieves equivalent results and is not presented here.
Let the false alarm probability and detection probability
PFA = Pr{TD > γD|H0} (4.15)
PD = Pr{TD > γD|H1}
where Pr{·} denotes the probability of an event, be the probabilities of incorrectly
and correctly rejecting H0, respectively. A suitable threshold can be determined by
fixing the false alarm probability to a certain level. This can be done empirically with
the help of simulations, or using the distribution of the test statistic under H0. An
approximated version is determined next.
4.4.1.1 Approximate distribution
The test statistic in (4.14) can be rewritten as
TD = ‖P⊥a (ψˆ0)x‖2
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where
P⊥a (ψ0) = IM −
1
M
a(ψ0)a(ψ0)
H
is the projection matrix onto the orthogonal subspace spanned by a(ψ0), with rank
M − 1 [GvL96]. The distribution of (4.14) appears difficult to evaluate, since it is a
function of the distribution of ψˆ0. However, an approximation is possible for sufficiently
high SNR, by assuming that the single-target DOA estimate is reasonably accurate so
that ψˆ0 ≈ ψ0. For x = s0a(ψ0) + e, we have
TD = ‖P⊥a (ψˆ0)x‖2
≈ ‖P⊥a (ψ0)x‖2 = ‖P⊥a (ψ0)e‖2 = eHP⊥a (ψ0)e (4.16)
where we have used the fact that P⊥a (ψ0)a(ψ0) = 0, and also that projection matrices
are Hermitian-symmetric and idempotent [GvL96] in the last equality. The distribution
of eHP⊥a (ψ0)e is stated next.
Proposition: If e is circular complex Gaussian distributed with zero mean and co-
variance σ2IM , and P
⊥
a (ψ0) is a projection matrix with rank M − 1, 2eHP⊥a (ψ0)e/σ2
is χ2 distributed with 2M − 2 degrees of freedom.
Proof : Consider eigendecomposition P⊥a (ψ0) = UIM−1U
H where U is a unitary ma-
trix. Note that the eigenvalues of projection matrices are either one or zero [GvL96].
This allows to rewrite
eHP⊥a (ψ0)e = y
Hy =
M−1∑
m=1
|ym|2
where y = [y1, . . . , yM−1]
T = UHe is a linear combination of e. Hence, y is also circu-
lar complex Gaussian distributed with zero mean and covariance σ2UUH = σ2IM−1.
Since eHP⊥a (ψ0)e can be expressed as the sum of M − 1 squared magnitudes of i.i.d.
circular complex Gaussian distributed random variables, 2eHP⊥a (ψ0)e/σ
2 is χ2 dis-
tributed with 2M − 2 degrees of freedom [Rao73]. 
4.4.1.2 Practical threshold setting
Using the above proposition and (4.16), 2TD/σ
2 is approximately χ2 distributed with
2M − 2 degrees of freedom. For a predefined value of PFA, an approximate threshold
can be obtained from (4.15) as
γD =
σ2
2
F−1(1− PFA, 2M − 2) (4.17)
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where F−1(·, n) is the inverse cumulative distribution function of a χ2 distribution with
n degrees of freedom. This threshold depends on the noise variance, which is generally
unknown. However, it can be estimated from neighboring processing cells without
targets. For instance, in the considered radar system, the noise variance is determined
in the rank order filtering for target detection [Win06].
In some practical two-target cases, one target may be significantly weaker than the
other. If so, the weaker target will have a large error variance and does not strongly
interfere with the primary target. In these situations, the detection of a multiple-target
model and associated high-resolution DOA estimation may not lead to an enhanced
target localization. To avoid unnecessary computational cost, one may want to decide
for a single-target model. This can be achieved by a modified threshold, which takes
into account noise effects and a weak second target. Towards this end, let |s1|2  |s2|2
and assume that the second target does not disturb the DOA estimate of the first
target. For x = s1a(ψ1)+s2a(ψ2)+e and ψˆ1 ≈ ψ1, we can use the following simplistic
approximation
TD = ‖P⊥a (ψˆ1)x‖2
≈ ‖P⊥a (ψ1)x‖2 = ‖P⊥a (ψ1)[s2a(ψ2) + e]‖2
≈ a(ψ2)a(ψ2)H︸ ︷︷ ︸
M
|s2|2 + eHP⊥a e+ 2Re{s2eHa(ψ2)}︸ ︷︷ ︸
E{·}=0
where we have assumed P⊥a (ψ1)a(ψ2) ≈ a(ψ2) for convenience. The latter term has
zero mean and thus can be neglected. The first and second term correspond to the
influence of the weaker target and noise effects, respectively. For |s2|2 < σ2, the test
statistic is dominated by noise effects, and the threshold does not need to be modified.
However, for |s2|2 > σ2, the test statistic is dominated by the weaker second target, and
the threshold should be increased. As a consequence, one can use a clipped threshold
value
γclip = max{γD,Mµρminpˆ1} (4.18)
where µ is a scaling parameter such that ρmin is the smallest allowed power ratio, as
defined in Section 4.1.2, and pˆ1 is an estimate of the power of the stronger target,
e.g. obtained from the instantaneous power at the first sensor |[x]1|2. We remark that
the presented approach for multiple target detection is based on the assumption of
a perfectly calibrated array. In the presence of array errors, the threshold should be
modified in a similar way.
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Figure 4.8. Simulation result for multiple target detection. Empirical distribution of
the test statistic in the single-target case at SNR = 15 dB, approximate χ2 distribution
is overlaid.
4.4.2 Simulation results
Simulations are used to assess the performance of the proposed test for multiple tar-
get detection. We consider an 8-element ULA, a Chebyshev window with a sidelobe
attenuation of 20 dB, target magnitudes s0 = s1 = 1, and define the SNR as 1/σ
2.
First, in the single-target case, we demonstrate that the approximate χ2 distribution
is appropriate. 105 realizations of test statistic TD, as in (4.14), and using the approxi-
mation in (4.16), are generated with an SNR of 15 dB. The histogram results are shown
in Figure 4.8, where also the analytically found χ2 distribution is overlaid. One can
observe that our approximation represents a good match with empirical data.
Second, for the two-target case, we consider a signal model, parameterized by power
ratio ρ and angular separation δ, as defined in (3.11). Relative phase ϕ is uniformly
distributed between 0 and 2pi. For each simulation point, 104 realizations are generated
and test statistic TD is calculated. The threshold is obtained from (4.17) with a preset
value of PFA = 0.05, where we assume the noise variance to be perfectly known. As
performance metric, we consider the empirical detection probability PD. Figure 4.9
shows the obtained results for PD versus δ for fixed ρ = 0.5 and various SNR values.
One can observe that the proposed test allows reliable detection of multiple-target
situations, even for closely spaced targets, provided the SNR is sufficiently high.
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Figure 4.9. Simulation result for multiple target detection. Empirical probability of
correctly detecting a multiple-target situation versus angular separation δ for various
SNR values and power ratio ρ = 0.5.
In another simulation, the case with strongly differing target magnitudes is considered,
so that the modified thresholds from (4.18) with µ = 0.25 for two different values of
ρmin are also applied. Figure 4.10 shows the empirical detection probability versus ρ for
fixed δ = 0.5BWψ at an SNR of 20 dB. One can observe that when the second target
is significantly weaker than the first target and the noise, all methods decide in favor
of the single-target model. Multiple targets are detected when the target magnitudes
are similar. When the second target is significantly larger than the first target and the
noise, the method with no clipping detects two targets, whereas the methods with a
clipped threshold are able to decide in favor of the single-target model, which may be
desirable in practice.
4.4.3 Experimental data example
The experimental data example from Section 3.3.3 is revisited to demonstrate the
practical value of the proposed test. We use the outcome of the GLRT as a reference.
Hence, from the experiment when approaching a single corner reflector, we use the 221
snapshot, for which the GLRT decides in favor of the single-target model. Likewise,
from the experiment when approaching two corner reflectors, spaced by ∆x = 4 m, we
use the 191 snapshots, for which the GLRT decides in favor of the two-target model.
The proposed test statistic in (4.14) is evaluated for all snapshots. Figure 4.11 shows
the histograms of the results for the considered single- and two-target situations. One
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Figure 4.10. Simulation result for multiple target detection. Empirical probability
of correctly detecting a multiple-target situation versus power ratio ρ, with angular
separation δ = 0.5BWψ and SNR = 20 dB.
can observe that the two populations have distinct values and overlap only slightly.
Also indicated is a possible threshold value which has been found empirically such that
PFA = 0.05. In this case, we have an empirical value of PD ≈ 0.975.
4.4.4 Conclusion
In some radar applications, including the described one, there are situations with mul-
tiple targets per processing cell, so that high-resolution DOA estimation is required.
These approaches are considered as computationally intensive, and a general usage
seems unfortunate since in many practical cases, each detected processing cell only
contains a single target. To adequately handle this situation, we have proposed a test
with low computational complexity to decide whether the model with a single target
is appropriate. Consequently, the more complicated high-resolution DOA estimation
of multiple targets is carried out only if the single-target model is rejected. We have
derived an approximate distribution of the proposed test statistic, which is required
to determine a suitable threshold. Also, practical aspects for threshold setting have
been addressed. The performance of the developed approach has been analyzed in
simulations and with real data. The developed strategy is able to substantially save
computations, when situations with more than one target per processing cell are un-
likely.
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Figure 4.11. Experimental data example when approaching a single corner reflector and
two corner reflectors, from Section 3.3.3. Histogram of test statistic values of processing
cells, correctly detected by the GLRT, and possible empirical threshold with 5% false
alarm probability.
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Chapter 5
Fast maximum likelihood DOA estimation
of two targets
In this chapter, we develop a practicable implementation of the deterministic ML DOA
estimator of two targets. A brief background of the particular model with two targets
in radar applications is given in Section 5.1. In Section 5.2, we restate the signal model
and ML estimator, and describe computational aspects of the required optimization
of the two-dimensional ML objective function. The proposed implementation is pre-
sented in Section 5.3, which involves a simplified calculation of the objective function
and a delimited search range by using information from the BF spectrum. An example
is presented to demonstrate the developed approach. In Section 5.4, the performance
is analyzed in simulations, and compared with selected computationally efficient al-
gorithms. Results with real data from a typical situation of an ACC application are
presented in Section 5.5. Finally, conclusions are drawn in Section 5.6.
5.1 Background
The particular model with two targets often appears in radar applications, e.g. low
angle radar tracking [Bar74, ZL91,Hay07]. Here, the goal is to localize and track an
object flying at low altitude over a smooth reflecting surface such as calm sea. In this
case, the radar returns from the target consist of a direct path and an indirect specular
path, which gives rise to a ghost target. Typically, a vertical array is used for elevation
angle estimation. At low angles, the situation becomes difficult because the direct and
specular components may be closely spaced, so that they cannot be resolved in the BF
spectrum, and also fall into the same range bin. The target localization is likely to be
erroneous and high-resolution DOA estimation becomes necessary. A popular dataset
with real-life multipath measurements was recorded on a site located at Lake Huron,
Canada in 1987, using the multi-parameter adaptive radar system (MARS), consisting
of a 32-element ULA of horn antennas, and developed at McMaster university. The
experimental setup is such that two closely spaced components, due to the direct path
and indirect path, are reflected at the sea surface. The MARS data has been analyzed
in many instances, e.g. [LL91,Zol92,LZS97,Hay07]. A detailed description can be found
in [Hay07, Ch. 2], where also the deterministic ML has been used as a benchmark. We
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note that the described problem represents a popular application of early phased array
technology and high-resolution DOA estimation.
A similar situation has been described in Chapter 3 for automotive radar. Here, the
multipath is horizontal, due to a reflecting guardrail, and the array measures azimuth
angles. Using the considered radar pre-processing, the received sensor data is divided
into processing cells according to range and relative velocity, each represented by a
single snapshot. In most practical situations, multiple targets can be distinguished
by their range and/or relative velocity, so that each processing cell contains at most
one target. However, there are situations, in which two targets are superposed in a
processing cell. In ACC and LCA applications, this may occur when there is specular
multipath with a close guardrail. If the two propagation paths are not resolved in the
BF spectrum, this generally results in a false localization of the observed car, which
seems to be pulled towards the guardrail. To correctly identify this situation, high-
resolution DOA estimation is required. Note that the guardrail can be localized from
stationary target detections. High-resolution DOA estimation of two closely spaced
targets has been considered in a similar context in [WSG+07,Sch10,HY11a].
5.2 Preliminaries
We aim at developing a practicable implementation of the ML estimator for two targets,
which can also be used in other applications. Hence, we consider a two-target model,
similar as in Section 3.2.3, but with multiple snapshots
x(i) = s1(i)a(ψ1) + s2(i)a(ψ2) + e(i), i = 1, . . . , N
Note that for the considered radar system multiple snapshots of the same processing
cell, can be collected at different cycles. We emphasize that for the considered radar
system, the single snapshot case is of primary importance. However, to enhance DOA
estimation accuracy, it may be desirable to combine multiple snapshots, which have
been associated in a tracking procedure. Therefore, we consider the general case with
N snapshots and comment on the special case with N = 1. We assume closely spaced
targets, which are not reliably resolved in the BF spectrum. Note that when the two
targets are well separated, DOA estimation can be also done with the BF.
Since we exploit properties of the centered ULA steering vector, it is restated here
a(ψ) = e−j(M−1)ψ/2[1, ejψ, . . . , ej(M−1)ψ]T , ψ = κd sin(φ)
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where ψ represents electrical angle, and φ is the physical azimuth angle, as defined in
Figure 2.1.
The nonlinear LS approach has been described in Section 2.2.2, and the ML estimate
of two targets has been introduced in Section 3.3.1.1. For the case with too targets
and multiple snapshots, the ML objective function is restated here
c(ψ1, ψ2) =
1
N
N∑
i=1
‖PA(ψ1, ψ2)x(i)‖2 = Tr{PA(ψ1, ψ2)Rˆ} (5.1)
where
PA(ψ1, ψ2) = A(A
HA)−1AH , A = [a(ψ1),a(ψ2)]
is the projection matrix, and
Rˆ =
1
N
N∑
i=1
x(i)x(i)H
is the sample covariance matrix.
Subspace methods represent a popular alternative to the ML approach. A comparison
of statistical properties has been outlined in Section 2.2.4, where it was found that
the ML approach should be preferred when the number of snapshots is small. Despite
its good properties, ML estimation has not enjoyed much practical application, as it
is based on a computationally intensive optimization of a generally multi-dimensional
objective function. In the two-target case, however, a brute-force evaluation c(ψ1, ψ2)
appears to be feasible on a selected grid, and is considered in the following.
Regarding implementation complexity, we note that the calculation of the ML objective
function in (5.1) involves independent matrix vector products with data-independent
projection operators, which can be pre-calculated off-line and stored. This is partic-
ularly suited for an efficient hardware realization, and can be easily parallelized. In
contrast, subspace methods are based on an eigendecomposition, whose implementa-
tion on a practical system is numerically complex. In particular, eigendecomposition
is iterative in nature, and therefore hard to parallelize [GvL96].
5.2.1 Direct objective function calculation
To calculate the projection matrix, one requires the matrix inverse of AHA. In the
two-target case, using the inversion formula for a matrix of dimension 2, and notation
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a1 = a(ψ1) and a2 = a(ψ2) for convenience, we have
(AHA)−1 =
[
aH1 a1 a
H
1 a2
aH2 a1 a
H
2 a2
]−1
=
1
M2 − β2
[
M −β
−β M
]
where β = aH1 a2, and we have used a
H
1 a1 = a
H
2 a2 = M . Note that we use the centered
steering vector in (3.8) so that β is real-valued. Hence, the projection matrix can be
expressed as
PA(ψ1, ψ2) =
1
M2 − β2 (Ma1a
H
1 − βa1aH2 − βa2aH1 +Ma2aH2 ) (5.2)
Using (5.2), it is possible to directly calculate (5.1) using
c(ψ1, ψ2) =
1
N
N∑
i=1
x(i)HPA(ψ1, ψ2)x(i)
=
1
N(M2 − β2)
N∑
i=1
M |y1(i)|2 − 2βRe{y1(i)∗y2(i)}+M |y2(i)|2 (5.3)
where y1(i) = a
H
1 x(i) and y2(i) = a
H
2 x(i), i = 1, . . . , N . Provided all steering vectors
are available on the discrete grid, a significant part of the computational cost, required
to evaluate a single point of (5.3), constitutes the calculation of y1(i), y2(i), and β,
which corresponds to C1 = 8MN+2M real-valued multiply-add operations. When the
number of snapshots is small, the remaining operations do not significantly contribute
to the overall cost. Note that, generally in the case with multiple snapshots, one has
to trade off between the evaluation of the quadratic term above and the trace notation
in (5.1).
5.2.2 Global search
Due to the complicated multimodal shape of objective function c(ψ1, ψ2), a numerical
search procedure, e.g. using a damped Newton method, critically depends on the
initialization [OVSN93]. A reliable initialization without eigendecomposition appears
difficult to find, especially when the targets are not resolved in the BF spectrum. In
the two-target case, a heuristic search procedure has been presented in [Sch10], which
shows good simulative results. However, we consider a different approach here, namely
a brute-force evaluation of the two-dimensional objective function on a selected grid.
Unlike numerical search procedures, this allows a non-iterative implementation.
A global evaluation of the objective function is required for ψ1 < ψ2 only, because we
have c(ψ1, ψ2) = c(ψ2, ψ1). Figure 5.1 (top right) shows the resulting triangular search
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range. The corresponding computational cost is
C = C1N2, N2 =
Nψ(Nψ − 1)
2
where C1 represents the computational cost, required to evaluate a single point of the
objective function, N2 is the number of points in the two-dimensional search range,
and Nψ is the number of grid points in the field-of-view. When the global search is
done on a discrete grid, the estimation accuracy is limited by step size ∆ψ. The final
estimate can be improved by an interpolation in the neighborhood of the optimum, as
described in Section 3.A.1.
5.3 Proposed approach
In the following, we aim at reducing the computational cost of the described global
search [HZ11a]. A simplified calculation of the objective function is proposed in Sec-
tion 5.3.1, where the required projection operators are pre-calculated off-line and stored.
For saving storage space and computations, in Section 5.3.2, we consider a delimited
search range, based on a circular shift of the field-of-view. In Section 5.3.3, an example
is presented to demonstrate the proposed approach.
5.3.1 Simplified objective function calculation
Since the projection matrix has a great deal of structure to exploit, we aim at simpli-
fying the calculation of the objective function.
Proposition 1: Projection matrices of ULA steering vectors are centro-Hermitian, i.e.
they remain unchanged after complex conjugation and interchanging the columns and
rows. For exchange matrix JM of dimension M , we have
JMP
∗
AJM = PA.
Proof : The centered steering vector from (3.8) satisfies JMa(ψ)
∗ = a(ψ) by definition.
Consequently, we also have JMA
∗ = A, ATJM = A
H, and it is easy to see that using
JMJM = IM , we have
JM [A(A
HA)−1AH ]∗JM = JMA
∗(ATJMJMA
∗)−1ATJM = A(A
HA)−1AH
which concludes the proof. We note that, as reported in [HZ11a], the centro-Hermitian
property also holds for non-centered ULA steering vectors. 
88 Chapter 5: Fast maximum likelihood DOA estimation of two targets
As a consequence, the ML objective function in (5.1) remains unchanged when snapshot
x is replaced by JMx
∗, since
(JMx
∗)HPA(ψ1, ψ2)JMx
∗ = [xHJMPA(ψ1, ψ2)
∗JMx]
∗ = xHPA(ψ1, ψ2)x
where we have used the fact that c(ψ1, ψ2) is real-valued by definition. Therefore, ML
estimation cannot benefit when FB averaging is employed.
5.3.1.1 Unitary transformation
The computation of (5.1) can be simplified using the idea in [Lee80,HN95]. We consider
the trace notation, as it is based on the sample covariance and can be directly applied
in the case with multiple snapshots.
Let QM be a column conjugate symmetric matrix, satisfying JMQ
∗
M = QM . A sparse
choice for a unitary column conjugate symmetric matrix is
Q2m+1 =
1√
2

 Im 0 jIm0T √2 0T
Jm 0 −jJm

 .
An equivalent matrix of dimension 2m can be obtained by deleting the center row
and center column of Q2m+1. The main result of [Lee80] is summarized in the follow-
ing proposition, which states that any square centro-Hermitian matrix is equivalently
expressed by a real-valued matrix of the same dimension.
Proposition 2: Let A ∈ CM×M be centro-Hermitian, so that we have JMA∗JM = A,
and let QM be a unitary column conjugate symmetric matrix, as defined above. Then
B = QHMAQM
is real-valued. This similarity transformation with a unitary matrix is referred to as
unitary transformation.
Proof : From the column conjugate symmetric property it is easy to see that we also
have QTMJM = Q
H
M . Therefore, using JMJM = IM and the centro-Hermitian property
of A, we have
B∗ = QTMA
∗Q∗M = Q
T
MJMJMA
∗JMJMQ
∗
M = Q
H
MAQM = B
which concludes the proof. 
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Since the ML objective function remains unchanged when x(i) is replaced by JMx(i)
∗,
we can replace Rˆ by the FB averaged covariance matrix
RˆFB =
1
2
(Rˆ+ JMRˆ
∗JM)
which is centro-Hermitian by definition. Using the result from the above propositions,
we can use a unitary transformation to obtain the real-valued sample covariance and
real-valued projection operators, respectively, as
Cˆ = QHMRˆFBQM (5.4)
V (ψ1, ψ2) = Q
H
MPA(ψ1, ψ2)QM . (5.5)
This approach has been used in [HN95] and [PGH00], respectively, to derive the unitary
ESPRIT and unitary root-MUSIC algorithm. Here, the computational cost is reduced
by replacing a complex-valued by a real-valued eigendecomposition.
Using expressions (5.4) and (5.5), and the fact that QMQ
H
M = IM , the objective
function in (5.1) can be rewritten as
c(ψ1, ψ2) = Tr{PA(ψ1, ψ2)Rˆ} = Tr{PA(ψ1, ψ2)RˆFB}
= Tr{PA(ψ1, ψ2)QMQHMRˆFBQMQHM}
= Tr{QHMPA(ψ1, ψ2)QMQHMRˆFBQM}
= Tr{V (ψ1, ψ2)Cˆ} (5.6)
Furthermore, for the computation of the trace in (5.1) and (5.6), only the diagonal
entries of the matrix product need to be evaluated. Thus, introducing the vectorization
operator vec{·}, we can use the identity
Tr{AB} = vec{AT}Tvec{B}
for arbitrary square matricesA,B ∈ CM×M . Also, we exploit that real-valued matrices
V (ψ1, ψ2) and Cˆ are symmetric so that the computational complexity required for the
evaluation of the trace in (5.6) can further be reduced. Towards this end, let
sym{A} = [a11, a12, a22, a13, a23, a33, a14, . . . , aMM ]T
which selects matrix elements amn = [A]m,n with m ≤ n from symmetric A ∈ RM×M ,
and stacks them into a vector of dimension M2 = M(M + 1)/2. In other words, this
operator removes redundant matrix entries. Further, let l = [1, 2, 1, 2, 2, 1, 2, . . . , 1]T
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be a scaling vector of the same dimension, being 2 for off-diagonal entries and 1 for
diagonal entries of sym{A}. Now, we can rewrite
c(ψ1, ψ2) = Tr{V (ψ1, ψ2)Cˆ} = v(ψ1, ψ2)T cˆ (5.7)
with
v(ψ1, ψ2) = sym{V (ψ1, ψ2)}  l
cˆ = sym{Cˆ}
Note that cˆ has to be calculated only once. The key idea for a fast implementation is
that projection operators v(ψ1, ψ2) are pre-calculated for every point, ψ1 < ψ2, in the
search range. The required storage space is M2N2 real-valued numbers. In this case,
the simplified computation using (5.7) requires only C1 = M2 real-valued multiply-add
operations. The speed-up, when compared to (5.1), is roughly factor 8.
5.3.1.2 Single-snapshot alternative
In the case with a single snapshot, an alternative is to employ an eigendecomposition
of the real-valued projection operator in (5.5),
V (ψ1, ψ2) = v1v
T
1 + v2v
T
2
with eigenvectors v1, v2 ∈ RM×1. Note that v1 and v2 are both functions of ψ1 and ψ2.
Using y = QHMx, the objective function can be rewritten as
c(ψ1, ψ2) = y
HV (ψ1, ψ2)y = y
H(v1v
T
1 + v2v
T
2 )y = |z1|2 + |z2|2 (5.8)
with scalars z1 = y
Hv1 and z2 = y
Hv2.
Note that y has to be calculated only once. The key idea is again that the eigenvectors
of the real-valued projection matrix are pre-calculated for every point, ψ1 < ψ2 in the
search range. The required storage space then is 2MN2 real-valued numbers. The main
part of the computational cost, required to evaluate a single point of (5.8), constitutes
the calculation of z1 and z2, which corresponds to C1 = 4M real-valued multiply-add
operations.
5.3.1.3 Comparison
The overall cost of a global search has been described in Section 5.2.2. A trade-
off between the computations, required for evaluating a single point of the objective
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Table 5.1. Computations, required for evaluating a single point of the objective func-
tion, C1, and storage space, for the single-snapshot case, using N2 = Nψ(Nψ − 1)/2.
C1 Storage space
Direct (5.3) 10M Nψ2M
Simplified (5.7) M(M + 1)/2 N2M(M + 1)/2
Simplified (5.8) 4M N22M
function, C1 (in real-valued multiply-add operations), and the required storage space
(in real-valued numbers) is given in Table 5.1 for the single-snapshot case. Note that
the calculation of projection operators is done off-line and does not contribute to the
overall cost. Also, the pre-processing, such as the formation of the covariance matrix,
has no significant effect, as it is performed only once.
For an 8-element ULA and a single snapshot, the simplified objective function in (5.8)
slightly outperforms (5.7), both in terms of required computations and storage space.
However, when multiple snapshots are available, we prefer the simplified objective
function in (5.7). In conclusion, the presented methods allow a trade-off between
computational cost and storage space, which is achieved by a pre-calculation of data-
independent projection operators.
We have seen in Table 5.1 that the storage space grows with N2. Also the DOA
estimation performance in terms of accuracy and resolution is directly influenced by
the step size ∆ψ, and thus N2. Since on a practical system, the storage space may be
limited, we propose to save storage space and computations in the next section.
5.3.2 Delimited search range
In the previous section, we have reduced the computational cost by proposing simplified
objective functions. Next, we consider a delimiting search range, so that the number
of points to evaluate and the storage space for the projection operators is reduced.
5.3.2.1 Circular shift
As mentioned above, we only consider the more difficult case of closely spaced targets,
which cannot be reliably resolved. Let ψˆM ∈ [ψ1, ψ2] be an estimate of the midpoint
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of the possibly unresolved targets. Consider the shifted array output model, which is
obtained by a rotational shift of the field-of-view
x′ = a(ψˆM)
∗  x = s1 a(ψˆM)∗  a(ψ1)︸ ︷︷ ︸
a(ψ′
1
)
+s2 a(ψˆM)
∗  a(ψ2)︸ ︷︷ ︸
a(ψ′
2
)
+a(ψˆM)
∗  e︸ ︷︷ ︸
e′
(5.9)
where ψ′1 = ψ1 − ψˆM and ψ′2 = ψ2 − ψˆM are the shifted DOA parameters, which are
centered around broadside. The random characteristics of the circular shifted noise
vector remain unchanged.
This rotational shift allows to evaluate c(ψ′1, ψ
′
2) only on a delimited search range, e.g.
ψ′ ∈ [−1.5BWψ, 1.5BWψ], which very likely contains the centered DOA parameters.
Thus, the number of grid points to evaluate, as well as the amount of projection
operators to store, can be reduced significantly. This strategy is demonstrated in an
example in Section 5.3.3.
5.3.2.2 Midpoint estimation
The proposed strategy for delimiting the search range does not critically depend on
the accuracy of the midpoint estimate. However, ψˆM should not be to far away from
the true midpoint. A simple approach would be to take the location of the maximum
of the BF spectrum, which represents a good choice, when the target are not resolved,
and is calculated anyway in the proposed array processing. Hence, ψˆM = ψˆ0.
However, we have seen in Section 4.1.1 that in the case with a single snapshot, there are
some relative phases, for which the targets are resolved in the BF spectrum, even when
their angular separation is below BWψ. In this case, there is a large bias, and one may
want to use ML estimation to guarantee accurate DOA estimation. Note also, that the
proposed method for bias correction does not work reliably in this case. Consequently,
ψˆ0 may not lie between ψ1 and ψ2, and therefore, when used as a midpoint estimate,
the target parameters may not lie in the delimited search range. An alternative is to
use a center-of-mass (COM) estimate, defined by
ψˆM =
∑
ψk∈Ω
ψkPBF(ψk)
0.5∑
ψk∈Ω
PBF(ψk)0.5
where Ω is a local neighborhood around ψˆ0, e.g. all grid points between ψˆ0± 1.5BWψ.
This estimate is generally not sensitive to situations when the target are resolved in
the BF spectrum for some relative phases. The COM estimate has to be calculated
additionally, however, at a moderate cost.
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5.3.3 Example
Before demonstrating this strategy with an example, we briefly summarize the ap-
proach. Let ψ′1 < ψ
′
2 ∈ [−1.5BWψ, 1.5BWψ] be the two-dimensional delimited search
range, for which the real-valued projection operators v(ψ′1, ψ
′
2) are available on a dis-
crete grid with step size ∆ψ. The developed practicable implementation is summarized
as follows:
1. Estimate the midpoint, ψˆM, from the BF spectrum, and circularly shift the data
using x(i)′ = a(ψˆM)
∗  x(i), so that parameters ψ′1 and ψ′2 lie in the delimited
search range.
2. Calculate the real-valued covariance vector cˆ from xˆ(i)′, i = 1, . . . , N .
3. Evaluate c(ψ′1, ψ
′
2) on the selected grid using (5.7).
4. Determine the location of the global maximum (optionally, one can evaluate a
few more grid points around the global maximum, with a refined step size, e.g.
using the direct calculation in Section 5.2.1). Note that if the global maximum
appears at the borders of the search range, the single-target model with ψˆ0 should
be preferred.
5. Calculate the final DOA estimates using a quadratic interpolation in the neigh-
borhood of the global maximum, as described in Section 3.A.1. Finally, perform
the inverse circular shift operation ψˆi = ψˆ
′
i + ψˆM.
The main part of the computational cost constitutes the evaluation of ML objective
function in step 3. This involves a simple matrix vector product, which is easy to
parallelize. The calculations required in steps 4-5, which involve a global maximum
search and simple scalar multiply-add operations, do not significantly contribute to the
overall cost.
Regarding the example, we consider an 8-element ULA, the noise-free case, and two
targets with angular separation δ = 0.75BWψ, relative phase ϕ = pi/4 and power ratio
ρ = 0.5, as defined in (3.11). Figure 5.1 shows the BF spectrum of the original (top
left) and shifted snapshot (bottom left). The two targets are not resolved, but the
position of the midpoint can be used to identify the relevant sector for the delimited
search range, indicated by the black dotted lines. For simplicity, the midpoint has
been determined as the grid location of the maximum. Also shown in Figure 5.1 is
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Figure 5.1. Example of the proposed ML search. Two targets with angular separation
δ = 0.75BWψ, relative phase ϕ = pi/4 and power ratio ρ = 0.5. BF spectrum to
identify relevant angular sector (top left), ML objective function for full search range
(top right), shifted BF spectrum (bottom left), and ML objective function for shifted
and delimited search range with coarse and refined search (bottom right).
the ML objective function for the full search range on a grid with ∆ψ = pi/128 (top
right), and for the delimited search range with ∆ψ = pi/32 (bottom right). For the
proposed delimited search, a refined search has been carried out in the vicinity of the
global maximum, to achieve the same accuracy as the full search, but with significantly
reduced points to evaluate.
5.4 Simulation results
Simulations are used to assess the performance of the proposed approach. We consider
an 8-element ULA, the single-snapshot case, and two targets with power ratio ρ = 0.5
and relative phase ϕ, which is uniformly distributed between 0 and 2pi. In simulations,
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we vary angular separation δ and SNR. For a fair assessment of grid search DOA
estimation, in each simulation run, we add a random jitter, uniformly distributed
between ±∆ψ/2, to the DOA parameters.
We compare the performance of the proposed implementation with the CRB from
(3.19). As performance metric for DOA estimation, we consider the RMSE of the first
target, defined by
RMSE21 =
1
MC
MC∑
k=1
(ψˆ1,k − ψ1)2
where ψˆ1,k is the DOA estimate of the first target in run k and MC = 10
4. First, we
present results for the midpoint estimation approach. Second, the performance of the
proposed ML implementation is simulated versus angular separation for several SNR
values. Third, we investigate the effect of the step size ∆ψ. Finally, the proposed
implementation is compared with selected computationally efficient algorithms.
5.4.1 Midpoint estimation
For estimating the midpoint, we consider the location of the maximum of the BF
spectrum, and the COM, as defined in Section 5.3.2.2. For a delimited search on
ψ1 < ψ2 ∈ [−1.5BWψ, 1.5BWψ], we require the midpoint estimation error to be less
than 0.75BWψ, so that the shifted parameters are in the delimited search range. Conse-
quently, we are more interested in a maximum error than an average error, and consider
the 0.95-quantile of |ψˆM − ψM| as a suitable performance metric. For the calculation
of the BF spectra, we use an FFT with 4M grid points and a Chebyshev window
with a sidelobe attenuation of 20 dB. We vary angular separation δ at SNR = 20 dB.
The results are shown in Figure 5.2. One can observe that both the maximum of the
BF spectrum and the COM are able to produce midpoint estimates within the de-
sired range. However, when the angular separation is larger, the COM produces more
reliable results and seems to be more appropriate.
5.4.2 Angular separation
We simulate DOA estimation accuracy of the proposed approach versus angular separa-
tion for various SNR values. We consider the same search principle as in Section 5.3.3,
i.e. a coarse search with ∆ψ = pi/32 on the delimited search range, and a refined search
in the vicinity of the global maximum with ∆ψ = pi/128 to achieve a good accuracy.
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Figure 5.2. Simulation results for midpoint estimation between two targets. Empirical
0.95-quantile of |ψˆM − ψM| versus angular separation δ at SNR = 20 dB.
The results are shown in Figure 5.3. Note that we only show simulation points, for
which more than 95% of trials are successfully resolved. One can observe that the
results are close to the respective CRB. At the onset point, the super-efficient behavior
can be explained by the delimited search range, since we provide the information of
the relevant sector, and thereby reduce the error magnitude.
There is an interesting connection to Figure 4.9, which represents a similar simulation
setup. Consider e.g. the cases with SNR = 15 dB and 20 dB, for which the multiple
target detection approach is able to detect 95% of the two-target cases for angular
separations above roughly 0.6BWψ and 0.4BWψ. This approximately coincides with
the onset points in Figure 5.3. Hence, the detection method has detected only those
cases, for which ML estimation is able to work reliably.
5.4.3 Effect of step size
We first simulate the performance of the proposed method, calculated via (5.7), for
step sizes ∆ψ = pi/32 and pi/64. We additionally consider a refined search by ∆ψ/4
around the global maximum, with effective step sizes pi/128 and pi/256. We vary the
SNR for angular separation δ = 0.5BWψ. Figure 5.4 shows the obtained results. One
can observe that for moderate SNR the proposed method can achieve the CRB. For
high SNR values, the average error converges to a finite accuracy, which depends on
the step size.
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Figure 5.3. Simulation results for the developed ML DOA estimate of two targets.
RMSE versus angular separation δ for various SNR.
We note that in practice, an SNR of significantly more than 30 dB can be considered
as unrealistic. Moreover, often an accuracy of less 5% of the Rayleigh BW is sufficient
for certain applications. In that case, the simplest approach with step size ∆ψ = pi/32
without refinement is adequate.
5.4.4 Comparison with selected algorithms
Finally, the proposed ML implementation is compared with selected computationally
efficient algorithms in terms of performance and computation time. For this, we con-
sider the IQML algorithm, unitary ESPRIT and a fast ML method for two target in
beamspace (BS). IQML [BM86] is based on a polynomial representation of the projec-
tion matrix, whose order corresponds to the number of targets. In each iteration, a
symmetric banded Toeplitz matrix has to be inverted, and a polynomial update results
from normal equations of a whitened covariance matrix. After convergence, DOA esti-
mates are obtained by the polynomial roots. The convergence condition is set to 10−4.
Unitary ESPRIT [HN95] is a subspace method and requires an eigendecomposition of
the real-valued sample covariance matrix Cˆ in Section 5.3.1.1. The DOA estimates are
obtained analytically, by solving an LS problem and eigendecomposition of dimension
two. We generate multiple snapshots using three overlapping subarrays. The con-
sidered ML method for two target in BS [ZL91] uses a BS transformation with three
orthogonal beams. In this case, for N ≥ 3, the DOA estimates can be obtained analyt-
ically by solving a second order polynomial, which results from an eigendecomposition
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Figure 5.4. Simulation results for the developed ML DOA estimate of two targets.
RMSE versus SNR for angular separation δ = 0.5BWψ and various step sizes ∆ψ.
of a BS sample covariance matrix. Again, we generate multiple BS snapshots by using
three overlapping subarrays. The considered algorithms are described in detail in the
appendix of this chapter.
The performance comparison with the described methods is given in Figure 5.5 (top),
in which we show the RMSE versus SNR with angular separations δ = 0.5BWψ. It can
be observed that all methods perform similarly well, close to the CRB. However, for
small SNR, the proposed implementation of the brute-force search slightly outperforms
the other approaches. Also, unitary ESPRIT provides 95% successful trials only above
20 dB. For high SNR, the proposed implementation converges to a finite accuracy due
to the grid search.
Regarding computational cost, the simulations have been conducted on a Windows PC
with an Intel Core i7 processor at 2.67 GHz and 4 GB RAM. The MATLAB version is
R2010a. Average CPU times have been computed using functions tic and toc. Figure
5.5 (bottom) shows the average CPU time versus SNR, which correspond to Figure 5.5
(top). Clearly, the ML method in BS is the fastest method, followed by unitary ESPRIT
and the proposed implementation. IQML is the slowest method, due to an average
number of ≈ 10 iterations. We note that this results is not representative, but gives a
general idea. The performance of the developed approach in terms of DOA estimation
and computational cost is roughly comparable with selected computationally efficient
algorithms. However, it allows a straightforward and non-iterative implementation.
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Figure 5.5. Simulation results and performance comparison for DOA estimation of two
targets. RMSE versus SNR for angular separation δ = 0.5BWψ (top), average CPU
time (bottom).
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Figure 5.6. Automotive radar situation when there is multipath with the guardrail:
geometry setup.
5.5 Experimental data example
We present results obtained with experimental data to demonstrate the practical value
of the practicable implementation of the ML estimate for two targets. We consider a
typical situation in an ACC application, in which the observed vehicle is driving on an
left lane of the motorway, close to a guardrail. The radar echos from the vehicle consist
of a direct path and an indirect specular path, which gives rise to a ghost target. The
corresponding geometry setup is shown in Figure 5.6.
When the propagation paths are resolved, the observed vehicle can be accurately local-
ized and a ghost target is identified. Otherwise, this can result in a false localization
of the observed vehicle, which seems to be pulled towards the guardrail. Clearly, from
the geometry in Figure 5.6, the range and angles are ideally related via
r1 sin(φ1) = d2 − d1
r2 sin(φ2) = d2 + d1
where d1 and d2 are the normal distances from the guardrail. Note that the observed
car and the ghost target fall into the same processing cell if r2 − r1 < ∆r, where ∆r
is the width of a range cell, and high-resolution becomes necessary when the angular
separation φ2− φ1 is smaller than the Rayleigh BW. To provoke this situation, we use
an automotive radar system prototype for SRR applications, whose system parameters
are given in Table 3.1. The bandwidth is set such that ∆r = 1.8m, the corresponding
Rayleigh BW around broadside is roughly 16.4◦.
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Figure 5.7. Experimental data analysis. Scenario and all detected and clustered targets
in bird’s eye view for two selected cycles.
In the considered recording, the vehicle with the mounted radar system is following
another vehicle on the left lane of the motorway. In roughly 300 cycles, the observed
vehicle is moving away, where the the range is increasing from roughly 25m to 50m.
After the radar pre-processing, as described in Chapter 3, an initial DOA is determined
using the location of the maximum of the BF spectrum. A clustering strategy is applied
such that cells in neighboring range cells with similar relative velocity and initial DOA
are merged. Subsequently, a gating procedure is used to extract relevant processing
cells, i.e. whose relative velocity and initial DOA fall into a desired gate. The described
ML method is applied to all relevant processing cells. For the detection, we use a GLRT,
as described in Section 3.3, with threshold log γGLRT = 1.25M .
For two selected cycles, a picture of the scene and a bird’s eye view representation of
the detected and clustered targets is shown in Figure 5.7. Grey dots correspond to
stationary targets, while blue dots correspond to moving targets in the relevant gate.
For both groups, a single-target DOA has been estimated using the BF. The result
of the proposed ML for two targets is indicated with a green circle and red cross,
corresponding to the observed car and ghost target, respectively, as in Figure 5.6.
On average, the measured power of the ghost target is roughly 6 dB smaller than the
power of the observed car. The markersize of all displayed targets is proportional to
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the measured SNR. Note that the indicated stationary target detections can be used
to localize the guardrail, which is required to identify the multipath situation.
Figure 5.8 shows the DOA estimation results of all cycles versus interpolated range.
Note that the two selected cycles, 25 and 196, from Figure 5.7 are also indicated. We
show the conventional result with single-target DOA estimation using the BF (top)
and an improved result (bottom), where the proposed ML estimate of two targets is
employed. Similarly to Figure 5.7, blue dots correspond to single-target DOA estimates
using the BF, green circles and red crosses correspond to the observed car and ghost
target, respectively, which have been estimated using the proposed ML estimator. One
can observe that for the selected scenario the conventional single-target DOA estima-
tion can result in a misleading target localization. This means that the target seems
to be pulled towards the guardrail. When the multipath propagation is identified cor-
rectly, it is possible to apply the proposed ML estimator for two targets and adequately
localize the car of interest and a ghost target.
5.6 Conclusion
In this chapter, the practically relevant problem of DOA estimation of two targets has
been considered. For this case, we have developed a practicable implementation of the
ML estimator, which is based on a simplified calculation of the objective function. The
required projection operators are data-independent and can be pre-calculated, which
enables a trade-off between computational complexity and storage space. For saving
storage space and computations, we have proposed to use circular shift of the field-of-
view such that the relevant angular sector, which has to be evaluated, is delimited and
centered around broadside. The performance of the developed approach is analyzed
in simulations, where it is shown to perform similarly to selected computationally
efficient algorithms. The developed approach allows a straightforward and non-iterative
implementation. It represents an interesting candidate for other radar systems, in
which processing cells are represented by a single snapshot.
To demonstrate the practical value of the proposed method, we have presented results
with real data from a typical situation of an ACC application with horizontal multipath.
In this case, the developed approach for high-resolution DOA estimation allows to
enhance the localization of the observed car.
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Figure 5.8. Experimental data analysis. DOA estimates versus range, conventional
results with single-target DOA estimate from BF (top), improved results with ML
estimation of two targets (bottom).
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5.A Appendix
The IQML algorithm and unitary ESPRIT are described for an arbitrary number
of targets. For the two-target case, we also consider the analytic ML algorithm in
beamspace (BS) from [ZL91].
5.A.1 IQML
The IQML algorithm [BM86] is an iterative approach for minimizing the nonlinear LS
cost function, as in (2.15). The idea is to exploit the ULA structure and reparameterize
the orthogonal projection matrix using a basis for the nullspace of A = A(ψ) [KV96].
Towards this end, one can define a polynomial with roots at ejψk , k = 1, . . . , D as
b˜0 + b˜1z + · · ·+ b˜DzD =
D∏
k=1
(z − ejψk) (5.10)
where b˜D = 1. By constructing a Toeplitz matrix B˜ ∈ C(M−D)×M with the polynomial
coefficients as elements,
[B˜]m,n =
{
b˜∗k m− n = k, k = 0, . . . , D
0 otherwise
one obtains B˜HA = 0. Consequently, the columns of B˜ form a basis for the nullspace
of AH . This allows to reparameterize the orthogonal projection matrix as
P⊥A (ψ) = B˜(B˜
HB˜)−1B˜H
which yields a modified optimization problem
min
b˜
1
N
N∑
i=1
x(i)HB˜(B˜HB˜)−1B˜Hx(i) (5.11)
with coefficient vector b˜ = [b˜0, . . . , b˜D]
T . Once bˆ is determined, the DOA estimates are
found by the angles of the roots of polynomial (5.10). However, (5.11) is still difficult
to solve. An iterative procedure with a simpler quadratic optimization can be obtained
by fixing (B˜HB˜)−1 in each iteration. Towards this end, let
B˜Hx =Xb˜, X = [TM−D,0x, . . . ,TM−D,Dx]
where TM−k,l, l = 0, . . . , k are subarray selection matrices, which consist of an identity
matrix of dimension M − k with l and k− l zero columns arranged from left and right,
respectively.
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This allows to rewrite (5.10) as
min
b˜
b˜HRˆwb˜ (5.12)
where
Rˆw =
1
N
N∑
i=1
X(i)H(B˜HB˜)−1X(i).
Note that (5.12) has a trivial solution and must be constrained such that b˜ 6= 0. An
implementation with reduced dimensionality, which constrains the polynomial coeffi-
cient to be Hermitian symmetric, is described in [BM86]. An iterative procedure for
determining bˆ can be summarized by:
1. Initialize bˆ = [1, 0, . . . , 0]T .
2. Form B˜ from the recent bˆ, and calculate Rˆw (numerically efficient algorithms for
the involved inversion of the banded Toeplitz matrix B˜HB˜ are available [GvL96]).
3. Obtain an update of bˆ from an analytical solution of (5.12).
4. If the norm of the relative change of bˆ between two iterations is smaller than a
predefined threshold, stop; otherwise go to step 2.
5.A.2 Unitary ESPRIT
ESPRIT [RK89] exploits the shift structure of A. In particular, when considering a
ULA with two maximally overlapping subarrays of size M − 1, we have
TM−1,0AΨ = TM−1,1A, Ψ = diag{ejψ1, . . . , ejψD} (5.13)
where TM−1,l, l = 0, 1 have been defined in Section 5.A.1. Since the signal subspace
Us spans the same subspace as A, it can be expressed as Us = AW with non-singular
square matrix W . Hence, analogously to (5.13), we have
TM−1,0UsW
−1ΨW︸ ︷︷ ︸
Ξ
= TM−1,1Us. (5.14)
Since Ξ and Ψ are related via a similarity transformation, they share the same eigen-
values, which contain the DOA parameters. Employing the estimated signal subspace,
obtained from Rˆ in (2.9), Ξ can be estimated based on an LS approach
Ξˆ = (UˆHs T
T
M−1,0TM−1,0Uˆs)
−1UˆHs T
T
M−1,0TM−1,1Uˆs
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or a total LS approach [RK89]. From an eigendecomposition of Ξˆ, the DOA estimates
are found by the angles of the respective eigenvalues.
The idea of unitary ESPRIT [HN95] is to replace Rˆ by the real-valued
Cˆ = QHMRˆFBQM
where unitary matrix QM and FB averaged sample covariance matrix RˆFB are defined
in Section 5.3.1.1. Thus, only a real-valued eigendecomposition is required, which
roughly reduces the computational cost by a factor of four. For search-free DOA
estimation using subspace methods, the eigendecomposition is considered as the main
part of the computational cost [PGH00]. Let Eˆs be the estimate of the real-valued
signal subspace, obtained from Cˆ. Analogously to (5.14), we have
K0EˆsΥ ≈K1Eˆs
where
K0 = Q
H
M−1(TM−1,0 + TM−1,1)QM
K1 = Q
H
M−1(TM−1,0 − TM−1,1)QMj
are real-valued modified selection matrices. Again, Υ can be estimated based on an
LS approach
Υˆ = (EˆTs K
T
0K0Eˆs)
−1EˆTs K
T
0K1Eˆs
or a total LS approach [HN95]. From an eigendecomposition of this matrix, the DOA
estimates are found by
ψˆk = 2 tan
−1(ωˆk), k = 1, . . . , D
where ωˆk are the eigenvalues of Υˆ. It is noted in [HN95] that when the eigenvalues are
complex-valued, the DOA estimates are considered as unreliable.
FB averaging is often used to enhance the estimate of the spatial covariance matrix
[PK89], especially for small N , as it effectively doubles the number of snapshots. This
can be useful since subspace methods require N > D snapshots and non-coherent
signals such that the signal subspace is fully represented. Another approach, referred
to as spatial smoothing (SS), is to divide the ULA into maximally overlapping subarrays
of size L. The corresponding SS sample covariance matrix is
RˆSS =
1
M − L+ 1
M−L∑
l=0
TL,lRˆT
T
L,l
where TL,l, l = 0, . . . ,M − L have been defined in Section 5.A.1.
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5.A.3 Beamspace maximum likelihood
A computationally efficient approach for DOA estimation of two targets in BS is de-
scribed in [ZL91]. The solution can be obtained analytically without a numerical search
procedure. Towards this end, consider the two-target model in BS
xbs(i) = S
H
Mx(i) = s1(i)S
H
Ma(ψ1)︸ ︷︷ ︸
b(ψ1)
+s2(i)S
H
Ma(ψ2)︸ ︷︷ ︸
b(ψ2)
+SHMe(i), i = 1, . . . , N
where SM is a BS transformation matrix and b(ψ) is the transformed steering vector.
In the two-target case, it is sufficient to use three orthogonal beams in the angular
sector of interest,
SM = [a(−BWψ),a(0),a(BWψ)].
Note that when the DOA parameters are not within this angular sector, one can obtain
a shifted array output by using the techniques from Section 5.3.2.1. Note that b(ψ)
is real-valued when the centered steering vector from (3.8) is used [ZL91], which is
assumed in the sequel. Since SHMSM = I3, the transformed noise vector remains
spatially white. The ML optimization problem in BS is [vT02]
min
ψ1,ψ2
Tr{P⊥B (ψ1, ψ2)Rˆbs} (5.15)
where
P⊥B (ψ1, ψ2) = I3 −B(BTB)−1BT , B = [b(ψ1), b(ψ2)]
is the real-valued orthogonal projection matrix in BS, and
Rˆbs =
1
N
N∑
i=1
xbs(i)xbs(i)
H .
is the BS sample covariance matrix of dimension three. Hence, the dimensionality of
(5.15) is significantly reduced. Moreover, the orthogonal projection matrix has rank one
and can be expressed as P⊥B (ψ1, ψ2) = vv
T with its principal eigenvector v = v(ψ1, ψ2).
Using this representation, an equivalent optimization problem is
min
v
vTRe{Rˆbs}v, subject to ‖v‖ = 1
whose solution corresponds to the eigenvector of Re{Rˆbs} associated with the smallest
eigenvalue. Once vˆ = [vˆ1, vˆ2, vˆ3]
T is determined, one can use relationship vTb(ψk) = 0,
k = 1, 2 to determine the DOA estimates. An analytical solution is derived in [ZL91]
using a polynomial rooting approach, which exploits the ULA structure and makes use
of the fact that the three orthogonal beams in SM have several common roots. Hence,
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ψˆ1 and ψˆ2 are found by the angles of the roots of polynomial q0 + q1z + q
∗
0z
2 with
coefficients
q0 = −vˆ1ejpi/M + vˆ2 − vˆ3e−jpi/M , q1 = 2(vˆ1 + vˆ3) cos
(
pi
M
)
− 2vˆ2 cos
(
2pi
M
)
.
We note that this analytic solution requires N > 2 snapshots, such that Re{Rˆbs} has
full rank. In the case with a single snapshot or coherent signals, this can be achieved by
using subarrays before the BS transformation. In this case, the SS sample covariance
matrix in BS is
RˆSS,bs =
1
M − L+ 1
M−L∑
l=0
SHL TL,lRˆT
T
L,lSL
where TL,l, l = 0, . . . ,M −L have been defined in Section 5.A.1, and SL is constructed
accordingly with an increased BW.
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Conclusions and outlook
In this thesis, novel techniques for antenna array processing have been developed.
This includes a phase autocalibration algorithm for URA geometries, and practicable
methods for high-resolution DOA estimation and detection in automotive radar. Con-
clusions are drawn in Section 6.1, and an outlook to possible future work is provided
in Section 6.2.
6.1 Conclusions
First, we have considered the problem of two-dimensional DOA estimation using a
URA in the presence of phase errors. For the practically relevant case with a single
source, we have developed a simple and robust LS algorithm for phase autocalibration.
The rotational ambiguity problem has been studied and a suitable constraint has been
proposed. An approximate CRB and an analytical expression for the MSE perfor-
mance of the proposed estimator have been presented. Simulation results show that
the performance of the proposed estimator is close to the approximate CRB for both
DOA estimation and phase calibration. Furthermore, we have extended the proposed
algorithm for phase autocalibration to the case with multiple sources. Simulation re-
sults demonstrate that the proposed algorithm can be effectively used to enhance the
resolution performance in the presence of phase errors.
Second, we have considered the problem of high-resolution DOA estimation and detec-
tion for a typical automotive radar system, which uses a pulsed radar principle and an
array of receive antennas for DOA estimation. Here, we have identified the potential
two-target case with a single snapshot to be practically relevant. An optimal approach
for high-resolution DOA estimation and detection has been presented, which involves
a GLRT and computationally intensive ML estimation of two targets. Since this ap-
proach can become intractable in real-time, we have developed a practicable approach
with reduced complexity. The general idea is to pre-select the processing cells, in which
only a single target is present or two targets are well separated. Thus, the computa-
tionally intensive ML estimation of two targets is carried out only if its high-resolution
performance is required. When the targets are resolved in the BF spectrum, the re-
sulting DOA estimates are generally biased due to leakage. For this case, we have
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proposed a strategy for bias correction with low computational complexity. Results
obtained from simulations and real data show that the performance of the developed
algorithm is close to the ML estimate, but at a significantly lower computational cost.
When the BF spectrum shows only a single significant peak, either a single target is
present or two targets are unresolved. For this case, we have developed a computa-
tionally simple test to decide whether the model with a single target is appropriate.
Consequently, ML estimation of two targets is carried out only if the single-target
model is rejected. This strategy can substantially save computations, when situations
with more than one target are unlikely. Finally, a practicable implementation for the
ML estimator of two targets has been developed, which is based on a simplified ob-
jective function and a delimited search range. The required projection operators are
data-independent and can be pre-calculated off-line, which enables a trade-off between
computational complexity and storage space. In simulations, the developed approach
is shown to be perform similarly to selected computationally efficient algorithms, but
allows a straightforward and non-iterative implementation.
The practical value of the proposed approach has been demonstrated using real data
from experiments with a single and two corner reflectors, and from a typical situation
of an ACC application. From the presented simulative and experimental results, the
proposed processing chain is expected to perform similarly as the optimal approach,
but with a significantly reduced computational cost.
6.2 Outlook
A discussion on possible future work is given in the following.
• The developed concepts for high-resolution DOA estimation and detection for
automotive radar perform well with real data from selected examples. As a next
stage, a real-time implementation and extensive validation with experimental
data seems appropriate.
• For practical reasons, the proposed processing chain is limited to the case with two
targets. An extension to the case with more than two targets is generally possible
at an increased computational complexity. Note that under the assumption that
at most two targets are unresolved, a separation of unresolved clusters can be
achieved in the spatial Fourier domain. In this case, ML estimation of two targets
can be applied in BS sectors, similar to the presented approach. Note that
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BS processing generally offers a reduced computational complexity due to the
decreased dimensionality. However, this is often achieved at the cost of an inferior
DOA estimation performance [WF94].
• We assume that the imperfections after off-line calibration are negligible when
compared to the measurement noise. However, when the array model perturba-
tions are dominant, autocalibration becomes necessary. For instance, the consid-
ered approach can be applied to the automotive radar application. This involves
a study of possible error model parameterizations. Also, criteria for determining
suitable data for autocalibration have to be developed, and alignment techniques
for resolving the rotational ambiguity, described in Section 2.4, have to be inves-
tigated.
• At close distances one can observe multiple scattering centers of typical vehicles
[BY06,Eng11]. If these are resolved, orientation and elongation information can
be extracted, which in turn can be exploited by recent advances in automotive
radar target tracking and clustering [GSDB07]. If multiple scattering centers are
within an unresolved cluster, an alternative approach is to model these using a
multipole expansion, as proposed in [MWGH98], or similarly using the distributed
jammer modeling in [GNB97].
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List of Acronyms
ACC Adaptive cruise control
A/D Analog-to-digial
BF Beamformer
BS Beamspace
BW Beamwidth
COM Center-of-mass
CRB Crame´r-Rao bound
DFT Discrete Fourier transform
DOA Direction-of-arrival
DSP Digital signal processing
ESPRIT Estimation of signal parameters via rotational invariance techniques
FB Forward/backward
FFT Fast Fourier transform
FIM Fisher information matrix
FSRA Full speed range adaptive cruise control
GLRT Generalized likelihood ratio test
HPBW Half-power beamwidth
IF Intermediate frequency
i.i.d. Independent and identically distributed
IQML Iterative quadratic maxium likelihood
LCA Lane change assistant
LS Least squares
MAP Maximum a posteriori
ML Maximum likelihood
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MRR Mid-range radar
MSE Mean squared error
MUSIC Multiple signal classification
NSF Noise subspace fitting
pdf Probability density function
RCS Radar cross section
RELAX Relaxation algorithm in [LS96]
RMSE Root mean squared error
SLL Sidelobe level
SNR Signal-to-noise ratio
SRR Short range radar
ULA Uniform linear array
URA Uniform rectangular array
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| · | Absolute value
0 Column vector of zeros with conformable dimension
1n Column vector of n ones
(·)∗ Complex conjugate
diag{·} Diagonal matrix operator
, ⊗ Element-wise matrix product, Kronecker product
E{·} Ensemble average
(ˆ·) Estimator
‖ · ‖ Euclidian vector norm
IM , JM Identity matrix and exchange matrix of dimension M
δm,n Kronecker delta function
[ · ]m,n Matrix element at row m and column n
(·)−1, (·)+ Matrix inverse, Moore-Penrose pseudo inverse
sym{·} Nonredundant symmetric matrix vectorization operator
∠(·) Phase of complex number
Re{·}, Im{·} Real part and imaginary part
(·)T , (·)H Transpose and complex conjugate transpose
Tr{·} Trace of a matrix
a Array steering vector
a˜ Perturbed array steering vector
A, Ak Amplitude of IF radar signal, parameter of target k
A Array steering matrix
ACRB Approximate CRB matrix for DOA and phase error estimation
B Pulse bandwidth
116 List of Symbols
c Speed-of-light
c(·) ML objective function
cˆ Nonredundantly vectorized real-valued sample covariance matrix
C1 Computational cost to evaluate a single point of ML objective
function
Cˆ Real-valued sample covariance matrix
CRB CRB matrix
d Element spacing of ULA
dx, dy Element spacing in x- and y-direction of URA
D Number of sources, number of targets per processing cell
eIF Noise term of IF radar signal
e Noise vector
EIF Noise term of IF radar signal after two DFTs
fc Carrier frequency
Fr, Fv, Fφ Normalized frequencies according to range, relative velocity and
azimuth angle
F , G System matrices for URA autocalibration with one and multiple
sources
ir, iv DFT index according to range and relative velocity
ir,k, iv,k DFT indices of extracted processing cell with target k
Ir, Iv Number of DFT indices according to range and relative velocity
k Wavenumber vector
K Number of targets
L1, L2 Selection matrices
M Number of array elements
Mx, My Number of elements in x- and y-direction of URA
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Mϕ, Mρ Rotational factor transformation matrices
MC Number of Monte-Carlo runs
N Number of snapshots
N2 Number of points in two-dimensional search range
NF , NG Number of equations for URA autocalibration with one and
multiple sources
NP, NS Number of pulses and fast time samples
Nψ Number of points in field-of-view
pk(x|ηk, σ2) pdf of x given unknown parameters of k targets and noise
pm Position of sensor element m
P Source variance
PBF(·) Beamformer spectrum
PMUSIC(·) MUSIC pseudo spectrum
PD Probability of detection
PFA Probability of false alarm
P Source covariance matrix
PA Projection matrix onto column span of A
P⊥A Orthogonal projection matrix
Pϕ Projection-like operator onto unidentifiable components
q0,i Cross beampattern value at ψi
Q(·) Cross beampattern
Q Estimator matrix for URA autocalibration with one source
QM Left JM -real unitary matrix
r, rk Range, parameter of target k
R Spatial array covariance matrix
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R˜ Perturbed covariance matrix
Rˆ Sample covariance matrix
RˆFB Forward/backward averaged sample covariance matrix
s, sk Source waveform, parameter of target k
s Vector of source waveforms
S(ψ) Windowed spatial Fourier transform
T Pulse duration
TD Test statistic for multiple target detection
TGRLT Test statistic for GLRT
TP, TS Pulse repetition interval and fast time sampling interval
um Eigenvectors of spatial covariance matrix
Us, Un Signal and noise subspace
v, vk Relative radial velocity, parameter of target k
V Real-valued projection operator
v Nonredundant vectorization of real-valued projection operator
v1, v2 Eigenvectors of real-valued projection operator
w0 Squared beampattern maximum
w Vector of normalized window coefficients
W (·) Beampattern
xT, xR, xIF Transmitted, received and IF radar signal
XIF IF radar signal after two DFTs
x Array output vector or snapshot
x˜ Perturbed array output vector
xk(ηk) Signal model with k targets without noise
α Chirp rate
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αw Parabola parameter of squared beampattern around maximum
αˆ Unstructure estimate of array response
βi Slope of cross beampattern at ψi
βx, βy Rotational factors in x- and y-direction
β Vector of rotational factors
γD Threshold value for multiple target detection
γGLRT Threshold value for GLRT
δ Angular separation parameter, see (3.11)
δmin Smallest allowed angular separation
δx, δy Ramp vectors of size Mx and My
∆ψ Step size of grid search
∆r, ∆v Width of processing cells according to range and relative velocity
 Phase errors of sample covariance matrix
 Vector of phase errors
ηk Vector of signal parameters for k targets
θ, θk Elevation angle, parameter of target k
θ Vector of elevation angles
ϑˆ Vector of phase measurements
ϑˆ∆ Vector of phase differences measurement
κ Wavenumber
λ Wavelength
λm Eigenvalues of R
Λs Diagonal matrix of signal eigenvalues
µ Scaling parameter
ρ Power ratio parameter, see (3.11)
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ρmin Smallest allowed power ratio
ρ Vector of DOA and phase error parameters
σ2 Noise variance
σˆ2k Noise variance estimate with k targets
σ2ϕ Variance of phase errors
τ Radar two-way propagation delay
τm Delay at sensor element m
φ, φk Azimuth angle, parameter of target k
φ Vector of azimuth angles
Φ Phase error matrix
ϕ Relative phase parameter, see (3.11)
ϕm Phase error at sensor element m
ϕ Vector of phase errors
ψ, ψk Electrical angle for ULA, parameter of target k
ψ′ Circularly shifted electrical angle
ψBF Local maxima of BF spectrum
ψM Midpoint between two electrical angles
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