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Abstract
This paper is concerned with the Cauchy problem for the heat equation with a potential
{
∂tu=u− V
(|x|)u in RN × (0,∞),
u(x,0)= φ(x) in RN, (P)
where ∂t = ∂/∂t , N  3, φ ∈ L2(RN), and V = V (|x|) is a smooth, nonpositive, and radially symmetric
function having quadratic decay at the space infinity. In this paper we assume that the Schrödinger operator
H = −+ V is nonnegative on L2(RN), and give the exact power decay rates of Lq norm (q  2) of the
solution e−tH φ of (P) as t → ∞. Furthermore we study the large time behavior of the solution of (P) and
its hot spots.
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The large time behavior of the solutions of parabolic equations is a classical subject and has
fascinated many mathematicians. In this paper we investigate the large time behavior of the
solution of the Cauchy problem for the heat equation with a potential,
{
∂tu=u− V
(|x|)u in RN × (0,∞),
u(x,0)= φ(x) in RN,
(1.1)
where ∂t = ∂/∂t , N  3, φ ∈ L2(RN), and V = V (|x|) is a smooth, nonpositive, and radially
symmetric function satisfying
V (x)= ω|x|−2(1 + o(1)) as |x| → ∞, (1.2)
where ω ∈ (−ω∗,0] and ω∗ = (N − 2)2/4. Throughout this paper we assume that the operator
H := −+ V is nonnegative on L2(RN) (which is abbreviated as H  0), that is,∫
RN
{|∇ϕ|2 + V (|x|)ϕ2}dx  0, ϕ ∈ C∞0 (RN ).
The behavior of the solution u of (1.1) heavily depends on the behavior of the potential V , in
particular, the constant ω in (1.2). It is of interest to study the relationship between the large time
behavior of u and the constant ω, and we consider the following two subjects:
– the decay rate of Lq(RN) norm (q  2) of the solution u as t → ∞;
– the large time behavior of the solution u and its hot spots
H(t)=
{
x ∈ RN : u(x, t)= max
y∈RN
u(y, t)
}
.
In this paper the studies to these two subjects are supported each other.
Let H := −+ V be a nonnegative Schrödinger operator on L2(RN), where V ∈ Lploc(RN)
with p > N/2 if N  2 and p = 1 if N = 1. Then H is said to be subcritical if for any
W ∈ C∞0 (RN), one has H − W  0 for small enough  > 0 and to be strongly subcritical if
H − V−  0 for small enough  > 0, where V− = max{−V,0}. The operator H is said to be
critical if H is nonnegative and is not subcritical. On the other hand, if H is not nonnegative, then
H is said to be supercritical. The subcriticality and the criticality of the Schrödinger operator H
and the structure and the behavior of harmonic functions for the operator H have been stud-
ied extensively in many papers and in various directions, for example, see [2,10,11,13–23], and
references therein. Among others, Davies and Simon [2] considered the subcritical Schrödinger
operator H = − + V satisfying (1.2), and study the decay rates of ‖e−tH‖q,p as t → ∞ by
using the positive harmonic functions for the operator H . Here ‖e−tH‖q,p is the norm of the
operator e−tH from Lp(RN) to Lq(RN), where 1 p  q ∞. In particular, they proved that,
if H is strongly subcritical and has a positive harmonic function η satisfying
C−11
(
1 + |x|)α  η(x) C1(1 + |x|)α with −N − 2 < α < 02
K. Ishige, Y. Kabeya / Journal of Functional Analysis 262 (2012) 2695–2733 2697as |x| → ∞ for some constant C1, then, for any  > 0, there holds
C−12 t
−N4 − α2 − 
∥∥e−tH∥∥∞,2  C2t−N4 − α2 + (1.3)
as t → ∞ for some constant C2 > 0 (see [2, Theorem 14]). As far as we know, it is open whether
(1.3) holds with  = 0 or not and there are no results giving exact power decay rates of ‖e−tH‖q,p
as t → ∞ for the critical case.
In this paper we consider a nonnegative Schrödinger operator H = − + V , where V is a
radially symmetric nonpositive function satisfying (1.2), and give the decay rate of ‖e−tH‖q,2
with q  2 as t → ∞ for both of the subcritical case and the critical case. In particular, for the
subcritical case, we prove that (1.3) holds with  = 0. Upper estimates of ‖e−tH φ‖q,2 are given
by the use of the behavior of positive harmonic functions for the operator H at the space infinity
and the comparison principle. Lower estimates of ‖e−tHφ‖q,2 are given as byproducts of the
study of the large time behavior of the solution of (1.1) and its hot spots H(t).
It is of independent interest to study the large time behavior of hot spots for the solution
of (1.1). The movement of hot spots for the heat equation in unbounded domains was first studied
by Chavel and Karp [1]. They studied the movement of hot spots for the heat equation ∂tu=u
in several Riemannian manifolds. In particular, for the Euclidean space RN , they proved that, for
any nonzero, nonnegative initial data φ ∈ L∞c (RN), the hot spots H(t) of the solution of the heat
equation are contained in the closed convex hull of the support of φ for any t > 0, and the hot
spots H(t) tend to the center of mass of φ
∫
RN
xφ(x)dx
/∫
RN
φ(x)dx
as t → ∞. Subsequently the movement of hot spots has been studied in several papers, see [3,4],
and [6–9]. Among others, in [6–8] the authors of this paper studied the movement of hot spots of
the solution of the heat equation (1.1) with a potential V for the case where V is a nonnegative
function satisfying (1.2) with ω  0. In this case the hot spots move to the space infinity as
t → ∞, and they gave the rate and the direction for hot spots to tend to the space infinity. The
behavior of hot spots is determined by the initial function φ and the harmonic functions for the
operator H = −+ V , and depends on the constant ω and the dimension N .
In this paper, under assumption (1.2), we also study the movement of hot spots of the solution
of (1.1) for the case where H is subcritical. This is a continuation of our previous papers [6–8].
We emphasize that, in our case, the hot spots stay in a bounded set for all sufficiently large t , and
its behavior is completely different from the cases treated in [6–8]. We prove that:
– if ω < 0, then the hot spots converge to the origin as t → ∞;
– if ω = 0, then the hot spots converge to the one point x∗ as t → ∞. In particular, if V (r)≡ 0
on [0,R] for some R > 0, then the point x∗ does not necessarily coincide with the origin
and depends on the initial function φ.
These assertions include an interesting fact in the study of the behavior of the hot spots. Consider
the case where V ≡ 0 in [0,R] for some R > 0 and assume that the hot spots stay in the ball
B(0,R) := {x ∈ RN : |x| < R} for all sufficiently large t . Then, since the harmonic functions
for H = − + V are independent of ω in the ball B(0,R), the results in [6–8] suggest that
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behavior of hot spots for the case ω < 0 is not necessarily similar to that in the case ω = 0. (See
Theorem 1.5.) This means that the analysis of the behavior of hot spots for the case we treat in
this paper is more delicate and requires more careful calculations than in [6–8].
We introduce some notation. For 1  p ∞, we denote by ‖ · ‖p the norm of the Lp(RN)
space. We also denote by ‖ · ‖ the norm of the L2(RN) space with weight e|x|2/4, that is,
L2(RN, e|x|2/4 dx). Let |SN−1| be the volume of the (N − 1)-dimensional unit sphere SN−1.
Let SN−1 be the Laplace–Beltrami operator on SN−1 and {ωk}∞k=0 the eigenvalues of
−SN−1Q= ωQ on SN−1, Q ∈ L2
(
SN−1
)
, (1.4)
that is,
ωk := k(N + k − 2), k = 0,1,2, . . . . (1.5)
Furthermore let {Qk,i}lki=1 and lk be the orthonormal system and the dimension of the eigenspace
corresponding to ωk , respectively. In particular, l0 = 1, l1 =N , and we may write
Q0,1
(
x
|x|
)
= κ0, Q1,i
(
x
|x|
)
= κ1 xi|x| , i = 1, . . . ,N, (1.6)
where κ0 and κ1 are positive constants. For any sets Λ and Σ , let f = f (λ,σ ) and h = h(λ,σ )
be maps from Λ×Σ to (0,∞). Then we say
f (λ,σ ) h(λ,σ )
for all λ ∈ Λ if, for any σ ∈ Σ , there exists a positive constant C such that f (λ,σ ) Ch(λ,σ )
for all λ ∈ Λ. In addition, we say f (λ,σ ) 	 h(λ,σ ) for all λ ∈ Λ if f (λ,σ )  h(λ,σ ) and
f (λ,σ ) h(λ,σ ) for all λ ∈Λ.
In the rest of this section we give the main results of this paper. Section 1.1 is devoted to the
decay rate of ‖e−tH‖q,2 with q  2 as t → ∞ and Section 1.2 to the large time behavior of the
solution u of (1.1) and its hot spots.
1.1. Decay rates of ‖e−tH‖q,2 (q  2) as t → ∞
In this subsection we assume the following condition:
⎧⎪⎨
⎪⎩
(i) V = V (r) ∈ C([0,∞)) and V  0 (
≡ 0) on [0,∞);
(ii) there exist constants ω ∈ (−ω∗,0] and θ > 0 such that
V (r)= ωr−2 +O(r−2−θ ) as r → ∞. (V )
Let αN(ω) and βN(ω) be the roots of the algebraic equation x(x+N−2)= ω such that βN(ω) <
αN(ω), that is,
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√
(N − 2)2 + 4ω
2
,
βN(ω) := −(N − 2)−
√
(N − 2)2 + 4ω
2
.
(1.7)
We remark that
−(N − 2) βN(ω) <−N − 22 < αN(ω) 0 (1.8)
and that the functions rαN (ω) and rβN (ω) are solutions of the ordinary differential equation
U ′′ + N − 1
r
U ′ − ω
r2
U = 0 in (0,∞). (1.9)
Furthermore we remark that
αN+2k(ω)+ k = αN(ω +ωk) (1.10)
holds for all k = 0,1,2, . . . .
As be pointed in [2], the behavior of ‖e−tH‖q,2 depends on the behavior of positive harmonic
functions at the space infinity. Before stating our results on the decay rate of ‖e−tH‖q,2, we first
give one theorem on the behavior of harmonic functions for the operator H := −+ V .
Theorem 1.1. Let N  3. Assume condition (V ), and let H := − + V be a nonnegative
Schrödinger operator on L2(RN). Then, for any k = 0,1,2, . . . , there exists a positive solution
UN,k of
U ′′ + N − 1
r
U ′ −
(
V (r)+ ωk
r2
)
U = 0 in (0,∞) (1.11)
such that
UN,k(r)= dN,krk
(
1 + o(1)) as r → 0, (1.12)
UN,k(r)= rAN,k
(
1 + o(1)) as r → ∞, (1.13)
where dN,k is a positive constant and
AN,k :=
⎧⎨
⎩
αN(ω) if k = 0 and H is subcritical,
βN(ω) if k = 0 and H is critical,
αN(ω +ωk) if k  1.
Furthermore r−kUk(r) is monotone decreasing in [0,∞) and
U ′N,k(r)=
{
O(r) as r → 0 if k = 0,
O(rk−1) as r → 0 if k  1, (1.14)
U ′N,k(r)=
(
AN,k + o(1)
)
rAN,k−1 as r → ∞. (1.15)
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H = −+ V and plays an important role in our study.
Remark 1.1. We give some comments on Theorem 1.1.
(i) In [15] Murata investigated the structure and the behavior of positive harmonic functions for
nonnegative Schrödinger operators on L2(RN). His results are applicable to problem (1.1)
under assumption (V ), and the existence of positive solutions of (1.11) satisfying (1.12) and
(1.13) for the case k = 0 can be proved as a direct consequence of [15, Theorem 5.7]. See
also [11, Remark 2.2] for the case where ω = 0 and k = 0.
(ii) By (1.11) we see that
UN,k(r)= rkUN+2k,0(r) (1.16)
holds for all r  0, where k = 0,1,2, . . . . See also Lemma 2.1 and (1.10).
(iii) For any k = 0,1,2, . . . and i = 1, . . . , lk , the function
Uk,i (x) :=Uk
(|x|)Qk,i(x/|x|)
is a harmonic function for the operator H . Furthermore, for the solution u of (1.1),
d
dt
∫
RN
u(x, t)Uk,i (x) dx = 0
holds for all t > 0 under a suitable integrability condition on the solution u.
In what follows, for notational simplicity, if there occurs no confusion, then we use
α(ω), β(ω), Uk(r), A,
instead of αN(ω), βN(ω), UN,k(r), AN,0, respectively.
Next we give a result on the decay rate of ‖e−tH‖q,2 (q  2) as t → ∞, which is one of the
main results of this paper. We recall that
sup
t>0
∥∥e−tH∥∥2,2  1 (1.17)
holds if H is nonnegative.
Theorem 1.2. Let N  3. Assume condition (V ), and let H := − + V be a nonnegative
Schrödinger operator on L2(RN). Let A := AN,0 be the constant given in Theorem 1.1. Then
there hold the following for any q ∈ [2,∞]:
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∥∥e−tH∥∥
q,2 
⎧⎪⎪⎨
⎪⎪⎩
t
−N2 ( 12 − 1q ) if qA+N > 0 and q <∞,
t−N4 −A2 (log t)
1
q if qA+N = 0 and q <∞,
t−N4 −A2 otherwise,
(1.18)
for all sufficiently large t ;
(ii) if A−N/2, then
∥∥e−tH∥∥
q,2  t
− N+2A2−N−2A ( 12 − 1q ) (1.19)
for all sufficiently large t .
We remark that, if H is subcritical, then A = α(ω) > −N/2 (see property (P2) given in
Section 2) and (1.18) holds with A= α(ω). In the following theorem we assume
⎧⎪⎪⎨
⎪⎪⎩
(i) V = V (r) ∈ C1([0,∞)) and V satisfies condition (V ) for some
constants ω ∈ (−ω∗,0] and θ > 0;
(ii) sup
r1
∣∣r3V ′(r)∣∣<∞ (V ′)
instead of (V ), and prove that if H is subcritical, then decay estimate (1.18) is optimal.
Theorem 1.3. Let N  3. Assume condition (V ′), and let H := − + V be a subcritical
Schrödinger operator on L2(RN). Then, for any q ∈ [2,∞], there holds
∥∥e−tH∥∥
q,2 	
⎧⎪⎪⎨
⎪⎪⎩
t
−N2 ( 12 − 1q ) if qα(ω)+N > 0 and q <∞,
t−N4 −
α(ω)
2 (log t)
1
q if qα(ω)+N = 0 and q <∞,
t−N4 −
α(ω)
2 otherwise,
(1.20)
for all t  1.
Theorem 1.3 with q = ∞ implies that, under assumption (V ′), inequality (1.3) holds with
 = 0.
The proof of Theorem 1.1 is given in Section 2. Theorem 1.2 is proved by the comparison
principle with the aid of Theorem 1.1 and local estimates of the solutions (see Section 3). Theo-
rem 1.3 is also proved by the combination of Theorem 1.2 and Theorem 1.4 given in Section 1.2.
1.2. Large time behavior of the solutions and hot spots
In this subsection we state the results on the large time behavior of the solution u of (1.1) and
its hot spots. Assume condition (V ′), and let Uk :=UN,k (k = 0,1,2, . . .) be a solution of (1.11),
having the properties described in Theorem 1.1. Put
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∫
RN
φ(x)U0
(|x|)dx, Mi :=
∫
RN
φ(x)U1
(|x|) xi|x| dx (i = 1, . . . ,N),
(1.21)
M := γN
(
M1
M0
, . . . ,
MN
M0
)
, γN := U
′
1(0)
U0(0)
.
Furthermore, for any k = 0,1,2, . . . , since α(ω +ωk) >−N/2, we can define ϕN,k by
ϕN,k(y) := cN,k|y|αN (ω+ωk)e−|y|2/4,
where cN,k is a positive constant such that ‖ϕN,k‖ = 1. Here, by (1.10) we have
∣∣SN−1∣∣1/2cN,k = ∣∣SN+2k−1∣∣1/2cN+2k,0, ϕN,k(y)= |SN+2k−1|1/2|SN−1|1/2 |y|kϕN+2k,0(y). (1.22)
We write ϕk = ϕN,k and ck = cN,k for simplicity.
We are ready to state our results on the behavior of the solution u of (1.1) and its hot spots. In
the first theorem in this subsection we give a result on the large time behavior of solution of (1.1).
Theorem 1.4. Let N  3. Assume condition (V ′), and let H := − + V be a subcriti-
cal Schrödinger operator on L2(RN). Let u be a solution of (1.1) with the initial function
φ ∈ L2(RN, e|x|2/4 dx). Then there exists a constant C such that
∥∥u(t)∥∥2  Ct−N4 − α(ω)2 ‖φ‖, t  1. (1.23)
Furthermore there hold
lim
t→∞ supx∈B(0,L)
∣∣t N2 +α(ω)u(x, t)− c20M0U0(x, t)∣∣= 0, L > 0, (1.24)
and
lim
t→∞ t
N+α(ω)
2 u
(
(1 + t) 12 y, t)= c0M0ϕ0(y) in Cloc(RN \ {0})∩L2(RN, e|y|2/4 dy). (1.25)
Next we give a result on the large time behavior of hot spots H(t) of the solution u. Let
R∗ = inf
{
r > 0: V (r) < 0
}
.
In Theorem 1.5 we prove that the hot spots converge to one point x∗, which is given exactly by
the initial function and the functions U0(|x|) and U1(|x|). The point x∗ can be characterized as
the nearest point to the limit of γNA(t) as t → ∞ over the ball B(0,R∗), where A(t) is the center
of the mass of the solution u at the time t , that is,
A(t) :=
∫
RN
xu(x, t) dx
/∫
RN
u(x, t) dx.
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= ∅ for
any t > 0. Furthermore there hold the following:
(i) For any sufficiently large t ,
∫
RN
u(x, t) dx > 0
holds, and A(t) can be defined for all sufficiently large t . Furthermore there holds
lim
t→∞γNA(t)=
{0 if ω < 0,
M if ω = 0; (1.26)
(ii) There holds
lim
t→∞ sup
{∣∣x − x∗∣∣: x ∈H(t)}= 0, (1.27)
where
x∗ :=
⎧⎪⎨
⎪⎩
0 if ω < 0,
M if ω = 0 and |M|<R∗,
R∗ M|M| if ω = 0 and |M|R∗.
Next we give a sufficient condition for the set of the hot spots to consist of only one point and
to move along a smooth curve on RN for all sufficiently large t .
Theorem 1.6. Assume the same conditions as in Theorem 1.4 and M0 > 0. If V (0) = 0 and
|x∗| = R∗, further assume that −V (r) is monotone increasing on [R∗,R∗ + δ] for some δ > 0.
Then there exist a constant T > 0 and a curve x(t) ∈ C1([T ,∞) : RN) such that
H(t)= {x(t)}, t  T . (1.28)
We prove Theorem 1.4 by following the strategy in [5–8]. Theorem 1.4 together with Theo-
rem 1.2 yields Theorem 1.3. Furthermore we give the exact asymptotic behavior of the solution u,
and prove Theorem 1.5. In addition, we study the large time behavior of the Hesse matrix of the
solution u, and prove Theorem 1.6.
The rest of this paper is organized as follows. In Section 2 we give some properties of the
functions Uk of the ordinary differential equation (1.11), and prove Theorem 1.1. In Section 3
we prove Theorem 1.2 by using some supersolutions of (1.1), which are constructed by the func-
tion U0. In Section 4 we study the large time behavior of radially symmetric solutions of (1.1),
and in Section 5 we prove Theorems 1.3 and 1.4. Sections 6 and 7 are devoted to the proofs of
Theorems 1.5 and 1.6, respectively.
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In this section we study the behavior of the positive harmonic functions for nonnegative
Schrödinger operators, and prove Theorem 1.1.
Assume V ∈ C([0,∞)) and consider the Schrödinger operator H := − + V (|x|). By the
standard arguments for ordinary differential equations, we see that there exists a unique solution
of U of
U ′′ + N − 1
r
U ′ − V (r)U = 0 in (0,∞) (O)
with
lim
r→0U(r)= 1. (2.1)
Then we have the following properties:
(P1) H  0, that is, H = − + V (|x|) is a nonnegative operator on L2(RN) if and only if
U(r) > 0 on [0,∞);
(P2) Assume H  0. Then, under condition (V ), there exists a positive constant c such that
U(r)= crA(1 + o(1))
as r → ∞, where A= α(ω) if H is subcritical and A= β(ω) if H is critical;
(P3) Assume that H is critical. Then, for any nonnegative function W ∈ C([0,∞)) with W 
≡ 0,
there holds
{
H +W is subcritical,
H −W is supercritical.
See Theorems 2.5, 3.1, and 5.7 in [15]. In addition, by the same argument as in [6] we have
(P4) for any solution U˜ of (O) satisfying lim supr→0|U˜ (r)|<∞, there exists a constant c′ such
that U˜ (r)= c′U(r) on [0,∞).
Under the assumptions of Theorem 1.1, properties (P1) and (P2) ensure the existence of the
function U0 =U0(r) satisfying (1.12) and (1.13) for the case k = 0.
Next, under condition (V ), we study the behavior of U ′0(r) as r → 0 and r → ∞. Let k = 0
and d0 := dN,0 be the constant given in (1.12). Since the function
U0(0)+
r∫
0
s1−N
( s∫
0
τN−1V (τ)U0(τ ) dτ
)
ds
is also a solution of (O), property (P4) implies
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r∫
0
s1−N
( s∫
0
τN−1V (τ)U0(τ ) dτ
)
ds on [0,∞). (2.2)
Then we have
U ′0(r)= r1−N
r∫
0
τN−1V (τ)U0(τ ) dτ  (
≡) 0 on [0,∞), (2.3)
U ′0(r)=
V (0)U0(0)
N
r
(
1 + o(1)) as r → 0. (2.4)
In particular, (2.4) yields (1.14) with k = 0. Furthermore, by condition (V )(i), (P1), and (2.3) we
see that, if H = − + V is nonnegative, then U ′0(r)  0 in [0,∞). Next we prove (1.15) with
k = 0.
Proof of (1.15) with k = 0. The function
v(r) := −β(ω)U0(1)+U
′
0(1)
α(ω)− β(ω) r
α(ω) + α(ω)U0(1)−U
′
0(1)
α(ω)− β(ω) r
β(ω)
is also a solution of (1.9) such that v(1) = U0(1) and v′(1) = U ′0(1). On the other hand, the
function
G(r) := rβ(ω)
r∫
1
s1−N−2β(ω)
( s∫
1
τN−1+β(ω)
(
V (τ)− ω
τ 2
)
U0(τ ) dτ
)
ds (2.5)
satisfies
G′′ + N − 1
r
G′ − ω
r2
G=
(
V (r)− ω
r2
)
U0(r) in (0,∞), G(1)=G′(1)= 0.
Then the uniqueness theorem for ordinary differential equations implies
U0(r)= v(r)+G(r), r  1. (2.6)
Furthermore, since U0(r) = O(rα(ω)) as r → ∞ and α(ω) + β(ω) = −(N − 2), by condi-
tion (V )(ii) we have
∞∫
s
τN−1+β(ω)
∣∣∣∣V (τ)− ωτ 2
∣∣∣∣U0(τ ) dτ
 C1
∞∫
s
τN−1+β(ω)τ−2−θ τα(ω) dτ = C1
∞∫
s
τ−1−θ dτ  C2s−θ  C2 (2.7)
for all s  1, where C1 and C2 are constants. Then, by (2.5), (2.6), and (2.7) we have
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+ rβ(ω)
r∫
1
s1−N−2β(ω)
( ∞∫
1
τN−1+β(ω)
(
V (τ)− ω
τ 2
)
U0(τ ) dτ
)
ds
− rβ(ω)
r∫
1
s1−N−2β(ω)
( ∞∫
s
τN−1+β(ω)
(
V (τ)− ω
τ 2
)
U0(τ ) dτ
)
ds
= a2rα(ω) + b2rβ(ω) +O
(
rα(ω)−θ
)+O(rβ(ω)) (2.8)
as r → ∞ for some constants a1, a2, b1, and b2.
Assume that H = − + V is subcritical. Then (1.13) implies a2 = 1. Furthermore, by (2.7)
and (2.8) we have
U ′0(r)= α(ω)rα(ω)−1 + b2β(ω)rβ(ω)−1 +O
(
rα(ω)−θ−1
)+O(rβ(ω)−1) (2.9)
as r → ∞. So we have (1.15) with k = 0.
Next assume that H = − + V is critical. Then, since U0(r) = O(rβ(ω)) as r → ∞, by
condition (V )(ii) and (1.8) we have
∞∫
s
τN−1+β(ω)
∣∣∣∣V (τ)− ωτ 2
∣∣∣∣U0(τ ) dτ =O(sN−2−θ+2β(ω)) as s → ∞,
instead of (2.7). This implies that
∞∫
r
s1−N−2β(ω)
( ∞∫
s
τN−1+β(ω)
∣∣∣∣V (τ)− ωτ 2
∣∣∣∣U0(τ ) dτ
)
ds  C3r−θ
for all r  1, where C3 is a constant. Then, similarly to (2.8) and (2.9), we have
U0(r)= a′rα(ω) + b′rβ(ω)
+ rβ(ω)
∞∫
r
s1−N−2β(ω)
( ∞∫
s
τN−1+β(ω)
(
V (τ)− ω
τ 2
)
U0(τ ) dτ
)
ds
= a′rα(ω) + b′rβ(ω) +O(rβ(ω)−θ ),
U ′0(r)= a′α(ω)rα(ω)−1 + b′β(ω)rβ(ω)−1 + o
(
rβ(ω)−1
)
as r → ∞ for some constants a′ and b′. By (1.13) we have a′ = 0 and b′ = 1, and obtain (1.15)
with k = 0. Therefore the proof of (1.15) with k = 0 is complete. 
Next we prove the following lemma.
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L2(RN). Then, for any k = 1,2, . . . , the operator
HN+k := −N+k + V
(|x|)
is subcritical as an operator on L2(RN+k), where N+k is the (N + k)-dimensional Laplacian.
Proof. By (1.11) we have
U ′′0 (r)+
N + k − 1
r
U ′0(r)− V (r)U0(r)−
kU ′0(r)
rU0(r)
U0(r)= 0 in (0,∞).
On the other hand, by (2.4) we have
lim
r→0
kU ′0(r)
rU0(r)
= k
N
V (0).
This means that kU ′0(r)/rU0(r) is a continuous function on [0,∞). Then, by (P1) we see that
the operator
−N+k + V
(|x|)+ kU ′0(|x|)
rU0(|x|)
is a nonnegative operator on L2(RN+k). This together with (2.3) implies that the operator HN+k
is also nonnegative, and by (P3) we see that HN+k is not critical. Therefore the operator HN+k
is subcritical as an operator on L2(RN+k), and Lemma 2.1 follows. 
Now we are ready to complete the proof of Theorem 1.1.
Proof of Theorem 1.1. It suffices to prove Theorem 1.1 for the case k  1. Let k = 1,2, . . . .
Since HN+2k := −N+2k + V is subcritical by Lemma 2.1, Theorem 1.1 with k = 0 implies
the existence of the positive function UN+2k,0(r) satisfying (1.11)–(1.15) with k, N , and AN,k
replaced by 0, N + 2k, and αN+2k(ω), respectively. Furthermore the function UN+2k,0(r) is
monotone decreasing in [0,∞).
Put Uk(r)= rkUN+2k,0(r). Then we easily see that Uk satisfies (1.11), (1.12), and (1.14) and
that r−kUk(r) is monotone decreasing in [0,∞). Furthermore, by (1.10) we also see that Uk
satisfies (1.13) and (1.15). Thus the proof of Theorem 1.1 for the case k  1 is complete, and
Theorem 1.1 follows. 
At the end of this section we give two lemmas, which are used in the proof of Theorems 1.4
and 1.5.
Lemma 2.2. Assume condition (V ), and let H := − + V be a nonnegative operator on
L2(RN). Let f ∈ C([0,∞)) and v be a solution of
U ′′ + N − 1U ′ − V (r)U = f in (0,∞)
r
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v(r)= cU0(r)+ F [f ](r), r  0, (2.10)
where
F [f ](r) :=U0(r)
r∫
0
s1−N
[
U0(s)
]−2( s∫
0
τN−1U0(τ )f (τ ) dτ
)
ds.
Proof. The function
v˜(r) := v(r)− F [f ](r)
is a solution of (O) such that lim supr→0|v˜(r)| < ∞. Then property (P4) implies (2.10), and
Lemma 2.2 follows. 
Lemma 2.3. Let ω < 0 and k = 1,2, . . . . Then
α(ω +ωk) > α(ω)+ k.
Proof. By (1.7) we see that the function α′(s) is strictly monotone decreasing. Then, since ω < 0,
we have
α(ω +ωk)− α(ω)=
ωk∫
0
α′(ω + s) ds >
ωk∫
0
α′(s) ds = α(ωk)− α(0)= k.
So Lemma 2.3 follows. 
3. Upper bounds of the solutions
Assume condition (V ), and let H := −+ V be a nonnegative operator on L2(RN). In this
section we construct supersolutions of (1.1), and give upper bounds of the solution of (1.1).
Furthermore we prove Theorem 1.2.
For any  > 0, let h = h(t) be a function in [0,∞) defined by
(1 + t)=
h(t)∫
0
s1−N
[
U0(s)
]−2( s∫
0
τN−1U0(τ )2 dτ
)
ds. (3.1)
Then h(t) is a positive and increasing function in [0,∞), and by Theorem 1.1 we have
h(t)	
⎧⎪⎨
⎪⎩
((1 + t))1/2 if A>−N/2,
((1 + t))1/2(log(2 + t))−1/2 if A= −N/2,
1/(2−N−2A)
(3.2)((1 + t)) if A<−N/2,
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D(T ) :=
{
(x, t) ∈ RN × (T ,∞): |x|< h(t)
}
,
Γ(T ) :=
{
(x, t) ∈ RN × (T ,∞): |x| = h(t)
}
∪ {(x, T ) ∈ RN × {T }: |x|< h(T )}.
We first construct supersolutions of problem (1.1).
Lemma 3.1. Assume condition (V ), and let H := − + V (|x|) be a nonnegative operator on
L2(RN). Let γ1  0, γ2  0 if A 
= −N/2, and γ2  −N/4 if A = −N/2, where A = AN,0 is
the constant given in Theorem 1.1. Put
ζ(t) :=
⎧⎪⎪⎨
⎪⎪⎩
(1 + t)−γ1−A2 [log(c + t)]−γ2 if A>−N/2,
(1 + t)−γ1−A2 [log(c + t)]−γ2+A2 if A= −N/2,
(1 + t)−γ1− A2−N−2A [log(c + t)]−γ2 if A<−N/2,
where c is a constant such that c > 1 and ζ(t) is monotone in [0,∞). Then, for any T > 0 and
any sufficiently small  > 0, there exist a constant C and a function W(x, t) such that
∂tW W − V
(|x|)W in RN × (0,∞), (3.3)
W(x, t) Cζ(t)U0
(|x|) in D(T ), (3.4)
W(x, t) (1 + t)−γ1[log(2 + t)]−γ2 in Γ(T ). (3.5)
Proof. We first consider the case ζ is monotone decreasing in (0,∞). Let T > 0. Let κ be a
positive constant such that
∣∣ζ ′(t)∣∣ κ(1 + t)−1ζ(t), t > 0. (3.6)
Let F [U0](|x|) be the function given in Lemma 2.2. By (3.1) we can take a sufficiently small
0 > 0 so that
0 κ
1 + t F [U0]
(|x|) κU0(|x|) 12U0
(|x|) (3.7)
for all (x, t) ∈D(T ) and 0 <  < 0. Let
W(x, t) := Cζ(t)[U0(|x|)− κ(1 + t)−1F [U0](|x|)], (3.8)
where C is a constant to be chosen later. Then, by (3.7) we have
0 <
C
2
U0
(|x|) ζ(t)−1W(x, t) CU0(|x|) (3.9)
for all (x, t) ∈D(T ). This implies (3.4).
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U0
(
h(t)
)

⎧⎪⎪⎨
⎪⎪⎩
C1(1 + t) A2 if A>−N/2,
C1(1 + t) A2 [log(2 + t)]−A2 if A= −N/2,
C1(1 + t) A2−N−2A if A<−N/2,
(3.10)
for all t  T . Let C  2/C1. Then, since U0 is monotone decreasing, by (3.9) and (3.10) we have
W(x, t) C
2
ζ(t)U0
(
h(t)
)
 (1 + t)−γ1[log(2 + t)]−γ2
for all (x, t) ∈ Γ(T ) and t > T . Thus we have (3.5). On the other hand, by the definition of the
function F we have
−F [U0] + V
(|x|)F [U0] = −U0(|x|). (3.11)
Then, since ζ ′(t) 0, by (O), (3.6), and (3.11) we obtain
∂tW −W + V
(|x|)W  Cζ ′(t)U0(|x|)+Cκζ(t)(1 + t)−1U0(|x|) 0
in RN × (0,∞). So we have (3.3).
On the other hand, if ζ is monotone increasing in (0,∞), then the function
W(x, t) := Cζ(t)U0
(|x|)
satisfies (3.3) and (3.4). Then, by (3.10) we have (3.5). Therefore Lemma 3.1 follows. 
Next we give a lemma on pointwise estimates of the solution u = e−tH φ of (1.1) by use of
Lemma 3.1.
Lemma 3.2. Assume condition (V ). Let T > 0 and  be a sufficiently small positive constant.
Let u= e−tH φ be a solution of (1.1) such that
∥∥u(t)∥∥2  C1(1 + t)−d‖φ‖2, t > 0, (3.12)
for some constants C1 > 0 and d  0. Then there exists a constant C2 such that
∣∣u(x, t)∣∣ C2‖φ‖2 ×
⎧⎪⎪⎨
⎪⎪⎩
(1 + t)−d−N4 if A>−N/2,
(1 + t)−d−N4 [log(2 + t)]N4 if A= −N/2,
(1 + t)−d− N2(2−N−2A) if A<−N/2,
(3.13)
for all x ∈ RN and t > T with |x| h(t). Furthermore there exists a constant C3 such that
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{
(1 + t)−d−N4 −A2 if A>−N/2,
(1 + t)−d− N+2A2(2−N−2A) if A−N/2,
(3.14)
for all (x, t) ∈D(T ).
Proof. Let T > 0. We first prove (3.13). Since  is sufficiently small, we can assume, without
loss of generality, that
h(t)
2 < t/2
for all t > T . Let (x, t) ∈ RN × (T ,∞) with |x| h(t). For any (z, τ ) ∈ B(0,1)× (−1,0), we
put
u˜(z, τ ) := u(ηz+ x,η2τ + t), η = h(t)
2
. (3.15)
Then u˜ satisfies
∂τ u˜=u˜− η2V
(|ηz+ x|)u˜ in B(0,1)× (−1,0). (3.16)
Since
|ηz+ x| |x| − η h(t)− η = 12h(t)= η, z ∈ B(0,1), (3.17)
by (V )(ii) we can find a constant C1 satisfying
η2V
(|ηz+ x|) C1η2|ηz+ x|2  C1, z ∈ B(0,1). (3.18)
Then, by (3.16) and (3.18) we apply the standard L∞ estimates for the parabolic equations to
obtain
∣∣u˜(0,0)∣∣ C2 sup
−1<τ<0
∥∥u˜(τ )∥∥
L2(B(0,1))
for some constant C2. This together with (3.12) and (3.15) implies
∣∣u(x, t)∣∣= ∣∣u˜(0,0)∣∣ η−N2 sup
t−η2<s<t
∥∥u(s)∥∥
L2(B(x,η))
 h(t)−
N
2 sup
t/2<τ<t
∥∥u(τ)∥∥2  (1 + t)−dh(t)−N2 ‖φ‖2 (3.19)
for all (x, t) ∈ RN × (T ,∞) with |x| h(t). Then, by (3.2) we have (3.13).
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(γ1, γ2)=
⎧⎨
⎩
(d +N/4,0) if A>−N/2,
(d +N/4,−N/4) if A= −N/2,
(d +N/2(2 −N − 2A),0) if A<−N/2.
We take a sufficiently large constant C3, and put
u(x, t)= C3‖φ‖2W(x, t).
Then, by Lemma 3.1 and (3.13) we apply the comparison principle to obtain
∣∣u(x, t)∣∣ u(x, t)
 C4‖φ‖2U0
(|x|)×
⎧⎪⎪⎨
⎪⎪⎩
(1 + t)−d−N4 −A2 if A>−N/2,
(1 + t)−d−N4 −A2 [log(2 + t)]N4 +A2 if A= −N/2,
(1 + t)−d− N2(2−N−2A)− A2−N−2A if A<−N/2,
for all (x, t) ∈ D(T ), where C4 is a constant. This implies (3.14), and the proof of Lemma 3.2
is complete. 
Now we are ready to prove Theorem 1.2.
Proof of Theorem 1.2. Put u= e−tH φ. By (1.17) we have
∥∥u(t)∥∥2  ‖φ‖2, t > 0. (3.20)
We first consider the case A−N/2. By (3.20) we apply Lemma 3.2 with d = 0 to obtain
∥∥u(t)∥∥∞  t− N+2A2(2−N−2A) ‖φ‖2
for all sufficiently large t . Therefore, by (3.20) we have
∥∥u(t)∥∥
q

∥∥u(t)∥∥1− 2q∞ ∥∥u(t)∥∥ 2q2  t− N+2A2−N−2A ( 12 − 1q )‖φ‖2
for all sufficiently large t , where q ∈ [2,∞]. So we have (1.19), and Theorem 1.2 follows for the
case A−N/2.
Next we consider the case A > −N/2. Let  be a sufficiently small positive constant. By
(3.20) we apply (3.13) with d = 0 to obtain
∥∥u(t)∥∥
L∞({|x|>h(t)})  t
−N4 ‖φ‖2
for all sufficiently large t . Therefore, by (3.20) we have
∥∥u(t)∥∥ q  ∥∥u(t)∥∥1− 2q∞ ∥∥u(t)∥∥ 2q  t−N2 ( 12 − 1q )‖φ‖2 (3.21)L ({|x|>h(t)}) L ({|x|>h(t)}) 2
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(3.2), and (3.14) with d = 0 we have
∥∥u(t)∥∥
Lq({x<h(t)})  t
−N4 −A2 ‖φ‖2
( ∫
{|x|<h(t)}
∣∣U0(|x|)∣∣q dx
)1/q
 t−N4 −A2 ‖φ‖2
( ∫
{|x|<C((1+t))1/2}
(
1 + |x|)qA dx)1/q

⎧⎪⎪⎨
⎪⎪⎩
t
−N2 ( 12 − 1q )‖φ‖2 if qA+N > 0 and q <∞,
t−N4 −A2 (log t)
1
q ‖φ‖2 if qA+N = 0 and q <∞,
t−N4 −A2 ‖φ‖2 otherwise,
(3.22)
for all sufficiently large t , where C is a positive constant. By (3.21) and (3.22) we have (1.18), and
Theorem 1.2 follows for the case A>−N/2. Thus the proof of Theorem 1.2 is complete. 
4. Radial solutions
In this section we assume condition (V ′) and that H := − + V (|x|) is subcritical, and
consider the radial solutions of problem (1.1). In this case we have
A= α(ω), h(t)	 1/2(1 + t)1/2 for t > 0.
Furthermore, by (1.14) and (1.15) we have
U0(r)	 (1 + r)α(ω),
∣∣U ′0(r)∣∣ r(1 + r)α(ω)−2, (4.1)
for all r > 0. We first prove the following lemma (see also Lemma 3.2 in [6]).
Lemma 4.1. Assume condition (V ), and let H := − + V (|x|) be a subcritical operator on
L2(RN). Let φ be a radial function such that φ ∈ L2(RN) and put v(t) = e−tH φ. Assume that
there exist positive constants C∗ and d such that∥∥v(t)∥∥2  C∗t−d‖φ‖2, t > 0. (4.2)
Then, for any j = 0,1,2, . . . , there exists a constant C1 such that∥∥∂jt v(t)∥∥2  C1t−d−j‖φ‖2, t > 0. (4.3)
Furthermore, for any T > 0 and any sufficiently small  > 0, there exists a constant C2 such that
∣∣(∂jt v)(x, t)∣∣ C2t−d−N4 − α(ω)2 −jU0(|x|)‖φ‖2, (4.4)∣∣(∂rv)(x, t)∣∣ C2t−d−N4 − α(ω)2 [∣∣U ′0(|x|)∣∣+ t−1|x|U0(|x|)]‖φ‖2, (4.5)
for all (x, t) ∈D(T ).
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E
(
v(t)
) := 1
2
∫
RN
[∣∣(∇v)(x, t)∣∣2 + V (|x|)v(x, t)2]dx.
Since H is nonnegative, we see that
d
dt
∥∥v(t)∥∥22 = −E(v(t)) 0. (4.6)
This together with (4.2) implies that
0
2t∫
t
E
(
v(τ)
)
dτ 
∥∥v(t)∥∥22  C2∗ t−2d‖φ‖22, t > 0.
Then, for any t > 0, we can find a constant t1 ∈ [t,2t] satisfying
E
(
v(t1)
)
 C2∗ t−2d−1‖φ‖22. (4.7)
Furthermore, since
d
dt
E
(
v(t)
)= − ∫
RN
(∂tv)(x, t)
2 dx,
by (4.7) we have
3t∫
t1
∫
RN
(∂tv)
2 dx dτ E
(
v(t1)
)
 C2∗ t−2d−1‖φ‖22. (4.8)
Then we can find a constant t2 ∈ [t1,3t] satisfying
∫
RN
(∂tv)
2 dx
∣∣∣∣
τ=t2
 C2∗(3t − t1)−1t−2d−1‖φ‖22  C2∗ t−2d−2‖φ‖22. (4.9)
On the other hand, since (∂tv)(3t)= e−(3t−t2)H v(t2), by (1.17) and (4.9) we have
∥∥∂tv(3t)∥∥22  ∥∥∂tv(t2)∥∥22  C2∗ t−2d−2‖φ‖22.
This implies (4.3) for the case j = 1. Furthermore, since ∂jt v(t) = e−(t−s)H (∂jt v)(s) for 0 <
s < t and j = 1,2, . . . , by induction we can obtain (4.3) for j = 2,3, . . . . Thus there holds (4.3).
In addition, Lemma 3.2 with (4.3) implies (4.4).
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∂2r v +
N − 1
r
∂rv + V (r)v = ∂tv, r = |x| ∈ (0,∞),
by Lemma 2.2 we can find a constant c = c(t) satisfying
v(x, t)= c(t)U0
(|x|)+ F [∂tv(·, t)](|x|), x ∈ RN. (4.10)
On the other hand, by (4.1) and the definition of F we have
∣∣F [U0](r)∣∣	U0(r)
r∫
0
s1−N(1 + s)−2α(ω)
( s∫
0
τN−1(1 + τ)2α(ω) dτ
)
ds 	 r2U0(r), (4.11)
∣∣∂rF [U0](r)∣∣ ∣∣U ′0(r)∣∣
r∫
0
s1−N(1 + s)−2α(ω)
( s∫
0
τN−1(1 + s)2α(ω)
)
ds
+ [U0(r)]−1r1−N
r∫
0
τN−1(1 + τ)2α(ω) dτ
 r2
∣∣U ′0(r)∣∣+ r(1 + r)α(ω)  rU0(r)
for all r > 0. These together with (4.4) imply that we have
td+
N
4 + α(ω)2
∣∣F [∂tv(t)](r)∣∣ t−1r2U0(r)‖φ‖2 U0(r)‖φ‖2, (4.12)
td+
N
4 + α(ω)2
∣∣∂rF [∂tv(t)](r)∣∣ t−1rU0(r)‖φ‖2 (4.13)
for all (x, t) ∈D(T ). In addition, by (4.1), (4.4), (4.10), and (4.12) we have
∣∣c(t)U0(t1/2)∣∣ ∣∣v(t1/2, t)∣∣+ ∣∣F [∂tv(t)(·, t)](t1/2)∣∣ t−d−N4 ‖φ‖2
for all t  T . This together with (4.1) implies that
∣∣c(t)∣∣ t−d−N4 − α(ω)2 ‖φ‖2, t  T . (4.14)
Therefore, since it follows from (4.10) that
∣∣(∂rv)(x, t)∣∣ ∣∣c(t)∣∣∣∣U ′0(x)∣∣+ ∣∣(∂rF [∂tv(t)(·, t)])(|x|)∣∣,
by (4.13) and (4.14) we obtain (4.5), and the proof of Lemma 4.1 is complete. 
Next we assume φ ∈ L2(RN, e|x|2/4 dx), and study the large time behavior of the solution
v = e−tH φ. Put
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Since V ∈ L∞([0,∞)), we apply the comparison principle to obtain
0
∣∣v(x, t)∣∣ et‖V ‖L∞([0,∞))(et|φ|)(x), (x, t) ∈ RN × (0,∞).
This together with φ ∈ L2(RN, e|x|2/4 dx) implies that
sup
0<τ<s
∥∥w(τ)∥∥<∞ (4.16)
for any s > 0. Furthermore the function w satisfies
∂sw = Lw in RN × (0,∞), w(y,0)= φ
(|y|) in RN, (L)
where
Lw := L∗w −
[
esV
(
e−
s
2 y
)− ω|y|2
]
w, L∗w := 1
ρ
div(ρ∇yw)− ω|y|2 w +
N
2
w.
We next recall the following lemma on the eigenvalue problem for the operator L∗,
⎧⎪⎨
⎪⎩
L∗ϕ = −λϕ in RN,
ϕ is a radial function in RN with respect to 0,
ϕ ∈H 1(RN,ρ dy).
(E)
Lemma 4.2. Let ω ∈ (−ω∗,0]. Let {λi}∞i=0 be the eigenvalues of (E) such that λ0 < λ1 < · · · .
Then all eigenvalues are simple and
λi = α(ω)2 + i. (4.17)
Furthermore the eigenfunction corresponding to λ0 is given by the function ϕ0 given in Sec-
tion 1.2.
This lemma is obtained by the same argument as in the proof of Lemma 2.2 in [12].
Next we apply the arguments in Section 3 in [6] with Lemmas 4.1 and 4.2, and obtain the
following proposition. Let ϕ0 and c0 be the function and the constant given in Section 1.2, re-
spectively.
Proposition 4.1. Assume condition (V ′), and let H := − + V (|x|) be a subcritical operator
on L2(RN). Let φ be a radial function such that φ ∈ L2(RN, e|x|2/4 dx), and put v(t) = e−tH φ.
Then there hold the following:
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∥∥w(s)∥∥ Ce− α(ω)2 s‖φ‖, s > 0,
(4.18)∥∥v(t)∥∥
L2(RN ,ρN,t dx)  C(1 + t)−
α(ω)
2 ‖φ‖, t > 0,
where ρN,t (x)= (1 + t)N/2 exp(|x|2/4(1 + t));
(ii) There hold
lim
t→∞ t
N+α(ω)
2 v
(
(1 + t) 12 y, t)= a(φ)ϕ0(y) in L2(RN, e|y|2/4 dy) (4.19)
and
lim
t→∞ t
N+α(ω)+l
2
(∇ lxv)((1 + t) 12 y, t)= a(φ)(∇ lyϕ0)(y) in C({L−1  |y| L}) (4.20)
for any L> 0 and l ∈ {0,1,2}, where
a(φ)= c0
∫
RN
φ(x)U0
(|x|)dx. (4.21)
In particular, if a(φ)= 0, for any L> 0, there exists a constant C2 such that
(1 + t) N+α(ω)2 ∣∣v((1 + t) 12 y, t)∣∣ C2(1 + t)−1 (4.22)
for all L−1  |y| L and t  1;
(iii) There exists a function c(t) in (0,∞) satisfying
v(x, t)= c(t)U0
(|x|)+ F [(∂t v)(·, t)](|x|) in RN × (0,∞) (4.23)
such that
t
N
2 +α(ω)c(t)= c0a(φ)
(
1 + o(1))+O(t−1) as t → ∞. (4.24)
Furthermore there exists a function d(t) in (0,∞) satisfying
t
N
2 +α(ω)+1 d(t)= −c0
(
a(φ)+ o(1))(N
2
+ α(ω)
)
as t → ∞ (4.25)
such that, for any sufficiently small  > 0 and l ∈ {0,1,2},
t
N
2 +α(ω)∂lrF
[
(∂tv)(·, t)
](|x|)
= t N2 +α(ω) d(t)(∂lrF [U0])(|x|)+O(t−2|x|4−lU0(|x|))=O(t−1|x|2−lU0(|x|)) (4.26)
for all (x, t) ∈D(1).
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α(ω)+ N − 2
2
> 0
by (1.8), we can apply the same argument as in the proof of [6, Proposition 3.1] with the aid of
Lemmas 4.1 and 4.2 (see also [6, Theorem 1.1]), and obtain assertion (i). Furthermore, by the
same argument as in the proof of [6, Proposition 3.2, Proposition 3.3] we have assertions (ii) and
(iii), respectively. We leave the details of the proof to the reader. 
5. Large time behavior of solutions
In this section we study the large time behavior of solution of (1.1) by using the results in the
previous sections, and prove Theorems 1.3 and 1.4.
Put
HN := −N + V
(|x|), HN,k := −N + V (|x|)+ ωk|x|2 , ρN,t (x) := (1 + t) N2 e
|x|2
4(1+t) ,
where k = 1,2, . . . . Let u= e−tHN φ be the solution of (1.1). Then there exists a family of radially
symmetric functions {φk,i} ⊂ L2(RN,ρ dx) such that
φ =
∞∑
k=0
lk∑
i=1
φk,i
(|x|)Qk,i
(
x
|x|
)
in L2
(
RN,ρ dx
)
. (5.1)
(See [3, Section 6].) For any k = 0,1,2, . . . and i = 1, . . . , lk , let
Φk,i(x) := φk,i
(|x|)Qk,i
(
x
|x|
)
, uk,i(x, t) :=
(
e−tHNΦk,i
)
(x),
vk,i(x, t) :=
(
e−tHN,kφk,i
)
(x).
Then we have
uk,i(x, t)= vk,i(x, t)Qk,i
(
x
|x|
)
. (5.2)
Furthermore, putting
φ˜k,i (x) := |x|−kφk,i (x) ∈ L2
(
RN+2k, ρ dx
)
, (5.3)
we have
vk,i(x, t)=
(
e−tHN,kφk,i
)
(x)= |x|k(e−tHN+2k φ˜k,i)(x). (5.4)
(See also Remark 1.1(ii).) For any m= 0,1,2, . . . , let
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∞∑
k=m
lk∑
i=1
uk,i(x, t)= u(x, t)−
m−1∑
k=0
lk∑
i=1
uk,i(x, t).
Then we prove the following lemma.
Lemma 5.1. Assume the same conditions as in Theorem 1.4. Let u be the solution of (1.1). Then,
for any m= 0,1,2, . . . , there exists a constant C1 such that
∥∥um(t)∥∥L2(RN ,ρN,t dx)  C1t− α(ω+ωm)2 ∥∥um(0)∥∥ C1t− α(ω+ωm)2 ‖φ‖ (5.5)
for all t > 0. Furthermore there hold the following:
(i) For any  > 0, there exists a positive constant L1 such that
∣∣um(x, t)∣∣ t−N+α(ω+ωm)2 ‖φ‖ (5.6)
for all (x, t) ∈ RN × (0,∞) with |x| L1(1 + t)1/2. Furthermore, for any L2 > 0,
∣∣um((1 + t) 12 y, t)∣∣=O(t−N+α(ω+ωm)2 ) (5.7)
for all L−12  |y| L2 and all sufficiently large t ;
(ii) For any T > 0 and any sufficiently small  > 0, there exist constants C3 and C4 such that
∣∣um(x, t)∣∣ C3t−N2 −α(ω+ωm)(1 +Um(|x|))‖φ‖
 C4
(
t−
N
2 −α(ω+ωm) + t−N2 − α(ω+ωm)2 )‖φ‖ (5.8)
for all (x, t) ∈D(T ). Furthermore, for any L3 > 0 and l ∈ {0,1,2}, there exists a constant
C5 such that
∣∣(∇ lxum)(x, t)∣∣ C5t−N2 −α(ω+ωm)‖φ‖ (5.9)
for all x ∈ B(0,L3) and all sufficiently large t .
Here we remark that α(ω +ωm) is not necessarily of definite sign.
Proof of Lemma 5.1. Let m= 0,1,2, . . . . For any k m and i = 0, . . . , lk , put
φ˜mk,i(x) := |x|−mφk,i
(|x|) ∈ L2(RN+2m,ρ dx)
and
v˜k,i (x, t)=
(
e−tHN,m |φk,i |
)
(x)= |x|m(e−tHN+2m ∣∣φ˜mk,i∣∣)(x) (5.10)
(see also (5.4)). Then, since ωk  ωm, the comparison principle together with (5.4) and (5.10)
yields
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Furthermore, by Lemma 2.1 we see that the operator HN+2m is a subcritical operator on
L2(RN+2m), and we can apply Proposition 4.1(i) with the dimension N replaced by N + 2m.
Then, by (1.10) and (5.10) we obtain
∥∥v˜k,i (t)∥∥L2(RN ,ρN,t dx) = |S
N−1|1/2
|SN+2m−1|1/2 (1 + t)
−m2
∥∥e−tHN+2m ∣∣φ˜mk,i∣∣∥∥L2(RN+2m,ρN+2m,t dx)
 C1
|SN−1|1/2
|SN+2m−1|1/2 t
−m2 −
αN+2m(ω)
2
∥∥φ˜mk,i∥∥L2(RN+2m,ρ dx)
= C1t− α(ω+ωm)2 ‖φk,i‖ (5.12)
for all t  1, where C1 is a constant independent of k and i. Furthermore we have
∥∥e−tHN+2m ∣∣φ˜mk,i∣∣∥∥L2(RN+2m)  t−N4 − α(ω+ωm)2 ‖φk,i‖ (5.13)
for all sufficiently large t . By (5.13), applying (3.14) with the dimension N replaced by N + 2m,
for any T > 0 and any sufficiently small  > 0, we obtain
∣∣e−tHN+2m ∣∣φ˜mk,i∣∣(x)∣∣ C2t−N4 − α(ω+ωm)2 t−N+2m4 − αN+2m(ω)2 UN+2m,0(|x|)‖φk,i‖
for all (x, t) ∈ RN × (T ,∞) with |x| C31/2(1 + t)1/2, where C2 and C3 are constants inde-
pendent of k and i. This together with (1.10), (1.16), (5.10), and (5.11) implies
∣∣vk,i(x, t)∣∣ v˜k,i (x, t) C2t−N2 −α(ω+ωm)UN,m(|x|)‖φk,i‖ (5.14)
for all (x, t) ∈ RN × (T ,∞) with |x| C31/2(1 + t)1/2. In addition, for any L > 0, by (1.10),
(4.20), (5.10), and (5.11) we obtain
∣∣vk,i((1 + t) 12 y, t)∣∣ v˜k,i((1 + t) 12 y, t)
= (1 + t)m2 |y|m(e−tHN+2m ∣∣φ˜mk,i∣∣)((1 + t) 12 y, t) t m2 t−N+2m+αN+2m(ω)2
= t−N+α(ω+ωm)2 (5.15)
for all L−1  |y| L and all sufficiently large t .
We prove (5.5). By the orthonormality of {Qk,i}, (5.2), (5.11), and (5.12) we have
∥∥um(t)∥∥2L2(RN ,ρt dx) =
∞∑
k=m
lk∑
i=1
∥∥uk,i(t)∥∥2L2(RN ,ρt dx)
 C4
∞∑ lk∑∥∥vk,i(t)∥∥2L2(RN ,ρt dx)  C4
∞∑ lk∑∥∥v˜k,i (t)∥∥2L2(RN ,ρt dx)k=m i=1 k=m i=1
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∞∑
k=m
lk∑
i=1
‖φk,i‖2  C6t−α(ω+ωm)
∞∑
k=m
lk∑
i=1
‖Φk,i‖2
= C6t−α(ω+ωm)
∥∥um(0)∥∥2
for all t  1, where C4, C5, and C6 are constants. Therefore, since ‖um(0)‖ ‖φ‖, we have (5.5).
Furthermore, by (5.5) we apply the similar argument as in the proof of (3.13) to obtain (5.6) (see
also the proof of Lemma 4.1 in [6]).
Next we prove (5.7) and (5.8). Let M be a sufficiently large integer such that
α(ω +ωM)+ α(ω) 2α(ω +ωm). (5.16)
Inequality (5.5) implies that
∥∥uM(t)∥∥2  t−N4 − α(ω+ωM)2 ∥∥uM(0)∥∥
for all sufficiently large t . This together with Theorem 1.2 and (5.16) implies
∥∥uM(t)∥∥∞  ∥∥e−tH/2∥∥q,2∥∥uM(t/2)∥∥2
 t−N2 −
α(ω)
2 − α(ω+ωM)2
∥∥uM(0)∥∥2  t−N2 −α(ω+ωm)‖φ‖2 (5.17)
for all t > T . Then, since it follows from the definition of um and (5.17) that
∣∣um(x, t)∣∣ M−1∑
k=m
lk∑
i=1
∣∣vk,i(x, t)∣∣
∣∣∣∣Qk,i
(
x
|x|
)∣∣∣∣+ ∣∣uM(x, t)∣∣

M−1∑
k=m
lk∑
i=1
∣∣vk,i(x, t)∣∣+ t−N2 −α(ω+ωm)‖φ‖
for all x ∈ RN and all sufficiently large t , by (5.14) and (5.15) we have (5.7) and (5.8). Further-
more (5.8) implies (5.9) with l = 0. Moreover, by (5.8) we apply the regularity theorems for the
parabolic equations, and obtain (5.9) with l = 1,2. Thus Lemma 5.1 follows. 
Next we give a lemma on the asymptotics of u0,1 and u1,i (i = 1, . . . ,N). Lemma 5.2 is
proved by Proposition 4.1.
Lemma 5.2. Assume the same conditions as in Theorem 1.4. Let i = 1, . . . ,N . Then there hold
lim
t→∞ t
N+α(ω)
2 u0,1
(
(1 + t) 12 y, t)= c0M0ϕ0(y), (5.18)
lim
t→∞ t
N+α(ω+ω1)
2 u1,i
(
(1 + t) 12 y, t)= c1NMiϕ1(y) yi|y| , (5.19)
in Cloc(RN \ {0}) and L2(RN, e|y|2/4 dy). Furthermore, for any l = 0,1,2 and any sufficiently
small  > 0, there hold
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N
2 +α(ω)(∇ lxu0,1)(x, t)= c20(M0 + o(1))(∇ lxU0)(x)
− c20
(
N
2
+ α(ω)
)
t−1
(
M0 + o(1)
)(∇ lxF [U0])(x)
+O(t−2|x|4−lU0(|x|)), (5.20)
t
N
2 +α(ω+ω1)(∇ lxu1,i)(x, t)= c21N(Mi + o(1))(∇ lxZi)(x)+O(t−1|x|2−lU1(|x|)), (5.21)
as t → ∞, uniformly for all x ∈ RN with |x| t1/2. Here Zi(x) :=U1(|x|)xi/|x|.
Proof. By (1.6), (1.21), (4.21), (5.1), and the orthonormality of {Qk,i} we have
a(φ0,1)= c0
κ0
∫
RN
κ0φ0,1(x)U0
(|x|)dx = c0
κ0
∫
RN
φ(x)U0
(|x|)dx = c0
κ0
M0.
Then, since u0,1(x, t)= κ0v0,1(x, t), we apply Proposition 4.1 to the function v0,1(x, t), and we
obtain (5.18) and (5.20).
We prove (5.19) and (5.21). Let i = 1, . . . ,N . By (1.16), (1.22), and (5.3) we have
a˜(φ˜1,i ) := cN+2,0
∫
RN+2
φ˜1,i (x)UN+2,0
(|x|)dx = cN+2,0 |SN+1||SN−1|
∫
RN
φ1,i (x)U1
(|x|)dx
= c1 |S
N+1|1/2
|SN−1|1/2
∫
RN
φ1,i (x)U1
(|x|)dx
= c1 |S
N+1|1/2
|SN−1|1/2 Nκ
−1
1
∫
RN
κ1φ1,i (x)U1
(|x|) x2i|x|2 dx.
Then, by (1.6), (1.21), (5.1), and the orthonormality of {Qk,i} we have
a˜(φ˜1,i )= c1 |S
N+1|1/2
|SN−1|1/2 Nκ
−1
1 Mi. (5.22)
On the other hand, applying Proposition 4.1(ii) with the dimension N replaced by N + 2 to the
function vˆ1,i (x, t) := (e−tHN+2 φ˜1,i )(x), by (1.22) and (5.22) we obtain
lim
t→∞ t
N+2+αN+2(ω)
2 vˆ1,i
(
(1 + t)1/2y, t)= a˜(φ˜1,i )ϕN+2,0(y)= c1Nκ−11 Mi |y|−1ϕ1(y) (5.23)
in Cloc(RN+2 \ {0}) and L2(RN+2, e|y|2/4 dy). Similarly, applying Proposition 4.1(iii), by (1.10),
(1.16), (1.22), and (5.22) we obtain
(∇ lx vˆ1,i)(x, t)= ci(t)(∇ lxUN+2,0)(x)+O(t−N+22 −αN+2(ω)−1|x|2−lUN+2,0(|x|))
= ci(t)∇ lx
[
U1(|x|)]+O(t−N2 −α(ω+ω1)−1|x|2−l |x|−1U1(|x|)) (5.24)|x|
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ci(t)= cN+2,0t−N+22 −αN+2(ω)
(
a˜(φ˜1,i )+ o(1)
)
= c21Nκ−11 t−
N
2 −α(ω+ω1)(Mi + o(1)) as t → ∞. (5.25)
Furthermore, since it follows from (1.6), (5.2), and (5.4) that
u1,i (x, t)= |x|vˆ1,i (x, t) · κ1 xi|x| = κ1xi vˆ1,i (x, t),
by (1.10), (5.23), (5.24), and (5.25) we have
lim
t→∞ t
N+α(ω+ω1)
2 u1,i
(
(1 + t)1/2y, t)
= lim
t→∞ t
N+1+αN+2(ω)
2 u1,i
(
(1 + t)1/2y, t)= c1NMiϕ1(y) yi|y|
in Cloc(RN \ {0}) and L2(RN, e|y|2/4 dy) and
(∇ lxu1,i)(x, t)= c21Nt−N2 −α(ω+ω1)(Mi + o(1))(∇ lxZi)(x)
+O(t−N2 −α(ω+ω1)−1|x|2−lU1(|x|))
as t → ∞, uniformly for all x ∈ RN with |x|  t1/2. Thus we have (5.19) and (5.21), and the
proof of Lemma 5.2 is complete. 
Now we are ready to prove Theorem 1.4.
Proof of Theorem 1.4. By (5.5) with m = 0 we have (1.23). Since u(x, t) = u0,1(x, t) +
u1(x, t), by (5.9) with l = 0 and (5.20), for any L> 0, we have
lim
t→∞ t
N
2 +α(ω)u(x, t)= lim
t→∞ t
N
2 +α(ω)u0,1(x, t)= c20MU0
(|x|)
in C(B(0,L)), and obtain (1.24). Furthermore, applying (5.5) and (5.7) to the function u1, by
(5.18) we have
lim
t→∞ t
N+α(ω)
2 u
(
(1 + t)1/2y, t)= lim
t→∞ t
N+α(ω)
2 u0,1
(
(1 + t)1/2y, t)= c0M0ϕ0(y)
in Cloc(RN \ {0}) and in L2(RN, e|y|2/4 dy). This implies (1.25), and Theorem 1.4 follows. 
Next, by using Theorem 1.4 we prove Theorem 1.3.
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Theorem 1.2 we have only to prove
∥∥e−tH∥∥
q,2  t
−( N2 +α(ω))( 12 − 1q ) (5.26)
for all sufficiently large t . Let φ be a radially symmetric function such that
φ ∈ L2(RN, e|x|2/4 dx), M0 =
∫
RN
φ(x)U0
(|x|)dx > 0.
Put u(t) = e−tH φ and let  be a sufficiently small positive constant. Since e−2tH φ =
e−tH e−tH φ, we have
∥∥e−tH∥∥
q,2 = sup
f∈L2(RN)\{0}
‖e−tH f ‖q
‖f ‖2 
‖u(2t)‖q
‖u(t)‖2 
‖u(2t)‖Lq(B(0,(1+t)1/2))
‖u(t)‖2 . (5.27)
By Theorem 1.4 we have
∥∥u(t)∥∥2  t−N4 − α(ω)2 (5.28)
for all sufficiently large t . On the other hand, by the radial symmetry of φ we have u(x, t) =
u0,1(x, t), and by (4.11) and (5.20), for any sufficiently small  > 0, we obtain
t
N
2 +α(ω)u(x, t)= c20
(
M0 + o(1)
)
U0
(|x|)
− c20
(
N
2
+ α(ω)
)
t−1
(
M0 + o(1)
)
F [U0](x)+O
(
t−2|x|4U0
(|x|))
= c20
(
M0 + o(1)
)
U0
(|x|)[1 +O(t−1|x|2)+O(t−2|x|4)]
= c20
(
M0 + o(1)
)
U0
(|x|)[1 +O()+O(2)] 1
2
c20M0U0
(|x|)> 0
for all (x, t) ∈ RN × (0,∞) with |x| (t)1/2 and all sufficiently large t . Then, by Theorem 1.1
we have
∥∥u(t)∥∥
Lq({|x|(t)1/2})  t
−N2 −α(ω)
( ∫
{|x|(t)1/2}
(
1 + |x|)qα(ω) dx)1/q

⎧⎪⎪⎨
⎪⎪⎩
t
−N2 (1− 1q )− α(ω)2 if qα(ω)+N > 0,
t−N2 −α(ω)(log(1 + t)) 1q if qα(ω)+N = 0,
t−N2 −α(ω) if qα(ω)+N < 0
(5.29)
for all sufficiently large t . Therefore, by (5.27), (5.28), and (5.29) we have (5.26), and the proof
of Theorem 1.3 is complete. 
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In this section we study the behavior of hot spots of the solution u of (1.1), and prove Theo-
rem 1.5. In what follows we write αk = αN(ω +ωk) for simplicity.
Assume the same conditions as in Theorem 1.5. We first prove that H(t) 
= ∅ for all t > 0. By
Remark 1.1(iii) we see that∫
RN
u(x, t0)U0
(|x|)dx = ∫
RN
φ(x)U0
(|x|)dx =M0 > 0, t0 > 0.
This implies that, for any t0 > 0, there exists a point x0 such that u(x0, t0) > 0. On the other
hand, by (5.6) we can find a constant L such that
∣∣u(x, t0)∣∣< u(x0, t0) for all |x| L.
This implies that ∅ 
=H(t0)⊂ B(0,L).
Next we study the behavior of A(t) and the hot spots H(t), and prove Theorem 1.5(i) and (ii).
Proof of Theorem 1.5(i). By (1.25) we have
lim
t→∞(1 + t)
α0
2
∫
RN
u(x, t) dx = c0M0
∫
RN
ϕ0(y) dy > 0, (6.1)
and see that
∫
RN u(x, t) dx > 0 for all sufficiently large t . Then A(t) can be defined for all suffi-
ciently large t . Furthermore, since it follows from (5.5) that
∫
RN
|x|∣∣u2(x, t)∣∣dx 
( ∫
RN
|x|2ρt (x)−1 dx
)1/2( ∫
RN
∣∣u2(x, t)∣∣2ρt (x) dx
)1/2
 t−
α2
2 + 12
for all sufficiently large t , by the radial symmetry of u0,1 and (5.19) we obtain
(1 + t) α1−12
∫
RN
xiu(x, t) dx
= (1 + t) α1−12
∫
RN
xiu1,i (x, t) dx + (1 + t)
α1−1
2
∫
RN
xiu2(x, t) dx
= (1 + t) N+α12
∫
RN
yiu1,i
(
(1 + t) 12 y, t)dy + o(1)= c1NMi
∫
RN
ϕ1(y)
y2i
|y| dy + o(1) (6.2)
as t → ∞, where i = 1, . . . ,N . Then, by Lemma 2.3 we have α1 > α0 + 1 for the case ω < 0,
and by (6.1) and (6.2) we have
lim A(t)= 0 if ω < 0. (6.3)
t→∞
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∫
RN ϕ0(y) dy = ‖ϕ0‖2 = 1, and
c1
∫
RN
ϕ1(y)
y2i
|y| dy = c
2
1
∫
RN
e−
|y|2
4 y2i dy =
c21
N
∫
RN
e−
|y|2
4 |y|2 dy = 1
N
‖ϕ1‖2 = 1
N
,
and by (6.1) and (6.2) we obtain
lim
t→∞A(t)=
(
M1
M0
, . . . ,
MN
M0
)
. (6.4)
Therefore, by (6.3) and (6.4) we obtain (1.26), and Theorem 1.5(i) follows. 
Proof of Theorem 1.5(ii). We first prove
lim
t→∞ sup
{|x|: x ∈H(t)}R∗. (6.5)
Since M0 > 0 and α0  0, by (1.24) and (5.6) we can take a sufficiently large L so that
t
N
2 +α0u(0, t) 1
2
c20M0U0(0) > t
N
2 +α0 sup
|x|L(1+t)1/2
u(x, t) (6.6)
for all sufficiently large t . Furthermore, for any sufficiently small  > 0, it follows from (1.25),
M0 > 0, and the monotonicity of the function ϕ0 that
sup
1/2(1+t)1/2|x|L(1+t)1/2
u(x, t) < inf
|x|=2−11/2(1+t)1/2
u(x, t) (6.7)
for all sufficiently large t . By (6.6) and (6.7) we have
H(t)⊂ B(0, 1/2(1 + t)1/2) (6.8)
for all sufficiently large t . On the other hand, by (2.3) and the definition of R∗ we have
U0(r)=U0(0) in r ∈ [0,R∗], U ′0(r) < 0 in r ∈ (R∗,∞). (6.9)
Then, by (5.8) with m= 1, (5.20), and (6.9), for any δ > 0, we have
t
N
2 +α0 sup
R∗+δ<|x|1/2(1+t)1/2
u(x, t)= c20
(
M0 + o(1)
)
U0(R∗ + δ)+ o(1) < t N2 +α0u(0, t)
for all sufficiently large t . This together with (6.8) and the arbitrariness of δ implies (6.5). In
particular, by (6.5) we have (1.27) for the case R∗ = 0.
Next we prove (1.27) for the case R∗ > 0. We divide the proof into the following three cases:
(a) ω < 0; (b) ω = 0 and |M|<R∗; (c) ω = 0 and |M|R∗.
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satisfying
F [U0](r) C1, r ∈ [δ,R]. (6.10)
Since F [U0](0) = 0, U ′0(r) 0, and α0 > −N/2, by Lemma 2.3, (5.9) with m = 1, (5.20), and
(6.10) we have
t
N
2 +α0[u(x, t)− u(0, t)]
−c20
(
N
2
+ α0
)
t−1
(
M0 + o(1)
)
F [U0]
(|x|)+O(t−2)+O(tα0−α1)
−C2t−1 +C3tα0−α1 < 0
for all x ∈ B(0,R) \B(0, δ) and all sufficiently large t , where C2 and C3 are positive constants.
This together with (6.5) implies that H(t) ⊂ B(0, δ) for all sufficiently large t . Therefore, since
δ is arbitrary, we have (1.27) for case (a).
Next we consider case (b). By ω = 0 we have c20 = (4π)−
N
2 , c21 = c20/2N , and
U0(r)=U0(0), U1(r)=U ′1(0)r, F [U0](r)=
U0(0)
2N
r2 (6.11)
for all r ∈ [0,R∗]. Furthermore, by (5.9) we have
sup
x∈B(0,R)
∣∣u2(x, t)∣∣=O(t−N2 −α(ω2))=O(t−N2 −2) (6.12)
for any R > 0. Since
x∗i =
U ′1(0)
U0(0)
Mi
M0
, i = 1, . . . ,N,
by (5.20), (5.21), (6.11), and (6.12) we have
(4πt)
N
2 t
[
u
(
x∗, t
)− u(x, t)]
= U0(0)
4
(
M0 + o(1)
)(|x|2 − ∣∣x∗∣∣2)+ N∑
i=1
U ′1(0)
2
(
Mi + o(1)
)(
x∗i − xi
)+O(t−1)
= U0(0)
4
M0
N∑
i=1
[
x2i −
(
x∗i
)2 − 2x∗i (xi − x∗i )]+ o(1)= U0(0)4 M0
∣∣x − x∗∣∣2 + o(1) (6.13)
for all x ∈ B(0,R∗) and all sufficiently large t .
Let δ1 > 0 and x ∈ B(0,R∗ + δ1) with |x| > R∗. Put x˜ = R∗x/|x| for x ∈ RN \ {0}. Since
|x˜| =R∗ and |x∗| = |M|<R∗, by (6.13) we can find a positive constant C4 satisfying
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N
2 t
[
u
(
x∗, t
)− u(x˜, t)] C4 (6.14)
for all sufficiently large t . Furthermore, by (5.20), (5.21), (6.9), (6.12), and the continuity of the
functions F [U0](r) and U1(r) at r =R∗, taking a sufficiently small δ1 if necessary, we have
(4πt)
N
2 t
[
u(x˜, t)− u(x, t)]
−N
2
(
M0 + o(1)
){
F [U0](x˜)− F [U0](x)
}
+
N∑
i=1
xi
2
(
Mi + o(1)
){U1(|x˜|)
R∗
− U1(|x|)|x|
}
+O(t−1)−C4
2
(6.15)
for all sufficiently large t . This together with (6.14) yields
(4πt)
N
2 t
[
u
(
x∗, t
)− u(x, t)]
= (4πt)N2 t[u(x∗, t)− u(x˜, t)]+ (4πt)N2 t[u(x˜, t)− u(x, t)] C4
2
> 0 (6.16)
for all x ∈ B(0,R∗ + δ1) with |x|>R∗ and all sufficiently large t . Therefore, since
(4πt)
N
2 t
[
u
(
x∗, t
)− u(x, t)] 0 if x ∈H(t),
by (6.5), (6.13), and (6.16) we obtain (1.27) for case (b).
Next we consider case (c). Then we can assume, without loss of generality, that M =
(|M|,0, . . . ,0). Then, since
x∗ = (R∗,0, . . . ,0), γN M1
M0
= U
′
1(0)M1
U0(0)M0
R∗,
by the same argument as in (6.13) we have
(4πt)
N
2 t
[
u
(
x∗, t
)− u(x, t)]
= U0(0)
4
(
M0 + o(1)
)(|x|2 − ∣∣x∗∣∣2)+ U ′1(0)
2
(
M1 + o(1)
)
(R∗ − x1)+O
(
t−1
)
= U0(0)
4
M0
∣∣x − x∗∣∣2 + o(1)
for all x ∈ B(0,R∗) and all sufficiently large t . This implies that, for any δ2 > 0,
{
x ∈ B(0,R∗):
∣∣x − x∗∣∣> δ2}∩H(t)= ∅ (6.17)
for all sufficiently large t .
Let θ > 0 and put
C(θ) :=
{
x ∈ RN \ {0}: x1 < 1 − θ
}
.|x|
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F [U0](r) and U1(r) at r = R∗, taking a sufficiently small δ3 > 0, we see that there exists a
positive constant C such that
(4πt)
N
2 t
[
u
(
x∗, t
)− u(x, t)]
−N
2
M0
[
F [U0](R∗)− F [U0]
(|x|)]+ M1
2
[
U1(R∗)−U1
(|x|) x1|x|
]
+ o(1)
 M1θ
4
U1(R∗)
for all x ∈ C(θ)∩ [B(0,R∗ + δ3) \B(0,R∗)] and all sufficiently large t . This implies that
{
x ∈ C(θ): R∗  |x|<R∗ + δ3
}∩H(t)= ∅ (6.18)
for all sufficiently large t . Therefore, since θ and δ3 are arbitrary, by (6.5), (6.17), and (6.18) we
have
lim
t→∞ sup
{|x −R∗e1|: x ∈H(t)}= 0,
and obtain (1.27) for case (c). Therefore the proof of Theorem 1.5(iii) is complete, and Theo-
rem 1.5 follows. 
7. Number of hot spots
In this section we study the number of hot spots by obtaining the large time behavior of
the Hesse matrix of the solution u near its hot spots, and prove Theorem 1.6. The proof of
Theorem 1.6 is divided into the following cases:
(a) R∗ = 0 and V (0) 
= 0; (b) R∗ = 0 and V (0)= 0;
(c) R∗ > 0 and x∗ ∈ B(0,R∗); (d) R∗ > 0 and x∗ /∈ B(0,R∗).
Proof of Theorem 1.6 for case (a). By (2.4) we have
U ′′0 (0)= lim
r→0
U ′0(r)
r
= 1
N
V (0)U0(0) < 0. (7.1)
Then, for any sufficiently small δ > 0, there exists a positive constant C1 such that
ξ · (∇2xU0)(x)ξ −C1 < 0, ξ ∈ SN−1, (7.2)
for all x ∈ B(0, δ). Therefore, by (5.9) with m= 1, (5.20), and (7.2) we have
ξ · t N2 +α0(∇2xu)(x, t)ξ
= c0
(
M0 + o(1)
)
ξ · (∇2xU0)(x)ξ + o(1)−1c20M0C1 < 0, ξ ∈ SN−1, (7.3)2
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H(t) ⊂ B(0, δ) for all sufficiently large t . Therefore, due to (7.3), any maximum point is non-
degenerate and we see that H(t) consists of only one point for all sufficiently large t . Further-
more, by the implicit function theorem we see that there exist a constant T > 0 and a curve
x(t) ∈ C1([T ,∞) : RN) such that H(t) = {x(t)} for t  T . Therefore the proof of Theorem 1.6
for case (a) is complete. 
Proof of Theorem 1.6 for case (b). By Theorem 1.5 we have |x∗| = 0 = R∗. Due to the as-
sumption of Theorem 1.6, −V (r) is monotone increasing in [0, δ] for some δ > 0. Then, by (2.3)
we have
0−U ′0(r)−
V (r)U0(0)
N
r, r ∈ [0, δ]. (7.4)
This together with (O) and the continuity of U0 implies
U ′′0 (r)= −
N − 1
r
U ′0(r)+ V (r)U0(r)
−V (r)
[
N − 1
N
U0(0)−U0(r)
]
 1
N
V (r)
(
U0(0)+ o(1)
)
 1
2N
V (r)U0(0) 0 (7.5)
for all sufficiently small r  0. On the other hand, by (O), (7.4), and (7.5) we can take a suffi-
ciently small δ > 0 so that
ξ · (∇2xU0)(x)ξ = U ′0(|x|)|x| |ξ |2 +
[
U ′′0
(|x|)− U ′0(|x|)|x|
]
ξ ·
[
xixj
|x|2
]N
i,j=1
ξ
= U
′
0(|x|)
|x|
[
1 −
(
N∑
i=1
xi
|x|ξi
)2]
+U ′′0 (r)
(
N∑
i=1
xi
|x|ξi
)2
 0 (7.6)
for all x ∈ B(0, δ) and ξ ∈ SN−1. Furthermore, since
F [U0](0)= 0, F [U0]′(0)= 0,
F [U0]′′(0)= lim
r→0 r
−1F [U0]′(r)= 1
N
U0(0) > 0,
by the similar argument as in (7.6), taking a sufficiently small δ if necessary, we have
ξ · (∇2xF [U0])(|x|)ξ
= F [U0]
′(|x|)
|x| +
[
F [U0]′′
(|x|)− F [U0]′(|x|)|x|
]( N∑ xi
|x|ξi
)2
 1
2N
U0(0) (7.7)i=1
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U ′N+2,0(0)=U ′′N+2,0(0)= 0. Then, since
Zi(x)= xi|x|U1
(|x|)= xi|x| · |x|UN+2,0
(|x|)= xiUN+2,0(|x|),
we have
(∇2xZi)(0)= 0. (7.8)
Then, for any  > 0, since α2 > α1  α0 +1 and α0 >−N/2, by (5.9) with m= 2, (5.20), (5.21),
(7.6), and (7.8), taking a sufficiently small δ if necessary, we have
t
N
2 +α0+1ξ · (∇2xu)(x, t)ξ
−c20
(
N
2
+ α0
)
M0ξ ·
(∇2xF [U0])(x, t)ξ + o(1)+ tα0+1−α1 , ξ ∈ SN−1, (7.9)
for all x ∈ B(0, δ) and all sufficiently large t . Therefore, taking a sufficiently small δ if necessary,
by (7.7) and (7.9) we have
t
N
2 +α0+1ξ · (∇2xu)(x, t)ξ −c20M0
(
N
2
+ α0
)
U0(0)
4N
< 0, ξ ∈ SN−1,
for all x ∈ B(0, δ) and all sufficiently large t . Since δ is arbitrary and x∗ = 0, by the same argu-
ment as in the proof for case (a) we obtain the desired conclusion, and the proof of Theorem 1.6
for case (b) is complete. 
Proof of Theorem 1.6 for case (c). Since (6.11) remains true in case (c), we have
(∇2xU0)(x)= 0, (∇2xF [U0])(x)= U0(0)N IN,
(∇2xZi)(x)= 0 (7.10)
in B(0,R∗), where IN is the identity matrix on RN . Therefore, since α2 > α1  α0 + 1, by (5.9)
with m= 2, (5.20), (5.21), and (7.10) we have
(4πt)
N
2 +α0+1ξ · (∇2xu)(x, t)ξ = −M0U0(0)2 |ξ |2 + o(1)−M0U0(0)4 , ξ ∈ SN−1, (7.11)
for all x ∈ B(0,R∗) and all sufficiently large t . Then, since H(t) ⊂ B(0,R∗) for all sufficiently
large t , by the same argument as in the proof of case (a) we obtain the desired conclusion, and
the proof of Theorem 1.6 for case (c) is complete. 
Proof of Theorem 1.6 for case (d). By Theorem 1.5 we see ω = 0. Due to the assumption of
Theorem 1.6, −V is a monotone increasing positive function in (R∗,R∗ + δ) for some δ > 0.
Then, by (2.3) we have
0−U ′0(r)−
1
V (r)U0(R∗)
(
r −
(
R∗
)N−1
R∗
)
, r ∈ (R∗,R∗ + δ). (7.12)N r
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U ′′0 (r)  0 for r ∈ [R∗,R∗ + δ). Then, by (7.12) we apply the same argument as in (7.6) to
obtain
ξ · (∇2xU0)(|x|)ξ  0, ξ ∈ SN−1, (7.13)
for all x ∈ B(0,R∗ + δ) \B(0,R∗). On the other hand, by (7.10) and the continuity of ∇2xF [U0]
and ∇2xZi , for any sufficiently small  > 0, taking a sufficiently small δ if necessary, we have
ξ · (∇2xF [U0])(x)ξ  U0(0)2N ,
∣∣ξ · (∇2xZi)(x)ξ ∣∣ , ξ ∈ SN−1, (7.14)
for all x ∈ B(0,R∗ + δ). Therefore, by (5.9) with m= 2, (5.20), (5.21), (7.13), and (7.14) we can
take a sufficiently small δ so that
(4πt)
N
2 +1ξ · (∇2xu)(x, t)ξ −N2
(
M0 + o(1)
)
ξ · ∇2xF [U0](x)ξ
+C
N∑
i=1
ξ · ∇2xZi(x)ξ + o(1)
−M0U0(0)
8
, ξ ∈ SN−1, (7.15)
for all x ∈ B(0,R∗ + δ) \ B(0,R∗) and all sufficiently large t , where C is a constant. Then,
by (6.5), (7.11), and (7.15), taking a sufficiently small δ again if necessary, we apply the same
argument as in the proof for case (a) to obtain the desired conclusion. Therefore the proof of
Theorem 1.6 for case (d) is complete, and Theorem 1.6 follows. 
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