Markovské bodové procesy by Starinská, Katarína





Katedra pravdepodobnosti a matematickej štatisktiky
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Úvod do bodových procesov
1.1 Defińıcia bodového procesu
Bud’ Bd systém borelovských podmnož́ın Rd a Bd0 bud’ systém omedzených
borelovských množ́ın. Ďalej zaved’me množinu lokálne konečných konfig-
urácii Nlf = {x ⊆ Rd : n(xB) < ∞, ∀B ⊆ Rd, B omedzená}, kde pre každú
podmnožinu x ⊆ Rd znač́ı symbol n(x) mohutnost’ množiny x a xB = x∩B.
Na Nlf môžeme zaviest’ σ-algebru následujúcim spôsbom:
Nlf = σ({x ∈ Nlf : n(xB) = m} : B ∈ Bd0, m ∈ N0).
Defińıcia 1.1.1. Bodový proces X je meratel’né zobrazenie z pravdepodob-
nostného priestoru (Ω,A,P) do (Nlf ,Nlf).
Rozdelenie PX bodového procesu X je pre F ∈ Nlf
PX(F ) = P ({ω ∈ Ω : X(ω) ∈ F}).
Defińıcia 1.1.2. Pre bodový proces X definujeme mieru intenzity predpi-
som: Λ(X) = EX(B), B ∈ Bd.
Ak existuje hustota ρ miery Λ vzhl’adom k Lebesgueovej miere, tak sa ρ
nazýva funkcia intenzity.
Ak je X stacionárny bodový proces(t.j. pre l’ubovolné y ∈ Rd je rozdelenie
X + y = {x + y : x ∈ X} rovnaké ako rozdelenie X) s lokálne konečnou
mierou intenzity Λ, tak Λ je násobkom Lebesgueovej miery. Funkcia intenzity
je potom konštantná a rovná tomuto násobku, ktorý sa nazýva intenzita
stacionárneho bodového procesu.
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1.2 Poissonov bodový proces
Defińıcia 1.2.1. Nech Λ je difúzna lokálne konečná miera na Rd a X bodový
proces, pre ktorý plat́ı
(i) X(B) je náhodná veličina s Poissonovým rozdeleńım s parametrom
Λ(B) pre všetky B ∈ Bd0,
(ii) ∀n ∈ N a B1, . . . , Bn ∈ Bd0 po dvoch disjunktné sú X(B1), . . . , X(Bn)
nezávislé náhodné veličiny.
Potom nazveme X Poissonov bodový proces s mierou intenzity Λ.
Poissonov bodový proces je základným modelom bodových procesov. Je
modelom úplnej nezávislosti bodov.
Veta 1.2.2. Poissonov bodový proces existuje a je jednoznačne určený mier-
ou intenzity.
Dôkaz. Prázdne pravdepodobnosti Poissonovho bodového procesu sú
P (X(B) = 0) = e−Λ(B).
Ked’že bodový proces je jednoznačne určený svojimi prázdnymi pravde-
podobnost’ami, zostáva nám už len dokázat’ existenciu.
Nech 0 ∈ X a uvažujme množiny T1 = b(0, 1) - jednotková gulička so
stredom v bode nula a Ti = b(0, i) \ b(0, i− 1), i ∈ N. Bud’te Ni ∼ Po(Λ(Ti))
nezávislé. Za podmienky Ni = ni generujeme binomické bodové procesy
Xi = {ξi,1, . . . , ξi,ni}, i = 1, 2, . . ., ktoré sú navzájom nezávislé. Zároveň plat́ı,
že P (ξi,j ∈ A|Ni = ni) = Λ(A)Λ(Ti) .




j=1 1[ξi,j∈B]. Dokážeme, že
X je Poissonov bodový proces overeńım defińıcie.
(i)



































Teda X(Ti ∩ B) ∼ Po(Λ(Ti ∩ B)) a X(B) =
∑
i:Ti∩B 6=∅
X(Ti ∩ B) ∼
Po(Λ(B)).
(ii) Nech A, B ∈ B0, A∩B = ∅. Potom z konštrukcie množ́ın Ti sú X(Ti∩A)
a X(Tj ∩ (B)) sú nezávislé pre i 6= j . Ďalej potrebujeme dokázat’
nezávislost’ pre i = j.







































Λ(Ti \ (A ∪ B))n−k−l








= P (X(Ti ∩ A) = k)P (X(Ti ∩ B) = l).
1.3 Bodové procesy dané hustotou
Pozrime sa ako vyzerá rozdelenie Poissonovho bodového procesu X s mierou
intenzity Λ:




































1[{x1,...,xn}∈U ]Λ(dx1) . . .Λ(dxn)].
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Defińıcia 1.3.1. Bodový proces X na Rd s hustotou f vzhl’adom k Pois-
sonovému procesu je taký bodový proces, že jeho rozdelenie má tvar
















1[{x1,...,xn∈U}]f({x1, . . . , xn})dx1, . . . , dxn,
pre U ∈ Nlf , kde nultým členom sumy rozumieme e−|Rd|1[∅∈U ]f(∅).
Poznámka 1.3.2. Hustota f sa často uvádza v tvare f(x) = αh(x), kde












h({x1, . . . , xn})dx1, . . . , dxn
je normovacia konštanta. Táto konštanta je pre naše modely neznáma až na
niektoré špeciálne pŕıpady.
Zadefinujme si zopár základných pojmov pre bodové procesy.
Defińıcia 1.3.3. Papangelouova podmienená intenzita bodového procesu X




, x ∈ Nlf , ξ ∈ S \ x,
pričom výraz a/0 polož́ıme rovný nule pre a ≥ 0.
Hovoŕıme, že proces X je prit’ažlivý, ak plat́ı λ(x, ξ) ≤ λ(y, ξ) pre x ⊂ y,
a odpudivý, ak plat́ı λ(x, ξ) ≥ λ(y, ξ) pre x ⊂ y.
Poznámka 1.3.4. Všimnime si, že Papangelouova podmienená intenzita
vôbec nezáviśı na normovacej konštante hustoty f .
Defińıcia 1.3.5. Nech je daná funkcia h : Nlf → [0,∞). Funkcia h sa
nazýva Ruelle stabilná, ak existuje funkcia φ∗ : Rd → [0,∞) taká, že c∗ =
∫
Rd
φ∗(ξ)dξ < ∞ a ak pre nejakú kladnú konštantu α > 0 a pre všetky






Ak pre h plat́ı, že
h(x ∪ ξ) ≤ φ∗(ξ)h(x) ∀x ∈ Nlf , ξ ∈ Rd \ x,
potom sa h nazýva lokálne stabilná.
Veta 1.3.6. Ak h : Nlf → [0,∞) je lokálne stabilná, tak je aj Ruelle stabilná.
Dôkaz. Z defińıcie lokálnej stability plat́ı h(x∪ξ) ≤ φ∗(ξ)h(x). Zároveň plat́ı,
že φ∗(ξ)h(x) ≤ φ∗(ξ)φ∗(η)h(x\η). Takto pokračujeme d’alej a dostávame, že
h(x∪ ξ) ≤ ∏ξ∈x φ∗(ξ)h(∅). Označeńım α = h(∅) dostaneme defińıciu Ruelle
stability.
1.4 Bodové procesy s párovými interakciami
Defińıcia 1.4.1. Bodový proces s párovými interakciami nazveme taký bo-









kde φ : Nlf → [0,∞) je interakčná funkcia a α normovacia konštanta.
Rozsah interakcíı je definovaný ako
R = inf{r > 0 : ∀(ξ, η) ⊂ Rd, ‖η − ξ‖ > r : φ({ξ, η}) = 1}.
Bodový proces s párovými interakciami sa nazývá homogénny, ak výraz
φ(ξ) je konštantný a zároveň výraz φ({ξ, η}) je invariantný voči posunutiam
a rotáciam(záviśı len na ‖ξ − η‖).
Všimnime si, ako je to s pojmami, ktoré sme zaviedli vyššie. Procesy s
párovými interakciami sú zrejme dedičné(f(x) > f(y) pre každé y ⊂ x).





















φ(ξ)dξ < ∞, tak sú tieto procesy aj lokálne stabilné.
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Defińıcia 1.4.2. Bud’ n ∈ N pevné. Proces X|n(X) = n sa nazývá pod-
mienený bodový proces s párovými interakciami, ak podmienená hustota pro-










Narozdiel od obyčnajných bodových procesov s párovými interakcia-
mi, môže byt’ normovacia konštanta konečná aj v pŕıpade, že φ({ξ, η}) >
1, ∀ξ, η ∈ Rd.
1.4.1 Pŕıklady bodových procesov s párovými inter-
akciami
V tejto časti budeme skúmat’ homogénne bodové procesy. Označme preto
φ({ξ, η}) = φ2(‖ξ − η‖), kde φ2 : [0,∞) → [0,∞).
Pŕıklad 1.4.3. Najjeddnoduchš́ı netriviálny bodový proces s párovými in-
terakciami sa nazýva Straussov proces, kde
φ2(r) = γ
1[r≤R].
Pričom výraz 00 = 1, γ je parameter vzájomného pôsobenia bodov procesu
a R > 0 je rozsah interakcíı. Hustota Straussovho procesu má tvar
f(x) = αβn(x)γsR(x),
kde β > 0 a sR(x) =
∑
{ξ,η}⊆x 1‖ξ−η‖≤R je počet dvoj́ıc bodov, ktoré majú
od seba vzdialenost’ najviac R. Aby bol proces dobre definovaný, je 0 ≤
γ ≤ 1. Straussov proces sa zavádza aj pre γ > 1, kedy odpovedá modelu
shlukovania, ale hustota nie je integrovatelná. Vezmime množinu A ⊂ Rd









































2 Λ(A)n = ∞.
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Ak polož́ıme γ = 1, dostaneme Poissonov bodový proces s mierou intenz-
ity βΛ. V tomto pŕıpade nenastáva žiadne vzájomné pôsobenie medzi bodmi
procesu. Pre γ < 1 je podmienený Straussov proces odpudivý a pre γ = 0
dostaneme proces, kde vzdialenost’ bodov je minimálne R. Takýto proces sa
nazýva proces s pevným jadrom R.




kde γ ≥ 0 a sR je rovnaké ako v predošlom pŕıklade.
Pŕıklad 1.4.5. Ďaľśım pŕıkladom je viacmeŕıtkový proces, kde
φ2(r) = γi, Ri−1 < r ≤ Ri,
0 = R0 < R1 < . . . < Rk < Rk+1 = ∞, k ∈ N, γi ≥ 0, i = 1, . . . , k, γk+1 = 1 .








kde β > 0 a si(x) =
∑
{ξ,η}⊆x 1[Ri−1<‖ξ−η‖≤Ri]. Rozsah interakcíı je R = Rk.
Špeciálny pŕıpad viacmeŕıtkového procesu je Straussov proces a to pre
k = 1 a 0 ≤ γ1 ≤ 1. Aby bola zaručená integrovatelnost’ pre k ≥ 2, muśı byt’
splenná jedna z následujúcich podmienok:
(i) 0 < γ1 ≤ 1 a 0 ≤ γ2 ≤ 1, . . . , 0 ≤ γk ≤ 1,
(ii) γ1 = 1 a γ2 ≥ 0, . . . , γk ≥ 0.
Ak je splnená podmienka (i), jedná sa o odpudivý a teda lokálne stabilný
proces. Ak je splnená podmienka (ii) dostaneme proces s pevým jadrom R1.
Ked’že pre γ1 = 0, existuje n0 také, že pre každé n(x) > n0 je f(x) = 0,
tak Papangelouova podmienená intenzita λ(x∪ ξ) ≤ β ∏ki=2 max{1, γi}n0−1,
takže dostávame opät’ lokálne stabilný proces.
Pŕıklad 1.4.6. Ďaľśımi pŕıkladmi procesov s párovými interakciami sú












)|, r = ‖ξ − η‖, 0 ≤ γ ≤ 1, r ≤ R.
Tieto procesy majú konečný rozsah interakcíı R, sú odpudivé a preto lokálne
stabilné.
Pŕıklad 1.4.7. Ak polož́ıme
φ2(r) = 1 − exp(−(r/θ)2), kde θ > 0
dostaneme proces s vel’mi mäkkým jadrom, ktorý je pŕıkladom procesu s
nekonečným rozsahom interakcíı. Je taktiež odpudivý a lokálne stabilný.




kde α1 ≥ 0, α2 > 0, σ > 0. Pre α1 = 0 je odpudivý, zatial’ čo pre α1 > 0
nie je ani odpudivý ani prit’ažlivý, pretože pre r > r0 je φ2(r) > 1 a pre




. Tiež vid́ıme, že hustota tohto
procesu nie je lokálne stabilná, pretože Papangelouova podmienená intenzita
λ(x, ξ) = β
∏




2.1 Defińıcia a základné pojmy
Defińıcia 2.1.1. Reflexivná a symetrická relácia na Rd budeme nazývat’
susedstvo a značit’ ∼.
Hovoŕıme, že ξ, η ∈ Rd sú susedia, ak ξ ∼ η. Definujeme množinu
Nξ = {η ∈ Rd : η ∼ ξ},
ktorú budeme nazývat’ susedstvo bodu ξ.
Intuitivne susedstvo množiny B ⊆ Rd je
NB = ∪ξ∈BNξ = {ξ ∈ Rd : ∃η ∈ B tak, že ξ ∼ η}.
Poznámka 2.1.2. Najčasteǰsie použ́ıvanou reláciou susedstva je R-susedstvo,
teda ξ, η ∈ Rd sú susedia ⇔ ‖ξ − η‖ ≤ R pre dané R ≥ 0.
Defińıcia 2.1.3. Funkcia h : Nlf → [0,∞) je dedičná, ak pre každé x ∈ Nlf
plat́ı: h(x) > 0 ⇒ h(y) > 0 pre každé y ⊆ x.
Defińıcia 2.1.4. Nech h : Nlf → [0,∞) je meratel’ná funkcia. h je markovská
vzhl’adom k relácii ∼, ak je dedičná a plat́ı, že pre každé x ∈ Nlf také, že
h(x) > 0 a každé ξ ∈ Rd \ x, h(x∪ξ)
h(x)
záviśı len na ξ a x ∩ Nξ.
Defińıcia 2.1.5. Bodový proces nazveme markovský bodový proces, ak jeho
hustota vzhl’adom k Poissonovmu procesu je markovská.
Ďalej budeme uvažovat’ λ(x, ξ) = h(x∪ξ)
h(x)
pre h(x) > 0, kde h : Nlf →
[0,∞) je l’ubovol’ná meratel’ná funkcia a λ(x, ξ) = 0 inak. Vid́ıme, že pre
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markovské bodové procesy záviśı λ(x, ξ) iba na susedoch ξ, teda záviśı na
”lokálenj informácii”. Preto hovoŕıme, že markovský bodový proces splňuje
lokálnu markovskú vlastnost’.
2.2 Hammersleyho- Cliffordova- Kellyho- Ri-
pleyho veta
Trieda markovských funkcíı je charakterizovaná Hammersleyho- Cliffordo-
vou- Kellyho- Ripleyho vetou, pričom sa požaduje, aby existovala reflexivná
a symetrická relácia. Predtým ako ju sformulujeme a dokážeme, definujeme
si ešte jeden pojem.
Defińıcia 2.2.1. Hovoŕıme, že funkcia φ : Nlf → [0,∞) je interakčná funk-
cia, ak φ(x) = 1 práve ak existujú body ξ, η ∈ x také, že ξ ≁ η.
Veta 2.2.2. (Hammersleyho- Cliffordova- Kellyho- Ripleyho veta) Mera-
tel’ná funkcia h : Nlf → [0,∞) je markovská práve vtedy, ak existuje inter-




φ(y), x ∈ Nlf . (2.1)




φ(y ∪ ξ), x ∈ Nlf .ξ ∈ Rd \ x.
Dôkaz. Nech h(x) =
∏





y⊆x φ(y ∪ ξ).
Vid́ıme, že λ(x, ξ) záviśı iba na x ∩ ξ, teda je splnená lokálna markovská
vlastnost’. Zrejme je funkcia h dedičná a teda je markovská.
Naopak, predpokládajme, že h je markovská. Definujme indukčne φ(∅) =





inak, pričom predpokadáme, že 0
0
= 1. φ je teda interakčná funkcia. Aby
sme dokázali, že h je tvaru (2.1), rozdeĺıme dôkaz na tri pŕıpady.
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1)Nech h(x) = 0 a
∏
y⊂x φ(y) = 0: Ked’že
∏
y⊂x φ(y) = 0, tak existuje
y ⊂ x taká, že φ(y) = 0. Teda h(y) = 0. Vzhl’adom na to, že funkcia h je
dedičná, tak h(x) = 0 =
∏
y⊆x φ(y).
2)Nech h(x) = 0 a
∏
y⊂x φ(y) > 0: Potom λ(x \ κ, κ) = h(x)h(x\κ) = 0 pre
všetky κ ∈ x a h(y) > 0 pre každé y ⊂ x také, že λ(x \ {κ, ζ}, ζ) > 0 pre
všetky {κ, ζ} ⊆ x. Nech existujú ξ, η ∈ x také, že ξ ≁ η. Vzhl’adom na to,
že h je markovská funkcia, muselo by platit’, že
0 = λ(x \ η, η) = λ(x \ {ξ, η}, η) > 0.
Teda φ(x) = 0 a h(x) = 0 =
∏
y⊆x φ(y).
3)Nech h(x) > 0: Z dedičnosti funkcie h plat́ı, že h(y) > 0 pre každé y ⊆
x. Ak by všetky ξ, η ∈ x boli susedia, tak vzorec (2.1) plat́ı z defińıcie φ(x).
Predpokládajme, že existujú ξ, η ∈ x také, že ξ ≁ η a položme y = x\{ξ, η}.
Postupujme indukciou podl’a n = n(x).
Pre n = 0 plat́ı triviálne h(∅) = φ(∅).
Nech vzorec (2.1) plat́ı pre n − 1. Potom
h(x) =
h(y ∪ {ξ, η})















kde φ(y) = 1 ak {ξ, η} ⊆ y.

























2.3 Pŕıklady markovských bodových procesov
Najjednoduchš́ım pŕıkladom sú procesy s párovými interakciami, ktoré sú
často odpudivé ako sme si už ukázali.
Pŕıklad 2.3.1. Widomov- Rowlinsonov proces(proces objemových interak-
cíı) je daný hustotou
f(x) = αβn(x)γ−|Ux,R|,
kde Ux,R = ∪ξ∈xb(ξ, R), β > 0, R > 0, γ > 0 a α je normovacia konštanta.






Proces je odpudivý pre 0 < γ ≤ 1 a prit’ažlivý pre γ ≥ 1. Pre γ ≥ 1
je λ(x, ξ) ≤ β a pre 0 < γ ≤ 1 je λ(x, ξ) ≤ βγ−|b(x,R)|. Pozrime sa ešte
























Ďalej β > 0 a pre parametere γ a δ muśı byt’ spnená jedna z následujúcich
podmienok:
(i) 0 ≤ γ ≤ 1 a 0 ≤ δ ≤ 1,
(ii) γ > 1 a 0 < δ < 1.
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Proces je lokálne stabilný a taktiež markovský vzhl’adom k R-susedstvu.
Interakčná funkcia z vety 2.2.2 má tvar φ(ξ) = β, φ({ξ, η}) = γ1[‖ξ−η‖≤R] ,














Našou úlohou v tejto kapitole je poṕısat’ si niekol’ko simulačných algorit-
mov. Aj nad’alej bude X značit’ bodový proces s hustotou h vzhl’adom k
Poissonovmu procesu a s rozdeleńım π. Ďalej označme E = ∪∞n=0En stavový
priestor, kde pre B ⊂ Rd je En = {x ∈ Bn : n(X) = n, π(x) > 0} a ε bud’
σ-algebra na E.
Defińıcia 3.0.3. Markovov ret’azec je postupnost’ náhodných premenných
Y0, Y1, . . . taká, že podmienené rozdelenie Ym+1 pri (Y0, . . . , Ym) je rovnaké
ako podmienené rozdelenie Ym+1 za podmienky Ym.
Na simuláciu použijeme Markov chain Monte Carlo metódu(MCMC).
MCMC je algoritmus generovania Markovovho ret’azca Y0, Y1, . . . na B ⊂
R
d s l’ubovol’ným počiatočným rozdeleńım a prechodovým jadrom P (x, A),
ktorý konverguje v distribúcii k rozdeleniu skúmaného procesu, čo je v našom
pŕıpade rozdelenie procesu X. Prechodové jadro P (x, A) určuje pravde-
podobnost’ prechodu zo stavu x do stavu v množine A, pričom pre každé
A ∈ ε je P (·, A) nezáporná meratel’ná funkcia na E a pre každé x ∈ E
je P (x, ·) pravdepodobnostná miera na ε. Ďalej predpokládame, že P je
markovské jadro. Budeme rozlǐsovat’ dva pŕıpady,
(a) proces s pevným počtom bodov n = n(X),
(b) proces s náhodným počtom bodov.
Defińıcia 3.0.4. MCMC ret’azec je reverzibilný vzhl’adom k ciel’ovému roz-
deleniu, ak plat́ı: ak sa Ym riadi ciel’ovým rozdeleńım, tak (Ym, Ym+1) a
(Ym+1, Ym) majú rovnaké rozdelenie.
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Defińıcia 3.0.5. Ret’azec Y0, Y1, . . . je nerozložitelný, ak existuje nenulová
miera φ na ε taká, že φ(A) > 0 ⇒ ∀x ∈ E ∃n : P n(x, A) > 0, kde
P n(x, A) =
∫
E
P n−1(y, A)P (x, dy)
je prechodové jadro n-tého rádu.
Nerozložitelnost’ ret’azca znamená, že Markovov ret’azec môže nadobud-
nut’ akéhokol’vek stavu bez ohl’adu na to, kde začal. Ak je ret’azec neroz-
ložitelný a reverzibilný vzhl’adom k ciel’ovému rozdeleniu, tak v pŕıpade, že
rozdelenie ret’azca konverguje, tak konverguje k ciel’ovému rozdeleniu.
3.1 Metropolisov- Hastingsov algoritmus pre
pevný počet bodov
Predpokládajme, že máme daný pevný počet bodov n(X) = n, kde n ≥ 1.
Teda stavový prietor je E = En. Chceme simulovat’ z podmienej hustoty hn.
Usporiadajme n bodov X1, . . . , Xn z X a uvažujme hustotu (X1, . . . , Xn)
danú ako
π(x1, . . . , xn) = hn({x1, . . . , xn}),
kde pre jednoduchost’ predpokládame, že niektoré body môžu byt’ rovnaké.
Tento predpoklad nie je nutný, pretože s pravdepodobnost’ou jedna budú
body X1, . . . , Xn navzájom rôzne.
Generujeme Markovov ret’azec Y0, Y1, . . .. Pre každé x̄ = (x1, . . . , xn) ∈
Bn a každé i ∈ {1, . . . , n}, je na B daná návrhová hustota qi(x̄, ·). Ďalej
definujme Hastingsov pomer
ri(x̄, ξ) =
hn((x \ xi) ∪ ξ)
hn(x)
qi((x1, . . . , xi−1, ξ, xi+1, . . . , xn), xi)
qi(x̄, ξ)
,
pre x = {x1, . . . , xn} a ξ ∈ B, pričom a0 = 1 pre všetky a ≥ 0. Nech
súčasný stav ret’azca je Ym = x̄ = (x1, . . . , xn). Potom navrhujeme vymenit’
rovnomerne náhodne vybraný bod xi z x̄ bodom ξ, ktorý vznikol z rozdelenia
a hustotou qi(x̄, ·). S pravdepodobnost’ou
αi(x̄, ξ) = min{1, ri(x̄, ξ)}
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pŕıjmeme návrh a polož́ıme Ym+1 = (x1, . . . , xi−1, ξ, xi+1, . . . , xn), inak po-
lož́ıme Ym+1 = x̄. Ak nepodmienený proces je markovský, tak vid́ıme, že v
Hastingsovom pomere jedna čast’ záviśı len na lokálnej informácii
hn((x \ xi) ∪ ξ)
hn(x)
=
λ(x \ xi, ξ)
λ(x \ xi, xi)
.
Problémom však je ako čo najlepšie genrovat’ Y0. Obecne algoritmus fun-
guje, ak Y0 je realizácia binomického bodového procesu, alebo ak je vybrané
tak, že π(Y0) > 0.
Formálny zápis algoritmu:
Algoritmus 3.1.1. Pre m = 0, 1, . . . bud’ Ym = x̄ = (x1, . . . , xn) ∈ Bn a
x = {x1, . . . , xn}. Potom Ym+1 zostroj následovne:
(i) vygeneruj Im ∼ Uniform({1, . . . , n}) a Rm ∼ Uniform([0, 1]) a pre
Im = i, vytvor ξm ∼ qi(x̄, ·);
(ii) pre Im = i polož Ym+1 = (x1, . . . , xi−1, ξm, xi+1, . . . , xn), ak Rm ≤
ri(x̄, ξm), inak Ym+1 = x̄.
Pričom Im, Rm, m = 0, 1, . . . , sú navzájom nezávislé a pre dané Im, Ym je
ξm podmienene nezávislé na Rm a všetkých premenných vytvorených v pre-
došlých krokoch generovania Y0, . . . , Ym.
Namiesto náhodného generovania Im môžeme volit’ hodnoty systemat-
icky, napŕıklad: I0 = 1, I1 = 2, . . . , In−1 = n, In = 1, In+1 = 2, . . . , I2n−1 =
n, . . ., alebo I0 = 1, I1 = 2, . . . , In−1 = n, In = n, In+1 = n − 1, . . . , I2n−1 =
1, . . ..
Špeciálnym pŕıpadom tohto algoritmu je Metropolisov algoritmus, kde
qi(x̄, ·) záviśı iba na xi a qi(xi, ξ) = qi(ξ, xi). Hastingsov pomer má v tom
pŕıpade tvar
ri(x̄, ξ) =





hn((x \ xi) ∪ ξ)
hn(x)
, qi(ξ, xi) > 0.
Zvyčajne qi(xi, ξ) ∝ 1[ξ∈Nxi ], kde Nxi ∈ Rd znač́ı susedstvo bodu xi, |Nxi| > 0
a ak ξ ∈ Nxi, tak xi ∈ Nξ. Môže sa stat’, že Nxi obsahuje body mimo B, v
tom pŕıpade definujeme π(ȳ) = 0 pre ȳ také, že obsahuje bod yi /∈ B.
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V následujúcom algoritme predpokládajme, že pre každé i = 1, 2, . . . , n a
pre všetky x̄ = (x1, . . . , xn) ∈ En je pre X̄−i = (X1, . . . , Xi−1, Xi+1, . . . , Xn)




π(x1, . . . , xi−1, ξ, xi+1, . . . , xn)dξ
striktne nenulová a definujme podmienenú hustotu Xi za podmienky, že





Pre x̄ /∈ En znač́ı πi(·|x̄−i) hustotu pre Xi.
Ďaľśı pŕıpad Metropolisovho- Hastingsovho algoritmu je Gibbsov výberový
plán, v ktorom pre každé i = 1, . . . , n je qi(x̄, ·) = πi(·|x̄−i). Pre pevné
x̄ ∈ En je πi(ξ|x̄−i) = h((x\xi)∪ξ)π−i(x̄−i) a ri = 1, teda nie je potrebné generovat’
Rm. Špeciálne pre Markovský bodový proces, πi(·|x̄−i) záviśı iba na lokálnej
informácii. Simulácia z podmienenj hustoty často obsahuje zamietaćı výber :
Nech je splnená podmienka lokálnej stability λ(x, ξ) ≤ φ∗(ξ) a nech
0 < c∗ < ∞, kde c∗ =
∫
B
φ∗(ξ)dξ. Nech máme Ym = x̄ ∈ En a Im = i.
Generujme d’alej Ym+1 tak, že v algoritme 3.1.1 nahrad́ıme krok (i) týmto
krokom:
Pre j = 1, 2, . . . generujeme ξjm ∼ φ∗(·)/c∗ a Rjm ∼ Uniform([0,1]) až
kým prvýkrát Rjm ≤ λ(x\xi,ξjm)φ∗(ξjm) . Potom polož ξm = ξjm, pričom ξjm, Rjm pre









znač́ı počet krokov pred prijat́ım, potom má J geometrické rozdelenie s para-
metrom





λ(x \ xi, ξ)dξ.
Dôkaz. Vzhl’adom na to, že (ξjm, Rjm), j = 1, 2, . . . , sú nezávislé rovnako
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rozdelené, tak pravdepodobnost’ prijatia je
P
(
ξjm ∈ B, Rjm ≤






































λ(x \ xi, ξ)dξ.
3.2 Metropolisov- Hastingsov algoritmus pre
náhodný počet bodov
Ďalej si ukážeme Metropolisov- Hastingsov algoritmus na simuláciu procesu
z nenormalizovanej hustoty h vzhl’adom k Poissonovmu procesu. Označme
Nf = {x ⊂ B : n(x) < ∞}. Pre x ∈ Nf bud’ p(x) daná pravdepodobnost’
pre pridanie bodu ξ, ak x je súčasný stav ret’azca a bud’ qb(x, ·) daná hustota
na B pre návrh na umiestnenie bodu ξ. Ak x = ∅, tak s pravepodobnost’ou
1−p(x) nerob́ıme nič, zatial’̌co ak x 6= ∅ bud’ qd(x, ·) daná diskrétna hustota
na x pre výber bodu η ∈ x, ktorý je navrhnutý na zánik. Pre návrh zrodenia
je pravdepodobnost’ prijatia návrhu, že sa zo stavu x dostaneme do stavu
x ∪ ξ rovna
αb(x, ξ) = min{1, rb(x, ξ)},
kde rb(x, ξ) je Hastingsov pomer
rb(x, ξ) =
h(x ∪ ξ)(1 − p(x ∪ ξ))qd(x ∪ ξ, ξ)
h(x)p(x)qb(x, ξ)
.
Pre návrh zániku je pravdepodobnost’ prijatia návrhu, že sa zo stavu x
dostaneme do stavu x \ η rovna
αd(x, η) = min{1, rd(x, η)},
kde rd(x, η) je Hastingsov pomer
rd(x, η) =
h(x \ η)p(x \ η))qb(x \ η, η)
h(x)(1 − p(x))qd(x, η)
.
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V oboch pomeroch berieme pre a ≥ 0, že a/0 = 1. Tento algoritmus vytvára
Markovov ret’azec Y0, Y1, . . . ak Y0 je dané. Môže to byt’ napŕıklad Poissonov
proces alebo Y0 = ∅.
Algoritmus 3.2.1. Metropolisov- Hastingsov algoritmus zrodenia a zániku:
Pre m = 1, 2, . . . nech sa nachádzame v stave Ym = x ∈ Nf . Stav Ym+1
vytvorme následovne:
(i) vygenerujme R′m ∼ Uniform([0,1]) a R′′m ∼ Uniform([0,1]);
(ii) ak R′m ≤ p(x), tak generujme ξm ∼ qb(x, ·) a položme
Ym+1 =
{
x ∪ ξm pre R′′m ≤ rb(x, ξm)
x inak;
(iii) ak R′m > p(x) potom
(a) ak x = ∅, tak položme Ym+1 = x
(b) inak generujme ηm ∼ qd(x, ·) a položme
Ym+1 =
{




m a ξm alebo ηm sú navzájom podmienene nezávislé na
náhodných veličinách vytvorených pri generovańı (Y0, . . . , Ym).
Prirodzený priestor stavov je E = {x ∈ Nf : h(x) > 0}. Všimnime si,
že ak x, x \ η ∈ E, tak rd(x, η) = 1rb(x\η,η) . Hastingsove pomery rb, rd závisia
na h prostredńıctvom Papangelouovej podmienenej intenzity a teda ak je h
markovská, tak závisia iba na lokálnej informácii.
Ret’azec {Ym} je reverzibilný a nerozložitelný. Ak Y0 ∈ E, p(∅) < 1 a ak
pre každé x ∈ E také, že x 6= ∅, existuje η ∈ x tak, že (1− p(x))qd(x, η) > 0
a h(x\η)p(x\η)qb(x\η, η) > 0, potom ret’azec {Ym} konverguje v distribúcii
k X.
3.3 Konvergencia a vlastnosti Markovových
ret’azcov
Majme obecný priestor stavov Ω vybavený σ-algebrou a rozdelenie pravde-
podobnosti Π definované na Ω. V mnohých pŕıpadoch vieme zkonštruovat’
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pomocou MCMC algoritmov časovo-homogénny markovov ret’azec Y0, Y1, . . .
so stavovým priestorom Ω tak, že P m(x, F ) konverguje k ciel’ovému rozde-
leniu Π(F ), pre F ⊆ Ω, x ∈ Ω, kde
P m(x, F ) = P (Ym ∈ F |Y0 = x)
je pravdepodobnost’ prechodu m-tého rádu. Časová homogenita znamená, že
prechodové jadro P (x, F ) = P (Ym+1 ∈ F |Ym = x) nezáviśı na m ∈ N0. Teda
ak máme časovo-homogénny ret’azec a zároveň je splnená markovská vlast-
nost’, tak rozdelenie (Y0, . . . , Ym) je pre každé m ∈ N určené rozdeleńım Y0,
ktoré budeme nazývat’ počiatočné rozdelenie. Poznamenajme, ešte, že kon-
vergencia pravdepodobnosti prechodu m-tého rádu implikuje, že ak Y0 ∼ Π,
tak potom aj Ym ∼ Π pre každé m ∈ N0. To znamená, že MCMC algo-
ritmy sú prirodzene vytvorené tak, aby Π bolo stacionárne rozdelenie(t.j.
ak Ym ∼ Π, tak aj Ym+1 ∼ Π). V mnohých pŕıpadoch nám algoritmus
vytvára reverzibilné ret’azce vzhl’adom k Π a to nám dáva stacionaritu. Inak
povedané, ak Ym ∼ Π, tak (Ym, Ym+1) a (Ym+1, Ym) sú rovnako rozdelené,
teda plat́ı, že pre F, G ⊆ Ω
P (Ym ∈ F, Ym+1 ∈ G, Ym 6= Ym+1) = P (Ym+1 ∈ F, Ym ∈ G, Ym 6= Ym+1).
Z toho nakoniec dostanemem, že
P (Ym+1 ∈ F ) = P (Ym ∈ Ω, Ym+1 ∈ F ) = P (Ym+1 ∈ Ω, Ym ∈ F ) = Π(F ).
Defińıcia 3.3.1. Ret’azec je Ψ-nerozložitel’ný, ak existuje nenulová miera Ψ
na Ω taká, že pre všetky x ∈ Ω a všetky F ⊆ Ω : Ψ(F ) > 0 existuje m ∈ N,
že P m(x, F ) > 0.
Defińıcia 3.3.2. Markovov ret’azec nazveme nenulový, ak je Ψ-nerozložitel’-
ný a ak v ňom existuje stacionárne rozdelenie.
Defińıcia 3.3.3. Markovov ret’azec {Yn} je periodický, ak existuje q ∈
N, q > 1 a neprázdne disjunktné množiny A0, . . . , Aq−1, Aq = A0 také, že
P (x, Ai+1) = 1 pre každé x ∈ Ai, i ∈ {0, 1, . . . , q − 1}.
V opačnom pŕıpade je {Yn} neperiodcký.
Defińıcia 3.3.4. Hovoŕıme, že množina F je harrisovsky trvalá, ak pre každé
x ∈ F je
P (∃m ∈ N : Ym ∈ F |Y0 = x) = 1.
Ret’azec nazývame harrisovsky trvalý, ak je Ψ-nerozložitel’ný a každá F ⊆
Ω taká, že Ψ(F ) > 0 je harrisovsky trvalá množina.
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Defińıcia 3.3.5. Nech ret’azec {Ym} je harrisovsky trvalý, neperiodický a
nenulový, potom sa nazýva ergodický.
Defińıcia 3.3.6. Hovoŕıme, že ergodický ret’azec {Ym} je geometricky er-




|P n(x, A) − Π(A)| ≤ M(x)rn,
pre každé x ∈ Ω a n ∈ N.
Tvrdenie 3.3.7. Nech {Ym} je geometricky ergodický Markovov ret’azec so
stacionárnym rozdeleńım Π, a nech k je reálna funkcia na Ω taká, že bud’
E|k(X)|2+ε < ∞ pre nejaké ε > 0 alebo {Ym} je reverzibilný a Ek(X)2 < ∞.
Potom
√
n(k̄n − Π(k)) konverguje v distribúcii k N(0, σ2) pre n → ∞, kde
za predpokladu, že Y0 ∼ Π je





σ2 je správne definované a konečné bez ohl’adu na počiatočné rozdelenie.
Dôkaz. V pŕıpade, že E|k(X)|2+ε < ∞ pre nejaké ε > 0 dôkaz môžeme nájst’
v [2].
Ak je {Yn} a Ek(X)2 < ∞, tak dôkaz je uvedený v [3].
3.4 Simulácie bodových procesov
V tejto časti si ukážeme konkrétne simulácie pomocou Metropolisovho- Hast-
ingsovho algoritmu zrodenia a zániku. Budeme simulovat’ Straussov pro-
ces pre rôzne hodnoty parametrov γ a R, pričom β = 1.5 zvoĺıme pevne.
Počiatočný počet bodov nech je 100 a pravdepodobnost’ návrhu s prijatým
bodom, nech je 1/2. Počiatočný stav Y0 generujeme ako rovnomerné rozde-
lenie sto bodov v okne [0, 10] × [0, 10].
Zvolme najprv γ = 0, R = 0.5 a algoritmus zastavme po tiśıcej iteracíı.
Vid́ıme, že v tomto pŕıpade je počet susedov na konci simulácie rovný nule.
To znamená, že body sú od seba vzdialené aspoňo R = 0.5, čo odpovedá
procesu s pevným jadrom.
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Pri vol’be γ = 1 a R = 0.5 sú body simulovaného procesu aj bĺızko seba
aj d’aleko. Proces odpovedá Poissonovmu procesu, kde nenastávajú žiadne
interakcie medzi bodmi.
Ak zvoĺıme γ = 3000, R = 0.2 a simuláciu zastav́ıme po 1500 krokoch,
tak počet bodov stále narastá a zač́ınajú sa tvorit’ zhluky bodov.
Výsledky týchto simulácíı vid́ıme na následujúcich stránkach. Prvý graf
znázorňuje závislost’ počtu bodov na počte iterácii, druhý počet susedov
taktiež v závislosti na počte iterácíı. Dole je nakoniec znázornená realizácia
Straussovho procesu pre rôzne hodnoty parametrov pomocou Metropolisov-
ho- Hastingsovho algoritmu.
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Obrázok 3.1: γ = 0, R = 0.5
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Obrázok 3.2: γ = 1, R = 0.5
28
Obrázok 3.3: γ = 3000, R = 0.2
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