We propose a new scheme for recording an incoherent digital hologram by a single camera shot. The method is based on a motionless, interferenceless, coded aperture correlation holography for 3D imaging. Two random-like coded phase masks (CPMs) are synthesized using the Gerchberg-Saxton algorithm with two different initial random phase profiles. The two CPMs are displayed side by side and used as the system aperture. Light from a pinhole is introduced into the system, and two impulse responses are recorded corresponding to the two CPMs. The two impulse responses are subtracted, and the resulting intensity profile is used as a reconstructing hologram. A library of reconstructing holograms is created corresponding to all possible axial locations. Following the above training stage, an object is placed within the axial limits of the library, and the intensity patterns of a single shot, corresponding to the same two CPMs, are recorded under identical conditions to generate the object hologram. The image of the object at any plane is reconstructed by a cross-correlation between the object hologram and the corresponding reconstructing hologram from the library.
Incoherent digital holography systems possess numerous advantages over their coherent counterparts because they do not require expensive and high power lasers, and therefore do not have to deal with problems such as edge ringing effects and speckle noise during imaging [1] [2] [3] . Besides, the spatial bandwidth of an incoherent imaging system is twice that of an equivalent coherent imaging system with an identical numerical aperture (NA) [4] . Moreover, incoherent holographic systems can image self-luminous objects as, for example, astronomical bodies and florescent specimens [5, 6] . An incoherent digital holography system termed Fresnel incoherent correlation holography (FINCH) was developed based on the self-reference holography principle and demonstrated the possibility to achieve improved resolution in comparison with other imaging systems [7] [8] [9] . Another self-reference holography technique based on FINCH called coded aperture correlation holography (COACH) was developed recently to solve the axial resolution limitation of FINCH at the expense of lateral resolution. COACH exhibited the same lateral and axial resolution of regular imaging with the additional capability of 3D holographic imaging [10] .
One of the disadvantages of COACH is the intrinsic background noise generated during reconstruction. Different noise reduction techniques such as hybridization and averaging techniques were developed to suppress the background noise at the expense of axial resolution and time resolution, respectively [11] . A modified version of COACH for 4D imaging in three spatial dimensions and wavelength with a diffractive objective lens and using the averaging technique has been demonstrated [12] . Recently, we have discovered that in COACH, with random-like coded phase masks (CPMs), the information of the 3D shape of an object is present not only in the phase of the diffracted wave but also in its amplitude. Therefore, two-wave interference that records the phase information is no longer necessary in the case of COACH to retrieve the information of the 3D image of the object. The intensity patterns of the light diffracted by the object and modulated by the CPMs are sufficient to reconstruct the object if the impulse response recorded under identical conditions is known. The principle of interferenceless COACH (I-COACH) has been recently demonstrated [13] .
In this study, we present an advanced optical configuration of I-COACH in which the digital hologram of the object is recorded by a single camera shot. To be accurate, the operation of a single shot refers only to the post-training stage of the system. Recording a hologram by a single camera shot enables the acquisition of a holographic video of dynamic scenes in a regular video rate. In the past, several video digital holography techniques for recording and reconstructing dynamic 3D scenes have been developed [14] [15] [16] . However, the proposed technique has an optical configuration as simple as a regular imaging system, without two-wave interference and without using laser light.
In the previous I-COACH [13] , the light diffracted from the object was modulated by a CPM (CPM1) synthesized using the Gerchberg-Saxton algorithm (GSA), and the corresponding intensity pattern I 1 was recorded. Under identical conditions but with different CPMs (CPM2 and CPM3), second and third intensity patterns, namely I 2 and I 3 , were recorded by second and third camera shots, respectively. The three intensity patterns were multiplied with three different phase values, namely θ 1;2;3 0, 2π∕3 and 4π∕3 and combined as H PSH I 1 expjθ 1 I 2 expjθ 2 I 3 expjθ 1 , where H PSH is called the point spread hologram (PSH). In the training stage of the system, a library of PSHs was created by shifting the location of the point object to all possible axial locations but with the same three CPMs and by repeating the above-mentioned process. After completing the training phase, an object was then placed within the axial boundaries of the PSH library, and the object hologram was obtained from the superposition of three intensity patterns taken by three camera shots and using the same three above mentioned CPMs. The image of the object at any z plane was reconstructed by correlating the object hologram with the corresponding PSH from the library. The GSA used in the case of I-COACH was constrained to yield a pure phase function in the sensor plane. However, because the image sensor was not located at the Fourier plane of the CPM, the Fourier relation between the CPM and the sensor plane was not satisfied in the experiment. This means that the Fourier-based GSA does not match the experimental setup, and hence the noise is not reduced as expected. Therefore, the averaging technique was still needed in order to reduce the background noise during reconstruction, in addition to the phase only filtering (POF) technique [9] . Thus, the time resolution of I-COACH was not minimal.
In the proposed single camera shot I-COACH (SCS-I-COACH), the condition of Fourier transform between the two GSA domains is accurately satisfied. A spherical positive lens is introduced at the CPM plane such that the sensor plane is located at the focal plane of the lens, which is also the Fourier plane for the CPM. In other words, the lens Fourier-transforms the CPM phase profiles onto its focal plane, whereas the quadratic phase multiplying the transform does not affect the intensity sensor. As a consequence, the GSA constraint to render a pure phase function at the Fourier sensor plane is satisfied accurately. Therefore, the background noise is lower in this case compared with the previous I-COACH [13] , and the averaging technique with multiple camera shots can be avoided. Additional reduction of the camera shots can be achieved by use of two rather than three different CPMs. Therefore, in this study, instead of three different CPMs, only two different CPMs were used, and the corresponding intensity patterns are combined as I 1 − I 2 . The goal of superposing intensity patterns is to eliminate the bias term, which introduces substantial background noise in the cross-correlation process of the reconstruction. Of course, subtracting two positive patterns with the same bias value is enough to get bias-free holograms. The time resolution is improved further by simultaneously installing the CPM1 and CPM2 within the system aperture. In the case of two CPMs positioned simultaneously, the field of view (FOV) of SCS-I-COACH is supposed to be lower than that of I-COACH because the aperture area has to be shared between the two CPMs, and two corresponding intensity patterns share the sensor area. Hence, additional constraints have to be introduced in the GSA to limit the area of the pure phase function on the sensor plane.
The integration of the two CPMs in the same aperture is shown in Fig. 1 . The two CPMs, namely CPM1 and CPM2, are synthesized using the GSA from two different initial random phase matrices. To separate the intensity patterns on the sensor plane, two CPMs are multiplied by two linear phases along the horizontal axis [in principle, any other axis can be as good, but the horizontal axis is chosen because the spatial light modulator (SLM) is widest along this axis] with equal cycle length and opposite phase sign. The GSA constraint at the sensor plane is designed such that the two intensity patterns are constant only over a limited area, and there is no overlap between the two intensities. The CPMs and the respective linear phases are multiplied with a quadratic phase matrix that covers the complete aperture and is used as a diffractive positive lens. This lens guarantees a Fourier transform of the CPM on the sensor plane. The resultant phase function is
where a and d are the CPMs' location and width with respect to the center of the SLM. For an SLM with a width of D, d is half and a is a quarter of D. Lv expfj2πλ −1 v x x v y yg is the linear phase, Qb expfjπbλ −1 x 2 y 2 g is the quadratic phase, z h is the distance between the SLM and the sensor plane, ands is the sinus of slanted angles of the two waves toward the two centers on the sensor plane. If the width of the sensor plane is U , the two centers are at U ∕4 and hence s x ; s y U ∕4z h ; 0. Φ CPM1 and Φ CPM2 are the phase profiles of the two CPMs.
The optical configuration of SCS-I-COACH is shown in Fig. 2 . The light diffracted from the central point object is collected and collimated by a lens L 2 . In the absence of the phase masks, CPM1 and CPM2, the wave is deflected in two directions due to the two linear phase masks. The two deflected waves are focused on the sensor plane by the diffractive positive lens. Hence, we can use a well-known law in Fourier optics [4] in which the Fourier transform of any mask transparency located anywhere between the source and the image points is obtained at the image plane of the source point. Moreover, the center of the Fourier transform is coincident with the image of the source point. The dimensions of the Fourier transform Letter function and the quadratic phase that multiplies it are dependent on the axial location of the mask. In the present setup, there are two image points to the single object point, and therefore, there are two Fourier transforms, one of CPM1 centered on U ∕4; 0 and the other of CPM2 centered on −U∕4; 0. Thus, the intensity in the sensor plane is
where G 1 j I fexpjΦ CPM1 gj 2 and G 2 j I fexpjΦ CPM2 gj 2 . The two intensity patterns G 1 and G 2 , corresponding to CPM1 and CPM2, respectively, are recorded, extracted, and subtracted one from the other. The resulting intensity pattern is termed PSH given by H PSH z 1 G 1 u; v − G 2 u; v. The point object is then shifted to different axial locations, and a library of PSH fH PSH z 1 …H PSH z 2 g is created.
An object is placed within the axial limits given by z 1 and z 2 , but for simplicity, we analyze only the case of a planar object at the front focal plane of L 2 with the focal length of f 0 . The object is a collection of incoherent source points distributed all over the profile of the object. Because the system from source to sensor is linear and space invariant for the intensity, the overall intensity response I c on the sensor plane is the sum of the shifted impulse responses, as follows:
where ⊗ represents a two-dimensional correlation, Λ is a δ-like function, approximately equal to 1 around (0,0) and to small negligible values elsewhere, and M T z h ∕f 0 is the lateral magnification of the imaging. Note that Λ is a δ-like function because both H obj and H PSH are bipolar with values over the entire real axis. Otherwise, if they are positive functions, the cross-correlation between them yields unaccepted background noise.
The experimental verification of SCS-I-COACH was carried out using a digital holography setup as shown in Fig. 3 . The experimental setup consists of two illumination channels with identical LEDs emitting light at a wavelength of 635 nm (Thorlabs LED635L, 170 mW, λ 635 nm, Δλ 10 nm). Two identical lenses, L 1A and L 1B , were used to critically illuminate two objects: element 12.70 lp/mm (Thorlabs) of group 3 of the United States Air Force (USAF) resolution chart and 16 lp/mm (Edmund Optics) of the National Bureau of Standards (NBS). The distance from the lens L 1A and L 1B from their respective objects was 5 cm, while the diameter of the beam at the output of the lenses was 1.8 cm. The distance between the objects and the lens L 2 , with a diameter of 2.5 cm and a focal length of f 0 20 cm, is about 20 cm. The distance between the lens L 2 and the phase-only reflective SLM (Holoeye PLUTO, 1920 × 1080 pixels, 8 μm pixel pitch, phase-only modulation) is 9.5 cm. The distance between the lens L 2 and the center of beam splitter BS 2 is 6 cm. The distance between the SLM and the image sensor (Hamamatsu ORCA-Flash4.0 V2 Digital CMOS, 2048 × 2048 pixels, 6.5 μm pixel pitch, monochrome) is z h 25.4 cm.
The GSA is designed to generate a pure phase function in the sensor plane. An additional constraint is added to limit the area of the pure phase function so that both intensity patterns corresponding to the two CPMs are captured within the area of the image sensor. In this case, an area of the pure phase function was selected to be 300 × 300 pixels out of 1000 × 1000. In the experimental setup, it is converted to 4.3 × 4.3 mm. The linear phase was chosen to be 0.7°. Therefore, for a distance of z h 25.4 cm, the intensity patterns are shifted by a distance of approximately 3 mm from the optical axis.
In the training stage of the system, a pinhole with a diameter of 25 μm is mounted in channel 1, and channel 2 is blocked. The phase mask containing the two CPMs with the linear phases and the quadratic phase mask is displayed on the SLM. The light diffracted by the pinhole passes through a polarizer that is oriented along the active axis of the SLM to enable full modulation of light. The light modulated by the SLM is incident on the image sensor. The two intensity patterns captured by the image sensor are shown in Fig. 4(a) . The two intensity patterns are extracted, and then one is subtracted from the other. The resulting bipolar pattern of PSHf 0 is shown in Fig. 4(b) . The location of the pinhole is shifted in steps of 1 mm, and a library of PSHs fPSHz 1 0…PSHz 2 10 mmg is created. Following the training stage, both optical channels are used simultaneously in acquiring the object hologram. The location of the NBS object is kept constant while the location of the USAF object is shifted in steps of 1 mm, and two-plane objects with different thicknesses are created. The two intensity patterns recorded by the image sensor for the two objects located at the focal plane of the lens L 2 are shown in Fig. 4(c) . The two intensity patterns are extracted and subtracted from each other as before to obtain the object hologram shown in Fig. 4(d) . The object hologram is then correlated with the POF version of the PSHz to reconstruct the image of the object at z. The object holograms, taken with various object positions, were reconstructed using the PSH library to obtain the reconstruction of the different planes of the object.
The reconstruction results are shown in Fig. 5 . The different rows (11 rows) correspond to the different gaps between the two planar objects with a maximum gap of 10 mm. The columns correspond to the different PSHs used in the reconstruction process of Fig. 5 . It can be noted that the background noise level is suppressed better than the earlier cases because of the use of the diffractive lens and Fourier relation, rather than Fresnel [10] [11] [12] [13] relations between the CPM and the camera plane. GSA was found to yield better noise reduction when the pure phase function in the sensor plane is constrained to a larger area. But in order to share the area of the image sensor between the two intensity patterns, the area constraint is necessary in the sensor plane. For this reason, the FOV of SCS-I-COACH becomes limited. Therefore, in the case of SCS-I-COACH, the single shot ability is achieved at the expense of narrower FOV and also lower SNR. However, the single shot capability allows recording and reconstructing 3D videos in the standard rate. A dynamic hologram is recorded when the USAF chart is moved between the limits of the PSH library. The dynamic hologram is reconstructed using PSHs corresponding to different axial planes. The variation of the reconstruction along the diagonal direction from the figure at (Row 1, Column 1) to figure at (Row 6, Column 6) and then to figure at (Row 11, Column 1) is shown in Visualization 1. The reconstruction video perspective to different axial planes corresponding to the first 9 rows of Fig. 5 is shown in Visualization 2 simultaneously, a unique characteristic of holography video. This demonstrates the 4D imaging capability of SCS-I-COACH along the three spatial dimensions and time.
In conclusion, we have developed a motionless, interferenceless, incoherent digital holography technique that uses only single camera shot to acquire the object hologram of a 3D scene. SCS-I-COACH does not require more than a single phase mask, both in the training stage and in the object hologram acquisition. Therefore, the CPMs' profile along with the lens function and the linear phases can be integrated into a single phase mask fabricated using lithography techniques [17] . Finally, it should be noted that SCS-I-COACH is different from both confocal and deconvolution methods. In SCS-I-COACH, a single image of the scene is acquired without any further scanning, whereas in confocal imaging, the depth information is obtained by scanning either along the spatial axes or along the spectral axis. Deconvolution operates on images captured by a microscope with an aperture of a clear disc. In SCS-I-COACH, images are acquired by a system with an engineered aperture, designed in advance to enable efficient image sectioning. Letter
