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PERIODIC ORBITS OF A DYNAMICAL SYSTEM RELATED TO
A KNOT
LILYA LYUBICH
Abstract. Following [SW2] we consider a knot group G, its commutator sub-
group K = [G,G], a finite group Σ and the space Hom(K,Σ) of all represen-
tations ρ : K → Σ, endowed with the weak topology. We choose a meridian
x ∈ G of the knot and consider the homeomorphism σx of Hom(K,Σ) onto
itself: σxρ(a) = ρ(xax−1) ∀a ∈ K, ρ ∈ Hom(K,Σ). As proven in [SW1], the
dynamical system (Hom(K,Σ), σx) is a shift of finite type. In the case when
Σ is abelian, Hom(K,Σ) is finite.
In this paper we calculate the periods of orbits of (Hom(K,Z/p), σx) where
p is prime in terms of the roots of the Alexander polynomial of the knot. In the
case of two-bridge knots we give a complete description of the set of periods.
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1. Introduction
Let G be a knot group, κ : G → Z be an epimorphism, and let x ∈ G be a
distinguished element such that κ(x) = 1. A triple (G, κ, x) is a particular case of
an augmented group system, introduced by D. Silver in [S].
Denote by K the commutator subgroup of G, K = [G,G]. Then K = kerκ.
The group K may or may not be finitely generated, but it has a finite Z-dynamic
presentation (see for example [SW1]).
Let Σ be a finite group. Let us consider a dynamical system consisting of the
set Hom(K,Σ) of all representations ρ : K → Σ endowed with the weak topology,
together with the homeomorphism σx (the shift map):
σx : Hom(K,Σ)→ Hom(K,Σ); σxρ(a) = ρ(xax
−1) ∀a ∈ K, ρ ∈ Hom(K,Σ).
Date: November 13, 2018.
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D. Silver and S. Williams have proved in [SW1] that the dynamical system
(Hom(K,Σ), σx) is a shift of finite type, and it can be completely described by a
finite directed graph, so that to each representation ρ ∈ Hom(K,Σ) corresponds
a bi-infinite path in the graph. We consider a special case when Σ = Z/p, p is a
prime. In this case the dynamical system is particularly simple: it is finite [SW2].
So the graph consists of several cycles. Our goal is to calculate the periods of the
cycles.
In section 2 we briefly describe the Z-dynamic presentation of the commutator
subgroup K. In section 3 we remind the reader the definition of the Alexander ma-
trix of a knot obtained from a finite presentation of the knot group. In section 4 we
describe (Hom(K,Z/p), σx) as a shift in the space of sequences satisfying a recur-
rent equation that is closely related to the Alexander matrix of the knot. In section
5 we prove that the shift σx has roughly the same spectral structure as an Alexan-
der matrix of the knot : if we exclude the eigenvectors with eigenvalue 0, there is
one-to-one correspondence between sequences of adjoint vectors for eigenvectors of
σx and those of the pencil B − tA, where B − tA is the Alexander matrix for the
Wirtinger presentation of the knot group. In section 6 we review how to reconstruct
the normal form of the Alexander matrix from its invariant polynomials. In section
7 we calculate the least common multiple of periods of orbits of (Hom(K,Z/p), σx).
In section 8 we find the set of periods of orbits of the extended dynamical system
(Hom(K,F ), σx), where F is the splitting field of Alexander polynomial of the knot
over Z/p. In section 9 we find the set of periods of (Hom(K,Z/p), σx) in case of
two-bridge knots. Section 10 contains several examples.
I am very grateful to Kunio Murasugi for suggesting this problem to me and
for reading the manuscript, to Yuri I. Lyubich, Dan Silver and Susan Williams for
useful discussions and references, and to Misha Lyubich for his help.
2. Z- dynamic presentation of the commutator subgroup of a knot
group
Let K be a knot, G the knot group with distinguished meridian x and a presen-
tation
(2.1) (x, x1, . . . , xn|r˜1, . . . , r˜n).
There is a unique epimorphism κ : G→ Z, such that κ(x) = 1. Then
ker κ = [G,G] = K
is the commutator subgroup of G. Clearly r˜i ∈ K (since κ(r˜i) = 0, i = 1, . . . ,n).
Take ai = xix
−κ(xi). Then κ(ai) = 0, so ai ∈ K, i = 1, . . . ,n, and we can rewrite
presentation (2.1) in the alphabet (x, a1, . . . , an):
(2.2) G ∼= (x, a1, . . . , an|r1, . . . , rn), where ri ∈ K, i = 1, . . . ,n.
The total power of x in each ri is 0, and ri can be written as
xj1ai1x
−j1xj2ai2x
−j2 · . . . · xjsaisx
−js .
Let us consider an automorphism σx : K → K, σx(a) = xax
−1 ∀a ∈ K. K has a
Z-dynamic presentation: K ∼= (a1j , . . . , anj|r1j , . . . , rnj), j ∈ Z, where
ai0 = ai, aij = σ
j
xai0 = x
jai0x
−j , ri0 = ri, rij = σ
j
xri0
(Note that rij is obtained from ri0 by adding j to the second subindex of each aαβ
occurring in ri).
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Shifting if needed the second subindex: j := j + t in relators and generators,
we can assume without loss of generality that for each i = 1, . . . ,n, minimal j such
that aij occurs in ri0, . . . , rn0 is zero. Denote maximal j such that aij occurs in
r10, . . . , rn0 by M .
Later we will use the Wirtinger presentation of the knot group G, which is the
presentation of the form (x, x1 . . . xn|r1, . . . rn) where x, x1, . . . xn are all meridians,
and to each crossing corresponds a relator of the form uvu−1w−1 with u, v, w being
generators.1
3. Alexander matrix for a presentation of the knot group
Let γ : G→ {tj}j∈Z be an epimorphism of the knot group onto a multiplicative
infinite cyclic group : γ(x) = t, γ(a) = 1 ∀a ∈ K. Remind (see [CF], [M]) that
Alexander matrix for presentation (2.2) is polynomial matrix n by n, 2 A(t), with
entries
Aik(t) = γ(
∂ri
∂ak
),
where ∂
∂ak
are the free derivatives in the group ring of G that we denote Z(G) . We
calculate the free derivatives using the rules:
∂
∂ak
(ν1 + ν2) =
∂
∂ak
ν1 +
∂
∂ak
ν2
∂
∂ak
(ν1ν2) =
∂
∂ak
ν1 + ν1
∂
∂ak
ν2 ∀ν1, ν2 ∈ Z(G)
Note that
∂ai
∂ak
= δik
∂
∂a
an = 1 + a+ a2 + . . .+ an−1,
∂
∂a
a−n = −a−1− a−2− . . .− a−n, for n > 0.
So when we differentiate the word
ri = w1x
j1ac1k x
−j1w2x
j2ac2k x
−j2 · · ·xjsacsk x
−jsws+1 = w1a
c1
kj1
w2a
c2
kj2
· · ·ws+1
where wi are the words consisting of blocks x
βaαx
−β with α 6= k, and then apply
γ , we get
γ(
∂ri
∂ak
) = c1t
j1 + c2t
j2 + . . .+ cst
js =
M∑
j=1
Ajikt
j
( since 0 ≤ j1, . . . js ≤ M), where A
j
ik is equal to the total power of akj in ri0.
The Alexander matrix for presentation (2.2) is then
A(t) =
(
γ(
∂ri
∂ak
)
)
i = 1, . . . ,n,
k = 1, . . . ,n
= A0 +A1t+ . . .+AM tM
1Here n+ 1 is the number of crossings in a knot diagram. One relator is skipped since it is a
consequence of the others.
2We delete the first column γ(∂ri
∂x
), obtaining an equivalent matrix, i.e., a matrix with the
same invariant polynomials (see Section 8 of this paper).
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Remark 3.1. It is easy to check that Alexander matrices obtained from presentations
(2.1) and (2.2) coincide:
γ(
∂ri
∂xk
) = γ(
∂ri
∂ak
).
From now on we will consider the Alexander matrix over the group ring (Z/p)(G)
instead of Z(G), so that the entries of Aj , j = 1, . . . ,M, belong to Z/p.
4. Spectral structure of the shift
From [SW1] we know that the dynamical system
(Hom(K,Z/p), σx), σx(ρ)(a) = ρ(xax
−1) ∀a ∈ K, ρ ∈ Hom(K,Z/p)
is a shift of finite type. In the following proposition we show that it is isomorphic
to a subshift of a full shift satisfying a linear recurrent equation.
Theorem 4.1. The dynamical system (Hom(K,Z/p), σx) is isomorphic to the
space of bi-infinite sequences (. . . Y−1Y0Y1 . . .), Yj ∈ (Z/p)
n, with the left shift
in the space of sequences, that we denote by σ , satisfying
(4.1) A0Yj +A
1Y1+j + · · ·+A
MYM+j = 0, j ∈ Z,
where A0, A1 . . . AM are the matrices n × n and A0 + A1t + . . . AM tM is an
Alexander matrix for G 3.
Proof. Let K˜ = K/[K,K]. The abelian group K˜ has a presentation
(4.2) (a1j , . . . , anj |R1j , . . . , Rnj).
(We keep the same notations aij for generators, and rewrite relations in additive
form).The space Hom(K,Z/p) ∼= Hom(K˜,Z/p) and is isomorphic to the space of bi-
infinite sequences of vectors (. . . Y−1, Y0, Y1, . . .), Yj ∈ (Z/p)
n , via the isomorphism
Yj =


ρ(a1j)
...
ρ(anj)

 , j ∈ Z,
satisfying the system of recurrent equations, imposed by relations of K˜
(4.3)


ρ(R1j) = 0
...
ρ(Rnj) = 0
which is equivalent to;


(σjxρ)(R10) = 0
...
(σjxρ)(Rn0) = 0
The system
(4.4)


ρ(R10) = 0
...
ρ(Rn0) = 0
can be written in matrix form:
A0Y0 +A
1Y1 + · · ·+A
MYM = 0,
while the system (4.3) is equivalent to
A0Yj +A
1Y1+j + · · ·+A
MYM+j = 0, j ∈ Z,
3By definition, the Alexander matrix for any presentation of G is an Alexander matrix for the
group G.
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where Ajik is the coefficient at akj in Ri0, equal to the total degree of akj in ri0.
So the matrices A0,A1,. . .AM are the same as we had in previous section, i.e,
A0 + A1t + · · · + AM tM is the Alexander matrix for the presentations (2.1) and
(2.2). 
If we start with the Wirtinger presentation for G, we will get the Alexander
matrix A(t) with entries 1 − t, t, −1. We’ll write it in the form A(t) = B − tA,
where A and B are the matrices n × n consisting of 0, ±1. Equation (4.1) then
takes form:
(4.5) BYj −AYj+1 = 0, j ∈ Z.
It follows from [SW2] that the space V of bi-infinite sequences satisfying (4.5) is
finite; and the projection pi0 : (. . . Y−1, Y0, Y1 . . .) 7→ Y0 is injective. It means that σ
and so σx is conjugate to an operator T : V → V ; T (Y0) = Y1 Y0 ∈ V ⊂ (Z/p)
n
where V ⊂ (Z/p)n is the subspace (of dimension, say, m ) of all possible Y0. Also
0 /∈ spec(T ). In other words, we have a commutative diagram:
(. . . Y−1, Y0, Y1, . . .)
σ
7−→ (. . . Y0, Y1, Y2, . . .)
↓ pi0 ↓ pi0
Y0
T
7−→ Y1
We summarize the results of this section in the following theorem:
Theorem 4.2. The three dynamical systems are isomorphic:
(Hom(K,Z/p), σx) ∼= (V , σ) ∼= (V, T ),
where V is the space of bi-infinite sequences . . . Y−1, Y0, Y1, . . .satisfying equation
(4.6) BYj −AYj+1 = 0, j ∈ Z;
Yj ∈ V ⊂ (Z/p)
n, V = pi0(V) and T is isomorphism of V mapping Yj to Yj+1.
Now we will study the spectral structure of σx (σ, T ) using a convenient presen-
tation.
5. Jordan matrix for σx
Throughout the rest of the paper E will denote the identity operator in the space
under consideration, and, in case of a finite dimensional space, also the unit matrix
of corresponding size.
5.1. Eigenvectors and adjoint vectors of the full shift. Denote the splitting
field for Alexander polynomial over Z/p by F. Let V be a vector space over F , and
let σ be the left shift in the space of bi-infinite sequences V Z . Recall the definitions:
Y 0 ∈ V Z is an eigenvector for σ with eigenvalue t ∈ F if (σ − tE)Y 0 = 0
Y 0, Y 1, . . . , Y i is a sequence of adjoint vectors for eigenvector Y 0, if
(σ − tE)Y k = Y k−1 , k = 1, . . . , i
Let C0n = 1, C
k
n =
n(n−1)···(n−k+1)
k! for all integer n and positive integer k.
Proposition 5.1. a) Y 0 is an eigenvector for σ with an eigenvalue t if and only
if Y 0 = {tnv0}n∈Z for some v0 ∈ V .
b) Y 0, Y 1, . . . , Y i is a sequence of adjoint vectors for eigenvector Y 0, iff there are
vectors v0, v1, . . . vi ∈ V such that
(5.1) Y k = {C0nt
nvk + C
1
nt
n−1vk−1 + . . .+ C
k
nt
n−kv0}n∈Z
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Proof. a) Let v0 = Y
0
0 .
((T˜ − tE)Y 0)n = Y
0
n+1 − t Y
0
n = 0, ∀n ∈ Z ⇐⇒ Y
0
n = t
nY 00 , ∀n ∈ Z
by induction.
b)Let vk = Y
k
0 .
The proof goes by induction by k, and for each k the step of induction is from n
to n+ 1 and from −n to −(n+ 1).
1) ((σ − tE)Y k)n = Y
k−1
n ⇐⇒ Y
k
n+1 − t Y
k
n = Y
k−1
n
⇐⇒ Y kn+1 = tY
k
n + Y
k−1
n = (C
0
n t
n+1vk + C
1
n t
nvk−1 + . . . + C
k
n t
n−k+1v0)+
+(C0n t
nvk−1 + C
1
n t
n−1vk−2 + . . .+ C
k−1
n t
n−kv0)
and b) follows from Cin + C
i−1
n = C
i
n+1.
2) ((T − tE)Y k)−(n+1) = Y
k−1
−(n+1) ⇐⇒ Y
k
−n − t Y
k
−n−1 = Y
k−1
−n−1
⇐⇒ Y k
−(n+1) = t
−1Y k
−n − t
−1Y k−1
−(n+1) = (C
0
−n t
−n−1vk +C
1
−n t
−n−2vk−1 + . . .+
Ckn t
−n−k−1v0)− −(C
0
−n−1 t
−n−3vk−1+C
1
−n−1 t
−n−3vk−2+ . . .+C
k−1
−n−1 t
−n−k−1v0)
and b) follows from Ci
−n + C
i−1
−n−1 = C
i
−n−1

5.2. Eigenvectors and adjoint vectors for a pencil of matrices.
Definition 5.2. Given a pencil of matrices B − tA, t ∈ F , we say that v0 is
an eigenvector of this pencil with eigenvalue t0 if (B − t0A) v0 = 0 , and we say
that v0, v1, . . . vi is a sequence of adjoint vectors for eigenvector v0 if (B− t0A) vk =
Avk−1, k = 1, . . . i.
Proposition 5.3. The sequence Y 0, Y 1, . . . Y i of adjoint vectors to eigenvector
Y0 with eigenvalue t 6= 0 belongs to our subshift, i.e., satisfies
B Y kn −AY
k
n+1 = 0 ∀n ∈ Z, k = 0, . . . i
iff the sequence {v0, . . . , vi} = {pi0 Y
0, . . . pi0 Y
i} = {Y 00 , Y
1
0 . . . Y
i
0 } is a sequence
of adjoint vectors to eigenvector v0 with eigenvalue t with respect to the pencil B −
tA.
In this case {v0, . . . vi} is also a sequence of adjoint vectors to the eigenvector v0
with eigenvalue t for the operator T :
(T − t E) v0 = 0
(T − t E) vk = vk−1
Proof. is by induction by the length of sequences, i. For i = 0 Y 0n = t
nv0, and
B Y 0n − AY
0
n+1 = 0 ∀n ∈ Z ⇐⇒ (B − t0A) v0 = 0
Suppose (B − t0A) vj = Avj−1 for j = 1, . . . k−1 and Y
k
n =
∑k
j=0 C
j
n t
n−j vk−j
Then
B Y kn − AY
k
n+1 =
= B
∑k
j=0 C
j
n t
n−j vk−j − A
∑k
j=0 C
j
n+1 t
n+1−j vk−j =
= B tn vk +B
∑k
j=1 C
j
n t
n−j vk−j −At
n+1 vk −A
∑k
j=1 (C
j
n+C
j−1
n ) t
n+1−j vk−j =
= (B − tA) tn vk + (B − tA)
∑k
j=1 C
j
n t
n−j vk−j − A
∑k
j=1 C
j−1
n t
n+1−j vk−j +
= (B − tA) tn vk + A
∑k−1
j=1 C
j
n t
n−j vk−j−1 − A
∑k−1
s=0 C
s
n t
n−s vk−s−1 =
(s = j − 1)
= (B − tA) tn vk − At
n vk−1
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So B Y kn − AY
k
n+1 = 0 iff (B − tA) vk = vk−1
The proof is complete. 
5.3. Normal form for the Alexander matrix. Since det(B − tA) is an Alexan-
der polynomial, it is not identically equal to 0. So the pencil of matrices B − tA
is strictly equivalent to its normal quasi-diagonal form (see [G],Chapter XII): there
are invertible matrices P and Q over F such that
B − tA = P (B˜ − tA˜)Q,
where B˜ − tA˜ is a quasi-diagonal matrix
(5.2) {N (u1), N (u2), . . . , N (us), J0 − tE, J − tE}
with N (u) = E(u) − tH(u),
E(u) is the unit matrix of dimension u,
H(u) is matrix of dimension u with 1’s on the first over-diagonal and all other
elements equal to 0, J0 is a matrix in Jordan form with 0 spectrum, and J is a
matrix in Jordan form with non-zero spectrum.
Since B˜ − tA˜ is quasi-diagonal, Fn = U1
⊕
U0
⊕
U , where U1, U0, U are in-
variant under B˜ − tA˜,
B˜ − tA˜
∣∣∣
U1
has matrix {N (u1), N (u2), . . . , N (us)}
and B˜ − tA˜
∣∣∣
U0
= J0 − tE, B˜ − tA˜
∣∣∣
U
= J − tE. In particular A˜
∣∣∣
U
= E.
Proposition 5.4. Let Qv0 = u0 , . . . , Qvi = ui
Then a) u0 is an eigenvector for B˜ − tA˜
∣∣∣
U
with eigenvalue t0 6= 0 : (B˜ − t0A˜)u0 =
0 iff v0 is an eigenvector for B − tA with eigenvalue t0, (B − t0A)v0 = 0
b) The sequence v0, v1, . . . vi is the sequence of adjoint vectors to v0 in the sense
defined above iff u0, u1, . . . ui ∈ U is the sequence of adjoint vectors to u0 in the
regular sense.
Proof. a) is true since (B − t0A)v0 = P (B˜ − tA˜)Qv0 = P (B˜ − tA˜)u0 and
detP 6= 0.
b) (B − t0A)vk = Avk−1 ⇐⇒
⇐⇒ P (B˜ − t0A˜)Qvk = PA˜Qvk−1 ⇐⇒ (B˜ − t0A˜)uk = A˜uk−1
By induction, we assume that uk−1 ∈ U , then A˜uk−1 = uk−1 and uk ∈ U , since U
is invariant under B˜ − tA˜. 
Theorem 5.5. Matrix J in the canonical form of the Alexander matrix defined
above is the Jordan matrix for operator T , and so for σx.
Proof. We have one-to-one correspondence between sequences of adjoint vectors
u0, u1, . . . uk for J and v0, v1, . . . vk for T . To each maximal sequence corresponds
a Jordan block in that basis. 
In the following section we remind to the reader how to reconstruct the Jordan
matrix J if we know the invariant polynomials for Alexander matrix.
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6. Invariant polynomials of the Alexander matrix
Recall that for a polynomial matrix m × n, Dk(t), k = 1, . . . n, denotes the
maximal common divisor of all minors of order k . So for A(t), Dn(t) = detA(t)
is the Alexander polynomial of the knot. These polynomials are the same for
original matrix A(t) and its normal form (5.2). Up to multiplication by ts, s ∈ Z,
they are the same as polynomials for matrix J − tE. Note that Dk+1 is divisible by
Dk . The invariant polynomials for a polynomial matrix are defined as
i1(t) =
Dn(t)
Dn−1(t)
...
ik(t) =
Dn−k+1(t)
Dn−k(t)
It is easy to see that invariant polynomials for matrix J−tE, where J is a Jordan
matrix, are:
(6.1) i1(t) =
Dn(t)
Dn−1(t)
= (λ1 − t)
a1 (λ2 − t)
b1 . . . (λk − t)
s1
where λ1, λ2, . . . λk are all distinct eigenvalues of J ,
a1 is the size of maximal Jordan cell with diagonal element λ1,
b1 is the size of maximal Jordan cell with diagonal element λ2,
...
s1 is the size of maximal Jordan cell with diagonal element λk, ( since for a Jordan
cell ((λ − t)E + I1), Dk = (λ− t)
k, and Dk−1 = 1). Similarly
(6.2)
Dn(t)
Dn−2(t)
= (λ1 − t)
a1+a2 (λ2 − t)
b1+b2 . . . (λk − t)
s1+s2
where a2, b2, . . . s2 are the second maximal sizes of corresponding Jordan cells. So
(6.3) i2(t) =
Dn−1(t)
Dn−2(t)
= (λ1 − t)
a2 (λ2 − t)
b2 . . . (λk − t)
s2
So, to reconstruct matrix J from invariant polynomials of A(t), we add a Jordan
cell of size k with diagonal element λ for each root λ 6= 0 of multiplicity k for each
invariant polynomial.
7. The least common multiple of periods of orbits of (Hom(K,Z/p), σx)
The following theorem is an immediate corollary of Theorem (5.5).
Theorem 7.1. The least common multiple of periods of orbits of dynamical system
(Hom(K,Z/p), σx) is equal to the order of J as an element of finite group GL(m,F ),
i.e. to the minimal integer N > 0 such that JN = E; where J is a Jordan matrix
with non-zero spectrum from the normal form of Alexander matrix.
Lemma 7.2. Let n be any integer number and k be an integer such that k > 1.
C1n, . . . C
k−1
n are divisible by p iff n is divisible by p
r , where pr−1 < k ≤ pr.
Proof. If k = 2, then r = 1 and C1n is divisible by p ⇐⇒ n is divisible by p.
We state that n is divisible by ps−1 and Cp
s−1
n is divisible by p iff n is divisible by
ps. Indeed, Cp
s−1
n =
n(n−1)···(n−ps−1+1)
1···ps−1 , and among p
s−1 factors in the numerator
there must be one divisible by ps (otherwise the sum of exponents of p in the
numerator and denominator is the same), and it is n , since n is the only factor
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divisible by ps−1. So C1n, C
2
n, . . . C
k−1
n are divisible by p and k > p
r−1 (which is
equivalent to k− 1 ≥ pr−1) implies n is divisible by pr. And opposite, n is divisible
by prand k ≤ pr (which is equivalent to k − 1 < pr) implies C1n, C
2
n, . . . C
k−1
n are
divisible by p . 
Theorem 7.3. Let J be a matrix in Jordan form:
J = {λ1E
(k1) +H(k1), . . . λlE
(kl) +H(kl)}
where λi 6= 0 are not necessary distinct; λi belong to a field F of characteristic p.
For each Jordan cell with eigenvalue λi take ni = lcm(di, p
ri) where di is the order
of λi and p
ri−1 < ki ≤ p
ri . Then the order of J is lcm(ni|1 ≤ i ≤ l).
Proof. Let J be a Jordan cell of dimension k with eigenvalue λ, and let d be the
order of λ. If k = 1 so that p−1 < k ≤ 1, then Jn = E iff n is divisible by d.
Suppose k > 1 and pr−1 < k ≤ pr, For i ≤ k− 1 denote by Ii the matrix with 1¯ on
the i−th over-diagonal and 0¯ everywhere else. And let Ik = Ik+1 = . . . = 0. Then
In1 = In and
Jn = (λE + I1)
n = λnE + λn−1C1nI1 + λ
n−2C2nI2 + . . .+ C
n
nIn.
If n ≤ k − 1, Jn 6= E because of the term In. If n > k − 1,
Jn = (λE + I1)
n = λnE + λn−1C1nI1 + λ
n−2C2nI2 + . . .+ λ
n−(k−1)Ck−1n Ik−1.
Then Jn = E ⇐⇒ λn = 1¯ and C1n, . . . C
k−1
n are divisible by p. By lemma 7.2
minimal such n is lcm(d, pr). 
8. The periods of adjoint vectors
Proposition 8.1. Let V˜ be a vector space over F, T : V˜ −→ V˜ be an isomorphism
with Jordan matrix J, J ∈ GL(m,F ). Consider the Jordan basis for T in V˜ . If a
basis vector es is s-th adjoint vector to a basis eigenvector e0 with eigenvalue λ, i.e.
(8.1) (T − λE) e0 = 0 , (T − λE) ei = ei−1 , i = 1, . . . s,
then es is periodic under T with period N = lcm(d, pr), where d is the order
of λ, and pr−1 < s+ 1 ≤ pr.
Proof. We have T ne0 = λne0. So e0 has period d under T. If s ≥ 1, then Tes =
λes + es−1 and, by induction,
(8.2) T nes = λnes + C1nλ
n−1es−1 + · · ·+ Csnλ
n−se0,
and the result follows from Lemma 7.2. 
Proposition 8.2. Let V˜ , T and J be as in proposition 8.1. Suppose J has l
Jordan cells with eigenvalues λ1, . . . , λl (not necessary distinct), of orders d1, . . . , dl
respectively, so that we can write V˜ = V1 ⊕ V2 ⊕ . . .⊕Vl where Vi are the invariant
subspaces corresponding to the Jordan cells. If the projection of a vector Z ∈ V˜ to
Vi is not zero, then the period of Z under T is divisible by di.
Proof. The projection of vector Z onto Vi is a linear combination of basis vectors
belonging to Vi : Zi = α0e
0 + α1e
1 + . . . + αse
s, where e0, . . . es are the adjoint
vectors to the eigenvector e0 with eigenvalue λi. Suppose that the highest non-zero
coefficient is ατ . Then T
nZ will have the coefficient λni ατ at e
τ by formula (8.1)
and the result follows. 
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Let us consider the extensions of our linear spaces Hom(K,Z/p), V , V, and
linear operators σx, σ, T to the field F. Denote the resulting dynamical systems
by (Hom(K,F ), σx), (F , σ), (V˜ , T ). Here F is the space of bi-infinite sequences
(. . . , Z−1, Z0, Z1 . . .), zj ∈ F
n satisfying equation (4.5), V˜ = pi0(F) ism−dimensional
linear vector space over F . Applying propositions 8.1 and 8.2 to the extended op-
erator T : V˜ −→ V˜ we get the following result:
Theorem 8.3. Let λj , j = 1, . . . , l, be the (non-zero) roots of the Alexander poly-
nomial of the knot, dj be the order of λj , kj be the maximal size of a Jordan cell
of the matrix J with eigenvalue λj (see section 6). Let p
rj−1 < kj ≤ p
rj . For each
λj consider the set Qj = {1, lcm(dj, p
i) : i = 0, . . . rj}. Then the set of periods of
orbits of extended dynamical system (Hom(K,F ), σx) is a subset of the set
{lcm(q1, . . . , ql) : qj ∈ Qj, j = 1, . . . , l}.
9. Two-bridge knots
Let K be a 2-bridge knot, and A(t) = c0 + c1t + · · · + cmt
m be its Alexander
polynomial over Z/p. Theorem 4.2 gives the the following corollary:
Theorem 9.1. i) (Hom(K,Z/p), σx) is isomorphic to the linear space of bi-infinite
sequences
. . . y−1, y0, y1 . . . , yj ∈ Z/p,
satisfying
(9.1) c0yj + c1yj+1 + · · ·+ cmyj+m = 0,
with the left shift ( a linear operator ) σ.
ii) (Hom(K,Z/p), σx)) is isomorphic to (Z/p)
m with the linear operator T with
matrix 

0 1
0 1
. . .
0 1
− c0
cm
− c1
cm
. . . − cm−1
cm


iii) The Jordan matrix for σx(σ, T ) has exactly one cell for each root of Alexander
polynomial A(t).
Proof. i) follows from theorem 4.1, if we choose a presentation with two generators
and one relation for G.
ii) is obvious if we take the linear operator T : (Z/p)m → (Z/p)m
T


y0
y1
...
ym−1

 =


y1
y2
...
ym


iii) We have
Det(T − tE) =
c0
cm
+
c1
cm
t+ . . .
cm−1
cm
tm−1 + tm =
1
cm
A(t),
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and the greatest common divisor of all minors of order m− 1 of matrix T is 1. It
follows that in the Jordan form for T for each root of A(t) there is exactly one cell
of the size equal to the multiplicity of the root. 
Suppose all roots ofA(t) belong to the same orbit of Galois group action. Denote
them by λ1, . . . , λl. Then they all have the same multiplicity k and order d. Let
pr−1 < k ≤ pr.
Theorem 9.2. There are orbits of (Hom(K,Z/p), σx) of periods lcm(d, p
i) for all
i such that 0 ≤ i ≤ r.
The proof will follow from propositions 9.3 and 9.4.
Proposition 9.3. The space F of all sequences (. . . z−1, z0, z1 . . .), z ∈ F, satisfy-
ing
c0zj + c1zj+1 + · · ·+ cmzj+m = 0
with the left shift σ has the Jordan basis e0λ1 . . . e
k−1
λ1
, . . . , e0λl . . . e
k−1
λl
, where eiλ is
a bi-infinite sequence eiλ = {e
i
λj} j∈Z :
e0λj = λ
j , e1λj =
∂
∂λ
λj , . . . ; , ek−1λj =
1
(k − 1)!
∂k−1
∂λk−1
λj for λ = λ1, . . . , λl .
Proof. First we prove that these sequences form a basis. The dimension of F
is equal to the degree of the Alexander polynomial, so we have right number of
vectors. To prove their linear independence, it is enough to prove that the matrix
Q whose columns are formed by segments of length m of the sequences above is
non-degenerate. More precisely, Q is obtained from l blocks, l being the number of
roots of A(t), i numerates columns, j numerates rows
(9.2) Q =
[
e iλ1 j
]
· · ·
[
e iλl j
]
where
{
i = 0, . . . k − 1
j = 0, . . . lk − 1
Suppose Q is degenerate. Then there is a linear combination of rows with coeffi-
cients, say, b0, . . . blk−1, that is equal to zero. For each λ = λ1, . . . , λl we have
b0 + b1λ+ · · ·+ blk−1λ
lk−1 = 0,
lk−1∑
j=0
bj
1
i!
∂i
∂λi
λj = 0, for i = 1 . . . k − 1,
But then polynomial p(t) = b0+b1t+. . . blk−1t
lk−1 and the polynomials 1
i!
∂i
∂ti
p(t), i =
1, . . . k− 1 all have roots λ1, . . . , λl , i.e. λ1 . . . λl are the roots of p(t) , each of mul-
tiplicity k , while the degree of p(t) is lk − 1. Contradiction.
Now we’ll prove that the sequence e0λ, . . . , e
k−1
λ is a sequence of adjoint vectors for
each λ = λ1, . . . , λl. Indeed, e
0
λ = {λ
j} j∈Z is an eigenvector for σ with eigenvalue
λ, since
(σ − λE) e0λ = {λ
j+1} j∈Z − λ{λ
j} j∈Z = {0}j∈Z ( E is an identity operator).
And eiλ is its i -th adjoint vector:
(9.3) (σ − λE)eiλ = e
i−1
λ .
Indeed, note that for polynomials P (λ), Q(λ, )
∂n
∂λn
(P (λ)Q(λ)) =
n∑
i=0
Cin
∂i
∂λi
P (λ)
∂n−i
∂λn−i
Q(λ).
12 LILYA LYUBICH
So
eiλ j+1 − λ e
i
λj =
1
i!
∂i
∂λi
(λjλ)− λ
1
i!
∂i
∂λi
(λj) =
=
1
i!
(
∂i
∂λi
λj)λ+
1
i!
C1i (
∂i−1
∂λi−1
λj)
∂
∂λ
λ− λ
1
i!
∂i
∂λi
λj =
=
1
(i− 1)!
∂i−1
∂λi−1
λj = ei−1λj

Let us call the sequences (. . . , y−1, y0, y1 . . .) ∈ V ⊂ F with yj ∈ Z/p integer
sequences .
Proposition 9.4. For any s such that 0 ≤ s ≤ k − 1, the sequence esλ1 + . . .+ e
s
λl
is integer and has period equal to lcm(d, pr), where pr−1 < s+ 1 ≤ pr.
Proof. The sequence esλ1 + . . .+ e
s
λl
is integer since it is invariant under the action
of Galois group.
We know from proposition 8.1 that esλ1 , . . . , e
s
λl
all have period lcm(d, pr). Their
sum has the same period since esλ1 , . . . , e
s
λl
belong to the different invariant sub-
spaces in the direct sum F = U1 ⊕ · · · ⊕ Ul. 
In case of l orbits of the Galois group action the Alexander polynomial (char-
acteristic polynomial of operators σx, σ, T ) is a product of l mutually prime
polynomials: A(t) = f1(t) · · · fl(t), and the space, say, V˜ is the direct sum of sub-
spaces invariant under T : V˜ = U1⊕ . . .⊕Ul. Taking sums of orbits from different
subspaces we obtain the final result for two-bridge knots:
Theorem 9.5. Let λj , j = 1 . . . l, be the (non-zero) roots of Alexander polynomial of
a two-bridge knot, of multiplicity kj and order dj respectively. Let rj be the integer
numbers such that prj−1 < kj ≤ p
rj . Denote the set {1, lcm(dj, p
i) : 0 ≤ i ≤ rj}
by Qj for each root λj (for conjugate roots these sets coincide). Then the set of
periods of orbits of (Hom(K,Z/p), σx) is the set
{lcm(q1, . . . , ql) : qj ∈ Qj , j = 1, . . . l}.
10. Examples
Example 10.1. Trefoil is a two-bridge knot with Alexander polynomial 1− t+ t2 ≡
(1+t)2 in Z/3. It has one root, -1, of order 2 and multiplicity 2. So d = k = 2, r = 1
and the least common multiple of periods is lcm(2, 3) = 6. All non trivial orbits
have period 2 or 6. The recurrent equation is yj − yj+1 + yj+2 ≡ 0 (mod3). The
orbits of σ of period 2 are given by sequence (. . . 1,−1, 1,−1, . . .) and the orbits of
period 6 are given by sequence (. . . 0, 1, 1, 0,−1,−1, . . . ).
Example 10.2. The figure 8 knot is a two-bridge knot with Alexander polynomial
−1+3t− t2 ≡ −1− t2 in Z/3. It has two simple roots of order 4. So all non-trivial
orbits have period 4. The recurrent equation is yj + yj+2 = 0 and non-trivial orbits
are given by sequences (. . . , 1, 1,−1,−1, . . .) and (. . . , 1, 0,−1, 0, . . .).
Example 10.3. For two-bridge knot K = 91 the Alexander polynomial is A(t) =
(t2 − t + 1)(t6 − t3 + 1) ≡ (t + 1)8 in Z/3. There is one root, −1, of order 2 and
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multiplicity 8. So l = 1, d = 2, k = 8, r = 2, and all non-trivial orbits have periods
2, 6 or 18. The recurrent equation is
yj − yj+1 + yj+2 − yj+3 + yj+4 − yj+5 + yj+6 − yj+7 + yj+8 = 0.
Examples are given by sequences:
. . . , 1,−1, . . . (period 2)
. . . , 0, 0, 1, 0, 0,−1, . . . (period 6)
. . . , 0, 0, 0, 0, 0, 0, 0, 1, 1, 0, 0, 0, 0, 0, 0, 0,−1,−1 . . . (period 18).
Example 10.4. The knot 62 has the Alexander polynomial t
4− 3t3+3t2− 3t+1 ≡
t4+1 over Z/3, which has four simple roots of order 8. So all its non-trivial orbits
have period 8.
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