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1. In the study of physical systems which lead to boundary value problems 
for ordinary differential equations, it is often convenient to linearize the 
problem. This linearization may lead to a Sturm-Liouville problem, for 
which there is an extensive theory. For example, the motion of a rotating 
string of length L, fixed at both ends, leads to the boundary value problem 
YM + AY 
(1 +Y’2)2 () 
1 -yf+y4= ’ 
Y(0) = 0, Y(L) = 0, 
(See, for example, [I], p. 197.) Linearization by replacing y’ by zero, cor- 
responding to the assumption that y’ is small, yields the familiar Sturm- 
Liouville problem 
yv + xy = 0, 
Y(O) = 0, Y(L) = 0, 
which has an infinite sequence of eigenvalues and corresponding eigen- 
functions. It is natural to ask whether the original nonlinear problem also has 
an infinite sequence of eigenvalues which are approximated by those of the 
linearized problem. 
Nonlinear eigenvalue problems have been studied by various authors; 
see for example [2], [3], [4], [5], [6]. H owever, none of these results allow the 
nonlinear term to be linear in the parameter and to depend on y’, as is the 
case for the rotating string problem mentioned above. 
We shall see that under rather general conditions, the nonlinear problem 
has a sequence of eigenvalues approximating the eigenvalues of the linear 
problem and that the corresponding eigenfunctions tend uniformly to zero 
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in the eigenvalue parameter, rather than having an undetermined amplitude 
as in the linear case. 
2. We consider boundary value problems for the second-order differential 
equation 
Y” + AYP +f(Y>Y’>l = 0 (1) 
on the interval 0 < t < rr, with separated boundary conditions 
my(O) + PY’(O) = 0, YY(4 + SY’(T) = 0. (2) 
We will assume that the function f is continuous and has continuous first- 
order partial derivatives in some neighborhood of the origin in the (y, y’) 
plane, and that f (0,O) = 0. This means that the linearization of (I), using 
the physical assumption that y and y’ are small, replaces (1) by 
y” + hy = 0. (3) 
We also assume that the constants 01, 6, y, 6 are real and that at least one of 
CY, /? and at least one of y, 6 are different from zero. Under these conditions, 
the linear boundary value problem (3), (2) h as an infinite sequence of eigen- 
values A, . In fact, if ,B # 0, then 4A ~~~forlargen;if/3S=O,~~S -py*O, 
then drn w n + 4; and if j?S = aS - py = 0, but 01y # 0, then 6 = n. (See, 
for example, [l], pp. 205206.) 
The first step is to obtain bounds with respect to the parameter h for solu- 
tions of the differential equation (1). 
THEOREM 1. I f  f  (0, 0) = 0 and f  is of class C1 in some neighborhood of the 
origin, then for every E > 0 there is a solution y(t, h) of the diSferentiu1 equation 
(1) on 0 < t < r for each suficiently large h, which obeys the initial conditions 
y(0, A) = cp-, y’(0, A) = c&l-~ (4) 
for each given c1 , c2 . This solution satisfies the bounds 
I r(t, 4 I d Ah-1-c, / y’(t, h) 1 < AX-+-~ (5) 
on 0 ,( t < VT. The constant A depends on c1 , c2 and tends to zero as c1 , cz -f 0. 
PROOF. We make the change of variable 
which transforms the differential equation (1) to 
du -- 
q- - -YP i-f(y, d2wl. (6) 
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Since f (0,O) = 0 and f is continuous, we can find a neighborhood of the 
origin in the (y, y’) plane in which 
c t 1 +f(Y, y’) 2 c > 0 (7) 
for some positive constants C, c. So long as the solution of (1) satisfying the 
initial conditions (4) remains in this neighborhood, we have 
du 
dy< --y, (Y > 0) 
du 
& 
< - CY, (Y -=c 0). 
Also, from (4) we see that u(clkl-~) = 4 c~~X-~-~~. For y > 0, the solution 
u(y) of (6) cannot cross the parabola given by 
du 
;iil;=-CY, u(&-6) = + c22h-3-2< 
or 
u=T x l (2 + cc12j j+-2--2e - Icy2, 2 
and for y < 0, u(y) cannot cross the parabola given by 
du 
dy- - - CY, 
u(&-6) = ; C22h-3-2~, 
or 
u = + (y + cc12jA-2-2~ -+ cy2. 
Thus there exist constants a, k > 0 such that 
0 < u(y) < 4 u2h-2-2~ - 4 ky2. (8) 
The constant Q depends on c, , c2 and approaches zero as cr , c2 --f 0. From (8), 
we have 
$ ky2 < t a2h-2-2r, or I y(t, A) 1 < &A-l-c. 
To estimate y’, we use 
which gives 
y’2 1 u(y) = jYf Q y uTi--2--2~, 
/ y’(t, A) 1 < ah-+*. 
40$!/22!3-10 
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These bounds are (5) with A = max(a, a/%%), and they remain valid so 
long as y(t, A), y’(t, A) are in the neighborhood of the origin in which (7) is 
valid. By taking h suFiciuntly large, we can assure that (7) remains valid, 
because of (5), and thus (5) is true for 0 < t < rr. 
If ci = 0 in (4), then exactly the same proof as that used in Theorem 1 
gives the following result. 
COROLLARY TO THEOREM 1. If  f  (0, 0) = 0 and f  is of class Cl in some 
neighborhood of the origin, then for every E > 0 there is a solution y(t, A) of the 
diferential equation (1) on 0 ,< t < v  for each su$iciently large A, which obeys 
the initial conditions 
Y(O, 4 = 0, y’(0, A) = c2X-1-a (9) 
for each given c2 . This solution satisfies the bounds 
1 y(t, A) / < Ah-“-c, i y’(t, A) / < Ah-1-c (10) 
on 0 < t < 71. 
We can now use the variation of constants formula [7, p. 871 to represent 
the solution y(t, A) obtained in Theorem 1 and its derivative by the integral 
equations 
y(t, A) = c,h-l-f cos %Gt + c$-~ sin &it 
- dX j’sin at - 4 Y(S, 4 *f (Y(S, A), Y’(S, A)) h 
0 
y’(t, A) = - c&+-~ sin dit + C.&l--’ cos I& 
--A j’cos d%t - 4 y(s,4f (y(s, A), ~'6, 4) ds. 
0 
(11) 
Since f  (0,O) = 0 and f is of class Cl in a neighborhood of the origin, we may 
use the mean value theorem and the estimate (5) to see that 
I f  (Y(S, A), Y’(S, A)) I < Mlh+, (0 < s < 4, (14 
for some Ml > 0 if X is sufficiently large. Now, using (5) and (12), we obtain 
1 It sin di(t - s) y(s, A) f  (y(s, A), y’(s, A)) ds 1 < MApt-26 
0 
1 j; cos z/;i(t - s) y(s, A) f  (y(s, A), y’(s, A)) ds 1 < Mh-B-2E, P < t < 4 
(13) 
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for some M > 0 and for all sufficiently large A. If we define 
R, = 
s 
T  sin dI(7r - S) y(s, h)f(y(s, A), y'(s, A)) ds, 
0 
R, = s r ~0s fib- - 4 Y(S, Qf(y(s, 4, Y’(s, 4) ds, 0 
then we have 
1 R, 1 < MA-g-% , 1 R, 1 6 MA-@6 
for all sufficiently large A. 
In the case c, = 0, the integral equations (11) are replaced by 
(14) 
y(t, A) = $A-“- sin fit - dx 
s 
t sin d(t - S) y(s, X)f(y(s, A), y’(s, A)) ds 
0 
y’(t, A) = C.&l-- cos fit - x 
s t 03s fi(t - 4 Y(S, Qf(Y(S, A), Y’(S, 4) ds. 0 
(15) 
If we use (10) instead of (5), we see that in this case 
1 1” sin di(t - S)Y(S, h)f(y(s, A), Y’(s, A)) ds ( < Mh-(5/2)-2~ 
0 
(16) 
j I” cos d(t - s) y(s, X)f(y(s, A), y’(s, A)) ds 1 < MA-(5/2)-2r, 
0 
so that 
1 R, 1 < ~h-(5/2)4 , 1 R, I < MA-(5/2)-2~ (17) 
for all sufficiently large A. 
3. When we substitute the expressions (11) into the boundary condi- 
tions (2), we obtain the equations 
y[clA-l-~ cos d&r + c&-+ sin V% - h*R,] 
(18) 
+ 8[- c,A-*-~ sin 4% + c&-r+ cos Gr - ARJ = 0. 
The eigenvalues of the boundary value problem (1), (2) are the values of h 
for which (18) has a nontrivial solution for c1 , c2 . If /3 f 0, which is equiva- 
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lent to ci # 0 we may solve the first equation in (18) for cs and substitute in 
the second equation in (18), to obtain 
= (/$ - as) cos din - R [yAg+‘R, + W+~RJ. (19) 
Cl 
If j3 = 0, then ci = 0, and (14) is replaced by 
sin V% 
FT=- 
S cos x&r + L [?/Xs+cR, + Sh2+sR2]. (20) 
c2 
THEOREM 2. Under the hypotheses of Theorem I for every E > 0 and each 
cl (or for each c2 if fl = 0), there exists an injkite sequence {A,} of values of A 
for which there is a solution &(t) of the dazerential equation (1) which satisfies 
the initial condition &(O) = ~,h-l-~ (or &(O) = c~A-~-~ if j3 = 0) and the 
boundary conditions (2). If ,6S f  0, then y’h; m n for large n; if flS = 0, 
~4 - /3y # 0, then d/h 11 m n + $ for large n; and if /3S = 0, aS - j3y L 0, 
then 1/A,, w n for large n. 
PROOF. If /IS f 0, h, is a solution of (19). For large h, the left side of (19) 
is O(W2), the first term on the right side of (19) is bounded, and the second 
term on the right side of (19) is O(h 1/s-C) because of (14). As d$ goes from 
(n - &) to (n + $), the left side of (19) takes every value between - / /LS / di 
and / /3S 1 d/h. Since the right side of (19) is smaller than this for all sufficiently 
large h, there must be a solution h, of (19) in this interval. In fact, for large h 
this solution must be ‘near the zero of the left side of (19), so that dh, B n. 
If /I f 0, S = 0, arS - ,&J f 0, the left side of (19) is O(X-l12), thefirst 
term on the right- side of (19) is bounded, and the second term on the right 
side of (19) is O(XP) because of (14). As z/h goes from n to n + 1, the first 
term on the right side of (19), which dominates the other terms in (19), 
takes every value between - 1 arS - &J ) and ) 016 - & / . I$ the same argu- 
ment as that used in the case /3S f 0, there is a solution An of (19) near the 
zero of the first term on the right side of (19), and l/h, m n + 4 . 
If ,6 = 0, S # 0, or6 - /Iy f 0, we must look for solutions of (20), rather 
than (19). The estimate (17), applicable in this case, shows that the term 
- S cos d/hrr in (20) dominates the others. As before h, is near the zero of 
this term, and dh, m n + $. 
If B = S = 0, so that 016 - /3~ = 0, the estimate (17) shows that 
y(sin d&r/2/X) is the dominant term in (20), and it follows that Z/h, NN n. 
As the cases which have been enumerated constitute all the possibilities 
(recall that at least one of 01, /? and at least one of y, S must be different from 
zero), the proof of Theorem 2 is complete. 
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4. By refining the method used to prove Theorem 2 we can obtain not 
only the existence of eigenvalues, but also an asymptotic estimate for the 
eigenvalues and eigenfunctions of the boundary value problem (I), (2). 
THEOREM 3. The eigenvalues A, in Theorem 2 are given asymptotically 
asn-+co, by 
z/ji;; = n + O(?+) P f 01 
dL = 12 + 4 + O(?e) [B # 0,s = 0, cd - PY # 01 
(21) 
I& = n + & + O(n-1) [P = 0,s # 0, @is - Br # 01 
dK = n + O(n-1) [/3 = 6 = 01. 
PROOF. If PS f 0, the eigenvalues are the solutions of (19). As we have 
remarked in the proof of Theorem 2, the eigenvalues are near the zeros of 
sin d/ha since the term on the left side of (19) dominates the others. In fact, 
the right side of (19) is O(A+G) as h ---L co, and thus, since the left side of (19) 
contains a term /38W2 sin dhrr, we must have sin Z/&V = O(h-c), and this 
implies z/h, - 12 = O(P). Since ~~~ m n, l/h, - 11 = O(P) = O(n-2G), 
and the result is established in this case. The proofs in the other cases are 
established in similar fashion. 
If we substitute (14) into (11) and use olci + pc2 = 0, we obtain 
y(t, A) = cp- [cos dit - $ *$$I + 0(x--) LB f 01. (22) 
This is valid if E 2 4 . If 0 < E < 4, the term (N/P) ~$-a-~ sin dxt should 
be included in the remainder term, to give 
y(t, A) = cp-c cos dXt + o(x-‘-2q. (23) 
If c1 = 0, substitution of (17) into (11) gives 
y(t, A) = c&*-~ sin dit + O(A-2-y. (24) 
These estimates may be combined with Theorem 3 and some routine compu- 
tations to give asymptotic formulas for the eigenfunctions of the boundary 
value problem (l), (2). It should be observed that the accuracy of these 
asymptotic formulae depends on E. Increasing E, which means decreasing 
the amplitude of the eigenfunctions, increases the accuracy with which 
the linear problem (3), (2) approximates the nonlinear problem (l), (2). In 
other words, when we linearize (l), (2) to (3), (2) by assuming small displace- 
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ments and slopes we obtain a model accurate for sufficiently small displace- 
ment, and the smaller the displacement permitted, the more accurate the 
model. Since the amplitude of the eigenfunction &,(t) associated with the nth 
eigenvalue tends to zero as n --j co at least as rapidly as l/n2, only the first 
few eigenfunctions should be expected to have any physical siginificance. 
Our results give no information about the location of small eigenvalues 
or the possibility of existence of eigenfunctions whose amplitudes do not 
tend to zero. Both of these appear to be very difficult questions. The results 
of this paper are for perturbations of the particular differential equation 
y” + Ay = 0. There appears to be no reason why similar results should not 
hold for more general second-order differential equations. The boundedness 
result (Theorem 1) with which our development began depends on the fact 
that the perturbed equation (1) is autonomous, but if an analogous result 
could be established for nonautonomous equations it should be possible 
to study nonautonomous boundary value problems. It should also be possible 
to allow more general boundary conditions that the separated conditions (2). 
It would be of interest to develop analogous results for nonlinear perturba- 
tions of singular boundary value problems which have pure point spectrum; 
see, for example, [3], where a boundary value problem for a nonlinear 
perturbation of a Bessel equation is studied. 
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