We analyze symmetric algebras which arise from rather 'bad' ideals and modules. For example, the ideals are mixed, and every value 'I-0 occurs as the projective dimension of one of the modules. We are interested in the Cohen-Macaulay property, the canonical module, normality, and the divisor class group. The symmetric algebras under consideration can be defined as residue class rings modulo determinantal ideals covered by the theory of HochsterEagon. Part of the results can be regarded as an extension of work of Andrade and Simis.
Introduction
This work is concerned with the divisorial properties of symmetric algebras of modules and ideals arising from a generic matrix by fixing a subset of columns. To be precise, let X = (X;j) be an n x m-matrix (n:S m) of indeterminates over a field K. For a fixed integer r (1::; r ::;n), let X' denote the submatrix of X consisting of the first r columns.
We consider two basic situations. In the first we assume that r =n -1 and consider the ideal Ie R;= K[X] generated by the n x n-minors of X involving the submatrix X'. Using different methods, we reprove half of [2, Theorem C, (ii)l] concerning the symmetric and Rees algebras of 1. We further compute the divisor class group of the symmetric algebra of I and its canonical module, and also the canonical module of the associated graded ring of I.
When m = n + 1, the ideal M of all minors of X is just the cokernel of the map (Rn)*~(R m )* given by the transpose X* of X. The ideal I is generated by the images of those vectors in the canonical basis of (R m )* which correspond to the rows of X* complementary to (X').
In the second situation we let m ;::: n ;::: r be arbitrary, obtaining, for all choices of m and n, submodules M, of M (the ideal I corresponding to M n -1 if m = n + 1). We give an explicit free minimal resolution of M; which turns out to extend and clarify the resolution obtained in [2, §3] . We further show that the symmetric algebra of M, is a Cohen-Macaulay normal domain. This leads us naturally to computing its divisor class group and canonical module. In the special case in which m = n + 1, our considerations shed better light on the remark and the example mentioned in [2, §2] .
The main tool for analyzing most of the present arithmetical properties is extracted from the Hochster-Eagon theory of determinantal ideals [10] and several other techniques for which we will refer to [4] and [6] .
Notations. Capital X's and T's will denote indeterminates over a ground ring. For simplicity, we will assume the fixed ground ring to be a field K (although most of the results remain valid for more general ground rings). If R is a ring, X a t x s-matrix with entries in Rand 0~u~min{t, s}, we will denote by Iu(X) the ideal of R generated by the u X u-minors of X. The minor of X defined by the rows i.. ... , i; and the columns i.. ... , ill will be denoted ii{;.· . . .-I:' . If u = t or u =s, we will accordingly omit the row or column indices. For an R-module M, SCM) will stand for its symmetric algebra. If A is a normal domain, CI(A) will denote its divisor class group. If S is a ring possessing a canonical module, (Us will denote such a module. Any remaining notations, if not standard, will be explained in the text. 
The following enlarged matrix will playa major role in this section:
,"]
Here Tn' ... , Tm are indeterminates over R. The key observation to the results that will follow is given by Lemma 1.
If m> n, the symmetric algebra S(I) admits the R-algebra presentation
Proof. We have a surjective R-algebra homomorphism
The fact that the kernel of this map is In+1(X! T) follows from the description of the first syzygy module of I as in [1] . Namely, the generators of this module are the distinct Plucker relations among those of the form
for choices of ordered subsets Ull"" js}~{I, ... , n -I} and {ill"" i n -s }~{n, ... ,m}. Any such relation yields, upon substitution of T; for For the reader's convenience we now collect the results from [10] that most suit our purposes. For systematic reference we fix the following notation which differs from that in [10] 
The net result is that In+I(XI T) + (T I, ... , Tn-I) = I(R, n -1) is a perfect prime ideal and the corresponding factor ring is normal. 0
Remark. A consequence is that SCI) = R(I), where R(I) stands for the Rees algebra of I. In [2] this equality was the departing point to proving the preceding corollary.
The divisor class group
Keeping the notation of Section 1, we moreover set A: = SCI). Unless explicitly stated, all ideals are taken in A. Small letters will usually denote residue classes in 
In order to prove that A/(x u) is a domain, we will apply [6 
. A similar remark applies to q. Finally, to prove the equality (xu) = j:J n q it suffices, as (xu) is a divisorial ideal, to note that pq C (xu) C j:J n q. D
The preceding lemma provides the tool for the initial inductive step in the proof of Theorem 2. 
Then, as one readily cheeky, the corresponding ideal is I(H, k) = In(first n
In other words, We recover a
showing that a is a radical ideal. On the other hand,
n-1, n, m) and k':=n, we get
and, moreover, I(B', n -1) and I(B, n) are prime ideals of height 1, respectively,
Thus, we recover .\:
we derive that p and r are indeed (prime) ideals of height 1, as was to be shown.
(
ii) Clearly, In(X)R[T]:::> In+I(XI T).
Therefore, c is a prime ideal of height
On the other hand, one has In_I(X')In(X) C I (cf."e.g. [2] , where the equality Ir(X') n In(X) = I is proved for any set of r columns).
Consequently, pc C IA C .\:J n c. But fA == A +' a height one prime. Therefore, fA is divisorial and the conclusion is that fA =P n c.
(iii) Using the Koszul-type generators of In+I(XI T),oneeasily sees that rA+C(t n). Clearly, (tn)CtnA+. Since (tn) is divisorial, again we must have
The next result describes the divisor class group of A. We will assume that n~2 as otherwise it is well known that CI(A)==Z (cf., e.g., [4]), generated by cl(r). Proof. We proceed by induction on n:e: 2. Assume n = 2. By the well-known lemma of Nagata, we have an exact sequence where ' /T is induced by the canonical map A~A[x~/]. But, using the isomorphism (*) and the case n = 1, we see that CI(A[x~/])""7L, generated by '/T(el(r)). On the other hand, U is generated by the classes of the height one primes of A containing xu' Since (xu) = p n q (Lemma 2. 1(iii)) , U is generated, say, by el(tl).
Therefore, CI(A) = 7Lel(P) EEl 7Lel(r) , with 7Lcl(r)=7L. It remains to be shown that
cl(p) is not a torsion element of CI(A).
We use a device as in [6, Proof of (3 .2) 
To complete the induction, we now use Lemma 2.1(i) via Nagata's exact sequence again. 0 Remark. (n;,;: 2) CI(A) ""7L EEl 7L, where the direct summands are generated by el(lJ) and cltc).
Proof. It suffices to show that el(c) = -(cl(p) + cl(t)). For this, note that
This can also be established by using the so called 'exact sequence of the Rees algebra divisor class group' (d. [14] ) which, in the case above, reads as follows:
To show linear independence here is even more straightforward since L is given by the inclusion known (cf., e.g., [6] ). Since T t , ... , T ll -t is an S-sequence, it follows that the canonical module WA = ws/(T I , •.. , T n -1)ws =am-n-t, where a is, as in Section 2, the ideal in A generated by the n x n-minors of the first n columns of XI T.
Here it is more convenient to represent wA by a slightly different ideal, primarily to obtain a good representation of the canonical module of AlIA. Proof.
(ii) The proof is essentially contained in the preceding remark. Thus, if b stands for the ideal in S generated by the n x n-minors of the last n columns of' Proof. Firstly, we will check that '(6r is indeed a complex, in other words, that ' 0"" == O. For this, recall the action of ,." on a typical basis element of
where and rk coker 7' J =rk im e =rk G* -rk X' * = n -r . 0
The symmetric algebra S(M r ) : its divisor class group
We proceed to study the arithmetic of the symmetric algebra of the module Mr' It turns out, as we will presently show, that S(M r ) is a ring with good arithmetic properties, regardless of r, Therefore, 
It is obvious that 1JI'(Ir+l(X'IX k ) ) = Ir+1(X'IL).
(ii) This is clear by the inversion and elementary transformation trick. 0
The last lemma we will need is a basic test of integrality for rings. We first note the following preliminary fact: Let R be a reduced ring, let a, b (0 oF (0)) be ideals (cf. [15] ; also [3, 12] ), from which the desired value for the grade easily follows. We now proceed separately for the two cases.
(i) n < m. Set A:= SCM,). Let I C A be the ideal generated by xlj (1 sis n,
As we have seen, A is Cohen-Macaulay. Therefore, grade I = nr + m -n. Now one uses induction on n e:O. For n =0, M, is even a free module, so A = SCM,) is certainly normal. Assume then n ;;::: 1. If r =0, M, = M and the result is known (cf., e.g., [12] ). On the other hand, if we let cC A be the ideal generated by Xij' 1sis n, 1 s j -s r,
Thus, e is an ideal of height a 1.
We can therefore apply Lemma 5.4, to conclude that a:= (.:1) is a minimal prime ideal of A, with b:= A+ and e as above, provided we show that A is reduced. For this, we proceed as in the proof of normality in (i). Namely, letting J C A be the ideal generated by Xij and t k (i.e., J;= c + b), we have grade J = nr + m -n = nr~1. Therefore, A is reduced along with the localizations A [Xijl] and A[t;l); the latter are reduced by Lemma 5.3 and the inductive hypothesis on n~1. 0
We next proceed to discuss the divisor class group of A = S(M r ) (n < m). We exclude the case r = 0 as it is well known (cf., e.g., [4] ). For completeness, we recall that if r = 0 and m> n + 1, then CI(A) = 0, while if r = 0 and m = n + 1, then CI(A) ce 7L is generated by cl(A +) = cl(In(X)A). Thus, assume r~1. We first isolate the relevant prime ideals for the generation of CI(A). 
Since A+ = (tr+l' ... , t m ) , we deduce as before that A/lJ is a domain along with is generated by cl(A+) and cl(lJ). Finally, the same 'unit trick' as used in the proof of Theorem 2.3 can be applied to show that d(A +) and d(lJ) are Z-linearly independent generators. 0
Remark. An observation, similar to the one after Theorem 2.3, can be made here to the effect that Theorem 5.7(ii) is a consequence of the results developed in [14] for computing the class group of Rees algebras. In fact, in the special case where m = n + 1, M, is an ideal in R generated by the maximal minors of X involving the first r columns and SCM,) becomes the Rees algebra of M,. These ideals were dealt with in [2] .
The canonical module of S(M,) (n < m)
Throughout this section we assume r < n < m (note M; is free). The case where r = 0 being well known, we will grant r~1 as well. As before, W B will denote the canonical module of the ring B, provided it exists -which is certainly the case for the rings we will consider. The notation of the preceding section will prevail here. 
specialization of the completely generic matrix Y of the same size. Take any free resolution of 1'+1(Y) and dualize it as usual to obtain a resolution of the corresponding canonical module; then specialize; this is the same as first specializing the generic resolution and then dualizing to obtain a resolution of wS(M,) ' For the result in the generic case we refer to [5] .
(ii) The number given is obviously an upper bound. Similar to the argument for Proposition 3.2(ii) it is enough to show that the maximal minors of the matrix 
0
We now turn to the case m = n + 1. As observed in the preceding section, M, is an ideal in R generated by the maximal minors of X involving the first r columns. + 1) x (r + i)-minors of the first r + 1 columns of X and by the maximal minors of X involving the first r columns. We then conclude by an argument of Hodge algebras; namely, it is easy to check that 9 is generated by an 'ideal' of the poset of all minors of X, with respect to which P[X] is an ordinal Hodge algebra. It follows that P[X] I 9 is an ordinal Hodge algebra itself over P. Since P is reduced, so is P[X]/g, ct. [9] .
(ii) By (i), fA is a radical ideal. Since lJIn(X) C IA (direct argument or see [2] ), it then suffices to check that lJ and (iii) and (iv) The assertion on the canonical module follows from Proposition 6.1(i) as Proposition 3.2(ii) followed from Proposition 3.1(ii) by virtue of [7J. The type is calculated as above.
