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Introducción y objetivos 
1.1 Introducción 
Las redes ópticas inteligentes ASON (Automatic Switched Optical Networks) 
basadas en protocolos GMPLS (Generalized Multiprotocol Label Switching) 
suponen un gran avance sobre las redes ópticas de transporte convencionales ya 
que permiten establecer y liberar conexiones de gran capacidad de forma 
automática. 
Esto lo llevan a cabo gracias a la existencia de un plano de control que gestiona 
estas peticiones y establece las conexiones dentro de la red haciendo uso del 
protocolo RSVP-TE (Resource Reservation Protocol - Traffic Engineering ) que se 
encarga de la señalización, establecimiento y eliminación de caminos para las 
conexiones. 
Otro aspecto que diferencia las redes ASON/GMPLS es su capacidad para 
restaurar los posibles caminos fallidos ante la presencia de un fallo en la red de 
transporte en tiempo real y de forma muy eficiente. 
1.2 Objetivos 
Este proyecto tiene como objetivo comparar dos estrategias de restauración de 
conexiones ópticas afectadas por un fallo, basadas en un elemento central, PCE 
(Path Computing Element), que es el encargado de procesar las peticiones de 
enrutamiento de las conexiones: 
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• En la Restauración Centralizada Secuencial (RCS), las peticiones de 
enrutamiento se procesan y sirven de manera secuencial conforme van 
llegando al PCE. 
 
• En la Restauración Centralizada en Paralelo (RCP), se procesa 
simultáneamente el enrutamiento de todas las conexiones afectadas por el 
fallo y no se sirve ninguna ruta de restauración hasta que se han recibido 
todas las peticiones y liberado los caminos fallidos. 
 
Para poder realizar el estudio se utilizará el simulador de eventos discretos 
OMNET++, que nos facilita una plataforma modular y extensible para simular 
redes. Este simulador nos permite definir la red que queremos estudiar mediante 
un lenguaje propio de definición de redes llamado Network Description Language 
(NED) y especificar el comportamiento de cada uno de sus elementos mediante 
módulos en C++ que pueden hacer uso de una API (Application Programming 
Interface) ya integrada en la plataforma. A través del simulador obtendremos las 


























En este capítulo se van a introducir los conceptos y terminología que son relevantes 
para este Proyecto de Final de Carrera (PFC). Se presentan las bases tecnológicas 
sobre las que se fundamentan las redes de fibra óptica de hoy en día así como el 
paradigma ASON/GMPLS de las redes ópticas inteligentes. 
2.1 Situación actual 
Desde que se comenzaron a implantar las redes ópticas ha cambiado mucho la 
forma en que se han explotado. En sus inicios, principalmente se usaban para 
transportar voz y su ancho de banda1 estaba infrautilizado. Sin embargo, el 
continuo incremento del tráfico de todo tipo (voz, imágenes, video y datos) que se 
está produciendo con uso cada vez mayor de Internet va a provocar que las redes de 
transporte tradiciones se vean saturadas en unos pocos años. 
Ante esta situación sólo caben dos alternativas, ampliar las redes de fibra que 
existen actualmente o implantar nuevas tecnologías y arquitecturas de gestión que 
doten de inteligencia a las redes para que aprovechen al máximo los recursos 
existentes. La primera opción es muy costosa por la cantidad de infraestructuras 
que hay que desplegar y, por otra parte, se requiere un tiempo de implantación 
bastante prolongado (varios años). 
Las redes ópticas inteligentes usan técnicas como la Dense Wavelength Division 
Multiplexing (DWDM) para aprovechar más el ancho de banda útil de cada fibra 
óptica y ofrecen mucha más flexibilidad en su explotación ya que son capaces de 
establecer y liberar conexiones de forma automática. Esto lo llevan a cabo gracias a 
                                                 
1 Una fibra óptica tiene una capacida teórica de 10 Tb/s (terabytes por segundo) 
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los nuevos conmutadores ópticos R-OXC (Reconfigurable Optical Cross-Connect) y 
a un plano de control que los gestiona. 
2.2 Tecnologías de transmisión óptica 
A continuación se describen los elementos físicos que componen una red de fibra 
óptica y los fundamentos de la tecnología que se usa para transmitir las señales 
ópticas [1]. 
2.2.1 Elementos de la red 
Los elementos que forman la red se pueden dividir en dos tipos, los que constituyen 
el propio medio de transmisión y los que forman la interfaz óptica, que transforman 
y amplifican la señal. 
 
 
• Cable óptico: Elemento físico mediante el cual se unen los puntos de una 






Fig. 2-1 Cable óptico 
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• Emisor de luz: Dispositivo con tecnología LED o láser mediante el cual se 




Fig. 2-2 Emisor láser 
 
 
• Conversor  EO (Eléctrico-Óptico) – OE (Óptico-Eléctrico): Dispositivos 
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• Amplificador óptico: Dispositivo que amplifica la señal óptica directamente 
sin necesidad de pasarla al dominio eléctrico mediante el bombeo de una 
onda láser.   
 
 
Fig. 2-4 Amplificador óptico 
 
• (De)Multiplexor óptico: Dispositivo que permite transportar diferentes flujos de 
datos a la vez multiplexando la señal en diferentes longitudes de onda en una 
misma fibra mediante la tecnología WDM (Wavelength Division Multiplexing). 
 
 
Fig. 2-5 Multiplexor óptico 
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2.2.2 Multiplexación por división de longitud de onda (WDM) 
Es la tecnología usada para multiplexar la señal, que como se ha comentado 
anteriormente, utiliza las diferentes longitudes de onda que se pueden enviar por 
la fibra para transportar diferentes flujos de datos (fig. 2-6). 
Las frecuencias que se usan en esta tecnología se encuentran en la región en torno 
a los 1550 nm porque ésta es una de las regiones en las que la atenuación es 
mínima [2]. Actualmente, se pueden conseguir entre 50 y 400 canales ópticos en 
una sola fibra usando separaciones de 100 hasta 12,5 GHz, respectivamente. 
Cuando se transportan tal cantidad de canales se usa el término DWDM (Dense 
DWDM). Esto se consigue utilizando emisores láser de mayor calidad, fibras de 
baja dispersión o módulos regeneradores que transforman la señal al dominio 
eléctrico para compensar la dispersión cromática, que es la responsable de la 
distorsión de la señal transmitida. 
Actualmente se están probando velocidades de transmisión de 40 Gb/s con esta 
técnica, aunque las velocidades teóricas que se pueden llegar a alcanzar en un 




Fig. 2-6 Tecnología WDM 
 
2.3 Topologías de red 
Las primeras redes DWDM que se implantaron eran punto a punto. No fue hasta la 
incorporación de los multiplexores OADM (Optical Add/Dropp Multiplexer) que no 
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se empezaron a usar redes en forma de anillo (fig. 2-7) como las basadas en 




Fig. 2-7 Red en anillo 
 
Estos multiplexores permiten extraer longitudes de onda específicas del conjunto 
de señales multiplexadas así como insertar nuevas (fig. 2-8). Inicialmente, se tenía 
que planificar la asignación del ancho de banda en el despliegue inicial. Sin 
embargo, con la aparición de los R-OADM (Reconfigurable Optical Add/Dropp 
Multiplexer) se consiguió mucha más flexibilidad pudiendo reasignar el ancho de 
banda en tiempo real de forma remota [3]. 
 
                                                 
2 Synchronous Optical Networking (SONET) y Synchronous Digital Hierarchy (SDH) son protocolos 
de transmision óptica síncrona de señales digitales utilizados principalmente para transportar tramas 
ATM (Asynchronous Transfer Mode) 
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Fig. 2-8 Multiplexor OADM 
 
La siguiente evolución en las redes ópticas vino con los primeros conmutadores 
ópticos, los OXCs (Optical Cross-Connect) que significaron un avance muy 
importante porque permitieron la aparición de las primeras redes ópticas 
interconectadas en forma de malla (fig. 2-9). Estos conmutadores, a diferencia de 
los OADM, son capaces de mantener la continuidad analógica de la señal más allá 
del segmento entre dos nodos sin necesidad de regeneración. 
 
 
Fig. 2-9 Red mallada 
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Con los conmutadores OXCs (fig. 2-10) se pueden establecer servicios  extremo a 
extremo con garantías de QoS (Quality of Service), capacidades de recuperación 




Fig. 2-10 Conmutador OXC 
 
Las redes malladas ofrecen mayor flexibilidad y una eficiencia mucho mayor que 
las redes en anillo puesto que se pueden establecer conexiones con caminos mucho 
más cortos. Es por esto que se ha extendido mucho el uso de redes de paquetes en 
este tipo de topologías. 
Normalmente, las redes malladas se dividen en dos segmentos, el correspondiente 
a la red de acceso y el de la red troncal o de transporte. La red de acceso es a la que 
se conectan los clientes que, a través de la cual, acceden al nodo más cercano de la 
red de troncal, que es la que interconecta las grandes ciudades y, a su vez, puede 
estar formada por la interconexión de varias redes en anillo y redes malladas. Las 
redes que se van a estudiar en este PFC son redes malladas de transporte.  
2.4 Arquitectura ASON 
Para gestionar y administrar los elementos de las nuevas redes de transporte 
ópticas se utiliza la arquitectura ASON (Automatic Switched Optical Network) [4]. 
Esta arquitectura introduce inteligencia a este tipo de redes a través de un plano 
de control que hace uso de los protocolos GMPLS (Generalized Multiprotocol Label 
Switching) de manera que se pueden configurar, establecer y eliminar conexiones 
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ópticas de forma automática y mucho más rápidamente de lo que se venía haciendo 
con las redes basadas en protocolos SONET/SDH que se gestionaban de forma 
centralizada desde el Network Management System (NMS) donde se establecían 
manualmente todas estas funciones. 
A continuación se detallan los tres planos que forman parte de la arquitectura 
ASON (fig. 2-11) con sus funciones claramente diferenciadas: 
 
• Plano de transporte: Es la red de transporte propiamente dicha, formada 
por los nodos ópticos (OXCs) y las fibras ópticas. Es capaz de detectar el 
estado de las conexiones, como por ejemplo en los casos de fallo o 
degradación de la señal. 
• Plano de control: Este plano soporta el establecimiento/eliminación en 
tiempo real y de forma dinámica de las conexiones mediante los protocolos 
de señalización, routing y detección de recursos. Estas funciones se llevan a 
cabo a través de los OCCs (Optical Connection Controller), que se encargan 
de administrar las conexiones de cada OXC, y de la red DCN (Data 
Communication Network) a través de la que se intercambian los mensajes 
de control. 
• Plano de gestión: Se encarga de las funciones de gestión de la red como la 
gestión de fallos, configuración de elementos de la red, contabilidad, 




Fig. 2-11 Arquitectura ASON 
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Para que todos estos elementos de los diferentes planos de la arquitectura puedan 
interactuar, se definen las siguientes interfaces: 
 
• UNI (User to Network Interface): Interfaz a través de la que se 
establece la comunicación entre el dominio de usuario y el plano de 
control para crear, eliminar o modificar una conexión. 
• I-NNI (Internal-Network to Network Interface): Se utiliza para 
intercambiar información de los protocolos de señalización y routing entre 
los OCCs de la red. 
• E-NNI (External-Network to Network Interface): Interfaz utilizada para el 
intercambio de información de routing entre diferentes dominios de red. 
Normalmente se utiliza el protocolo BGP (Border Gateway Protocol) 
• CCI (Connection Controller Interface): Interconecta los dispositivos del 
plano de control con los del plano de transporte. 
• NMI-A (Network Management Interface-Control Plane): Interconecta el 
plano de gestión con el plano de control. Se usa para establecer las 
conexiones soft-permanentes. 
• NMI-T (Network Management-Transport Plane): Interconecta el plano de 
gestión con el plano de transporte. Se usa en el establecimiento de las 
conexiones permanentes en las que el plano de gestión configura 
directamente los dispositivos ópticos. 
 
2.5 Tipos de conexiones 
Se pueden distinguir tres tipos de conexiones dentro de ASON dependiendo de la 
manera en que se establecen las conexiones: 
 
• Permanentes:  Este tipo de conexiones se establecen directamente mediante 
el plano de gestión a través de las interfaces NMI-T sin la intervención del 
plano de control y, por tanto, sin hacer uso de los protocolos de routing o 
señalización de éste. Este tipo de conexiones también se conocen como 
conexiones provisionadas o estáticas y suelen permanecer a lo largo de 
varios meses o años, inclusive. 
• Conmutadas: Estas conexiones se establecen bajo demanda conectando los 
nodos origen y destino mediante los protocolos de routing y señalización que 
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ofrece el plano de control. Las peticiones provienen del dominio del usuario 
y llegan al plano de control a través de las interfaces UNI. 
• Soft-permanentes: En este tipo de conexiones el plano de gestión recibe la 
petición de una nueva conexión y a continuación activa el mecanismo de 
establecimiento de la conexión en el plano de control mediante la interfaz 
NMI-A. No es necesaria la interfaz UNI en este tipo de conexiones.  
2.6 Protocolo GMPLS 
Dentro de la Internet Engineering Task Force (IETF) se están desarrollando el 
conjunto de protocolos GMPLS [5] que se usan en el plano de control de la 
arquitectura ASON. Estos protocolos extienden los establecidos en MPLS para 
soportar la conmutación de paquetes, propia de las redes IP, o la de time-slots de 
las redes basadas en TDM (Time Division Multiplexing), a la conmutación de fibras 
de las redes ópticas. 
GMPLS se basa en las extensiones de Traffic Engineering (TE) de los protocolos 
RSPV-TE y OSPF-TE para la señalización y para el routing, respectivamente. Para 
facilitar el control y la configuración de la gran cantidad de enlaces existentes entre 
dos nodos adyacentes para cada fibra y longitud de onda se introduce el protocolo 
Link Management Protocol (LMP). 
Para llevar a cabo todas las tareas del plano de control existen una serie de 












 Fig. 2-12 Esquema funcional de un OCC 
 
 
Capítulo 2 – Redes ASON/GMPLS 15 
 
• Call Controller:  Recibe las peticiones que llegan a través de la interfaz UNI 
y las procesa si son validadas por las políticas de admisión.  
• Connection Controller: Gestiona y supervisa el establecimiento, 
modificación y eliminación de las conexiones ópticas asignando rutas y 
recursos ópticos para cada petición. Es responsable de la coordinación de 
todos los módulos. 
• Routing Controller: Se encarga del cálculo de las rutas ya que dispone de la 
información referente a la topología de la red mediante los mensajes OSPF-
TE que intercambia. 
• Link Resource Manager: Almacena la información sobre el estado de los 
enlaces ópticos locales, tanto los disponibles como los que ya se están 
utilizando en alguna conexión. Intercambia mensajes LMP y se comunica a 
través de la interfaz CCI con su OXC correspondiente. 
2.7 Arquitectura basada en PCE 
Un Path Computing Element (PCE) es un elemento con gran capacidad de 
computación utilizado para calcular los caminos (paths) o rutas de una red 
basándose en su grafo y aplicando restricciones de cálculo como el ancho de banda 
asignado u otros parámetros de QoS [6]. El PCE puede estar localizado en un 
elemento externo a la red, como si fuera un servidor, o integrado en un nodo de la 
red.  
Se distinguen diferentes arquitecturas dependiendo de si se trata de escenarios 
inter-dominio o intra-dominio, y de si se realiza el cálculo de forma centralizada en 
un único PCE o de forma distribuida entre varios PCEs. 
2.7.1 Motivaciones 
El uso de una arquitectura basada en PCE se puede justificar atendiendo a 
diferentes motivaciones: 
  
• Uso intensivo de CPU: Hay situaciones en las que los cálculos que hay que 
realizar pueden saturar la capacidad de computación de los nodos de la red 
y se hace necesario tener un elemento dedicado a tales tareas. Estas 
situaciones pueden darse cuando las restricciones requieran optimizar 
funciones objetivo, como por ejemplo, maximizar el uso de los enlaces de la 
red o realizar cálculos de múltiples paths. También se pueden liberar  
recursos en nodos de la red encargados de mantener las TED (Traffic 
Engineering Database) utilizadas en el cálculo de los paths [8]. 
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• Múltiples dominios: Existen escenarios multidominio en los que el nodo 
responsable del cálculo de una ruta puede tener limitaciones de visibilidad y 
no disponer de toda la información de las topologías de otros dominios para 
establecer un path extremo a extremo con toda la información de TE. La 
existencia de PCEs para cada dominio facilita esta tarea y también permite 
aplicar mecanismos de crankback3 entre los dominios para facilitar la 
provisión de la ruta [7]. 
 
• Compatibilidad con otras redes: En las primeras redes ópticas que no 
disponen de un plano de control y, por tanto, las conexiones se establecen 
desde el plano de gestión manualmente, se puede añadir un PCE al NMS 
para el cálculo de rutas. Este paradigma también se puede usar para 
interconectar este tipo de redes con las redes ASON con capacidades 
GMPLS.   
 
• Políticas de selección de paths: La inclusión de políticas de selección de 
paths dentro del PCE puede simplificar el proceso de cálculo y selección de 
paths. Por ejemplo, el PCE podría aplicar distintas políticas para los paths 
inter-dominio y los paths intra-dominio.   
 
2.7.2 Arquitectura 
A continuación (fig. 2-13) se muestra la arquitectura correspondiente al modelo 
centralizado en un PCE de un solo dominio, que es la que se ha utilizado en este 
PFC. 
 
                                                 
3  Los mecanismos de crankback se basan en restablecer situaciones en las que se ha producido un 
fallo en el establecimiento del path mediante el envío de información junto a las notificaciones de 
fallo, para que el nuevo path se calcule evitando el punto de fallo. 
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Fig. 2-13 Arquitectura basada en PCE centralizado 
 
En esta arquitectura la comunicación entre el plano de control y el PCE se 
establece mediante el PCE Protocol (PCEP). Este protocolo consiste en una serie de 
mensajes de tipo petición/respuesta en donde cada nodo realiza peticiones de 
cálculo de path. Estas peticiones, a parte de los nodos origen y destino de la 
demanda, pueden incluir varios requerimientos como ancho de banda, nivel de 
protección o parámetros relacionados con las políticas de selección aplicadas. 
El PCE responde con una ruta calculada acorde con el estado de la red que guarda 
en la copia local de la TED. Esta base de datos tiene una estructura de grafo y se 






















Mecanismos de recuperación en redes 
ópticas 
En este capítulo se hace una introducción a los fallos que pueden darse en las redes 
ópticas de transporte, sus implicaciones y los mecanismos más importantes que se 
usan para su recuperación, basados en métodos de protección o restauración. 
3.1 Fallos en redes ópticas 
A continuación se van a ver las posibles causas que originan los fallos en las redes 
ópticas y el impacto que estos producen a nivel de interrupción de servicios en 
función de su duración.  
3.1.1 Causas 
Determinar las causas de los fallos en las redes ópticas de transporte se ha 
convertido en un asunto de gran importancia dado el gran impacto que pueden 
tener en el servicio y las pérdidas económicas que pueden implicar. 
En este sentido, se han realizado estudios (fig. 3-1) que analizan las causas de los 
fallos en las redes ópticas de transporte de los que se desprende claramente que la 
mayor parte de los fallos son debidos a trabajos de excavaciones (2,72 
cortes/año/1000 Km)[9]. Este tipo de causas difícilmente pueden evitarse, por lo que 
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Fig. 3-1 Causas de fallo 
 
3.1.2 Tiempo de fallo y su impacto 
Dependiendo del tiempo que dure la interrupción de la comunicación pueden 
producirse desde algunos errores en las tramas que se envían, si hablamos de 
interrupciones del orden de unos milisegundos, y que sólo causan peticiones de 
retransmisión, hasta pérdidas millonarias y consecuencias sociales si estas 
interrupciones no se solucionan dentro de la primera media hora. En la tabla 3-1 se 
muestra el impacto de los fallos en función del tiempo de interrupción que provocan 
[10]. 
Para que las interrupciones sólo sean tratadas como un error de transmisión por 
las capas superiores de comunicación éstas no deberían superar la barrera de los 50 
ms [1]. Este valor se ha considerado como una especificación dentro de los sistemas 
de protección de fallos para las redes en anillo, que se explican más adelante. Sin 
embargo, con la aparición de las redes malladas se han aceptado valores superiores 
de hasta 200 ms.   
Dentro de los 2 segundos se empiezan a cortar las comunicaciones más sensibles, 
como las de voz. Sin embargo, se considera como un valor razonable para la 
recuperación de fallos en el que muchos servicios no se ven afectados de forma 
considerable. Más allá de los 2 segundos saltan los tiempos de espera de las 
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conexiones TCP/IP y los protocolos de enrutamiento como OSPF-TE comienzan a 
detectar el fallo y envían mensajes para actualizar sus tablas de routing saturando 
los conmutadores. 
 
Tabla 3-1 Tiempos de interrupción  
Duración Impacto 
< 50 ms Se percibe como un error y no se llegan a cortar las 
transmisiones TCP/IP. 
50 ms – 2 seg 5% de las transmisiones de voz se cortan y TCP/IP 
empieza a fallar. 
2 seg – 5 min Se sobrepasan los timeouts de TCP/IP y se cortan 
todas las comunicaciones. 
> 30 min Se producen pérdidas económicas y efectos sociales 
(tel. emergencias) 
 
3.2 Esquemas de recuperación 
Por recuperación de una red ante un fallo se entiende la capacidad de la misma 
para continuar operando aún cuando el fallo permanece activo. Aunque existen 
mecanismos de recuperación en las capas de cliente (SONET,IP,ATM) los 
esquemas de recuperación de capa óptica son más eficientes y transparentes para 
las capas superiores. 
Se distinguen dos mecanismos en función en función de si la capacidad de 
restauración se basa en recursos de sustitución preasignados o en reenrutar las 
conexiones afectadas [11]:  
 
• Protección: Se basa en la sustitución del elemento que se ha visto afectado 
por el fallo, a nivel de enlace o de camino, por uno de sustitución 
preasignado y listo para ser utilizado. Este recurso de sustitución puede 
estar dedicado para un solo elemento o compartido por más de uno. 
• Restauración: Este mecanismo trata de encontrar en tiempo real enlaces o 
rutas alternativas con los recursos disponibles en la red en el momento del 
fallo. Se puede basar en algoritmos de restauración distribuidos o 
centralizados. 
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Para cualquiera de los mecanismos de recuperación existentes es muy importante 
la topología de la red. Si se consigue que la red tenga una estructura biconexa (fig. 
3-2), es decir, que existan dos caminos totalmente disjuntos entre cualquiera de los 
nodos de la red, se pueden aplicar mecanismos de recuperación mucho más rápidos. 





Fig. 3-2 Topología de red biconexa 
 
3.3 Mecanismos de protección 
Dentro de los mecanismos de protección se pueden clasificar distintos métodos en 
función de si la recuperación se realiza a nivel de enlace óptico (OMS, Optical 
Multiplex Section) o bien, a nivel de canal óptico (Och, Optical Channel) o camino 
(LSP, Label Switched Path). En el primer caso, la protección consigue recuperar 
todos los canales multiplexados por la fibra mediante una sola acción: los dos nodos 
adyacentes al enlace afectado por el fallo redireccionan los canales a través de la 
fibra o conjunto de longitudes de onda de protección que hay en la dirección 
opuesta. Cuando la protección se realiza a nivel de canal óptico sólo los paths 
afectados por el fallo son protegidos. 
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En  cualquiera de los dos esquemas los recursos de protección pueden ser dedicados 
o compartidos. Si son dedicados, éstos sólo se pueden utilizar para un camino o 
enlace, mientras que cuando son compartidos el mismo recurso de protección puede 
ser utilizado por más de un path o enlace. Este último método consume menos 
recursos pero no es tan rápido y su implementación es más compleja. En la 
siguiente tabla se muestran  distintos esquemas de protección [1]. 
 
Tabla 3-2 Esquemas de protección  
Esquema Descripción 
APS Sistemas de conmutación de protección automática en 
enlaces punto a punto. Dedicados (1+1)/Compartidos 
(1:N). 
OMS-Ring Esquemas de protección en anillo a nivel de enlace. 
Dedicados (OMS-DPRing)/Compartidos (OMS-
SPRing). 
OMS-Mesh Esquemas de protección para redes malladas a nivel 
de enlace basados en p-cycles. Dedicados (OMS-Dp-
cycles)/Compartidos (OMS-Sp-cycles) 
OCh-Ring Esquemas de protección en anillo de canal óptico. 
Dedicados (OCh-DPRing)/Compartidos (OCh-SPRing). 
OCh-Mesh Esquemas de protección para redes malladas de canal 
óptico. Dedicados (DPP)/Compartidos (SPP). 
 
  
A continuación se va a explicar el funcionamiento de algunos de los esquemas, 
como los sistemas de conmutación de protección automática (APS, Automatic 
Protection Switching) usados en los sistemas lineales de las redes punto a punto, 
los esquemas de protección de las redes en anillo (OMS-Ring) o las técnicas basadas 
en p-Cycles utilizadas en las redes malladas. 
3.3.1 Conmutación de protección automática (APS) 
En los sistemas de comunicación lineal, a diferencia de las redes de anillo o 
malladas, tiene que existir un camino físico paralelo al principal entre los dos 
puntos a unir para poder restablecer la comunicación en los casos en que la fibra se 
vea afectada por un corte. 
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En función de la utilización del camino de reserva se diferencian dos posibles 
mecanismos: 
 
• Protección 1+1: El camino de protección está dedicado en exclusiva y se 
mantiene en espera del posible fallo. La señal se envía duplicada por las dos 




Fig. 3-3 APS 1+1 
 
 
• Protección 1:N: En este caso, se comparte el camino de protección entre los 
N caminos principales. A diferencia de la protección 1+1, el camino de 
reserva se puede testear mientras la señal principal se está transmitiendo. 
También se pueden utilizar técnicas de extra traffic para cursar el exceso de 
tráfico (con prioridad más baja) por el camino de protección. 
 
 
 Fig. 3-4 APS 1:N 
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3.3.2 Sistemas de protección basados en anillo (OMS-Ring) 
Los sistemas de protección en anillo son una evolución de los sistemas punto a 
punto ya que utilizan protocolos APS para realizar la conmutación entre las fibras 
de trabajo y las de protección de los nodos adyacentes. 
 
 
• Anillo de protección dedicada (OMS-DPRing) 
 
El anillo consta de dos fibras unidireccionales que unen los nodos en sentidos 
opuestos. Las dos fibras tienen la misma capacidad para transportar el mismo 
número de canales. En condiciones normales, sólo se transmiten las señales por la 
fibra de trabajo en un sentido dejando libre la fibra de protección (fig. 3-5a). 
Si se produce un fallo en alguno de los enlaces, uno de los arcos del anillo queda 




Fig. 3-5 OMS-SDRing, a) condiciones normales de trabajo y b) conmutación a la 





26  Capítulo 3 – Mecanismos de recuperación en redes ópticas 
 
• Anillo de protección compartida (OMS-SPRing) 
 
Este sistema de protección se basa en un anillo de cuatro fibras bidireccionales, dos 
para transmitir en condiciones normales de trabajo (fig. 3-6a) y dos para protección, 




Fig. 3-6 OMS-SPRing, a) condiciones normales de trabajo con dos paths 
establecidos y b) conmutación a las fibras de protección ante un fallo. 
 
Existe una versión de OMS-SPRing de dos fibras en la que la mitad del total de las 
longitudes de onda de cada fibra se dedica a protección, haciendo corresponder las 
longitudes de onda de trabajo de una fibra con las de protección de la otra. De esta 
forma, no es necesario hacer ninguna conversión de longitudes de onda al mover los 
canales de las bandas de trabajo a las de protección, y también se consigue un 
mayor aprovechamiento del ancho de banda. 
3.3.3 Protección con p-cycles 
La técnica de p-cycles aporta la rapidez de recuperación de las redes en anillo a las 
redes malladas. Esto se consigue formando ciclos predefinidos (p-cycles) con un 
diseño igual al de las redes tradicionales de anillo dentro de la red mallada [1]. 
Estos ciclos ofrecen una doble protección. Por un lado, actúan de la misma forma 
que los sistemas OMS-SPRing cuando el enlace afectado por el fallo forma parte del 
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p-cycle (fig. 3-6a) ofreciendo como camino de protección el resto del ciclo no 
afectado, como se puede ver en la figura 3-6b. 
 
Fig. 3-6 a) p-cycle con fallo en enlace del ciclo y b) camino de protección 3-1-5-6-4-7 
 
Además, cuando el enlace que queda cortado no forma parte del p-cycle, también 
denominado enlace straddling (fig. 3-7a), existen dos caminos de protección como se 
puede ver en las figuras 3-7b y 3-7c. Ésta es una de las características más 
importantes de una red basada en p-cycles respecto a otras coberturas de anillo o 
redes de ciclo en general en las que una unidad de capacidad de protección cubre 
una unidad de capacidad de trabajo, mientras que cada unidad de capacidad del p-
cycle puede proteger dos unidades de capacidad de trabajo, una del propio p-cycle y 
otra de un enlace straddling. 
 
 
Fig. 3-7 a) p-cycle con fallo en enlace fuera del ciclo, b) camino de protección 3-1-5-
6-4 y c) camino de protección 3-7-4 
 
28  Capítulo 3 – Mecanismos de recuperación en redes ópticas 
3.4 Mecanismos de restauración 
Los esquemas de restauración se basan en el cálculo de nuevas rutas para 
reemplazar los paths afectados por el fallo a posteriori, a diferencia de los 
esquemas de protección como DPP (Dedicated Path Protection) o SPP (Shared Path 
Protection) que ya tienen precalculadas las rutas para proteger los paths. Los 
mecanismos de restauración consumen menos recursos pero tienen tiempos de 
recuperación mayores (pueden alcanzar algunos segundos) que dependen mucho de 
cada red, y en general, no garantizan la recuperación al 100%. 
El cálculo de rutas puede servir para encontrar caminos alrededor del enlace 
cortado, manteniendo la misma longitud de onda para cada uno de los paths 
afectados, cuando se trata de restauración de enlace, o bien, para encontrar rutas 
alternativas, extremo a extremo, eliminando el enlace cortado del grafo utilizado 
para el cálculo, cuando se realiza una restauración de camino. 
Los algoritmos utilizados para afrontar el problema de la asignación de ruta y  
longitud de onda con restricción de continuidad de longitud de onda, son conocidos 
como algoritmos de RWA (Routing and Wavelength Assignment). Estos algoritmos 
pueden ser centralizados o distribuidos, y se basan en el cálculo del camino más 
corto según el algoritmo de Dijkstra o alguna de sus modificaciones. Se pueden 
diferenciar dos clases de algoritmos en función de cómo se realice la elección de la 
longitud de onda: 
 
• First-Fit (FF) 
• Best-Fit (BF) 
 
Los FF se quedan con la primera longitud de onda que encuentran de todas las 
disponibles, mientras que los BF escogen la longitud de onda con el camino más 
corto, mejorando el rendimiento de la restauración pero con un mayor coste 
computacional. 
Las dos estrategias de restauración que se estudian en este PFC siguen un 
esquema de restauración de camino. En la estrategia secuencial se utiliza un 
algoritmo de RWA de tipo BF para el cálculo de cada ruta de restauración. Sin 
embargo, en la estrategia en paralelo el algoritmo de RWA calcula todas las rutas 
de una vez minimizando el coste total de todas ellas. 
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3.5 Medidas de recuperación 
A continuación se van a definir algunas de las medidas que se usan para describir 





Se define como la fracción de unidades de señal (por ejemplo, de trabajo) portadoras 
de la información que se restauran posteriormente como consecuencia de los 
mecanismos de restaurabilidad utilizados. Por restaurabilidad de la red se entiende 
el promedio de la restaurabilidad de todos los caminos afectados por el fallo en un 
enlace. 
 
• Fiabilidad  
 
Es la probabilidad de que un sistema o dispositivo dado esté en estado operativo o 
proporcionando un servicio de forma ininterrumpida entre un tiempo inicial y un 
tiempo de finalización de servicio t. La función de fiabilidad R(t) o también 
denominada función de supervivencia S(t) nos determina la probabilidad de que el 
sistema no falle antes del instante t, y viene dada por la siguiente expresión, 
 
S(t) ≡ R(t) = 1− F(t) = P(T > t) 
 
Donde F(t) es la función de distribución de la variable aleatoria continua T que  
determina los tiempos de fallo de un determinado sistema y que suele seguir una 
distribución exponencial o Weibull, siendo f(u) su función de densidad de 
probabilidad. 
F(t) = P(T≤ t) =  fudu  
A partir de la función de fiabilidad se puede obtener la tasa de fallo media entre 
dos instantes t1 y t2. 
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Haciendo tender t1 a t2, se obtiene la denominada tasa de fallo o tasa de riesgo, que 
es un buen indicador de lo propenso que es un sistema a fallar en función del 
tiempo transcurrido. 









Análisis realizados demuestran tasas de fallo constante al servicio por componente 
de equipamiento de la red. En general, se suele hacer esta suposición para 





Un aspecto importante cuando se tratan de comparar diferentes estrategias de 
enrutamiento en redes ópticas, es la disponibilidad en régimen permanente. En 
general, la disponibilidad es la probabilidad de que un elemento se encuentre en 
operación en cualquier instante aleatorio futuro, entendiendo que los fallos pueden 
ocurrir pero las acciones de reparación siempre retornan al elemento a un estado 







  !"  	 
 
Donde MTTF (Mean Time to Failure) es el tiempo medio hasta el fallo, es decir, el 
tiempo esperado en que se producirá el siguiente fallo, seguido de su reparación, 
expresado en horas o en FITs (número de fallos en 109 horas) dada la gran 
fiabilidad de los componentes. MTTR (Mean Time to Repair) es el tiempo medio de 
reparación necesario para reparar el elemento. El valor de la disponibilidad se 
calcula con los valores promedio que se obtienen de los ciclos de fallo que pasan por 
los estados de funcionamiento-fallo-reparación-funcionamiento y que se van 
repitiendo durante la vida útil den un elemento reparable en mantenimiento. 
Como medida complementaria a la disponibilidad, se expresa la indisponibilidad 
(U, Unavailability) como, 
U ≡ 1 − A 
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En sistemas formados por muchos elementos en serie para que el sistema esté 
disponible en su conjunto, cada uno de los elementos tiene que estar operativo. La 
disponibilidad del sistema (Asistema) viene dada por la siguiente ecuación, 
 
Asistema  =  ∏ $  
 
Para elementos en paralelo la indisponibilidad del sistema (Usistema) se expresa 
como, 
Usistema  =  ∏ %  
 
Estas ecuaciones son válidas cuando se trata de sistemas con elementos que son 
independientes a los fallos entre ellos mismos. Es decir, cuando los elementos no 
tienen dispositivos en común que puedan hacerles fallar ante un fallo. 
En la siguiente figura se puede observar la diferencia entre la disponibilidad y la 
fiabilidad a lo largo del tiempo en un sistema reparable con tasa de fallos 
constante. Ambas funciones son iguales después del punto de inicio. Sin embargo, 
conforme se van repitiendo los ciclos de fallo la fiabilidad tiende a cero, mientras 
que la disponibilidad llega a un valor de equilibrio mediante los procesos de 
reparación. 
 
Fig. 3-7 Funciones de disponibilidad A(t) y fiabilidad R(t) en el tiempo para un 
sistema reparable con tasa de fallos constante. 
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En la siguiente tabla se muestran valores típicos para índices de fallos, valores de 
MTTRs y MTTFs y constantes comunes en redes de comunicaciones [12] 
 
Tabla 3-3 Valores típicos de medidas de disponibilidad 
Medida Valor 
Tasa de fallos para red de conmutación de 
circuitos de complejidad mediana 
1500 FITs 
Tasa de fallos para una red de transmisión 
óptica 
10,867 FITs 
Tasa de fallos de un cable de fibra óptica 311 FITs/Km 
MTTR típico de una tarjeta de equipo 2 horas 























Estrategias de restauración 
En este capítulo se van a describir las dos estrategias utilizadas para obtener las 
rutas de restauración de los paths afectados por el fallo en un enlace de la red, 
desde que éste es detectado por los nodos adyacentes al enlace, hasta que las rutas 
de restauración se han establecido en la red. 
Se va a detallar el intercambio de mensajes que se lleva a cabo entre cada uno de 
los elementos implicados (PCE, nodos origen de los paths afectados y los nodos 
adyacentes al enlace cortado), los tipos de mensajes utilizados, así como la 
señalización empleada. 
4.1 Restauración centralizada secuencial (RCS) 
En esta estrategia, desde que el PCE recibe la notificación de la existencia de un 
enlace cortado en la red, se van procesando las peticiones de restauración enviadas 
por cada uno de los nodos origen de los paths afectados por el fallo de forma 
secuencial, y por tanto, solamente se procesa una a la vez como sucede en los 
protocolos GMPLS. 
A continuación se van a explicar las distintas fases de la restauración, empezando 
por la aparición del fallo, su detección por parte de los nodos adyacentes, la 
notificación a los nodos origen de los paths afectados y al PCE, la petición de las 
rutas de restauración al PCE por parte de los nodos origen, el cálculo de las 
mismas en el PCE, la eliminación de los paths afectados y, finalmente, el 
establecimiento de los nuevos paths en la red. 
Capítulo 4 – Estrategias de Restauración 35 
 
4.1.1 Situación inicial 
Para explicar el funcionamiento de la estrategia usaremos la red de pruebas que se 
ha usado en el proyecto. Esta red consta de cinco nodos ópticos y ocho enlaces, y  
una topología mallada con un punto central al que todos los nodos están 
conectados. 
Inicialmente, se va a suponer que hay dos paths establecidos en la red. Un path 
entre los nodos A y C, pasando por B, y otro path de D a B, pasando por C, como se 
puede ver en la figura 4-1a. En esta situación es cuando se produce un fallo en uno 
de los enlaces de la red, que afectará a los dos paths. En nuestro ejemplo, el enlace 
afectado es el enlace b, que une los nodos B y C (fig. 4-1b). 
 
Fig. 4-1 Situación inicial. a) antes del fallo. b) después del fallo 
 
Cada uno de los nodos adyacentes al enlace cortado detecta que no hay continuidad 
óptica en el puerto correspondiente al enlace e inicia el procedimiento de 
notificación del fallo que se detalla a continuación. 
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4.1.2 Notificación del fallo 
Una vez que los nodos adyacentes – B y C – han detectado el fallo, proceden a 
notificarlo al PCE. Para ello, cada uno de los nodos adyacentes envía un mensaje 
del tipo Notify PCE , como se puede ver en la siguiente figura. 
 
 
Fig. 4-2 Envío de mensajes de notificación del fallo Notify OCC y Notify PCE 
 
Este tipo de mensaje contiene los dos identificadores en la red de los nodos 
(nodeID) adyacentes al fallo. Esta información ya es suficiente para que el PCE 
actualice la representación en forma de grafo que tiene de la red (uno para cada 
longitud de onda), marcando el enlace afectado como no válido y así no enrutar 
nuevos paths por él. 
Los dos mensajes se envían de forma independiente sin que haya ningún tipo de 
intercambio de información entre los nodos adyacentes, de forma que el primero de 
los dos mensajes que llegue al PCE será el que activará el proceso de actualización. 
Al mismo tiempo que se envían los Notify PCE, el nodo adyacente más cercano al 
nodo origen de cada path afectado, que llamaremos nodo adyacente preferente – el 
nodo B para el path A-B-C y el nodo C para el path D-C-B – procede a enviar otro 
mensaje de notificación al nodo origen del path, denominado Notify OCC . Este 
mensaje contiene únicamente el identificador del path (pathID) afectado por el 
fallo. 
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Cuando los nodos origen reciben el Notify OCC entienden que el path indicado ha 
sido afectado por un fallo, detienen el tráfico que se esté cursando por él y proceden 
a solicitar una ruta de restauración al PCE. 
4.1.3 Obtención de la primera ruta de restauración 
Una vez notificado el fallo a los nodos origen, estos generan un mensaje del tipo 
Restoration Route Request que contiene el pathID del path afectado por el fallo y lo 
envían al PCE (fig. 4-3) para que encuentre una ruta de restauración para 
restablecer la comunicación entre los nodos origen y destino. 
Puesto que se trata del modelo secuencial, las peticiones se van procesando una a 
una, de manera que hasta que no se ha servido una petición no se atiende la 




Fig. 4-3 Peticiones rutas restauración. a) petición para el path A-B-C. b) 
petición para el path D-C-B 
 
La petición que se atiende primero es la que llega antes al PCE. Esto en general 
depende de la distancia que hay entre los nodos adyacentes y los nodos origen, así 
como la distancia entre cada nodo origen y el PCE. En nuestro ejemplo, la petición 
de la ruta A-B-C (fig. 4-3a) es la primera que llega puesto que hemos supuesto que 
la distancia del enlace a es menor que la del enlace c, y que las distancias de cada 
nodo al PCE son iguales. 
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El cálculo de la ruta de restauración se basa en el algoritmo Shortest Path de 
Dikjstra sobre los enlaces y longitudes de onda libres, manteniendo la continuidad 
de longitud de onda, es decir, utilizando la misma longitud de onda en todos los 
enlaces del path. 
Antes de realizar este cálculo, se liberan cada uno de los enlaces del path afectado 
del grafo de la red que tiene el PCE para la longitud de onda correspondiente. Si 
existe una ruta de restauración, se reserva en el grafo del PCE y se envía al nodo 




Fig. 4-4 Mensaje de respuesta con la primera ruta de restauración 
 
El contenido del mensaje se compone del pathID, de la ruta explícita y de un campo 
denominado Restored, que estará a uno si se ha encontrado una ruta de 
restauración. Se pone a cero, si por el contrario, no se encuentra ninguna ruta de 
restauración entre los nodos origen y destino para ninguna de las longitudes de 
onda existentes, y se vuelve a marcar la ruta original en el grafo del PCE. 
En nuestra red, la ruta de restauración para el path A-B-C es el path A-E-C, que es 
la ruta más corta, ya que aunque el path A-D-C también tiene dos enlaces (d y c), 
hemos supuesto que éstos tienen mayor distancia que los del path escogido (e y g). 
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4.1.4 Liberación del primer path 
Cuando el nodo origen recibe el mensaje de Restoration Route Ack con la ruta de 
restauración, lo primero que hace es liberar de la red el path afectado por el fallo. 
Esto se lleva a cabo mediante el mensaje de Path Tear. Este mensaje se envía a los 
nodos que forman parte del path para que se liberen los recursos que tenían 
reservados (fig. 4-5). 
 
 
Fig. 4-5 Liberación del primer path 
 
En los casos en los que no se ha encontrado ruta de restauración, no se elimina el 
path afectado y se deja a la espera de que el fallo se solucione. 
4.1.5 Establecimiento de la primera ruta de restauración 
Una vez que el path afectado se ha eliminado de la red, se procede al 
establecimiento del nuevo path. En este caso los mensajes que se usan son el Path 
y Resv.  
El mensaje de Path se usa para crear la conexión (fig. 4-6a) y el de Resv se envía 
desde el nodo destino para que se reserven los recursos necesarios (fig. 4-6b). 
Cuando el mensaje Resv llega al nodo origen se da por establecida la nueva 
conexión. 
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Fig. 4-6 Establecimiento de la primera ruta de restauración. a) mensajes de 
Path.  b) mensajes Resv. 
4.1.6 Repetición del procedimiento para el resto de paths 
Una vez que el PCE ha enviado la primera ruta de restauración al primer nodo 
origen, continúa el proceso de restauración con el cálculo de la siguiente petición 
Restoration Route Request que se había quedado en la cola de espera y así hasta la 
última petición de restauración. En la siguiente figura mostramos el resto de pasos 
para finalizar el proceso de restauración en nuestro ejemplo (figuras 4-7) en el que 
sólo queda por restaurar el path D-C-B. 
 




Fig. 4-7 Procedimiento para el resto de paths afectados. a) envío ruta 
restauración, b) liberación path, c) mensajes Path y d) mensajes Resv 
4.1.7 Señalización en el tiempo 
En la figura 4-7 se muestra el diagrama temporal del intercambio de mensajes que 
se produce durante el proceso de restauración teniendo en cuenta los tiempos de 
cálculo de la ruta, y los de establecimiento y liberación de los paths. 
El tiempo total de restauración viene dado por la suma de los tiempos de 
transmisión de los mensajes de notificación, los mensajes de petición de ruta de 
restauración, el tiempo de cálculo de la ruta de restauración, y los tiempos de 
liberación y establecimiento del path afectado y de la ruta de restauración para 
cada una los paths afectados. 
Dado que el tamaño de los mensajes es muy pequeño y que las velocidades de 
transmisión son muy altas4, despreciaremos el tiempo de transmisión5 del paquete 
y estimaremos que el tiempo de transmisión de cada mensaje es igual a su retardo 
de propagación6. 
 
                                                 
4 En las redes ASON/GMPLS las velocidades de transmisión suelen ser de varios Gb/s 
5 Tiempo invertido en transmitir por el canal de transmisión cada uno de los bytes del paquete. 
6 Tiempo que depende de la distancia a recorrer y de la velocidad de propagación del medio. En la 
fibra óptica es de 200.000 Km/s. 




Fig. 4-8 Señalización el tiempo 
 
El tiempo de transmisión de los mensajes de notificación del tipo Notify PCE 
depende únicamente de la distancia de los nodos adyacentes al PCE, ya que cada 
nodo está directamente conectado a éste. Lo mismo sucede con el tiempo de 
transmisión de los mensajes de petición de ruta de restauración, Restoration Route 
Req y Restoration Route Ack, que se intercambian entre el nodo origen y el PCE, 
que también depende de la distancia entre ellos. 
En cambio, el mensaje de notificación Notify OCC dependerá de la ruta que haya 
desde el nodo adyacente precedente hasta el nodo origen, que en nuestro caso 
siempre será la distancia de la ruta más corta. 
Los tiempos de establecimiento y liberación de los paths están en función de la 
longitud del path y de los retardos de procesado en cada nodo para reservar y 
liberar los recursos, respectivamente. 
El tiempo de cálculo de ruta de restauración dependerá de la red en cuestión y de la 
cantidad de enlaces y longitudes de onda libres que haya en el momento de la 
petición. 
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4.2 Restauración centralizada en paralelo (RCP) 
En esta estrategia se van a calcular todas las rutas de restauración 
simultáneamente desde el momento en que el PCE recibe las notificaciones de la 
existencia de un fallo en la red, y no se van a servir hasta que se hayan recibido 
todas las peticiones de restauración y liberado de la red los paths afectados por el 
fallo. 
En este modelo, se ha introducido un mecanismo de reenvío de notificaciones por 
parte del PCE para evitar posibles situaciones de bloqueo en el caso de que algún 
nodo no recibiera la notificación de los nodos adyacentes y, por tanto, tampoco 
solicitara la ruta de restauración. 
4.2.1 Situación inicial 
Partimos de la misma situación inicial que en el modelo secuencial, en la que 
tenemos los dos paths establecidos (A-B-C y D-C-B) que quedan afectados por el 
fallo en el enlace b, entre los nodos B y C (fig. 4-9) 
 
 
Fig. 4-9 Situación inicial 
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4.2.2 Notificación del Fallo 
Al igual que en la estrategia secuencial, los nodos adyacentes al enlace cortado 
detectan el fallo y envían los mensajes de notificación (fig. 4-10). 
 
Fig. 4-10 Notificación del Fallo 
 
En esta estrategia, los mensajes Notify PCE contienen los nodeID de los nodos 
adyacentes y los pathIDs de los paths afectados por el fallo. Específicamente, cada 
nodo adyacente enviara los pathIDs de los paths para los que es el nodo adyacente 
precedente. En la red de ejemplo, el  Notify PCE  que envía el nodo B contiene el 
pathID del path A-B-C, mientras que el enviado por el nodo C contiene el del path 
D-C-B. 
Cuando el PCE ha recibido las dos notificaciones, primero actualiza el grafo de la 
red marcando el enlace cortado como no válido y eliminando los paths afectados. A 
partir de este momento empieza el cálculo para encontrar las múltiples rutas de 
restauración en paralelo. 
4.2.3 Liberación de los paths afectados 
Conforme van llegando las peticiones de restauración de ruta (Rest Route Req) de 
cada uno de los nodos origen al PCE, éste las va procesando y respondiendo con el 
mensaje de TearDown, para indicarles que liberen el path afectado de la red como 
se puede ver en las siguientes figuras. 
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Fig. 4-11 Peticiones de las rutas de restauración. a) petición para el path A-
B-C  y  b)petición para el path D-C-B y solicitud de liberación del path A-B-C 
 
A continuación se inicia el proceso de liberación de los paths con los mensajes 
PathTear y, finalmente, cada nodo origen envía la confirmación al PCE de que se 
ha liberado el path con éxito a través del mensaje TearDown Ack (fig. 4-12). 
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Fig. 4-12 Liberación paths afectados. a) TearDown path D-C-B y PathTears 
path A-B-C, b) TearDown Ack path A-B-C y PathTears path D-C-B  y c) 
TearDown Ack path D-C-B  
 
Durante el proceso de liberación de los paths afectados el PCE va calculando las 
rutas de restauración. Sin embargo, hasta que no haya recibido todos los TearDown 
Ack no enviará ninguna ruta de restauración aunque el cálculo de las rutas haya 
finalizado con anterioridad. 
El objetivo de este procedimiento es evitar que haya alguna colisión al establecer 
las rutas de restauración en la red, ya que estas se establecerán de forma 
concurrente y podría haber algún conflicto si todavía quedara alguno de los paths 
originales pendiente de liberar. 
4.2.4 Reenvío de notificaciones en caso de pérdida 
Si se perdiera alguna de las notificaciones Notify OCC que envían los nodos 
adyacentes, los nodos origen no tendrían constancia de que tienen uno o más paths 
afectados por un fallo y no enviarían las peticiones de ruta de restauración al PCE, 
quedando el proceso de restauración bloqueado puesto que el PCE se mantendría a 
la espera de forma indefinida. 
Para evitar este escenario, se establece un timeout en el PCE desde que llega la 
primera notificación del fallo. De esta manera, si el timeout expira y no han llegado 
todas las peticiones de restauración, el propio PCE volverá a enviar el mensaje 
Notify OCC a los nodos origen que no hayan realizado las peticiones para continuar 
con el proceso de restauración. 
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En el ejemplo de la red de pruebas hemos supuesto que se ha perdido la 
notificación Notify OCC que envía el nodo C al nodo D. En las figuras 4-13 se 





Fig. 4-13 Reenvío notificaciones en caso pérdida. a) reenvío Notify OCC. b) 
petición ruta restauración path D-C-B 
 
4.2.5 Obtención de las rutas de restauración 
Cuando el cálculo de las rutas ha finalizado y el PCE ha recibido todos los 
TearDown Ack de cada nodo origen, se envian las rutas de restauración mediante 
los mensajes Rest Route Ack (figura4-14). Sólo se envían las rutas si los dos 
procesos han terminado. Si ha finalizado el cálculo pero todavía queda algún path 
por liberar no se enviaran las rutas de restauración, y viceversa. 
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Fig. 4-14 Obtención rutas de restauración 
 
En esta estrategia, el mensaje Rest Route Ack no contiene el campo Restored que 
se usa en la estrategia secuencial. El contenido del mensaje simplemente se 
compone del pathID y de la ruta explícita del nuevo path, que no pasará por el 
enlace cortado si se ha encontrado una ruta de restauración. Si no es así, se envía 
un path que pasa por el enlace cortado.  
4.2.6 Establecimiento de las rutas de restauración 
A diferencia del modelo secuencial, las rutas de restauración se establecen en la red 
de forma simultánea como se puede ver en las figuras 4-15. En esta estrategia, en 
el momento en que se establece la última ruta de restauración se da por terminado 
el proceso de restauración. 
  
Capítulo 4 – Estrategias de Restauración 49 
 
 
Fig. 4-15 Establecimiento rutas restauración. a) mensajes Path y b) mensajes Resv 
4.2.7 Señalización en el tiempo 
Analizando el diagrama temporal para esta estrategia (figura 4-16) se puede 
observar que se aprovecha el tiempo invertido para el cálculo de las rutas de 
restauración para realizar en paralelo el proceso de eliminación de los paths 
afectados de la red. 
En  este diagrama se muestra el caso en que el proceso de eliminación de los paths 
finaliza antes de que haya terminado el cálculo del PCE puesto que la red de 
prueba es una red pequeña y sólo hay dos paths afectados, pero en otros escenarios 
con redes más grandes con mayor número de nodos y con más paths afectados 
podría darse la situación opuesta. 
Desde que se empiezan a enviar los Rest Route Ack con las rutas de restauración, 
el tiempo en finalizar el proceso de restauración dependerá del path de 
restauración más largo a establecer en la red. En nuestra red de pruebas, como las 
dos rutas de restauración (D-E-B y A-E-C)  tienen el mismo número de nodos, la 
que se establezca primero será la que tenga los enlaces de menor distancia. En este 
caso es la A-E-C puesto que hemos supuesto que la distancia de los enlaces e y g es 
más pequeña que la de h y f .  
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Especificación y diseño 
En este capítulo se va a especificar el comportamiento y el diseño del sistema 
mediante los modelos de casos de uso, los diagramas de clase y los diagramas de 
secuencia correspondientes. 
5.1 Casos de uso 
Mediante los casos de uso se pueden recoger y documentar los requerimientos 
funcionales del sistema. En ellos, se representan los actores principales y las 
acciones que demandan al sistema. En nuestro caso, se han establecido dos actores 
principales: 
• Nodo 
• General Manager 
Cada nodo (OCC) genera peticiones de nuevas conexiones de forma aleatoria. A su 
vez, también se encarga de solicitar su liberación cuando han finalizado y su 
restauración cuando otro nodo les notifica que han sufrido un fallo. 
Por otro lado, el General Manager (GM) es el encargado de controlar la simulación, 
desde el momento que se inicia hasta el momento en que se termina cuando el 
proceso de restauración ha finalizado. Él es quien genera el fallo de forma aleatoria 
en alguno de los enlaces de la red. El sistema, por tanto, está formado por todos los 
protocolos y elementos de red, como el PCE, capaces de interaccionar con estos 
actores para proporcionarles sus requerimientos. 
En la siguiente figura se muestra el diagrama con los casos de uso que se han 
diseñado para este sistema. 
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Fig. 5-1 Diagrama casos de uso 
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A continuación se especifica de forma esquemática cada uno de los casos de uso 
principales, diferenciando, en su caso, los pasos seguidos en la estrategia secuencial 
(RCS) y la estrategia en paralelo (RCP): 
 
• Obtener ruta 
 
Caso de uso Obtener ruta 
Actor principal OCC 
Actores secundarios PCE 
Trigger Demanda nueva conexión 
Curo acontecimientos 1.Generar mensaje de petición de ruta 
2. Enviar mensaje al PCE 
3. Calcular nueva ruta 
4. Enviar mensaje con la nueva ruta al OCC 
Curso alternativo No existe ruta para la demanda 
 
 
• Liberar ruta 
 
Caso de uso Liberar ruta 
Actor principal OCC 
Actores secundarios PCE 
Trigger Finalización conexión 
Curo acontecimientos 1.Generar mensaje de liberación de ruta 
2. Enviar mensaje al PCE 
3. Eliminar la ruta 
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• Generar fallo 
 
Caso de uso Generar fallo 
Actor principal GM 
Actores secundarios OCCs adyacentes al enlace cortado 
Trigger Tiempo de fallo 
Curo acontecimientos 1. Seleccionar enlace 
2. Detección del fallo por parte de los OCCs 
adyacentes 
3. Actualización lista adyacencias en los nodos  
Curso alternativo − 
 
 
• Notificar fallo RCS 
 
Caso de uso Notificar fallo RCS 
Actor principal OCCs adyacentes al enlace cortado 
Actores secundarios OCCs origen paths afectados, PCE 
Trigger Detección fallo 
Curo acontecimientos 1. Enviar mensaje de notificación al PCE 
2. Enviar mensajes de notificación a los nodos origen 
3. Actualización topologías en el PCE 
4. Actualización paths fallidos en los OCCs origen 
Curso alternativo Notificación se pierde y no llega a algún OCC 
 
 
• Notificar fallo RCP 
 
Caso de uso Notificar fallo RCP 
Actor principal OCCs adyacentes al enlace cortado 
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Actores secundarios OCCs origen paths afectados, PCE 
Trigger Detección fallo 
Curo acontecimientos 1. Enviar mensaje de notificación al PCE 
2. Enviar mensajes de notificación a los nodos origen 
3. Actualización topologías en el PCE 
4. Inicio del cálculo de las rutas de restauración 
5. Actualización paths fallidos en los OCCs origen 
Curso alternativo Notificación se pierde y no llega a algún OCC 
 
 
• Obtener ruta restauración RCS 
 
Caso de uso Obtener ruta restauración RCS 
Actor principal OCCs origen paths afectados 
Actores secundarios PCE 
Trigger Demanda nueva ruta para el path afectado 
Curo acontecimientos 1.Generar mensaje de petición de ruta restauración 
2. Enviar mensaje al PCE 
3. Calcular nueva ruta 
4. Actualizar topologías 
4. Enviar mensaje con la ruta alternativa 
Curso alternativo No existe ruta de restauración. Se deja la ruta fallida. 
 
 
• Obtener ruta restauración RCP 
 
Caso de uso Obtener ruta restauración RCP 
Actor principal OCCs origen paths afectados 
Actores secundarios PCE 
Trigger Demanda nueva ruta para el path afectado 
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Curo acontecimientos 1.Generar mensaje de petición de ruta restauración 
2. Enviar mensaje al PCE 
3. Eliminación de los paths fallidos 
4. Esperar finalización cálculo de todas las rutas de 
restauración 
5. Enviar mensaje con la nueva ruta 
Curso alternativo − 
 
 
• Finalizar simulación 
 
Caso de uso Finalizar simulación 
Actor principal GM 
Actores secundarios OCCs origen paths afectados 
Trigger Restauración primera ruta 
Curo acontecimientos 1. Actualizar contador de rutas restauradas 
2. Finalizar simulación una vez se han restaurado 
todas las rutas 
3. Guardar estadísticas 
Curso alternativo − 
 
5.2 Diagramas de clase 
Con los diagramas de clase se muestra la estructura estática del sistema y las 
interrelaciones entre sus clases, de las que se van a enumerar sus atributos y 
métodos más importantes. 
Se van a mostrar por separado los diagramas correspondientes a las clases que 
representan los nodos de la red, que derivan de la clase base cSimpleModule (fig. 5-
2) y los de las clases de los diferentes tipos de mensajes que se envían entre los 
nodos, que derivan de la clase base cMessage (fig. 5-3). 
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Fig. 5-2 Diagrama clases derivadas de cSimpleModule 
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Fig. 5-3 Diagrama clases derivadas cMessage
60 Capítulo 5 – Especificación y diseño 
 
5.3 Diagramas de secuencia 
En los diagramas de secuencia de detallan los aspectos dinámicos del sistema a 
través del intercambio de mensajes entre los diferentes objetos involucrados en 
cada caso de uso. En estos diagramas, se hace énfasis en la secuencia temporal que 
se sigue para llevar a cabo cada acción. 
A continuación se van a detallar los diagramas de secuencia para cada una de los 
casos de uso principales. 
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Fig. 5-4 Diagrama secuencia Obtener Ruta 
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Fig. 5-4 Diagrama secuencia Liberar Ruta 
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Fig. 5-6 Diagrama secuencia Generar Fallo 
64  Capítulo 5 – Especificación y diseño 
 
Fig. 5-7 Diagrama secuencia Notificar Fallo RCS  


























Fig. 5-8 Diagrama secuencia Notificar Fallo RCP 

























Fig. 5-9 Diagrama secuencia Obtener Ruta RCS  
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Fig. 5-10 Diagrama secuencia Obtener Ruta RCP 
68  Capítulo 5 – Especificación y diseño 



























6.1 El simulador  OMNET++ 
OMNET++ es un framework modular de simulación de eventos discretos orientado 
a objetos con el que se pueden modelar diferentes tipos de sistemas como redes, 
protocolos de comunicaciones, arquitecturas de sistemas y, en general, cualquier 
tipo de sistema discreto que se pueda describir mediante entidades que se 
intercambian mensajes [13]. 
Por tanto, OMNET++ no es un simulador de un sistema en particular. Es una 
plataforma con una serie de herramientas para poder implementar simulaciones. 
Existen, sin embargo, simuladores de modelos específicos como INET Framework7 
o MIXIM8  que hacen uso del motor de OMNET++. 
El simulador  consta de un IDE (Integrated Development Environment) basado en 
Eclipse9 desde el que se puede editar y depurar el código (en C++), generar archivos 
de configuración (archivos INI), diseñar la red del sistema en el lenguaje propio de 
descripción de redes del simulador Network Description language (NED language) 
en modo texto, o con la ayuda de un editor gráfico, así como un conjunto de 
utilidades para analizar los resultados y generar gráficas. 
 
                                                 
7 Framework de simulación para protocolos IP, TCP, PPP o Ethernet.  http://inet.omnetpp.org/ 
8  Framework de simulación  de redes WiFi y móviles. http://mixim.sourceforge.net/ 
9 IDE para el desarrollo de software en distintos lenguajes de programación extensible vía plugins. 
www.eclipse.org 
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6.1.1 Modelización 
OMNET++ se basa en módulos que se intercambian mensajes. Estos módulos 




Fig. 6-1 Módulos 
 
Los módulos simples son los módulos activos porque son los que tienen capacidad 
de interactuar enviando y recibiendo mensajes. Se puede definir su 
comportamiento a través de las funciones que se implementan en C++. 
Los módulos compuestos se forman agrupando módulos simples y/u otros módulos 
compuestos. En su interior, los módulos se pueden conectar con otros módulos y con 
el propio módulo contenedor. Cada módulo consta de gates, o puertas, que 
conectadas a los channels, o canales, interconectan los módulos. Hay tres tipos de 
puertas: de salida, de entrada y de entrada/salida, y puede haber tantas puertas 
como se quiera en cada módulo. Cada channel se puede modelar con parámetros 
como retardo o ancho de banda (figura 6-1). 
Los mensajes que se intercambian los módulos contienen información predefinida 
pero también se les puede añadir a conveniencia otro tipo de información 
estructurada. Cabe destacar los siguientes campos de los mensajes 
• Kind 
• Priority 
• Gates de salida y entrada 
• IDs de los módulos emisor y receptor 
• Tiempo de envío y recepción 
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El campo kind se usa para diferenciar el tipo de mensaje que se ha recibido, 
mientras que la priority nos indica la prioridad de cada mensaje en caso de llegar al 
mismo tiempo. 
Existen dos tipos de mensajes: los que se intercambian entre los módulos y que se 
usan para simular los paquetes o tramas de las redes de comunicaciones, y los self-
messages, que se usan como temporizadores para lanzar eventos o controlar 
timeouts. Estos mensajes no se envían a otros módulos, simplemente se programan 




Fig. 6-2 Componentes modelo 
 
Los módulos se intercambian mensajes a través de los canales. Sin embargo, 
también es posible enviar los mensajes directamente a otro módulo. Esto es útil en 
casos en los que sea complejo simular el comportamiento de un determinado 
protocolo o para enviar tipos de mensajes especiales. 
6.1.2 Simulación de eventos 
En un sistema de eventos discretos los cambios de estado ocurren cuando se 
produce algún evento en un tiempo determinado. El tiempo que dura un evento se 
supone igual a cero y, entre evento y evento, se entiende que no sucede nada, a 
diferencia de los sistemas continuos en los que constantemente se están 
produciendo cambios. 
En OMNET++ los eventos son los mensajes, que se procesan cuando llegan al 
módulo destino (el propio módulo en el caso de los self-messages). Por tanto, el flujo 
de la simulación viene marcado por el orden en que van llegando los mensajes.  
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Cuando los mensajes llegan a un módulo se sigue el siguiente criterio para decidir 
cuál es el primero que se va a procesar 
 
•  Se procesa primero el mensaje que tenga el tiempo de recepción más 
pequeño. Si estos son iguales, 
• Se mira el campo priorty del mensaje y el que tenga un valor más bajo se 
ejecutará primero. En caso de empate, 
• Se tratará el que se haya enviado o programado antes. 
 
El simulador lleva el control de los eventos a través de la Future Event Set (FES), 
que es una estructura de datos en la que se van colocando los mensajes ya enviados 
o programados. El flujo de la simulación sigue el siguiente algoritmo: 
Alg. 6-2 Algoritmo general 
 
  
La simulación termina cuando ya no existen más elementos en la FES, cuando se 
ha llegado al nivel de precisión deseado para las estadísticas o cuando se ha 
alcanzado un tiempo límite definido en la configuración inicial. Este valor puede 
hacer referencia al tiempo real, o de CPU, o al tiempo de simulación. 
Tabla 6-1 Tiempos de simulación 
Resolución Tiempo máximo 












insertar eventos iniciales en la FES 
mientras FES no vacía y simulación no terminada 
{ 
extraer primer elemento de la FES 
t:= timestamp del evento 
procesar evento (puede insertar nuevos eventos o eliminar 
algunos que ya existentes) 
} 
terminar simulacion (escribir estadísticas) 
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El tiempo de simulación viene determinado por los tiempos de envío y llegada de 
los mensajes. Se representa con una entero de coma fija de 64 bits y con una 
resolución de hasta 10-18 segundos (tabla 6-1). 
6.1.3 Arquitectura 
En la siguiente figura (fig. 6-3) se muestran los componentes que forman parte de 




 Fig. 6-3 Arquitectura del simulador 
 
• Modelo: Es el sistema que queremos simular y contiene las instancias de los 
componentes que se van a usar en la ejecución. 
• SIM: Incluye el kernel del simulador y las clases necesarias para la 
simulación como la clase cSimulation que contiene todos los objetos del 
modelo a simular y gestiona los eventos de la FES.  
• ENVIR:  Es la librería que contiene la función main desde la que se inicia la 
ejecución de la simulación. También se encarga de hacer el parsing de los 
archivos de configuración para obtener los parámetros de inicialización de 
los objetos del modelo y de implementar el objeto EV, que permite escribir 
los logs para depurar el código en las diferentes interfaces de usuario. 
• Librería de componentes: Contiene la implementación de todos los 
componentes (módulos simples, gates, canales, mensajes, etc…) que se 
montarán con el modelo a ejecutar.  
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• TKENV: Es la GUI (Graphic User Interface) que viene con el simulador 
para visualizar las simulaciones en modo gráfico. Muestra un diagrama del 
modelo y permite seguir la simulación a través de animaciones. Facilita la 
depuración del código con utilidades para trazar la ejecución, siguiendo el 
flujo principal o por módulos, e incorpora herramientas para inspeccionar 
las variables durante la ejecución así como visualizar el log del objeto EV. 
• CMDENV: Es el entorno de ejecución en modo línea de comandos. Se 
caracteriza por ser rápido y fácil de exportar a otras plataformas. Está 
pensado para lanzar ejecuciones por lotes para obtener los resultados de un 
gran número de muestras. 
6.1.4 Lenguaje NED 
Para describir los módulos simples, las agrupaciones que forman los módulos 
compuestos y las conexiones que se establecen entre ellos y, por tanto, la topología 
de la red se usa el lenguaje NED. 
Primero se definen los módulos simples indicando sus parámetros y las puertas que 
tienen. Los parámetros son los atributos de cada módulo y permiten asignarles 
valores de inicio desde los archivos de configuración.  
En el siguiente ejemplo se muestra la definición de un módulo simple de tipo Nodo 
con dos parámetros, id y capacidad, y dos puertas, una de entrada y otra de salida. 
Estas se indican con vectores de tamaño indefinido que quedará determinado 




A continuación se describen las interconexiones que hay entre los módulos que 





    parameters: 
        int procesingtime; 
   int capacidad;  
    gates: 
        input in[]; 
        output out[]; 
} 
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Todas estas definiciones se guardan en los archivos .ned, que se pueden agrupar 
formando paquetes que luego se pueden importar desde otros archivos. 
Este lenguaje también permite reutilizar módulos ya existentes mediante la 
herencia para añadir nuevas propiedades. Por ejemplo, podemos definir un nuevo 
tipo de canal DelayChannelwithDistance que también contenga la distancia del 





6.1.5 Implementación en C++ 
El comportamiento de los módulos especificados con el lenguaje NED se describe a 
través de clases en C++ utilizando todo el potencial de este lenguaje orientado a 
objetos (herencia, polimorfismo, etc...).  
channel DelayChannelwithDistance extends ned.DelayChannel 
{ 
    double distance @unit(km) = default(0km); 






    submodules: 
        nodo[6]: Nodo; 
    connections: 
        nodo[0].out++ --> {  delay = 100ms; } --> node[1].in++; 
        node[0].in++ <-- {  delay = 100ms; } <-- nodo[1].out++; 
 
        nodo[1].out++ --> {  delay = 100ms; } --> nodo[2].in++; 
        nodo[1].in++ <-- {  delay = 100ms; } <-- nodo[2].out++; 
 
        nodo[1].out++ --> {  delay = 100ms; } --> nodo[4].in++; 
        nodo[1].in++ <-- {  delay = 100ms; } <-- nodo[4].out++; 
 
        nodo[3].out++ --> {  delay = 100ms; } --> nodo[4].in++; 
        nodo[3].in++ <-- {  delay = 100ms; } <-- nodo[4].out++; 
 
        nodo[4].out++ --> {  delay = 100ms; } --> nodo[5].in++; 
        nodo[4].in++ <-- {  delay = 100ms; } <-- nodo[5].out++; 
} 
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El simulador dispone de una API (Application Programming Interface) para que el 
programador pueda diseñar la simulación haciendo uso de las clases que 
implementan cada uno de los diferentes objetos del sistema así como otras 
utilidades para la simulación. Las clases de la librería de simulación se pueden 
clasificar en los siguientes grupos 
 
• Módulos simples, gates, canales 
• Mensajes, paquetes 
• Contenedores (cola, arrays) 
• Clases para estadísticas y recolección de datos 
 
El comportamiento que se quiera dar a cada módulo simple se consigue 
redefiniendo tres métodos (initialize, handlemessage y finish) que se heredan de la 




Fig. 6-4 Diagrama clases de componentes 
 
 
• Intialize contiene todas las inicializaciones de los atributos que 
corresponden a los parámetros del archivo .ned y de las estructuras de datos 
de la clase. 
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• Handlemessage es el método que se llama cuando un módulo recibe un 
mensaje. Normalmente suele tener una estructura condicional para tratar 
cada uno de los posibles tipos de mensajes que pueden llegar. 
• Finish siempre se llama antes de terminar la simulación. Normalmente se 
usa para escribir los resultados y para liberar la memoria dinámica 
reservada en cada módulo. 
 
Volviendo al ejemplo anterior, el módulo simple nodo se mapearía a una clase que 
ha de tener unos atributos que, entre otros, ha de contener los correspondientes a 




Para facilitar la implementación de los de mensajes, se usan los archivos de 
definición de mensajes (archivos .msg) donde se pueden especificar los diferentes 




Estas definiciones serán traducidas a las clases correspondientes que dispondrán 




    int origen; 
    int destino; 
    int saltos[32]; 
}; 
class Nodo: public cSimpleModule 
{ 
  public: 
    int id; 
    int capacidad; 
    ... 
  protected: 
    virtual void initialize(); 
    virtual void handleMessage(cMessage *msg); 
    virtual void finish(); 
    ... 
}; 
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6.1.6 Configuración de las simulaciones 
Los comandos de configuración y los parámetros de entrada de la simulación se 
introducen mediante el archivo de configuración, o archivo INI, que por defecto, es 
el omnetpp.ini. Antes de lanzar la simulación se ha de indicar el archivo de 
configuración y la configuración que se va a cargar. 
El contenido de este archivo se divide en tantas secciones como distintas 
configuraciones hayan. Siempre ha de contener la configuración General, que es la 
que se lee primero antes de cargar la configuración seleccionada para la simulación 
y en la que se suelen poner los parámetros comunes a todas las configuraciones. En 





Mediante los comandos de configuración se selecciona la red que se ha de cargar 
(network), las repeticiones que se han de realizar para cada conjunto de 
[General] 
network = net1 
rng-class = cMersenneTwister 
debug-on-errors = true 
sim-time-limit = 1h 
repeat = 250 
**.bandwidth = 1000bps 
 
[Config Experimento1] 
description = "nodos de baja capacidad" 
**.capacidad = ${1..10 step 1} 
output-scalar-file = experimento1.sca 
 
[Config Experimento2] 
description = "nodos de alta capacidad" 
**.capacidad = ${10..100 step 10} 
output-scalar-file = experimento2.sca 
 
 
class Mensaje : public cMessage 
{ 
  public: 
    virtual int getOrigen() const; 
    virtual void setOrigen(int origen); 
    ... 
  protected: 
    int origen; 
    ... 
}; 
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parámetros de entrada (repeat), el generador de números aleatorios (rng-class), los 
archivos donde se van guardar los resultados (output-scalar-file) o el tiempo de 
finalización de la simulación (sim-time-limit), entre otros. 
Para cada configuración se realizarán tantas simulaciones como distintos valores 
de entrada haya para cada parámetro y repeticiones se tengan que hacer para cada 
uno. Por tanto, en el ejemplo anterior se realizarían 10 x 250 simulaciones en cada 
configuración.  
6.1.7 Resultados y herramientas de análisis 
Los resultados de las simulaciones se pueden guardar en dos tipos de archivos con 
un formato determinado 
 
•  Los output vectors  son archivos que contienen series de datos temporales 
de alguna variable para la que nos interese ver su evolución a lo largo de la 
simulación como por ejemplo, la ocupación de las colas, tiempos de entrega 
de los mensajes o pérdidas de paquetes. 
• Los output scalars  sólo contienen los resultados finales de las variables que 
queramos monitorizar. Se pueden guardar sus estadísticos como la media, 
valores máximo y mínimo o desviación estándar. 
 
Existen dos maneras de guardar los resultados de las simulaciones en OMNET++. 
Desde dentro del código de las clases de cada módulo a través la función 
recordScalar y la clase cOutVector de la librería de simulación de la API o 
mediante el uso del mecanismo de signals que implementa el simulador.  
Para usar los signals se han de haber declarado previamente en el archivo .ned los 
parámetros para los cuales se quiere guardar resultados con la etiqueta @statistics. 
El mecanismo que implementa los signals se basa en el envío de signals desde los 
módulos mediante llamadas a emit que envían el signal y el valor del parámetro 
que se quiera guardar. Los signals son capturados por los listeners que son 
instancias de la clase cIListener. 
La ventaja principal de los signals radica en que se puede decidir el modo en que se 
van a guardar los resultados desde la configuración de la simulación haciéndolo 
mucho más flexible y sin necesidad de tocar el código. Sin embargo, si hay muchos 
módulos que envían signals puede haber un overhead en la CPU y la memoria que 
impacte considerablemente en el rendimiento de la simulación. 
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A partir de estos archivos, el simulador dispone de herramientas integradas en el 
IDE para analizar los datos y sacar estadísticas y generar diferentes tipos de 
gráficos como gráficos de líneas, gráficos de dispersión, gráficos de barras o 
histogramas. 
Existe otro archivo en el que se guarda el log de todos los eventos de la simulación 
llamado eventlog. A partir del cual, se pueden sacar los sequent charts que nos 
muestran las trazas de los mensajes en forma de diagrama temporal como se puede 
ver en la figura 6-5, que corresponde a una red de seis nodos en la que el nodo 0 
genera un mensaje que se va reenviando de forma aleatoria por la red hasta que 
llega al destinatario. Los mensajes se indican en azul y los eventos en rojo. 
 
 
Fig. 6-5 Sequence chart 
6.2 Algoritmos utilizados 
6.2.1 Estructura de datos de la red 
Dado que cada uno de los enlaces de la red está multiplexado en varias longitudes 
de onda y que se ha de mantener la continuidad de longitud de onda en las rutas, 
es útil ver la red como diferentes vistas o capas para cada una de las longitudes de 
onda. 
A cada una de estas vistas se le asigna un grafo, que se guarda en una tabla con 
todas las vistas de la red. Para extraer el grafo, se usa la clase cTopology que 
pertenece a la librería de clases de OMNET++. Esta clase está especialmente 
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diseñada para la extracción de grafos a partir de la definición de la red de 
simulación, de forma que a cada módulo de la red le hace corresponder un nodo del 




 Fig. 6-6 Vistas de la red 
 
También proporciona una serie de métodos para tratar con ellos así como métodos 
para acceder directamente al objeto del módulo correspondiente a cada nodo. Pero 
la gran potencia de esta clase son los métodos para encontrar el camino más corto 
dentro del grafo basados en el algoritmo de Dijkstra10.  
6.2.2 Cálculo de una ruta 
Para calcular la ruta entre dos nodos, origen y destino, se ha de buscar el camino 
más corto para cada una de las vistas de la red y quedarse con el más corto de todos 
ellos. Para ello, se llama a la función findLambda, que retorna la longitud de onda 
que contiene el camino más corto. 
Después se trata de obtener los nodos que forman parte del camino más corto del 
grafo correspondiente a la lambda óptima mediante los métodos de la clase 
cTopology, y guardar sus índices en la tabla ExplicitRouteObject asociada al 
mensaje path que se enviará como respuesta al nodo origen que ha solicitado la 
ruta. 
                                                 
10 Algoritmo desarrollado por el científico Edsger Dijkstra en 1956 que resuelve el problema del 
camino mínimo generando un árbol de caminos mínimos con el nodo origen como raíz. La complejidad 
de este algoritmo en caso peor es O (n2), siendo n el número de nodos. 
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Alg. 6-2 Cálculo ruta 
 
 
La complejidad de este algoritmo viene determinada por la complejidad de la 
función findLambda, que es donde residen los algoritmos para encontrar el camino 
mínimo. Esta función, como veremos más adelante, pertenece a O(n2) y por tanto, 
la del algoritmo también es cuadrática puesto que el bucle principal que recorre el 
camino más corto es O(n) en caso peor (camino que contenga todos los nodos).   
 
Métodos y funciones auxiliares utilizadas 
 
• findNodeByIndex recibe como parámetros el índice del módulo origen en la 
red y la lambda de la vista para la cual queremos saber el nodo que le 
corresponde dentro del grafo. 
int calculatePath (cMessage *path, int source, int dest) { 
 
  int size = 0; 
  int lambda = findLambda(source, dest); 
   
  if (lambda != -1) { 
     
    path->setWavelength (lambda); 
     
    cTopology::Node *sourceNode = findNodeByIndex (source,lambda); 
    cTopology::Node *destNode = findNodeByIndex (dest,lambda); 
    cTopology::Node *node = sourceNode; 
     
    while (node != destNode){ 
 
      size = size + 1; 
      OCC *occ = node->getModule(); 
      path->setExplicitRouteObjectArraySize (size); 
      path->setExplicitRouteObject(size-1, occ->getIndex()); 
  
      cTopology::LinkOut *link_out = node->getPath(); 
      node = link_out->getRemoteNode(); 
    } 
 
    size = size + 1; 
    OCC *occ = node->getModule(); 
    path->setExplicitRouteObjectArraySize (size); 
    path->setExplicitRouteObject(size-1, occ->getIndex()); 
 
    return 1; 
  } 
 
  return 0; 
} 
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• Node::getModule  retorna el módulo asociado al nodo del grafo que lo llama, 
que en este caso es módulo de tipo OCC.  
• Node::getPath devuelve la siguiente arista link_out que forma parte del 
camino más corto que se ha calculado por última vez en el grafo. 
• Node::getRemoteNode retorna el nodo del grafo al que está conectado la 
arista que recibe como parámetro. 
 
A continuación se detalla el algoritmo de la función auxiliar findLmabda que 
recorre la tabla de cTopologies calculando la distancia asociada al camino más 
corto. 
 
Alg. 6-3 Lambda óptima 
 
 
Como se puede observar, el algoritmo es un recorrido por los cTopologies de cada 
vista para encontrar el camino de distancia mínima. La complejidad es la del 
algoritmo de Dijkstra [14], O(n2), si consideramos el número de longitudes de onda 
como un parámetro fijo. 
 
 
int findLambda (int source, int dest) { 
 
  int lambda = -1; 
  double distance = MAX_DISTANCE 
   
  for (int i = 1; i <= numberOfWavelengths; i++) { 
     
    cTopology::Node *sourceNode = findNodeByIndex (source,i); 
    cTopology::Node *destNode = findNodeByIndex (dest,i); 
    topologies[i-1].calculateShortestPathsTo(destNode); 
     
    if (sourceNode->getNumPaths() != 0) { 
  
      distanceToTarget = sourceNode->getDistanceToTarget(); 
      if (distanceToTarget < distance) { 
 
          distance = distanceToTarget; 
          lambda = i; 
      } 
    } 
  } 
   
  return lambda; 
} 
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Métodos y funciones auxiliares utilizadas 
 
• cTopology::calcultateShortestPathTo  calcula los caminos mínimos de cada 
nodo respecto al nodo destino que se le pasa como parámetro. 
• Node::getDistanceToTarget retorna la distancia del nodo actual al nodo 
destino para el que se ha calculado el camino mínimo por última vez. 
6.2.3 Cálculo de múltiples rutas con CPLEX 
Para realizar el cálculo de varias rutas al mismo tiempo se ha utilizado un módulo 
desarrollado en C que hace uso del motor de resolución CPLEX. Este motor permite 
encontrar una solución exacta de problemas especificados mediante el uso de 
ecuaciones lineales [15]. En nuestro caso, las variables de las ecuaciones son 
binarias y enteras.  
El módulo especifica el problema del cálculo de múltiples rutas sobre una red 
óptica. Para resolver una instancia de este problema, se han de definir una serie de 
matrices que modelizan la topología de red y su carga en un momento determinado. 
Estas matrices se pasan como parámetros de entrada al módulo. 
 
Parámetros de entrada 
 
• N: número de nodos 
• E: número de enlaces 
• W: número longitudes de onda 
• D: número de demandas o peticiones de rutas a calcular 
• efail: índice del enlace cortado 
• Gij: Matriz binaria de adyacencias del grafo, de dimensión NxE y binaria, en 
la que cada columna tiene dos, y sólo dos elementos a 1 representando los 
dos nodos unidos por el enlace j-ésimo 
• WLij: Matriz binaria de longitudes de onda disponibles, de dimensión ExW 
donde la disponibilidad de longitud de onda j-ésima para el enlace i-ésimo se 
indica asignando un 1, si está libre, o un 0 si está ocupada. La longitud de 
onda del enlace fallido también se marca como disponible 
• ODij: Matriz binaria de Origenes y Destinos de cada una de las demandas de 
rutas a calcular. Tiene una dimensión de DxN y cada fila tiene dos, y sólo 
dos elementos a 1 indicando los nodos origen y destino de la demanda i-
ésima. 
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Coste y función objetivo 
 
El coste asociado al problema viene dado por el vector Ce, de E elementos, donde 
cada elemento representa la distancia del enlace correspondiente en Km. El coste 








De esta manera, dentro de las posibles rutas solución, las que pasen por el enlace 
fallido serán las de peor coste y, por tanto, sólo se darán como resultado si no existe 
ninguna ruta alternativa que no pase por el enlace afectado ya que la función 
objetivo del problema es la siguiente 
 










Variable de decisión 
 
El objetivo de esta variable es el de modelar un estado paralelo al estado inicial 
pero que tenga un menor coste. Para ello, se va a usar una matriz binaria 
tridimensional X de tamaño DxExW donde para cada demanda d, y longitud de 
onda asignada w,  se ponen a 1 los enlaces por los que pasa la ruta solución.  
 
Restricciones en el cálculo 
 
Dado que el tiempo de CPU puede considerable (días) en este tipo de problemas de 
búsqueda de la solución exacta, hemos acotado la búsqueda, por un lado, limitando 
el tiempo de cálculo a 2h y, por otro, dando por bueno un GAP11 del 1% de la 
solución óptima. 
                                                 
11 Diferencia porcentual entre la solución obtenida hasta el momento y la solución óptima del 
problema. 
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6.2.4 Reserva de una ruta 
Una vez calculada la ruta, hay que marcarla en el grafo correspondiente para que 
no pueda ser utilizada para enrutar nuevos paths hasta que no haya expirado. 
Para ello, hay que deshabilitar todas las aristas del grafo por las que pasa la ruta. 
 
Alg. 6-4 Reserva ruta 
 
El orden de complejidad de este algoritmo es O(n) en el caso peor en el que el path 
pase por todo los nodos. 
 
Métodos y funciones auxiliares utilizadas 
• getLinkOut retorna la arista que une los dos nodos que se le pasan como 
parámetros. 
• LinkOut::enable habilita la arista correspondiente para su uso en el cálculo 
del camino más corto. 
• LinkOut::disable deshabilita la arista correspondiente para su uso en el 
cálculo del camino más corto.  
6.2.5 Liberación de una ruta 
En este caso, hay que seguir el procedimiento inverso al algoritmo anterior 
teniendo en cuenta la posibilidad de que se haya producido un fallo en la red. En 
ese caso, la arista cortada por el fallo, que estará marcada como disabled, se ha 
mantener en este estado aunque liberemos una ruta que pase por ella.  
 
void setupPath(cMessage *path) { 
 
  int size = path->getExplicitRouteObjectArraySize(); 
  int lambda = path->getWavelength(); 
 
  cTopology::Node* node1,node2; 
  cTopology::LinkOut* link_out; 
 
  for (int i=0; i<size-1; i++) { 
 
    node1 = findNodeByIndex(path->getExplicitRouteObject(i),lambda); 
    node2 = findNodeByIndex(path->getExplicitRouteObject(i+1),lambda); 
    link_out = getLinkOut(node1,node2); 
    link_out->disable(); 
  } 
} 
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Alg. 6-5 Liberación ruta 
 
 
Se ha optado por este procedimiento de comprobación cada vez que se libera un 
enlace puesto que la clase cTopology no nos ofrece otra manera de diferenciar entre 
una arista libre y una arista cortada. Por otro lado, el coste del algoritmo también 
es O(n) puesto que la función de comprobación checkFailedLink es constante. 
  
Métodos y funciones auxiliares utilizadas 
 
• failedLink calcula los caminos mínimos de cada nodo respecto al nodo 





void releasePath(cMessage *path) { 
 
  int size = path->getExplicitRouteObjectArraySize(); 
  int lambda = path->getWavelength(); 
  int index1, index2; 
 
  cTopology::Node* node1,node2; 
  cTopology::LinkOut* link_out; 
   
  for (int i=0; i<size-1; i++) { 
 
    index1 = path->getExplicitRouteObject(i); 
    node1 = findNodeByIndex(index1,lambda); 
    index2 = path->getExplicitRouteObject(i+1); 
    node2 = findNodeByIndex(index2,lambda); 
    link_out = getLinkOut(node1,node2); 
    link_out->enable(); 
 
    if (failed_network) {  
       
      if (checkFailedLink(index1,index2)){ 
        link_out->disable();   
  
      } 
      else { 
        link_out->enable(); 
      } 
    } 























Pruebas y resultados 
7.1 Objetivos 
El objetivo de las pruebas realizadas en las dos redes de estudio es comparar 
mediante el análisis de parámetros de rendimiento las dos estrategias de 
restauración planteadas en este PFC. 
Se estudian los dos parámetros que reflejan mejor el comportamiento de las 
estrategias. El primer parámetro que se analiza es la restaurabilidad, entendida 
como la capacidad de restaurar el máximo número de paths afectados por el fallo. 
Este parámetro es un buen indicador del rendimiento de cada estrategia. 
El otro parámetro que se estudia es el tiempo de restauración, que cuantifica el 
tiempo transcurrido desde de que se detecta el fallo hasta que se establece en la red 
el último path restaurado. Esta variable nos sirve para comparar la velocidad de 
ejecución de cada método. 
7.2 Parámetros de la simulación 
Antes de lanzar las simulaciones hay que asignar valores a los parámetros 
definidos en los archivos de configuración. A continuación se describen los más 
significativos 
 
• Intensidad de tráfico: Se mide en erlangs12 e indica la cantidad de 
comunicaciones, paths en este caso, establecidos en la red en un momento 
                                                 
12 Unidad de medida cuyo nombre proviene de A.K. Erlang (1878-1929) que fue pionero en el estudio 
de la teoría de tráfico en sistemas de telefonía. 
Capítulo 7 – Pruebas y resultados 91 
 
determinado. Es un buen indicador de la carga que hay en la red aunque 
depende del tamaño de la misma. 
• Holding time (HT): Determina el tiempo de duración de cada comunicación. 
Su valor dependerá del sistema a modelar. En redes como las que se 
estudian en este PFC cada comunicación puede durar varias horas. Para 
simularlo usaremos una distribución exponencial13. 
• Interarrival time (IaT): Tiempo que transcurre entre cada petición de 
comunicación. Se puede deducir a partir de los dos parámetros anteriores 
haciendo el cociente entre el HT y la intensidad de tráfico. También sigue 
una distribución exponencial. 
• Probabilidad de bloqueo: Define el porcentaje de peticiones de comunicación 
que el sistema no puede absorber y, por tanto, son rechazadas o bloqueadas. 
En las redes ópticas de hoy en día son aceptables valores hasta el 1 por 
ciento. 
• Tiempo de inicio del fallo: Tiempo en el que se produce el fallo en la red. 
Para que el fallo se produzca cuando la red esté estable, primero hay que 
esperar a que la red se cargue con la intensidad de tráfico deseada y luego 
dejar pasar un periodo de tiempo proporcional al HT para que se estabilice. 
• Tiempo de cálculo de una ruta: Tiempo de CPU medio estimado que puede 
tomar el cálculo de una nueva ruta en este tipo de procesos. 
• Tiempo de cálculo rutas en paralelo: Tiempo de CPU medio estimado para el 
cálculo de todas las rutas afectadas por el fallo de forma simultánea 
utilizando algoritmos de programación lineal. 
  
Tabla 7-1 Parámetros de simulación 
Parámetro Valor 
Intensidad de tráfico <= 1% probl. bloqueo 
Holding time 
Interarrival time 
Tiempo inicio fallo 
Tiempo cálculo 1 ruta 
Tiempo cálculo paralelo 
2 horas 
HT/Intensidad 




                                                 
13 Distribución que se usa normalmente en procesos de Poisson como los intervalos de tiempo entre 
peticiones de comunicaciones. 
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7.3 Aleatoriedad en las pruebas 
Para garantizar que las simulaciones realizadas fueran lo más aleatorias posible se 
han usado los generadores de números aleatorios (RNG, Random Number 
Generators) que proporciona el simulador.  
El algoritmo determinista que se ha escogido para implementar los RNG es el 
Mersenne Twister14, que se caracteriza por tener un ciclo de longitud más que 
suficiente para evitar que se agoten los números aleatorios en estudios de un 
tamaño mediano, como el de este PFC. Se han usado semillas distintas a partir de 
variables externas como el PID (Process ID) de cada simulación para evitar que se 
solapen las secuencias generadas a partir de ellas. 
Los RNG se han empleado para escoger aleatoriamente con equiprobabilidad los 
nodos origen y destino de las comunicaciones sobre el total del conjunto de nodos de 
la red, para  la selección del enlace cortado y en la generación de las distintas 
distribuciones que siguen los parámetros de simulación como el IaT o el HT. 
Las muestras que se han obtenido para cada punto representado van desde las 
1000 para las simulaciones correspondientes a la estrategia en paralelo, que 
pueden llegar a consumir mucho tiempo de CPU (del orden de días) al emplear 
algoritmos de resolución exacta, hasta las 2500 de la secuencial, que se pueden 
obtener en pocos segundos. 
El objetivo ideal hubiera sido obtener en torno a 10000 muestras por punto para 
obtener una mayor significación en los resultados, pero esto hubiera comportado 
tener varias máquinas dedicadas exclusivamente durante varios meses, que está 
fuera del alcance de este PFC. 
7.4 Red DT 
La primera red que vamos a analizar es la red nacional de Deutch Telekom (DT) de 
14 nodos y 23 enlaces, con una topología mallada de grado nodal medio 3,29 y una 
longitud media de enlace de 154 km, mostrada en la figura 7-1. Las pruebas se han  
realizado asignando un total 16 longitudes de onda para cada enlace. 
                                                 
14 RNG desarrollado por M. Matsumoto and T. Nishimura en 1997. Tiene un periodo de 219937 – 1 y 
asegura la propiedad de equidistribución 623-dimensional. 
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7.4.1 Escenarios de tráfico simulados
Las pruebas se han realizado en escenarios de tráfico 
que se dan en la realidad. Por tanto, se ha supuesto que cada nodo puede recibir 
peticiones de comunicación 
probabilidad. 
El rango de intensidades de tráfico que se ha seleccionado (fig. 7
la situación en la que casi no se rechaza ninguna petición, es decir, probabilidad de 
bloqueo cuasi cero, hasta 
trabajo típico en las redes ópticas actuales.
 
 
Fig. 7-1 Red DT 
 
equivalentes a las situaciones 
contra cualquier nodo de la red con la misma 
-2) 




se mueve desde 
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 Fig. 7-2 Probabilidad bloqueo red DT 
 
Se puede observar que la variabilidad de la probabilidad de bloqueo para cada 
intensidad aumenta cuanto mayor es ésta. El intervalo de confianza mostrado para 
cada media es del 95%. 
7.4.2 Paths afectados 
La figura 7-2 muestra la media de paths afectados por el fallo en la red para cada 
una de las intensidades estudiadas. Este valor no tiene en cuenta el enlace 
específico en el que se ha producido el fallo y, por tanto, es la media de todos los 
paths afectados independientemente del enlace en el que haya recaído el fallo. Se 
observa claramente que el número de paths afectados se incrementa de forma 
lineal conforme aumenta la carga de la red, como cabía esperar. 
Aunque la cantidad de paths afectados no es muy grande, aproximadamente en 
torno a un 10 por ciento del total de paths establecidos, son suficientes para 
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Fig. 7-3 Paths afectados red DT 
 
7.4.3 Restaurabilidad 
En la siguiente figura (fig. 7-4) se comparan el porcentaje de paths restaurados 
para cada una de las dos estrategias. Se parte de valores cercanos al 99 por ciento 
de restaurabilidad para ambas estrategias cuando la red está poco cargada, que se 
ven reducidos a valores entorno al 87 por ciento para la estrategia RCP, y al 85 por 
ciento para la estrategia RCS cuando se trabaja a intensidades correspondientes al 
1% de probabilidad de bloqueo. 
Se trata de un comportamiento lógico puesto que es más factible encontrar paths de 
restauración en una red que contiene pocos paths que en una que tiene un mayor 
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Fig. 7-4 Restaurabilidad red DT 
 
Se puede observar que la diferencia entre ambas estrategias va incrementando 
ligeramente con la intensidad, aunque no se llega a una diferencia significativa 
(entorno al 2 por ciento). En valores absolutos, se traduce en una diferencia de 1,5 
paths. Por tanto, para esta red, se puede afirmar que el rendimiento de ambas 
estrategias es muy parejo dentro del rango de intensidades en el que se han 
realizado las pruebas. 
En la siguiente tabla  se muestran los valores obtenidos en las pruebas así como las 
diferencias entre las dos estrategias. 
 
Tabla 7-2 Restaurabilidad red DT 
Intensidad (Erl) 
Restaurabilidad 
Diferencia (Par - Sec) 
Secuencial (%) Paralelo (%) 
55 98,56 98,57 0,01 
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59 96,77 97,31 0,54 
61 96,00 96,70 0,70 
63 95,04 95,50 0,45 
65 93,52 94,37 0,84 
67 91,88 93,00 1,12 
69 89,96 91,63 1,67 
71 89,18 91,05 1,87 
73 86,26 88,08 1,81 
75 85,39 87,36 1,97 
 
 
7.4.4 Tiempo de restauración 
La otra medida que nos sirve para comparar el rendimiento de cada estrategia es el 
tiempo total empleado para restaurar los paths afectados. Como ya se ha 
comentado en este PFC, éste es un parámetro crítico para la viabilidad de la 
restauración. En ambas estrategias el tiempo de restauración está por debajo de los 
125 ms, que está muy por debajo de los 2 seg, que es el valor máximo aceptado para 
los procedimientos de recuperación de fallos. 
En la figura 7-5 se muestran las curvas de las dos estrategias. Se puede observar 
que la curva de la estrategia secuencial crece linealmente a diferencia de la curva 
de la estrategia en paralelo, que se mantiene en torno a los 120 ms. Si comparamos 
estos resultados con los paths afectados (fig. 7-3), se puede ver claramente que el 
tiempo de restauración de la estrategia secuencial es directamente proporcional al 
número de paths afectados. Esta relación es coherente con el procedimiento de la 
estrategia secuencial puesto que el mecanismo para restaurar cada path se repite 
tantas veces como paths afectados hay. 
Si analizamos con más detalle la curva de la estrategia en paralelo se observa que 
también crece, aunque lo hace muy lentamente conforme aumenta el tráfico de la 
red. En este caso, este crecimiento no depende del número de paths afectados si no 
del path de restauración de longitud máxima, que crece cuando el grado de 
ocupación de la red es mayor. Este factor es el que tiene más incidencia en el 
tiempo total de restauración para esta estrategia puesto que todos los paths se 
calculan en un tiempo que se mantiene constante en promedio, y se establecen en 
la red de forma simultánea. Este incremento es poco significativo, del orden de 
unos pocos milisegundos (ver tabla 7-3), puesto que es debido al incremento en el 
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tiempo de establecimiento del path en la red, que depende del número de enlaces 
del mismo. 
 
Fig. 7-5 Tiempo restauración red DT 
En la siguiente tabla se muestran los resultados obtenidos en las simulaciones 
realizadas para esta red. 
 
Tabla 7-3 Tiempo de restauración red DT 
Intensidad (Erl) 
Tiempo restauración 
Diferencia (Par - Sec) 
Secuencial (ms) Paralelo (ms) 
55 85,34 119,19 33,85 
57 88,56 119,28 30,72 
59 90,37 119,47 29,09 
61 94,05 119,56 25,52 
63 94,91 119,76 24,84 
65 96,43 120,34 23,91 
































7.5 Red EON 
La red EON (European Optical Network
grandes distancias, con una longitud media de unos 485 







) es una red a nivel europeo que cubre 
km. Tiene 16 nodos, dos 
, 23. Su grado nodal medio es 
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7.5.1 Escenarios de tráfico simulados 
En la figura 7-7 se puede ver como en esta red se llega a las condiciones de tráfico 
del 1 por ciento de probabilidad de bloqueo a intensidades más bajas que las 
obtenidas para la red DT (fig. 7-2). Esta diferencia se puede explicar al ser una red 
que tiene el mismo número de enlaces pero dos nodos más.  
 
Fig. 7-7 Probabilidad bloqueo red EON 
 
7.5.2 Paths afectados 
La cantidad de paths afectados por el fallo en esta es aproximadamente la misma 
que para la red DT (fig. 7-3) como se puede ver en la siguiente figura. Sin embargo, 
la proporción de paths afectados respecto al total de paths es de casi el 12 por 
ciento, aumentado en casi 2 puntos respecto a la red DT. Esto también se puede 
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Fig. 7-8 Paths afectados red EON 
 
7.5.3 Restaurabilidad 
En la siguiente figura se puede observar que en esta red se produce una mayor 
diferencia, hasta del 4 por ciento para las intensidades más altas (ver tabla 7-4), 
entre la restaurabilidad obtenida para las dos estrategias. La diferencia se debe, 
principalmente, a los mejores resultados obtenidos en la estrategia en paralelo, que 
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Fig. 7-9 Restaurabilidad red EON 
 
En la siguiente tabla  se muestran los valores obtenidos en las pruebas así como las 
diferencias entre las dos estrategias. 
 
Tabla 7-4 Restaurabilidad red EON CT 
Intensidad (Erl) 
Restaurabilidad 
Diferencia (Par - Sec) 
Secuencial (%) Paralelo (%) 
50 97,20 97,70 0,50 
51,5 96,80 97,06 0,25 
53 95,88 96,76 0,88 
54,5 95,18 95,79 0,61 
56 93,88 94,92 1,04 
57,5 93,33 94,64 1,31 
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60,5 89,67 92,21 2,54 
62 88,65 91,49 2,85 
63,5 87,12 90,67 3,55 
65 86,04 90,35 4,31 
 
7.5.4 Tiempo de restauración 
Los tiempos de restauración obtenidos para esta red han aumentado llegando a 
valores en torno a los 140ms para ambas estrategias, como se puede ver en la 
figura 7-10. Esto es lógico al tratarse de una red de mayores distancias y con un 
grado nodal medio inferior, que se traduce en una mayor longitud media de los 
paths. 
Este hecho se ve reflejado de forma más pronunciada en la curva de la estrategia 
secuencial que crece más rápidamente debido a que el incremento en la 
restauración de cada path se va acumulando hasta que finaliza la restauración. 
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Tabla 7-5 Tiempo de restauración red EON CT 
Intensidad (Erl) 
Tiempo restauración 
Diferencia (Par - Sec) 
Secuencial (ms) Paralelo (ms) 
50 121,43 137,83 16,40 
51,5 122,58 138,36 15,77 
53 125,56 138,32 12,77 
54,5 126,49 138,52 12,03 
56 128,12 138,87 10,75 
57,5 128,78 138,94 10,16 
59 130,17 139,58 9,41 
60,5 132,08 139,79 7,71 
62 134,14 140,23 6,10 
63,5 136,17 140,42 4,25 
























Planificación y presupuesto  
En este capítulo se van a presentar la planificación seguida a lo largo del PFC con 
cada una de la fases implicadas y el presupuesto orientativo con el coste económico 
del mismo. 
8.1 Planificación 
A continuación se va a mostrar la planificación final del proyecto, que a diferencia 
de la planificación mostrada en el informe previo, refleja la duración real de cada 
una de las fases del proyecto una vez que éste ha finalizado. 
Las fases que se han seguido para realizar el proyecto son las siguientes: 
 
• Obtención información: Fase inicial en la que se ha obtenido información 
sobre las redes ópticas inteligentes necesaria para abordar el proyecto. 
Además, también se han realizado pruebas con el simulador OMNET++ 
para introducirse en su funcionamiento. 
• Especificación y diseño: En esta fase se ha realizado el análisis de 
requerimientos, la especificación y el diseño de las diferentes 
funcionalidades del simulador. 
• Implementación: Con los objetivos y funcionalidades ya definidos, se ha 
desarrollado el código en C++ del simulador así como la integración con el 
módulo en C (ya desarrollado) que utiliza el motor de resolución CPLEX. 
• Testing: Junto con el desarrollo del simulador se han ido realizando juegos 
de pruebas para comprobar que los resultados obtenidos fueran correctos. 
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• Obtención y análisis de resultados: Consiste en el lanzamiento de todas las 
ejecuciones de cada una de las redes para generar las estadísticas y gráficas 
que permiten sacar las conclusiones. 
• Redacción memoria: A lo largo del proyecto se ha ido elaborando la 
documentación de la presente memoria. 
 
Hay que señalar que muchas veces la realización de estas fases no se ha llevado a 
cabo de manera secuencial, sino que se han solapado ya que se trata de tareas 
estrechamente relacionadas entre sí, como sucede con las fases de implementación 
y testing, por ejemplo. 
En la figura 8-1 se muestra el diagrama de Gantt en el que se puede observar de 
manera visual el desarrollo del proyecto y la duración aproximada en semanas de 
cada una de sus fases. 
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Fig. 8-1 Diagrama Gantt del proyecto 
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8.2 Presupuesto 
En este apartado se va a elaborar un presupuesto orientativo con los costes del 
PFC. Teniendo en cuenta que el software empleado para el desarrollo del proyecto 
es de libre distribución o sujeto a licencias educativas, el presupuesto se va a 
centrar en el coste de los recursos humanos implicados. En este sentido, se van a 
diferenciar dos roles principales en la división del trabajo: 
• Analista 
• Programador 
El analista es la persona encargada de la especificación, diseño y el análisis de los 
resultados, mientras que el programador es quien realiza la implementación y el 
testing. Para realizar los cálculos se han considerado una tarifas de 25 y 35 €/hora, 
exentas de impuestos indirectos y retenciones fiscales, para el programador y el 
analista, respectivamente. 
En el cómputo de las horas invertidas, se han considerado jornadas de 5 horas y no 
se han contabilizado las horas dedicadas a la documentación previa ni a la 
redacción de la memoria. Por otro lado, se han descontado las horas de 
solapamiento y los días dedicados a la ejecución de las pruebas. El presupuesto, por 
tanto, sería el siguiente: 
Tabla 8-1 Presupuesto 
Fase Analista Programador  
Especificación y 
diseño  
30 días −  
Implementación − 50 días  
Testing − 25 días  
Obtención y análisis 
resultados 
5 días −  
Total días 35 días 55 días15  
Total horas (5h/día) 175 h 275 h  
Tarifas 35 €/h 25 €/h  
COSTE  TOTAL 6.125 € 6.875 € 13.000 € 
                                                 















En este PFC se han comparado dos estrategias de restauración centralizada 
basadas en un elemento central, PCE, en dos redes troncales europeas de distintos 
tamaños. 
A priori, cabía esperar unos índices de restaurabilidad significativamente mejores 
en la estrategia RCP dado que se basa en algoritmos de optimización de resolución 
exacta para encontrar todas las rutas de restauración de forma simultánea. Sin 
embargo, los resultados obtenidos ofrecen unas diferencias mínimas, no superiores 
al 5 por ciento, en ambas redes.  
En cuanto a los tiempos de restauración, dependen mucho de la red que se esté 
estudiando, pero en ambos casos están por debajo de la barrera de los 150 ms, que 
podemos considerar aceptable. De cualquier forma, se observa que los tiempos de la 
estrategia RCS crecen proporcionalmente con el grado de ocupación de la red. 
Por tanto, basándose en los resultados obtenidos con estas dos redes y las 
limitaciones para conseguir más muestras, se puede concluir que la inversión en 
elementos de red con más potencia de cálculo y los cambios a nivel de protocolos 
que se tendrían que implementar en la estrategia RCP no compensan las leves 
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