This work presents a technological analysis of guifi.net, a free, neutral, and open-access community network. Guifi.net consists of more than 27,000 operational nodes, which makes it the world's largest community network in terms of the number of nodes and coverage area. This paper describes the characteristics of the network, the link level topology, its growth over a decade, and its resilience in terms of availability and reachability of network nodes. Our study is based on open data published by guifi.net regarding its nodes and wireless links, monitoring information, community database, and its web portal. The data includes historical information that covers the lifetime of the network. The scale and diversity of the network requires a separate analysis of the subsets of the entire dataset by area or by separating the core from the leaf nodes. This shows some degree of diversity in local characteristics caused by several demographic, geographic, technological, and network design factors.
: Growth of guifi.net in terms of the total number of operational nodes.
shown to be much more efficient than solutions based on IEEE 802.11 ad-hoc mode [11, 12] . Nonetheless, some parts of the network operate in Ad-Hoc mode. In Wi-Fi, practically all of the links are deployed by guifi.net. In contrast, for optical fibre deployments, most of the PtP links are subcontracted dark fibres 2 . Figure 2 shows the current distribution of the operational PoPIX (15 total). In the areas where the two technologies coexist, optical fibre links replace Wi-Fi links in the backbone. Such fibre links form a backhaul that results in a more efficient topology, amending the abnormal situation of having a backbone with several tenths of Wi-Fi hops.
At the IP level, guifi.net uses IPv4 RFC1918 private addresses. The IP addresses had been initially mapped to network interfaces according to guidelines issued by the Free Networks project. This project, which started in 2000 but has been unmaintained for years, had the aim of harmonising the 10/8 block allocation among community networks. Currently, the full 10/8 address space is considered, although in practice only some /16 blocks are being used. The IPs are allocated to supernodes in /27 chunks 3 and each one of the nodes receive one of these IPs. In addition, the 172.16/12 block 4 chunks are used for the PtP backbone links. Nonetheless, this range is not routed; hence, 10/8 and 172.16/12 addresses are frequently referred to as public and private addresses, respectively.
At the routing level, the network is split into Autonomous Systems; most of them are internally running Open Shortest Path First (OSPF) and interconnected via Border Gateway Protocol (BGP). Number and name assignments and allocations are made foreseeing the network as a completely single network (i.e., for compatibility reasons). In addition, in September 2014 about 2,900 routes were announced at the largest BGP cloud 5 . With respect to the network interconnection, guifi.net is connected to many networks, 2 So far all of them to the Catalan national dark fibre provider http://www.xarxaoberta.cat/en/about-xoc 3 Such small netmask is a legacy of the address space scarcity in the times of Free Networks (10/8 were assigned to each community network regardless of its size -while guifi.net already had thousands of nodes the other community networks had only tenths). 4 Currently just the 172.25/16 block are used. Assignments are made in /30. 5 Because block aggregation is not automated including the Internet, in different ways. Peering with other networks is the preferred method because this fits better with the principles of the project, carriers, and domestic Internet connections. Network interconnection is made available following the conditions established by the individuals or groups that are offering it. The guifi.net Foundation is a member of the Catalan Exchange Point (CATNIX 6 ), which has about 39 peers (counting IPv4 and IPv6) and three 1 Gbps Internet uplinks. Two of these uplinks are operated by the Foundation and the other by an Internet Service Provider (ISP). Both the uplinks that are operated by the Foundation and the CATNIX connections are distributed among participating ISPs, which, in turn, redistribute them among their customers. Figure 3 shows the evolution of the total inbound and outbound guifi.net traffic over the last year. The network is also part of the Community-Lab experimental testbed; therefore, guifi.net has a network level federation with several other European community networks [2] .
The most common method for users to make their domestic Internet connections available to other guifi.net members is through proxies (usually web proxies). Guifi.net has developed a proxy federation system, which allows any user to freely use all the network proxies using the same credentials. The DSL lines belonging to public administrations (councils, libraries, telecentres, etc.) are usually made available to guifi.net participants through this proxy federation system because it offers several technical and legal guarantees.
Methodology and Data Collection
Although community networks are open and inclusive by nature, collecting data from them can be challenging due to the nature of the network, its decentralised structure, the number of members involved, the formal and informal structures of governance, and the technical barriers due to its heterogeneity. In addition, the network grows according to the needs of the users, and they are responsible for installing, configuring, and maintaining their own nodes as well as the network services and management tools. This fact makes it more difficult to keep track of the state and evolution of the network, which also affects the collection of data.
We used historical data from several open data repositories of the guifi.net community. The data contains information collected since the beginning of the network in 2004. Analysing this data, we can observe the growth of the network, both socially and computationally in terms of wireless links, monitoring information, membership, and web portal. Additionally, in 2014 and 2015, we performed several active measurements over the network for short periods (from a few days up to a couple of weeks).
Both active measurements and data collection were constrained to avoid any negative effects on the operation of the network. Therefore, although most of our data requirements were granted by the guifi.net Foundation, our access to logs was limited (only open and anonymized data), and our experiments were conducted in a way that would not significantly affect network performance.
All the data collected allowed us to capture and understand the specific characteristics of the guifi.net network. We collected information from the following sources:
• Network description: expressed in the Community Networks Markup Language (CNML), an XML-based language used to describe community networks. Guifi.net publishes a snapshot of its network structure every 30 minutes with a description of registered nodes, links, and their configurations. In the CNML description, the information is arranged according to different geographical zones in which the network is organised. This information has been used to build topology graphs (see [5] for more details).
• Node database: a dump of the community network database that, in addition to the data described in CNML, includes other details about dates and people involved in the creation and update of the configuration of nodes and links.
• List of federated users: a list of user identifiers with password hashes for authentication on the diverse services offered by guifi.net, mainly on federated web proxies. In February 2015, we registered 12,797 user identifiers used on about 300 web proxy servers.
• Periodic infrastructure logs: we analysed the logs of a guifi.net proxy widely used by community members to access Internet content. These logs contain information about the amount of data transferred, active sessions, users, and traffic patterns.
• Simple Network Management Protocol (SNMP) snapshots: we collected information concerning 3,668 nodes using SNMP requests and scripts to reach nodes via SSH. Examples of the information collected in each node are statistics about the uptime, the total number of nodes linked to it, addresses of its neighbours (ARP tables), current channel number, number of failed transmissions, background noise level, routing tables, etc.
• Link data traffic logs: this service (also known as a graph server) is a distributed and hierarchical monitoring system that collects metrics about the in/out traffic, delays, and availability of all nodes and link interfaces registered. In each geographical zone, one or more servers are continuously collecting information via SNMP requests to nodes and storing it on Round-Robin Database (RRD). Any request to the guifi.net web server of a given node will be managed by the graph server responsible for delivering the traffic graph.
Hardware of the network nodes
In this section, we analyse the hardware, firmware, and setup used in guifi.net. Our objective is to characterise the different hardware and software choices made by network members. This analysis will allow us gain an understanding of how an open, free, and neutral network led by a diverse range of individual and independent choices results in a cohesive IP network.
In the guifi.net community (as in any human community), collective actions are coordinated among members, but a high number of decisions are also individually made. Nevertheless, many practical experiences, lessons learnt, and knowledge are shared not only within the community but also with users of other community networks.
Individual freedom is reflected in the analysis of the hardware and software heterogeneity. That diversity may be a characteristic feature of large community networks, in contrast with smaller ones, where there may be more homogeneity. Figure 4 summarises the range of choices in wireless guifi.net nodes.
Among the more than 27,000 nodes studied, we discovered that 13 different firmware versions were running simultaneously (Figure 4a ). Of these, 56% are different versions of AirOS, and 26% run RouterOS firmware versions. Both firmwares are based on General Public License (GPL) source code but include proprietary binary modules from Ubiquiti Networks and MikroTik, respectively. This variety of versions for the same firmware illustrates that deployed devices are not updated or changed until they fail or become congested. Ubiquiti devices are the most common hardware used in guifi.net (Figure 4b ) at 32% of the deployed devices NanoStation. Ubiquiti devices are designed for easy installation, for example, outdoor boxes, integrated antenna, Passive Power over Ethernet (POE). On the other hand, MikroTik devices (RouterBoard) offer better performance and flexibility but require outdoor boxes, antennas, wireless radios, and pigtails. Supernodes with several links require devices with multiple radios and multiple antennas. Therefore, Ubiquiti devices are used for end-user nodes and MikroTik devices are used for supernodes. Currently, supernodes combine multiple components (hybrid supernodes), for instance, a RouterBoard device as the core of the router connected through Ethernet with Ubiquiti devices, which are used as radios and antennas. Figure 4c shows the choices made for the selection of Wi-Fi protocols with more than 81% of the devices using the oldest 802.11b specification. In the 2.4 GHz band, channel allocation is almost equally distributed among the 13 channels (from 2.412 GHz to 2.472 GHz) available for use in Europe (Figure 4f ). Nevertheless, in the 5 GHz band, there are some unused channels. Currently, guifi.net is testing the 24 GHz band.
In contrast to other community networks [13] , the adjacent channel allocation in guifi.net does not cause interference since 75% of the devices use directional antennas (Figure 4e ). However, other sources of wireless interferences are caused by some devices that are using high transmission power by misconfiguration and by the use of third-party equipment. Figure 4e shows a high diversity of antenna gains, which correspond to the specific requirements of each physical location and link distance. The diversity observed is mainly caused by the freedom that guifi.net users have in order to use any solution they are comfortable with to build their nodes. This is not the most common case in Wireless Community Networks as described in Section 9.
Concerning routing, Figure 4d shows the distribution of the protocols used inside the network. The majority (83.71%) of the nodes are using an undefined gateway protocol, which is usually an alias for Interior Gateway Protocols (IGP). Other protocols are equally popular, with 6.62% and 5.43% of nodes using Open Shortest Path First (OSPF) and Border Gateway Protocols (BGP), respectively. This smaller fraction of the network, where the nodes are using IGP and OSPF, constitutes the network backbone. In contrast, the small percentage of ad-hoc devices corresponds to mesh clouds built in urban areas, such as Barcelona (Spain), and are not part of this study (see [14] ).
Topology Analysis at the Link Level
In the next sections, we are going to study and review the guifi.net network characteristics from link structure to network evolution. In this section, we begin with our observations about the topological structure in order to use the conclusions as a baseline to understand the behaviour in upper protocol layers. This will allow us to understand the construction and structural properties of the network. The analysis is based on the CNML information downloaded on January 5th, 2015 7 . The CNML file is organized into a tree hierarchy of zones. The root zone is named guifi.net World. Each zone can be divided in other zones that cover smaller geographical areas. We refer to each division as levels, with the root zone at level 1. Here, we have considered zones up to level 5. From them, we have chosen 15 leaf zones that have graphs with the largest number of nodes. Figure 5 shows the resulting zone tree. To explore the resemblance of aggregated zones with the leafs in the analysis, we also considered the Catalonia level 4 zone. Figure 6 shows the geographical position of the nodes and links in the Catalonia zone. Catalonia leaf zones are marked with dashed lines and numbers corresponding to those given in Figure 5 . Note from Figure 6 that not all nodes in a zone are connected in a single cluster. Isolated clusters correspond to users that started a new group of nodes inside a zone and did not have the ability to establish links with other clusters in the zone. Several reasons explain this limitation, such as the geographical distribution of the population within the territory or the absence of other guifi.net users in surrounding areas.
In order to ensure the consistency of our characterization, we considered the largest cluster in every zone. This cluster is called the base-graph of the zone. These facts lead to separately considering the distribution of nodes belonging to nonexpert users from those nodes forming the core. The former can be identified as terminal nodes (i.e., nodes in the base-graph having a degree equal to one). The core can be obtained by removing such nodes. Note that by doing this we obtain another connected graph that also has nodes with a degree of one (those with a degree of two in the base-graph, connected to one terminal node). Thus, we should use the term core-graph to refer to the graph that results from removing terminal nodes from the base-graph. Table 1 summarises the number of nodes, links, and degrees of the base-graph and core-graph for each zone. For the degree, the table shows the minimum, mean, and maximum values. The last two columns are used in the statistical characterisation of graphs. Finally, the last two rows give the mean (µ) and coefficient of variation (c v = σ/µ) of the values of the corresponding column.
Degree Distribution
It is well known that networks built following a preferential attachment process end up with a degree that follows a power-law distribution [15] . In guifi.net, it is reasonable to assume that such process has happened in the formation of the core. For instance, nodes that have a better connection to the Internet are likely to be preferred. We found that a discrete power law with cut-off x min = 2 is a good match for the core-graph. Thus, we tested the complementary Probability Density Function (PDF) for the core-graph degree:
where p(1) is the proportion of nodes in the core-graph with a degree equal to one, and
is the generalised Hurwitz zeta function. We have estimated α using the R package [16] , which implements the method described in [17] . For goodness of fit, we have used the pvalue provided by the same R package. It is important to note that the p-value estimates the probability that the empirical samples could have been obtained from the conjectured distribution. We must assume that the power-law hypothesis is ruled out when the pvalue< 0.1.
The column α/p-val in Table 1 gives the computed values for every zone, and those values that have p-value< 0.1 are marked in bold. These results show that the core-graph of the Catalonia zone has a p-value of 0.07, and therefore is not a very good match for a power-law. This fact is confirmed by Figure 7 , which plots the Complementary Empirical Cumulative Distribution Function (CECDF) of the base and core graphs of the Catalonia zone in logarithmic scale. Note that the complementary distribution of a power law follows a straight line in such a scale. As shown in the figure, the degree distribution of the base-graph is far from a power-law. The distribution of the core-graph degree matches the estimated power-law in the first decade (solid line in the figure). However, for higher degree values, the tail of the CECDF decreases faster than a power-law. This can be explained by the fact that the Catalonia zone covers a large geographical area (around 22.000 km 2 , as shown in Table 1 ). Therefore, long distances and the orographic characteristics of the zone are likely to prevent the establishment of links among nodes with higher degrees, breaking the preferential attachment process that originates the power-law. However, if we look at the other sub-zones in the table, which have areas at one or two orders of magnitude lower, we can see that only one of them the has a p-value smaller than 0.1. Thus, in general, we conclude that the power-law distribution is a good match for the degree distribution of zones up to a few thousand km 2 . We have found that number of terminals, T , attached to core-nodes is well fitted by a negative binomial distribution with parameters r and mean µ, i.e. P (T = k) = k+r−1 k
. Last column of Table 1 gives the values of these parameters obtained for each zone. Note that only in three cases was obtained a p-value smaller than 0.1. Indeed, figure 8 which shows a semi-log plot of the CECDF of the number of terminals in the Catalonia zone and its negative binomial fit, confirms this matching. 
Link Length Distribution
The link length distribution is a very interesting characteristic of a wireless network, due to its strong influence on the signal transmission in the radio channel. We found that the link length distribution can be approximated by a combination of two exponential functions. If we consider L as the complementary CDF of the link length, X, then:
(2) Figure 9 shows a semi-log 10 plot of the link length CECDF of the Catalonia zone and its fitness using equation (2) (solid line). Figure 9 (a) has been obtained for the links of terminal nodes and Figure 9 (b) for the links of core-graph nodes. The figure shows that in both cases the link length distribution is very well characterized by the combination of the two exponential functions. This can be explained by the fact that links can be grouped into two sets. One set of short links characterising the connection of nodes is located in relatively close geographical areas, for instance, villages in rural zones or suburbs in Barcelona. Another set is formed by longer distance links interconnecting nodes from different groups of the former set of links. We found that 77% of terminal nodes belong to the first group (θ = 0.77), with a mean link length of µ 1 = 0.58 km. The remaining 23% belong to long distance links with a mean of µ 2 = 2.7 km. Core-graph links are likely to cover longer distances. Indeed, we discovered that the means obtained for the core-graph are approximately three times higher (µ 1 = 1.7 km and µ 2 = 7.3 km).
Network evolution
Guifi.net has experienced a steady growth in the number of members and coverage area and is now considered a well-known reference for social and technical participation. Moreover, the deployment of the physical networking infrastructure has been constantly evolving and adapting to the circumstances of the moment. Some of the decisions made by guifi.net members were forced by external factors, such as the geography and demographics of the Catalonia region or the technologies available at the time, while others were driven by technical reasons or technological choices. In this section we analyse the impact of the decisions made and review the historical evolution of the network during the period between 2004 and 2013 in three level 5 zones: Osona, Castelló, and Barcelona.
Geographic growth
Osona (rural area, unplanned deployment). Like any communication network, the physical deployment of guifi.net has been constrained by the demographic and geographic environment. Osona was the first region where guifi.net was deployed. It is an inland county with an extension of roughly more than 1,260 Km 2 . In 2009, Osona had a population density of around 0.12 inhabitants/Km 2 with high-density inequality between its different areas. Figure 10 illustrates the evolution of guifi.net in Osona. Each map contains a snapshot of the network topology at the end of the year. Nodes and links depicted in light colours represent elements that already existed in the previous snapshot of the network. In contrast, new links that were added during the year under consideration are shown in darker colours. All the elements have been placed according to geographic coordinates.
During the first years (from 2004 in Figure 10a to 2006 in Figure 10c ), founders focused their efforts on improving the software and hardware technologies behind guifi.net, limiting the network deployment to a small area centred in their own town and some surrounding areas. Because wireless technologies by then were not as mature as they are today, any potential community members were computer savvy people with high interest in new technologies. In 2006, guifi.net members decided to expand the network to other cities in the zone by creating large distance links. It resulted in a two-phase deployment, marked by the lack of initial knowledge in the first phase and a learning process during the second.
Castelló (rural area, planned deployment). Deployments made in Castelló took advantage of the first experiments in Osona. In Castelló, the deployment started in 2009, and a group of guifi.net members planned part of it to accelerate the process of providing coverage to the territory. Castelló is a coastal county with a geographical area of 6,679 Km 2 and a density of 90.18 inhabitants/Km 2 (by 2009). Compared to Osona, the zone contains larger cities and covers a geographical extension six times bigger. Figure 11 shows the evolution of the deployment of guifi.net in Castelló from the creation of the first node until 2013. The network deployment was planned to be completed in two years. During the first year, guifi.net members covered a large area by creating long-distance radio-links among the main cities and by building supernodes to allow connectivity to their citizens. This method is easier and cheaper in comparison with the cost and effort required for wired networks. The second year, most efforts were focused on completing a communication ring between cities, which provided an alternative for connectivity in case of a link failure. The following years, since 2011, the infrastructure has been expanded and the attention of the members has been focused on reaching isolated areas inside Castelló and improving the redundancy inside the urban cores as more members joined the network. This deployment plan highlights one of the main advantages of wireless technologies.
Barcelona (urban area, unplanned deployment). Figure 12 shows the evolution of the guifi.net network deployment in the Barcelona zone, which includes only the nodes and links deployed in the Catalan capital. The city has a total area of 101.9 Km 2 and a density of 15,991 inhabitants/Km 2 . Given the number of potential users and the geographical area, Barcelona is considered an independent level 5 zone in the guifi.net structure. However, compared to the previous zones, Barcelona is a very large urban area with high broadband coverage in almost every district. This fact makes it less interesting for potential users and hence, less attractive to third-party investors -like the city council. In this case, although the deployment of the network was not planned, we can still find similarities with the deployment of Castelló, as both started with the deployment of radio-links covering long distances during the first years. However, in Barcelona this was caused by the distribution of different heights of the buildings in the area.
In this section, we described three different models of growth in guifi.net, which are representative of the deployment strategies used in this community network. As stated previously, the use of one a model was highly dependent on the environmental characteristics of the deployment area (urban or rural) and the period when it took place. Planned deployments proved to be a fast way to cover large rural areas, but they required some technical knowledge and skill from the community members and also the cooperation of public entities to fund the initial expenses.
Network growth
Regardless of the geographical constrains, nodes in a network can be interconnected in many different ways and provide several degrees of redundancy. The network evolution will give us an idea of how close the real network deployment is to the static model builds in Section 5. Figure 13 shows the total amount of operative elements -nodes and links -in three level 5 zones during the period from 2004 to 2014. We can observe that nodes and links tend to grow at roughly the same speed in the whole network (Figure 13a ). This is caused by the fact that when someone wants to be part of the community, the individual usually extends the network by creating a new node and connecting it to an existing one, as illustrated in Figure 14 . We can also observe that the average number of links is slightly smaller than the number of networking devices. This can be explained by a behavioural pattern followed by newcomers, who focus their initial efforts on installing and registering a new node and afterwards trying to connect it to the network.
The core networks in Figure 13b , which only contain nodes with more than one link with the largest network component, show big differences between the growth rate of nodes and links after 2010 and 2011 -one year after the creation of the guifi.net Foundation. By that time, the network was mature enough and had some experienced users, which also maintained most of the core infrastructure. Therefore, it started to provide networking access and other services through their supernodes, increasing the number of end-users that were directly connected to the core infrastructure.
We can observe in Figure 13 that the guifi.net growth ratio was not only driven by the three individual zones studied. In order to understand such behaviour, we performed a comparison of the link and node growths with the evolution of their degrees and link distances, as shown in Figures 14 and 15 . In the former figure, the solid lines represent the average node degree in each zone by the end of the year, while in the latter figure, the solid lines represent the average distance of the radio links in each zone. Both figures contain two subfigures (a) and (b), which show the differences between the entire base-graph and the core-graph, respectively. The bars in all the figures represent the number of nodes that the zone contains at the end of the same period. Rural and urban zones show different degree patterns over time regardless of whether or not the topological deployment had been planned. According to the figures, it seems that during the first years the degree distribution of nodes in rural areas (e.g., Osona and Castelló) decreases with time following the power-law (Figure 14 ) until stabilising at a constant value. In contrast, for urban areas (e.g., Barcelona city) the degree distribution remains almost constant from the beginning at the same value that rural areas achieve in latter stages. This is because nodes in urban areas do not need to guarantee redundancy or high connectivity with core nodes (Figure 14b ). These needs are covered by different means; in guifi.net, they share members' broadband connectivity using peering agreement policies with "conventional" telecommunication operators. The rate at which rural networks converge to a constant average degree is clearer in Figure 14a , which shows how fast the average degree decreases in Castelló (a large geographic area) compared to Osona (a smaller geographic area). Differences between planned and unplanned network deployment are highlighted in Fig-ure 15. Besides the obvious difference in scale due to the geographic area covered, what is interesting is how all three sub-networks change their tendencies in building longer or shorter links. While unplanned networks (Barcelona and Osona) maintain a constant average distance between nodes in the core network (Figure 15b ), in planned ones, such as Castelló, the average distance decreases as in the power-law when most of the territory is covered. Interestingly, the growth model of unplanned networks increases the distance between links only in the last mile. We can generalize this observation and state that the deployment cost -and possibly the maintenance as well -of core networks is less expensive in unplanned networks than in planned ones. On the contrary, for the last mile, the cost is cheaper for end-users to join planned networks like "regular telecommunication networks" than unplanned ones, as in that case they will not need to build long distance links, which usually require more expensive equipment than shorter distance links. In summary, we have seen three different models of deployment -unplanned and planned deployment in rural areas and unplanned deployment in urban areas. To the best of our knowledge, there is no planned deployment in urban areas in guifi.net. We think that this is caused by the lack of support by urban public administrations and the lack of interest of many citizens, resulting in more effort from the members of the community. Our conclusions were supported by opinions from several network activists [9] .
Availability and reachability of the network nodes
One of the aspects that distinguish community networks, such as guifi.net, from regular telecommunication networks is the inherent commitment of its members to maintain their own nodes. As is the case in any social community, the knowledge and involvement of individuals can vary; therefore there are no guarantees of connectivity or quality of service. Furthermore, the quality and state of the heterogeneous hardware also influences the stability of the links and network performance. In this section, we explore this aspect by analysing the availability and reachability of guifi.net nodes. This can be used as an indirect metric of the quality of connectivity that new members may expect from the network. Figure 16 depicts the semi-log 10 Empirical Cumulative Distribution Function (ECDF) plot of the sysUpTime reported by the SNMP service on each base and core graph on a random day in 2013. sysUpTime is a Linux kernel counter timer that resets to zero every time a node is rebooted or shut down, independently of the reason that causes this. Commonly, users do not tend to deliberately reboot the device unless they have to perform an upgrade, which is not very common. Hence, the number of days reported by the sysUpTime is a relatively good measure of the device availability due to random failures. We also reported the last time a node had been rebooted -voluntarily or not -which gave us a direct measure of its availability. There is a high number of nodes (about 10%) that have been restarted during the last day, while there are also some nodes that had not been reset for almost one year. In comparison with the uptime reported in a similar study on PlanetLab [18] , a guifi.net node has a higher probability of being disconnected or not reachable from the network. The fact that PlanetLab showed a higher average sysUpTime on its nodes may be because it is an experimental testbed running on much more stable computers and environment.
Another significant difference between testbeds like PlanetLab and community projects like guifi.net is related to the reachability of their devices. While the former typically uses academic networks to reach the Internet and other participating networks, the wireless community networks tend to use only their own infrastructure to reach other nodes. In practical terms, this means that guifi.net members are not only responsible for the maintenance of their nodes, but also for ensuring a minimum standard of connectivity with other parts of the network. Figure 17 shows, as an example, the reachability of each node on the base and the core-graphs built as a log 10 -log 10 Empirical Cumulative Distribution Function (ECDF). The reachability of a node has been calculated using the average availability of all the devices on its location. The average availability of a device is the percentage of ping requests that the node replies when requested by the graph-server system. As a result, Figure 17 shows the probability of a node being contacted.
The resulting analysis shows that 10% of the nodes in the base networks are reachable from the network 10% or less of the time. Numbers are even worse on the core-graph, which is supposed to be the most stable part of the network. In general, for the guifi.net core, half of the nodes have reachability of 10% or less. However, the core network of the Barcelona area is an exception because it has better reachability compared to other core networks, up to 60% in the worst case. This may be explained by the higher accessibility and proximity between nodes in such urban networks.
Analysis of the network resilience
In this section, we discuss the resilience of the network resulting from the topological structure built during the past years. We intentionally limit our analysis to the three level 5 zones of Barcelona, Osona, and Castelló, as analysing the entire network would result in many uncertainties. Such uncertainties would be caused by the fact that different sparse geographic zones are connected among themselves though agreements with ISPs, and we cannot infer that information from our dataset. As a result, the analysis in this section focuses on determining the resilience of guifi.net as an independent network without relying on other third-party infrastructures to support it.
Multiple definitions of robustness and resilience in the literature depend on the granularity of the study and the assumptions made. We used the robustness coefficient (R) proposed in [19] , which provides an easy method to compare our results and to understand the robustness of a topology at the link level -or, in general, any graph -when facing continuous disconnection of its nodes. The formal definition is the following:
where N represents the number of nodes in the largest component of the network and S k the nodes that remain connected when the first k top-ranked nodes have been removed. Figure 18 shows the R coefficient for all three core-graphs. It has been calculated as the number of nodes that remain connected to the largest network component when top-ranked nodes are progressively being removed. On an ideal network, continuous disconnections would result in a decrease in the number of nodes connected -one unit each time a node is removed. That is, the size of the largest component decreases only due to the node that has been recently removed, while all other nodes remain part of the largest (single) component until they themselves are removed. However, in a real network, the disconnection of one node could, depending on the graph structure, disconnect more nodes from the main component. The coefficient R has been calculated as the ratio of areas, A 1 and A 2 , between the real and ideal network profile.
In scenarios with a random selection of nodes, the robustness coefficient is a good measure of the average resilience of the topology. Both, best-and worst-case scenarios can also be studied if the nodes are ranked using a structural metric. By definition, to rank nodes in the best-case scenario, we would have to disconnect, at each step, the edge-nodes of the graph, which will generate a maximum R coefficient of one. In order to analyse the worstcase scenario, we chose to disconnect nodes in terms of degree, closeness, and betweenness centrality. Degree centrality is the fraction of nodes to which a particular node is connected. Nodes with a high degree centrality have a high number of connections to the rest of the network and therefore are more resilient than other nodes to random failures. Closeness centrality for a connected graph is defined as the inverse of the average distance to all other nodes. The distance for unweighted graphs is defined as the number of hops, while it is defined as the sum of weights that each link has to traverse for weighted graphs. Closeness centrality is a good measure of how efficient a particular node is in propagating information through the network. The betweenness centrality of a particular node n on an unweighted graph is defined as the sum of the fraction of all pairs' shortest paths that pass through n. On a weighted graph, the edge weights are taken into account. Nodes with higher betweenness centrality are part of the path used by other nodes to efficiently propagate information in the network, which makes them a critical point of failure. In our particular case, we computed these measures using an unweighted graph, which represents the connectivity pattern between devices. Weights can be added to the graph to represent traffic measurements (e.g., round trip time (RTT) and traffic congestion) but it would require a temporal analysis.
Guifi.net in Barcelona and Osona areas show the same robustness coefficient R as other autonomous systems (AS) studied in 2000 [19] , when nodes are randomly disconnected. On the other hand, the topological tree-structure present in both areas makes them about 50% more resilient to coordinated attacks than the baseline networks. This feature was expected in planned networks, such as like Castelló, due to the design decisions made. However, it was not expected in Barcelona. We believe that the simultaneous development of the network in different areas of the city produced such a tree-structure. Regarding the Osona network, it still has similar robustness when nodes are ranked using the closeness centrality. This network also shows a very poor resilience in frontal sustained attacks to other central nodes. This is caused by the organic growth model described in Section 6.2, which was involuntarily centred on the initial nodes that are now the core of the graph.
Moreover, we can observe that all networks have a very similar robustness coefficient against sustained attacks when nodes are ranked using closeness centrality. It is explained by the similarities between the assortativity in the different networks in which, regardless of the different demography, geography, and growth model, new links are usually created using the same criteria -extending the network by being connected to someone close to them.
Implications for network services
For most of their members, community networks like guifi.net are mainly a networking infrastructure to access Internet services without having to rely on traditional ISPs. The topological resilience discussion provides a baseline to compare both models, but cannot be used to generalize service resilience, as they may have different quality requirements. Web access, for example, requires users to have access to a DNS server to translate domain names into IP addresses and also a gateway (called proxy servers in guifi.net) to access the Internet.
We used a procedure very similar to the one described previously to check the robustness of the web access service in front of nodes failures. We ranked the nodes according to centrality metrics and progressively removed them from the main network component. Then, we kept track of the number of nodes that lost access to all DNS servers or to all web proxy servers. Figure 19 compares the result of our analysis in the three zones considered, after removing up to 20 of the top nodes, according to the three criteria of centrality. The worst results were obtained in the Osona zone ( Figure. 19c) , which is particularly sensitive to the degree centrality and is offering key services. The figure also shows important differences between Barcelona and Castelló that were not captured in our previous experiments. In Barcelona, web access depends only on a few top nodes; therefore, the removal of a few key proxies will have a very significant impact on the service provision. In contrast, in Castelló, the result of removing any network node will have a linear impact on services. This second model appears to be more resilient to coordinated service attacks and demonstrates the advantage of planning the deployment. However, from a cost/effort perspective, given the structure of the network in Barcelona, only a few nodes will be required to ensure some degree of Internet access.
Related work
In this section we present a summary of previous studies on real-world wireless network deployments.
An analysis of the RoofNet network is presented in [21, 22] . RoofNet was deployed in an urban environment. The authors reported their findings on the link level characteristics of an 802.11 (2.4 GHz) mesh network. The RoofNet study focused on the link level characteristics of the deployment. In our work, we also studied the link level; however, we focused on topology patterns, and the network under consideration is a much larger network than the one presented in RoofNet. Similarly, another study presented an analysis regarding the DPG network [20] , which looks at the link level characteristics of outdoor mesh networks. Nevertheless, such work can only be applied to rural settings.
It is important to note that the study that we present in this paper was performed over a real-world community network, while all the studies mentioned previously were conducted on customised testbeds, explicitly built for experimentation.
There are also some studies on wireless networks with real users instead of only experimental networks.
For example, the MadMesh network [23] reported a measurement study of such a network deployment and its planning. This deployment is a two-tier architecture and operates in both the 2.4 GHz and 5 GHz bands, while guifi.net has a multi-tier architecture and uses several network technologies. In addition, our study was conducted in a community network, while the MadMesh study was performed on a commercial mesh network.
Another interesting study is the Google Wi-Fi network presented in [24, 25] . It evaluates different aspects of a metropolitan area mesh network. It estimates the coverage properties of the Google Wi-Fi mesh network [25] and presents the usage characteristics for different user devices in the same Google Wi-Fi network [24] . This study of the Google Wi-Fi network provides a greater understanding of a metropolitan area Wi-Fi mesh. One of the main differences of this work in comparison to our study is that, due to the large size of the network, we were able to analyse its characteristics in a variety of environments and not only in a metropolitan area. Although we only focus on the guifi.net deployment in Catalonia, the dimension of the network (over 27,000 nodes) is considerably larger than any of the networks analysed in the studies presented above. Wireless mesh network traffic was characterised by Johnson et al. [32] . Their study focused on web traffic and the use of proxies to access Internet content in rural areas. In addition, in [33] the authors emphasised the importance of the analysis of web traffic patterns. Consequently, in our work we analysed the logs of several guifi.net proxies to study usage traffic inside the network.
One further work, a study of 110 mesh networks based on Meraki devices [26] , focused on performance at the link level. They studied the impact of the SNR of a link on the bit rate for that link. They also studied the impact of an opportunistic routing protocol. Likewise, we also studied the link level but focused on topology patterns.
Finally, the community networks FunkFeuer in Wien, FunkFeuer Graz, and Rome Ninux networks have been studied in [29, 30] . These are all homogeneous mesh networks based on the Optimized Link State Routing (OLSR) ad-hoc routing protocol. These studies focused on the topological properties of the link level and the routing performance.
A complementary perspective from social sciences is presented in [34] . It looks at a rural Wi-Fi mesh network and the importance of a bottom-up or participatory design. Although the context of the study is rural Africa, the characteristics of the community, the environment, and the scale are completely different. Nevertheless, it has the same open and participatory nature as guifi.net, which demonstrates the value and effectiveness of this approach to bootstrap and grow network infrastructures.
In Table 2 , we compared our research with prior related work on real-world Wi-Fi network deployments. As we can observe, our study has some unique features: a) the scale of our network is much larger in terms of the number nodes, b) the network uses several technologies for links, and c) it is open and community focused in nature.
The Guifi community network has also been studied considering the organisational [7] and social participation of its users [3] . Its crowdsourced nature, design principles, and governance as a common-pool resource infrastructure [9] have been studied. This paper complements previous works on guifi.net and focuses on technological aspects of this network.
Conclusions
This paper presents a technological analysis of the guifi.net community network. It was created by its participants, who pool their resources and efforts, to build and operate a local network infrastructure that is considered a common pool resource. guifi.net consists of more than 27,000 operational nodes, which makes it the world's largest community network in terms of the number of nodes and coverage area.
The principles of the network -freedom, openness and neutrality -reflect the following different aspects: 1) extensive diversity of the technological choices for hardware, wireless and optical media, link protocols, channels, routing protocols, contributing to building a common private IP network, 2) a link-level graph with a power-law degree distribution for the local scope in the range of low-cost wireless links that reflects respect towards preferential attachment, 3) diversity in local growth patterns according to local geographic, demographic, and organisational characteristics with a complementary process of expansion, both in the geographic reach of the network core with long distance wireless or fibre links and the local growth in density with low-cost leaf nodes, 4) IP network resilience with diverse availability and reachability of network nodes in different areas according to the local choices on network planning, structure, and maturity, and 5) application level resilience for Internet or Web access against random or critical failures using of multiple application servers, DNS name servers, Internet/web gateways, and many other services spread across the network.
The guifi.net community network is the result of a loosely coupled and decentralised organic growth for more than a decade, despite the evolution of the technology and social demand. The community exhibits diverse technological and organisational choices, diverse growth, and maturity under a common community license as well as an engaged social network committed to developing its local common network infrastructure.
The analysis introduced in this paper identifies several aspects that affect the design, growth, and resilience of the network and its services. This should help in bootstrapping and developing sustainable, scalable, and effective community networks in other communities. Regions of the world that are inspired by the guifi.net example can complement other Internet models from the academic and commercial worlds. This fact could significantly contribute to the collective mission of enabling every citizen to access and participate in the digital world.
