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ABSTRACT
In this paper, a novel iterative blind signal extraction (BSE)
scheme for the removal of the eye-blink artifact from elec-
troencephalogram (EEG) signals is proposed. In this method,
in order to remove the artifact, the signal extraction algorithm
is provided with a priori information, i.e., an estimation of
the column of the mixing matrix corresponding to the eye-
blink source. The a priori knowledge, namely the vector
corresponding to the spatial distribution of the eye-blink fac-
tor, is identified by using the method of parallel factor anal-
ysis (PARAFAC). Hence, we call the BSE approach, semi-
blind signal extraction (SBSE). The results demonstrate that
the proposed algorithm effectively identifies and removes the
eye-blink artifact from raw EEG measurements.
Index Terms— Artifact removal, blind signal extraction,
electroencephalogram, eye-blink, and parallel factor analysis.
1. INTRODUCTION
An electroencephalogram (EEG) is the manifestation of brain
activity recorded as changes in electrical potentials at mul-
tiple locations over the scalp. An electrooculogram (EOG)
generated by eye movements and/or blinks is found to be the
most significant and common interfering artifact in EEG [1]
since eye movements are difficult to suppress over a sustained
recording course. Such an EOG is of the order of ten times
larger in amplitude than average cortical signals and lasts ap-
proximately 300 msec. Due to the magnitude of the blinking
artifacts and the high resistance of the skull and scalp tissues,
EOG may contaminate the majority of the electrodes, even
those in the occipital area. In recent years, various methods
for eye-blink removal from EEGs have been proposed that are
mainly based on regression methods and independent compo-
nent analysis (ICA) [1, 2]. Approaches, such as trial rejec-
tion, eye fixation, EOG subtraction, and principal component
analysis (PCA) [3], regression [4] and blind source separa-
tion (BSS) [5, 6] have been documented with varying success.
Despite no quantitative comparison for any reference dataset
being available, it has been shown that the regression- and
BSS-based methods are most reliable [1, 4, 6] and [7].
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Statistically nonstationary EEG signals yield information
about active parts of the brain. This spatial knowledge has
been efficiently exploited for localizing the sources of back-
ground EEG, using common spatial factor decomposition of
the EEGs within the PCA paradigm [8]. However, the use of
PCA introduces nonuniqueness due to an arbitrary choice of
rotation axes. Recently, ICA has been applied to eliminate
this nonuniqueness problem by imposing the statistical inde-
pendence constraint which is stronger than the orthogonality
condition exploited by PCA [9]. However, in conventional
PCA/ICA, no other prior knowledge, such as frequency band,
is exploited during the extraction process. Recently, in [10],
the authors exploited a space-time-frequency (STF) model of
a multi-channel EEG within the three-way (PARAFAC) [9]
scheme to obtain the spatial, temporal and spectral signatures
of EEGs.
In this paper, a novel hybrid BSE-PARAFAC technique
for removing the EOG artifacts from multi-channel EEGs is
presented. Our BSEmethod is based on that introduced in [11],
while the spatial a priori knowledge of the mixing process
obtained by PARAFAC analysis is exploited in the extrac-
tion procedure. In contrast to many BSS- and constrained
BSS-based methods [1, 5] and [7], which require high com-
putational cost, this method is simple since it extracts just
the source of interest (SoI), i.e., the eye-blink source. More-
over, unlike methods presented in [5] and [6], there is no need
to compute objective criteria for distinguishing between eye-
blink and spurious peaks in the ongoing EEGs. Besides, un-
like the regression-based methods, it does not need any refer-
ence EOG channel recordings.
This paper is organized as follows. In Section II, we present
the SBSE method and briefly review the PARAFAC. The re-
sults are subsequently reported in Section III, followed by
concluding remarks in Section IV.
2. ALGORITHM DEVELOPMENT
AssumeN zero-mean real mutually uncorrelated sources s(t) =
[s1(t), s2(t), · · · , sN (t)]
T , where [·]T denotes the vector trans-
pose, are mixed by an N × N real full column rank matrix
A = [a1,a2, · · · ,aN ] where ai is the ith column of A. The
vector of timemixture samples x(t) = [x1(t), x2(t), · · · , xN (t)]
T
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is given as
x(t) = As(t) + v(t) (1)
where v(t) = [v1(t), v2(t), · · · , vN (t)]
T is the additive white
Gaussian zero-mean noise. We assume that the sensor noise is
spatially uncorrelated with the sensor data and temporally un-
correlated. Since the sources are presumed to be uncorrelated,
the time lagged autocorrelation matrix Rk can be calculated
as Rk = E[x(t)x
T (t− τk)] for k = 1, 2, · · · ,K, where K is
the index of the maximum time lag, i.e., τK and E[·] denotes
the statistical expectation operator.
2.1. Semi-Blind Signal Extraction
The vector x(t) in (1) is a linear combination of the columns
of the mixing matrix, i.e., the ais, weighted by the associated
source and contaminated by sensor noise v(t). Therefore, the
most straightforward way to extract the jth source is to project
x(t) onto the space inRN orthogonal to, denoted by⊥, all of
the columns ofA except aj , i.e., {a1, · · · ,aj−1,aj+1, · · · ,aN}.
Hence, by defining a vectorp⊥{a1, · · · ,aj−1,aj+1, · · · ,aN}
and q ≡ aj , and adopting the notation of an oblique projec-
tor [11], we may write y(t)q = Eq|p⊥x(t) where y(t) is an
estimate of one source, say s(t), and p⊥ denotes the space
in RN orthogonal to p, i.e., {a1, · · · ,aj−1,aj+1, · · · ,aN}.
Eq|p⊥ =
qpT
pT q
represents the oblique projection of q onto the
space p⊥. Then, y(t) can be extracted as y(t) = pTx(t)
in which the scalar 1
pT q
has been omitted and q has been
dropped from both sides of the equation. In second-order
statistics based BSE [11], both p and q are unknown and in
order to extract one source the following cost function has
been proposed
[dˆ, pˆ, qˆ] = arg min
d,p,q
JM (d,p,q) (2)
where JM (d,p,q) =
∑K
k=1 ‖Rkp − dkq‖
2
2, d is a column
vector d = [d1, d2, · · · , dK ]
T and ‖ · ‖22 denotes the squared
Euclidean norm. The cost function in (2) utilizes the fact that
for BSE, Rkp should be collinear with q incorporating the
coefficients dk which provides q with the proper scaling. The
trivial answer for (2) is d = p = q = 0. This solution has
been avoided by imposing the condition ‖q‖2 = ‖d‖2 = 1.
Successful minimization of (2) leads to the identification of p
which extracts y(t), the source of interest (SOI).
However, it is not possible to determine which source is
extracted. Therefore, some prior knowledge should be incor-
porated into the separation process to extract only the SoI.
To this end, we consider an auxiliary cost function JAux =∑K
k=1 ‖bkq − μq‖
2
2 where μq is the estimation of q pro-
vided by PARAFAC (see section 2.2) and b is a column vector
b = [b1, b2, · · · , bK ]
T . By minimizing JAux coupled with
(2) in a Lagrangian framework, i.e., Jtot = JM + ηqJAux,
we effectively extract the SoI as the first extracted source. In
other words, the new cost function becomes
[bˆ, dˆ, pˆ, qˆ] = arg min
b,d,p,q
K∑
k=1
(
‖Rkp−dkq‖
2
2+ηq‖bkq−μq‖
2
2
)
(3)
where ηq is the Lagrange multiplier. In (3), the bk, k =
1, 2, · · · ,K values are free parameters to scale q during an
iterative solution to (3) and ‖b‖2 = 1.
The solution to (3) is found by alternatively adjusting its
parameters. Firstly, we fix q, d, and b and update p. Taking
the gradient of Jtot with respect to p leads to an optimal ana-
lytical solution for p as ∂Jtot
∂p
= 2
∑K
k=1 Rk(Rkp− dkq) =
0 and
p ⇐ Q
( K∑
k=1
dkRk
)
q; Q =
[ K∑
k=1
(Rk)
2
]−1
(4)
where a ⇐ b denotes replacing a by b. Thereafter, we fix
p, b, and q and update d. As in [11], utilizing the prop-
erty that ‖q‖2 = 1, the gradient of Jtot with respect to dk
becomes ∂Jtot
∂dk
= −2
∑K
k=1((Rkp)
T − dkq
T )q = 0, k =
1, 2, · · · ,K. The update rule for d is as
d ⇐
u
‖u‖2
; u = [rT1 q, r
T
2 q, · · · , r
T
k q]
T . (5)
where rk = Rkp. Then, fixing p, d, and b, we adjust qwhile
ensuring ‖q‖2 = 1. Considering
∂Jtot
∂q
= −2
∑K
k=1 dkrk −
2ηq
∑K
k=1 bkμq + 2(1 + η)q = 0, q is adjustable by
q ⇐
v
‖v‖2
; v =
K∑
k=1
(dkrk +
1
K
ηqbkμq). (6)
For updating b, the rest of the variables are fixed, i.e.,
q,p, and d and we proceed by minimizing (3) with respect to
bk, i.e.,
∂Jtot
∂bk
= 2ηq
∑K
k=1(bk − μ
T
qq) = 0. b is updated as
b ⇐
w
‖w‖2
; w = [μTqq,μ
T
qq, · · · ,μ
T
qq]. (7)
We retain b as a vector instead of a scalar to present consistent
formulation.
Finally, in order to solve (3) for the Lagrange multiplier
we define vector ei as a vector whose elements are all zero ex-
cept for the ith which is one, i.e., ei = [0, · · · , 0, 1, 0, · · · , 0]
T ,
∀ i ∈ {1, 2, · · · ,K}. From (6), in each iteration we assign a
new value for ηq as
ηq =
[
1
bi
(v −
∑K
k=1 dkrk)
]T
ei
μTqei
. (8)
Through consistent simulation studies, we have found consis-
tent convergence of this optimization scheme as reported in
Section 3. Next, we establish how PARAFAC is utilized to
provide the required a priori information.
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2.2. PARAFAC
PARAFAC is a widely accepted tool in extracting disjoint
multi-dimensional phenomena [9, 10, 12]. In this paper, by
exploiting PARAFAC, we extract the factor relevant to the
eye-blink artifact for use within the SBSE. The resulting spa-
tial signature of the eye-blink-related factor, i.e., μq is ex-
ploited to formulate (3). In our approach, the multi-channel
EEG data are transformed into the time-frequency domain.
This gives the two-way EEG recording, i.e., the matrix of
space(channel)-time with an extra dimension, i.e., frequency
and yields a three-way array of space-time-frequency. In other
words, for I EEG channels, we compute the energy of the
time-frequency transform for J time instants andK frequency
bins. By stacking these I matrices (of size J ×K) and adopt-
ing the MATLAB matrix notation we set up the three-way ar-
ray as XI×J×K ≡ X(1 : I; 1 : J ; 1 : K) and introduce it to
PARAFAC. To setup a three-way array, in the present study,
we follow the same procedure as in [10] where the continuous
wavelet transform is utilized to provide a time-varying repre-
sentation of the energy of the signal over all channels. The
complex Morlet’s wavelets w(t, f0), with σf = 1/(2πσt),
and A = (σt
√
π)−1/2, is used here in which the trade-off ra-
tio (f0/σf ) is 7, to create a wavelet family. This wavelet con-
figuration is known to be optimized in EEG processing [10].
In mathematical terms, the factor analysis is expressed as
XI×J = AI×F (SJ×F )T +EI×J where A is the factor load-
ing, S the factor score, E the error, and F is the number of
factors. Similarly, the PARAFAC for the three-way arrays
XI×J×K is presented by unfolding one modality to another
as XI×JK = AI×F (SK×F DJ×F )T + EI×JK where D
is the factor score corresponding to the second modality and
 denotes the Khatri-Rao product [9]. Equivalently, the jth
matrix corresponding to the jth slice of the second modality
of the 3-way array is expressed as
XI×j×K = AI×FDF×Fj (S
K×F )T + EI×j×K (9)
where Dj is a diagonal matrix having the jth row of D along
the diagonal. The method of alternative least square (ALS) is
the most common way to estimate the PARAFAC model. In
order to decompose the multi-way array to parallel factors the
cost function (normally the squared error) is minimized as [9]
[Aˆ, Sˆ, Dˆ] = arg min
A,S,D
‖XI×JK−AI×F (SK×FDJ×F )T ‖2
2
(10)
Here, XI×J×K is the three-way array of wavelet energy of
multi-channel EEG recordings and AI×F ,SK×F , and DJ×F
respectively denote the spatial, temporal, and spectral signa-
tures ofXI×J×K . For details of the uniqueness of PARAFAC
model in cases of real and complex multi-way arrays the in-
terested reader is referred to [12].
3. RESULTS
We applied the proposed algorithm to real EEGmeasurements.
The database was provided by King’s College Hospital, Lon-
don, UK, and represent a wide range of patients and, there-
fore, give a proper evaluation of our method. The scalp EEG
was obtained using 16 Silver/Silver-Chloride electrodes placed
at locations defined by the 10-20 system [1]. The data were
acquired using a Beekeeper Telefactor EEG amplifier, sam-
pled at 200 Hz, and bandpass filtered with cut-off frequencies
of 0.3 Hz and 40 Hz. Each EEG segment was transformed
into the time-frequency domain by means of complex wavelet
transform where the frequency band of from 2 Hz to 20 Hz
with resolution of 0.1 Hz has been considered. This three-
way array is then introduced to PARAFAC where the number
of factors is selected as one or two, as highlighted in the fol-
lowing experiments, identified by using the method of core
consistency diagnostic (CORCONDIA) [9].
The left subplot of Fig. 1 shows EEG measurements con-
taminated by two eye-blinks at approximate times of two and
half and five seconds. The effects of the eye-blinks are evi-
dent mostly in the frontal electrodes, namely, FP1, FP2, F3,
F4, F7, and F8. However, central, i.e., C3 and C4 and occip-
ital, i.e., O1 electrodes are also affected. Implementation of
the PARAFAC on this measurement results in the STF model,
i.e., the spectral, temporal, and spatial signatures which are
depicted in Fig. 2-(a to c). Although there are two eye-blinks
CORCONDIA suggests the number of factors F to be as in
one Fig. 2-(d). This value is rational since both of the eye-
blinks originate from a certain vicinity (frontal lobe of the
brain) and occupy the same frequency band and there is no
significant brain background activity.
In order to minimize (3) the initial values of the vectors
b, d, p, and q are independently drawn from standardized
normal distributions, i.e., N(0, 1) and μq is set to the spatial
signature of the extracted factor. Fig. 3 compares the average
value of the 10 log
10
Jtot
NK over 50 independent experiments.
Two scenarios have been devised by varying the number of
time lags, i.e., K = 10 and 25. Note that in [11] Jtot = JM .
Evidently, in both scenarios the performance of the proposed
SBSE method is superior to that of the method [11]. Usually,
after approximately 10 iterations the extracting vector, i.e., p,
is identified. Furthermore, by incorporating the priori knowl-
edge, it is guaranteed that p extracts the eye-blink source. The
effect of the eye-blink is then removed from the multi-channel
EEG using the batch deflation algorithm in [2]. Extensive
simulations demonstrate that the proposed methodology can
efficiently identify and remove the eye-blink artifact from raw
EEG measurements.
4. CONCLUSION
We have presented a robust method for removing EOG from
EEG recordings by providing the BSE algorithm with the es-
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Fig. 1. The result of the proposed eye-blink artifact removal
method applied to a set of real EEGs.
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Fig. 2. The extracted factor by using PARAFAC; (a) and (b)
illustrate respectively the spectral and temporal signatures of
the extracted factor and (c) represents the spatial distribution
of the extracted factor which has been utilized during extrac-
tion procedure.
timation of the column of the mixing matrix corresponding
to the eye-blink source. The vector of spatial distribution of
the eye-blink factor has been identified using PARAFAC. The
EEGs are processed using the time-lagged second-order BSE
algorithm and the artifact is autonomously cancelled; then,
the EEGs are reconstructed in a deflation framework. Based
on our experiments, the proposed SBSE algorithm consis-
tently removes the eye-blink artifacts from the EEG signals.
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