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Local unitary equivalence of multipartite pure states
B. Kraus
Institute for Theoretical Physics, University of Innsbruck, Austria
Necessary and sufficient conditions for the equivalence of arbitrary n–qubit pure quantum states
under Local Unitary (LU) operations are derived. First, an easily computable standard form for
multipartite states is introduced. Two generic states are shown to be LU–equivalent iff their stan-
dard forms coincide. The LU–equivalence problem for non–generic states is solved by presenting a
systematic method to determine the LU operators (if they exist) which interconvert the two states.
Multipartite states occur in many applications of quan-
tum information, like one–way quantum computing,
quantum error correction, and quantum secret sharing
[1, 2]. Furthermore, the theory of multipartite states
plays also an important role in other fields of physics
which deal with many-body systems [3]. The existence
of those practical and abstract applications is due to the
subtle properties of multipartite entangled states. Thus,
one of the main goals in quantum information theory is
to gain a better understanding of the non–local prop-
erties of quantum states. Whereas the bipartite case is
well understood, the multipartite case is much more com-
plex. Even though a big theoretical effort has been un-
dertaken where several entanglement measures for mul-
tipartite states have been introduced [4], different classes
of entangled states have been identified [5], and a nor-
mal form of multipartite states has been presented [6],
we are far from completely understanding the non–local
properties of multipartite states [7].
One approach to gain insight into the entanglement
properties of quantum states is to consider their inter-
convertability. That is, given two states |Ψ〉, |Φ〉 the
question is whether or not |Ψ〉 can be transformed into
|Φ〉 by local operations [7]. One particularly interest-
ing case, which is also investigated in this paper, is the
LU-equivalence of multipartite states. We say that a n–
partite state, |Ψ〉 is LU–equivalent to |Φ〉 (|Ψ〉 ≃LU |Φ〉)
if there exist local unitary operators, U1, . . . , Un, such
that |Ψ〉 = U1⊗ · · ·⊗Un |Φ〉. Note that two states which
are LU–equivalent are equally useful for any kind of ap-
plication and they posses precisely the same amount of
entanglement. This is why understanding the intercon-
vertability of quantum states by LU operations is part of
the solution to the more general problem of characteriz-
ing the different types of entangled quantum states.
In order to solve this long–standing problem the so–
called local polynomial invariants have been introduced
[8]. However, even though it is known that it is sufficient
to consider only a finite set of them, this complete finite
set is known only for very few simple cases.
Here, we derive necessary and sufficient conditions
for the existence of LU operations which transform two
states into each other. For generic states, states where
non of the single qubit reduced states is completely
mixed, the conditions can be easily computed. For ar-
bitrary n–qubit states a systematic method to determine
the unitaries (in case they exist) which interconvert the
states is presented.
The sequel of the paper is organized as follows. First,
we introduce a standard form of multipartite states,
which we use in order to derive easily computable nec-
essary and sufficient conditions for the LU–equivalence
of generic multipartite states. Like in the bipartite case,
it is shown that two generic states are LU–equivalent iff
their standard forms coincide. For non–generic states
it is shown that whenever one of the single qubit re-
duced states is not completely mixed, the problem of
LU–equivalence of n–qubit states can be reduced to the
problem of LU–equivalence of (n−1)–qubit states. Then,
a systematic method to determine the local unitaries (if
they exist) which interconvert two arbitrary states is pre-
sented. It is shown that the states are LU–equivalent
iff there exists a solution to a finite set of equations.
The number of variables involved in those equations de-
pends on the entanglement properties of the states. The
case with the largest number of variables occurs for the
sometimes called maximally entangled states of n qubits,
where any bipartition of ⌈n/2⌉ qubits is maximally en-
tangled with the rest. It is known however, that only for
certain values of n such states exist [9]. The power of this
method is illustrated by considering several examples.
Throughout this paper the following notation is used.
By X,Y, Z we denote the Pauli operators. The subscript
of an operator will always denote the system it is acting
on, or the system it is describing. The reduced states of
system i1, . . . ik of |Ψ〉 (|Φ〉) will always be denoted by
ρi1...ik (σi1...ik) resp., i.e. ρi1...ik = tr¬i1...¬ik(|Ψ〉 〈Ψ|).
We denote by i the classical bit–string (i1, . . . , in) with
ik ∈ {0, 1} ∀k ∈ {1, . . . , n} and |i〉 ≡ |i1, . . . , in〉 denotes
the computational basis. Normalization factors as well
as the tensor product symbol will be omitted whenever
it does not cause any confusion.
Let us start by introducing a unique standard form of
multipartite states (see also [10]). Let |Ψ〉 be a n–qubit
state. As a first step we apply local unitaries, U1i such
that all the single qubit reduced states of the state |Ψt〉 =
U11 ⊗ . . . U
1
n |Ψ〉 are diagonal in the computational basis,
i.e. tr¬i(|Ψt〉 〈Ψt|) = Di = diag(λ
1
i , λ
2
i ). We call any
such decomposition trace decomposition of the state |Ψ〉.
A sorted trace decomposition is then defined as a trace
decomposition with λ1i ≥ λ
2
i . Note that transforming a
state into its sorted trace decomposition, which we will
denote by |Ψst〉 in the following, can be easily done by
computing the spectral decomposition of all the single
2qubit reduced states. The sorted trace decomposition
of a generic state, |Ψ〉 with ρi 6= 1l ∀i is unique up to
local phase gates. That is U1 . . . Un |Ψst〉 is a sorted trace
decomposition of |Ψ〉 iff (up to a global phase, α0) Ui =
Ui(αi) ≡ diag(1, e
iαi). In order to make the sorted trace
decomposition of generic states unique we impose the
following condition on the phases αi, i ∈ {0, . . . , n}. We
write |Ψst〉 =
∑1
i1,...in=0
λi1,...,in |i1, . . . , in〉, and define
the set S = {i : λi 6= 0} and S¯ denotes the set of the
linearly independent vectors in S. The global phase, α0
is chosen to make λi0 real and positive where i0 = 0 in
case λ0 6= 0 else i0 denotes the first (in lexicographic
order) linearly dependent vector in S. After that, the n
phases are chosen to make the coefficients eiα0λi for i ∈ S¯
real and positive [13]. Since all the phase gates, which do
not leave the state invariant are fixed in this way we have
that U1 . . . Un |Ψs〉, where |Ψs〉 denotes here and in the
following the standard form of |Ψ〉, has standard form
iff U1 . . . Un |Ψs〉 = |Ψs〉. That is the standard form is
unique. If ρi =
1
21l, for some system i, the standard form
can be similarly defined [10], however it will not be unique
then. Due to the definition any state is LU–equivalent to
its standard form [14].
We employ now the standard form to derive a crite-
rion for the LU–equivalence of generic multipartite states.
First of all note that |Ψ〉 ≃LU |Φ〉 iff |Ψs〉 ≃LU |Φs〉. Us-
ing then that the standard form is unique we obtain the
following theorem.
Theorem 1. Let |Ψ〉 be an n qubit state with ρi 6= 1l
∀i. Then |Ψ〉 ≃LU |Φ〉 iff the standard form of |Ψ〉 is
equivalent to the standard form of |Φ〉, i.e. |Ψs〉 = |Φs〉.
Thus, similarly to the bipartite case, two generic
states are LU–equivalent iff their standard forms coin-
cide, which can be easily checked. Furthermore, if the
states are LU–equivalent then |Ψ〉 = U1, . . . , Un |Φ〉 with
Ui = (U
i
s)
†V is , where U
i
s, V
i
s denote the local unitaries
such that |Ψs〉 ≡ U
1
s . . . U
n
s |Ψ〉 and |Φs〉 ≡ V
1
s . . . V
n
s |Φ〉.
In order to study now the non–generic cases, we will
rewrite the necessary and sufficient condition derived
above. For a generic state, |Ψ〉 it is easy to verify that
|Ψs〉 = |Φs〉 iff there exists a bitstring k = k1, . . . kn, local
phase gates Ui(αi), and a global phase α0 s.t.
eiα0
⊗
i
Ui(αi)X
ki
i W¯i |Ψ〉 =
⊗
i
V¯i |Φ〉 , (1)
where W¯i (V¯i) are local unitaries which transform ρi
(σi) into a diagonal matrix. That is
⊗
i W¯i |Ψ〉 and⊗
i V¯i |Φ〉 are trace decompositions of |Ψ〉 and |Φ〉 resp..
For generic states ki is chosen such that the order of
the eigenvalues of the single qubit reduced states of⊗
iX
ki
i W¯i |Ψ〉 and
⊗
i V¯i |Φ〉 coincides. In order to check
then whether or not there exist phases αi such that Eq.
(1) is satisfied, we make use of the following lemma.
There, we will consider four n– qubit states. The sys-
tems, each composed out of n qubits will be denoted
by A,B,C,D respectively. The i-th qubit of system
A will be denoted by Ai, etc. Furthermore, we will
use the notation |χi〉 = (|0110〉 − |1001〉)Ai,Bi,Ci,Di and
P iAC =
∑
k |k〉 〈kk|A1,C1,...Ai−1,Ci−1,Ai+1,Ci+1...,An,Cn and
similarly we define P iBD for systems B,D. For a state
|Ψ〉 we define KΨ ≡ {k such that 〈k|Ψ〉 = 0} and
|Ψα¯i〉 = |Ψ〉 + e
−iα¯0
∑
k∈KΨ
e−i
P
n
i=1 α¯iki |k〉 for some
phases α¯i and |Ψ0〉 = |Ψ〉+
∑
k∈KΨ
|k〉.
Lemma 2. Let |Ψ〉 , |Φ〉 be n qubit states. Then, there
exist local phase gates, Ui(αi) and a phase α0 such that
|Ψ〉 = eiα0
⊗n
i=1 Ui(αi) |Φ〉 iff there exist phases {α¯i}
n
i=0
such that
(i) | 〈i|Ψ0〉| = | 〈i|Φα¯i)〉| ∀i and
(ii) 〈χ|i P
i
ACP
i
BD |Ψ0〉A |Ψ0〉B |Φα¯i〉C |Φα¯i〉D = 0 ∀i ∈
{1, . . . , n}.
The prove of this lemma will be presented in the ap-
pendix.
Let us now consider the non–generic case. Obviously,
two arbitrary states, |Ψ〉 , |Φ〉, are LU–equivalent iff there
exist local unitaries V¯k, W¯k a bit string k and phases αi
such that Eq. (1) is fulfilled. We will show now how
V¯k, W¯k can be determined by imposing necessary condi-
tions of LU–equivalence.
First of all, we note that for any state |Ψ〉 with ρi 6= 1l
for some system i, ki as well as V¯i and W¯i can be
easily determined as follows. If |Ψ〉 ≃LU |Φ〉 then all
the reduced states must be LU–equivalent, in particular
Di = diag(λ
i
1, λ
i
2) = W¯iρiW¯
†
i = V¯iσiV¯
†
i , for some uni-
taries W¯i, V¯i. Analogously to the generic case, this equa-
tion determines W¯i and V¯i (and ki = 0) uniquely up to a
phase gate. Thus, for this case we have that |Ψ〉 ≃LU |Φ〉
iff there exist two phases, αi and α0 and local unitaries
Uj such that
i 〈l| W¯iΨs〉 = e
i(Φ+αil)
⊗
j 6=i
Uj i 〈l| V¯iΦs〉, (2)
where l ∈ {0, 1} and W¯i, and V¯i are chosen such that
Di = diag(λ
i
1, λ
i
2) = W¯iρiW¯
†
i = V¯iσiV¯
†
i . Hence, if there
is one system where the reduced state is not proportional
to the identity then we can reduce the problem of LU–
equivalence of n–qubit states to the LU–equivalence of
(n − 1)–qubit states. This statement can be easily gen-
eralized to the case where more than one single qubit
reduced state is not completely mixed.
Let us now consider the more complicated case, where
some ρi = 1l. There, it is obviously no longer possible
to determine V¯i,W¯i by imposing the necessary condition
of LU–equivalence, ρi = UiσiU
†
i . However, we will show
next, which necessary condition can be used in order to
determine them. Before we do so, we explain the prob-
lem which might occur if ρi = 1l by considering a sim-
ple example. Let |Ψ〉 and |Φ〉 denote two states with
ρ12 = σ12 = 1l − λ |Ψ
−〉 〈Ψ−|, for some λ 6= 0. Then
we find that ρ12 = U1U2σ12U
†
1U
†
2 iff U1 = U2, which
implies that |Ψ〉 ≃LU |Φ〉 iff there exist local unitaries
3U1, U3, . . . , Un such that |Ψ〉 = U1U1 . . . Un |Φ〉. Thus,
the unitary U2 depends on U1. Or, stated differently,
W¯2 (and α2) depends on U1 in Eq. (1), where we set
V1 = V2 = 1l. In general we might neither be able to de-
termine the phase α2, nor W¯2 as a function of U1 alone.
However, the next lemma shows that any W¯k can be
determined as a function of a few unitaries and V¯k can
always be determined directly form the state |Φ〉. We
will see that the number of unitaries which are required
to define W¯k depends on the entanglement properties of
the state.
Lemma 3. If |Ψ〉 = U1 . . . Un |Φ〉 and if there exist sys-
tems i1, . . . il such that ρi1,...il,k 6= ρi1,...il ⊗ 1l then V¯k in
Eq. (1) can be determined from the state |Φ〉 and W¯k can
be determined as a function of Ui1 , . . . Uil .
Proof. Without loss of generality we assume i1 =
1, . . . il = l and write |Ψ〉 =
∑
|i〉1...,l |Ψi〉l+1...,n and
|Φ〉 =
∑
|i〉1...,l |Φi〉l+1...,n, where i = (i1, . . . , il). Since
σ1,...,l,k =
∑
|i〉 〈j| tr¬k(|Φi〉 〈Φj|) 6= σ1,...,l⊗1l, there exist
at least two tuples i and j = (j1, . . . jl) such that the 2×2
matrix X ji ≡ tr¬k(|Φi〉 〈Φj|) 6∝ 1l. Thus, at least one of
the two hermitian operators Y ji = X
j
i + (X
j
i )
† and Zji =
iX ji − i(X
j
i )
† is not proportional to the identity. W. l. o.
g. we assume that 1l 6∝ Y ji = tr¬k[(|i〉 〈j| + h.c) |Φ〉 〈Φ|].
Using that |Ψ〉 = U1 . . . Un |Φ〉 we have
UkY
j
i U
†
k = tr¬k[(|i〉 〈j|+ h.c) · U
†
1 . . . U
†
l |Ψ〉 〈Ψ|U1 . . . Ul].(3)
Since Y ji is hermitian we can diagonalize it as well as
the right hand side of Eq (3) and obtain UkV¯
†
kDV¯kU
†
k =
W¯ †k (U1, . . . Ul)D(U1, . . . Ul)W¯k(U1, . . . Ul), which is true
iff D = X ikD(U1, . . . Ul)X
ik , with ik ∈ {0, 1} and Uk =
eiα0W¯ †k (U1, . . . Ul)U(αk)X
ik V¯k, for some phases α0, αk.
Note that Eq (3) must hold for any i, j. Note further that
V¯k is the unitary which diagonalizes Y
j
i and can there-
fore be determined directly from the state |Φ〉. Thus,
we have |Ψ〉 = U1 . . . Un |Φ〉 iff there exists ik ∈ {0, 1},
α0 and αk such that e
iα0X ikU(αk)W¯k(U1, . . . , Ul) |Ψ〉 =
U1 . . . V¯k . . . Un |Φ〉.
Note that the proof of Lemma 3 is constructive. The
idea was to impose the necessary condition for LU–
equivalence given in Eq. (3) for any l–tuples i, j. Since
the 2 × 2 matrices occurring in this equation are hermi-
tian, one can, similarly to the previous cases, determine
the unitaries V¯k, W¯k by diagonalizing these matrices. In
contrast to before we will find here, that W¯k might de-
pend on U1, . . . , Ul.
We use now Lemma 3 to present a constructive method
to compute all local unitaries as functions of a few vari-
ables. If some unitary, Ui cannot be determined in this
way, we write Ui = e
−iγiZie−iβiXie−iαiZi (up to a phase).
Then |Ψ〉 = ⊗jUj |Φ〉 iff e
iαiZiW¯i |Ψ〉 = ⊗j 6=iUj |Φ〉,
where W¯i = e
iβiXieiγiZi . That is, in this case we set
V¯i = 1l, ki = 0, and W¯i = e
iβiXieiγiZi in Eq (1). We will
say then that we consider Ui as a variable.
The constructive method to compute now V¯k and W¯k
in Eq (1) is as follows: (1) If there exists a system i such
that ρi 6∝ 1l compute V¯i, W¯i using that W¯iρiW¯
†
i = V¯iσiV¯
†
i
(ki = 0). Furthermore, compute V¯k and W¯k(Ui) for any
system k with ρik 6= ρi ⊗ 1l using Lemma 3. (2) For all
systems i for which ρi 6= 1l apply the unitaries W¯i (V¯i)
to |Ψ〉 (|Φ〉) resp. and measure system i in the computa-
tional basis thereby reducing the number of systems (see
Eq (2)). After this step we have ρi ∝ 1l ∀i. Then we
continue as follows: (3) Consider the two qubit reduced
states: (3a) There exist systems i, j such that ρij 6= 1l.
W. l. o. g. we choose i = 1, consider U1 as vari-
able, and set V¯1 = 1l, k1 = 0 and W¯1 = e
iβ1X1eiγ1Z1 .
Then, compute V¯j and W¯j(U1) using Lemma 3 for any
system j with ρ1j 6∝ 1l. Let us denote by J2 the set
of systems for which ρ1j 6∝ 1l. (3b) If there exists no
system i, j such that ρij 6∝ 1l consider U1 and U2 as vari-
ables and set V¯i = 1l, ki = 0 and W¯i = e
iβiXieiγiZi , for
i = 1, 2. Furthermore, set J2 = {2}. (4) Consider the
three–qubit reduced states: (4a) If there exists a system
k such that ρ1jk 6= ρ1j ⊗ 1l for some j ∈ J2 compute V¯k
and W¯k(U1, Uj) using Lemma 3. Determine for any sys-
tem k with ρ1jk 6= ρ1j⊗1l V¯k and W¯k(U1, Uj) (if they are
not already determined). (4b) If there exists no system k
such that ρ1jk 6= ρ1j ⊗ 1l include U3 as variable. (5) Con-
tinue in this way until all unitaries are either determined
as functions of a few unitaries, or are free parameters. If
at some point it is not possible to choose V¯k or W¯k uni-
tary, e.g. if the eigenvalues of the operators occurring in
Eq (3) do not coincide, the states are not LU–equivalent.
Once all unitaries, V¯i are determined and all unitaries
W¯i are determined as functions of a few variables, we
have that |Ψ〉 ≃LU |Φ〉 iff there exists a bitstring k and
phases {αi}
n
i=0, such that Eq (1) is fulfilled. In order to
check the existence of the local phase gates in Eq. (1) (for
some bitstring k), we use Lemma 2. It is important to
note here that the state on the right hand side of Eq. (1)
is completely determined, thus, the set KΨ in Lemma
2 can be determined and therefore this lemma can be
applied. The states are LU–equivalent iff the conditions
in Lemma 2 are fulfilled for some bitstring k. Note that
the unitaries, Ui which transform |Φ〉 into |Ψ〉 are then
given by Ui = W¯
†
i U(αi)X
ki V¯i (up to a global phase)
[15]. These unitaries are uniquely determined up to the
symmetry of the state.
Note that a pure state has the property that
ρi1,...,il,k = ρi1,...,il ⊗ 1lk iff for any outcome of any
Von Neumann measurement on systems i1, . . . , il, sys-
tem k is maximally entangled with the remaining sys-
tems. Only in this case we have to add another unitary
as a variable. It is clear that two states, |Ψ〉 , |Φ〉 with
ρi1,...,il,k = ρi1,...,il⊗1l and σi1,...,il,k 6= σi1,...,il⊗1l can nei-
ther be LU–equivalent nor posses the same entanglement.
Thus, the method presented above suggests that in order
to characterize the non–local properties of multipartite
states, one should first identify the class (as described
above) to which the state belongs to and then determine
within this class the entanglement of the state. It might
4well be, that the different classes lead to different appli-
cations. For instance, the states used for error correction,
one way quantum computing and quantum secret shar-
ing have the property that all single qubit reduced states
are completely mixed.
Before we consider now some examples, let us men-
tion that the worst case, i.e. the case which involves the
largest number of variables, is the one where the reduced
state of any bipartite splitting of ⌈n/2⌉ systems versus
the rest are maximally mixed. In this case we have ⌈n/2⌉
unitaries as variables. Note however, that there are very
few instances, where those states do exist [9].
In order to illustrate the power of this method we con-
sider first the simplest examples of two and three qubit
states. The standard form of a two qubit state is |Ψ〉 =
λ1 |00〉+λ2 |11〉. Thus, the method above tells us that if
λ1 6= λ2, i.e. ρi 6= 1l, then, |Ψ〉 ≃LU |Φ〉 iff the Schmidt
coefficients λi are the same. For λ1 = λ2 it is straightfor-
ward to show that the unitaries, Ui, which are obtained
using the method above for the states |Φ+〉 ≡ |00〉+ |11〉
and some LU–equivalent state V1V2 |Φ
+〉 are U1 = V1W
and U2 = V2W
∗ for any unitary W . The reason why the
unitaries Ui are not completely determined by Vi is due
to the symmetry of the state, |Φ+〉 =W ⊗W ∗ |Φ+〉 ∀W
unitary.
For three qubits the method is almost equally simple.
First, we transform both states into their trace decompo-
sition. If non of the reduced states is completely mixed,
we simply compare their standard forms (Theorem 1).
If there exists some i such that ρi 6= 1l, we know that
Ui = U(αi). We measure system i in the computational
basis and are left with two two–qubit states (see Eq.
(2)). In case those states are LU–equivalent we apply
the corresponding unitaries and use Lemma 2 to find out
whether the three qubit states are LU–equivalent or not.
For the remaining case, where ρi = 1l ∀i it can be eas-
ily shown that |Ψ〉 is LU–equivalent to the GHZ–state,
|Ψ0〉 = |000〉 + |111〉 [12]. Even without using this fact
it can be easily shown that also in this case the method
presented above leads directly to the right unitaries (up
to the symmetry of the states) for two states which are
LU–equivalent (for details see [12]).
With the same method the LU–equivalence classes of
up to 5–qubit states are investigated in [12]. We will show
there, for instance, that for 4–qubit states with ρij = 1l
for some i, j (which is the hardest class of states using
the method presented above), the LU–equivalence class
is determined by only three parameters. Thus, also the
entanglement of those states is completely determined
by the fact that system ij is maximally entangled to the
other two qubits and those three parameters, to which
also an operational meaning will be given [12]. This ex-
ample shows already that the method presented here does
not only give necessary and sufficient conditions for the
LU–equivalence of arbitrary multipartite states, but also
leads to a new insight into their entanglement properties.
Finally, let us note that the results presented above
serve also as a criterion of LU–equivalence for certain
mixed and also d–level states. For instance, if there ex-
ists at least one non–degenerate eigenvalue of ρ (σ) with
corresponding eigenvectors |Ψ〉 (|Φ〉) resp., then ρ ≃LU σ
implies that |Ψ〉 ≃LU |Φ〉. Using the method presented
here, all the unitaries, which transform |Ψ〉 into |Φ〉 can
be determined and therefore it is straightforward to check
if one of them also converts ρ into σ.
In summary, a systematic way to show the LU–
equivalence of arbitrary multipartite pure states is pre-
sented. The results derived here also lead to a new in-
sight into the entanglement properties of the multipar-
tite states. Studying the different classes specified here,
allows one to identify new parameters characterizing en-
tanglement [12]. In particular, for generic states all the
parameters occurring in the standard form determine,
like in the bipartite case, the entanglement contained in
the state.
The author would like to thank Hans Briegel for contin-
uous support and interest in this work and acknowledges
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I. APPENDIX: INTERCONVERTABILITY BY
LOCAL PHASE GATES
In order to prove Lemma 2 we will make use of the fol-
lowing lemma, where we use the same notation as before.
Lemma 4. |Ψ〉 can be converted into |Φ〉 by local unitary
phase gates iff there exist phases {α¯i}
n
i=0 such that |Ψ0〉
is converted into |Φα¯i〉 by local unitary phase gates.
Proof. If |Ψ〉 = eiα0
⊗n
i=1 Ui(αi) |Φ〉 then choosing
α¯i = αi for i ∈ {0, . . . , n} fulfills the condi-
tion. To prove the inverse direction we assume
that there exist phases {α¯i}
n
i=0 such that |Ψ0〉 =
eiα0
⊗n
i=1 Ui(αi) |Φα¯i〉 for some phases {αi}. Defining
the projector P =
∑
k 6∈K |k〉 〈k| we have P |Ψ0〉 = |Ψ〉
and Peiα0
⊗n
i=1 Ui(αi) |Φα¯i〉 = e
iα0
⊗n
i=1 Ui(αi)P |Φα¯i〉
and therefore |Ψ〉 = eiα0
⊗n
i=1 Ui(αi) |Φ〉.
Let us now use the lemma above to prove Lemma 2.
Proof. Due to the lemma above it remains to show
that for any state |ψ〉 with 〈k|ψ〉 6= 0 ∀k we
have that |ψ〉 = eiα0
⊗n
i=1 Ui(αi) |φ〉 iff condition
(i) and (ii) in Lemma 2 are satisfied. Note that
Eq. (2) is equivalent to 〈0k|ψ〉 〈1l|ψ〉 〈1k|φ〉 〈0l|φ〉 =
〈1k|ψ〉 〈0l|ψ〉 〈0k|φ〉 〈1l|φ〉, where 0, 1 is acting on sys-
tem i and k, l denote the computational basis states of
the remaining n− 1 qubits.
Let us now prove the only if part: If |ψ〉 =
eiα0
⊗n
i=1 Ui |φ〉 then 〈i|ψ〉 = e
iφi 〈i|φ〉, with φi = α0 +∑
k αkik, which implies (i). Condition (ii) (for i = 1) is
then equivalent to ei(φ0k+φ1l)xkl = e
i(φ1k+φ0l)xkl, where
xkl = 〈0k|φ〉 〈1l|φ〉 〈1k|φ〉 〈0l|φ〉. It is easy to see that
this condition is fulfilled since ei(φ0k−φ1k) = e−iα1 ∀k. In
5the same way one can show that the conditions for i 6= 1
are fulfilled.
If: Condition (i) implies that 〈i|Ψ〉 = eiφi 〈i|Φ〉,
for some phases φi. Condition (ii) (for i = 1) im-
plies then that ei(φ0k−φ1k) = ei(φ0l−φ1l) ∀k, l, since
xkl = 〈0k|φ〉 〈1l|φ〉 〈1k|φ〉 〈0l|φ〉 6= 0 ∀k, l. Thus,
ei(φ0k−φ1k) must be independent of k and therefore, we
have ei(φ0k−φ1k) = e−iα1 , or equivalently, eiφk1,k =
ei(α
(k1)
1 +φ1k), where α
(0)
1 = −α1 and α
(1)
1 = 0. Similarly
we have ei(φk10k3,...,kn−φk11k3...,kn ) = e−iα2 and therefore
eiφk1,k2,k3...,kn = ei(α
(k1)
1 +α
(k2)
2 +φ11k3,...,kn ). Continuing in
this way we find eiφk1,...kn = eiα0ei
P
j
αjkj , where α0 =
φ1...1 −
∑
αi. Thus, we have |ψ〉 = e
iα0
⊗n
i=1 Ui(αi) |φ〉
with Ui(αi) = diag(1, e
iαi). Using the lemma above, this
implies that |Ψ〉 = eiα0
⊗n
i=1 Ui(αi) |Φ〉.
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