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ABSTRACT 
Kalman filtering is extensively used in estimation techniques. The problem is that one tries to estim- 
ate a state based on measures perturbated by noise. However in many applications ome time lag 
can be al lowed; this means that this estimate which is called smoothed can be made using a greater 
amount  o f  information than in "on line" filtering and the estimation error can be reduced. 
In this paper the smoothing equat ion is investigated by writing the smoother  as 
t+k  
~ l t / t+k)= --~t HsY(S) and le t t0=-°°  
(k>0)  s o 
t+k  
Where I; Hszt-S is a non-causal transfer function. 
s= t o 
We also notice that H s is t ime-dependent.  In our study we focus on H s and its variation with k. 
(The results are il lustrated with an example). 
1. INTRODUCTION 
We begin our study with a precise statement of the ftxed- 
lag smoothing problem. An estimate of a sigaal x (t) is 
made based on the noise measurement, y (t). No delay 
need exist between the receipt of the last measurement 
y(t) and the estimate ofx (t). However should a delay in 
the production of an estimate of x (t) be permitted, then 
one could conceive of more measurements becoming 
available during the delay interval and .being used in pro- 
ducing the estimate of x (t). Thus a delay of k-time units, 
during which y (t + 1) ..... y (t + k) appear, allows estima- 
tion of x (t) by ~ (t/t+ k) = E [x (t)/y (0),y (1) ..... y (t+k)] 
where E stands for the mathematical expectation. We 
term such an estimate asmoothed estimate. 
The fixed-lag smoother can be derived by using Kalman 
filter theory on an augmented signal model as it is shown 
in [1]. In this paper an explicit expression of the fLxed- 
lag smoother is studied. Since more information is 
available with the smoother its precision will be greater 
than the one for the filter. But the complexity of the 
smoother increases with the delay periods, and in practic- 
al situations this will be a limiting factor. 
2. FORMULATION OF THE PROBLEM 
Let us consider the linear discrete time-invariant process. 
x(t+ 1) = Ax(t) + By(t) (1) 
y(t) = Cx(t) + e(t) (2) 
where t = O, 1 .... is the discrete time index, the state x(.) 
is a (n X 1) vector, the disturbance v(t) a (2 X 1) vector, 
and the signal y(.) is a (m X 1) vector. The initial state 
x (0) is a Gaussian random vector with mean x0 and co~ 
variance P0" The disturbances v(.) and e (.) are independ- 
ent zero mean, white Gaussian sequences with respective 
covariance matrices E[v(t)vT(t)] = R 1 and 
E[e(t)eT(t)] = R 2 with R 2 positive deftnite for all t, 
and the matrices A, B, C, R 1 and R 2 are constant. The 
fLxed-lag smoothing equations are extracted from the 
augmented Kalman filter equations [1] 
~ (t-i/t) = ~ (t- i / t - I )  + Ki+ 1 y (t) 0~i~k (3) 
Ki+ 1 is the gain matrix and may be calculated from 
the following equations : 
Ki+ 1 = Pi CT(CPCT + R2)-1 (4) 
Pi = P[(A - Kc)T] i (5) 
and ~(t) = y(t) -C~ (t / t - l )  
The quantities P and K are respectively the time-invariant 
cases for 
P (t-k/t) = E([x (t-k) -:~ (t-k/t)]. [x (t-k) -~ (t-k/t)] T} 
that is the k-step covariance smoothing error, and for 
the Kalman gain K(t). 
The signal process model is indicated in fig. 1. 
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_ ~( t )  
v(tl + x(t+,) =(t~ ,(t~ = (q-11-K3C) ~(t / t -1)  + K3Y (t) 
~- - ]  +(~ ~ ~ [ - -~]- - -~ (~ y,~, and making use of equations (8) and (97 
T I-T-] / t -3  
~(t-2/t)  = ~ ( I -  KIC) (A-  KC)t -s -3 Ky(s ) 
Fig. 1. s =_oo 
t -2  
+K lY ( t -2 )+K2Y( t -1 ) -K2C Z (A-KC)t-S-2Ky(s) 
S ~ - -co  
The fixed-lag smoother where the £txed-lag is k time in- t -1  
terval can be expressed in the following way making use + K3Y (t) -K3C ~ (A-KC) t - s -1  Ky (s) (10) 
of (3), (4) and (5) : s=-~ 
~(t-k/t) = ~(t-k/t-1) + P [ (A-Kc)T]  k cT(cPcT+ R2)-l.~(t ) ,The general expression is : 
t -k -1  
(6) ~(t-k/t)  = Y~ [ I -  K1C-K2C(A-KC)  - ... 
With this equation as a starting point (and by letting s=-oo 
t o = -~)  we consider first. - Kk+ 1 C(A-Kc)k]  (A -KC) t -s -k -1  Ky (s) 
i) The prediction equation 
~(t+ l/t)  = A~(t/t-1) + K[y (t) - C:~ ( t / t - l ) ]  +[K1 - K2CK-K3C(A-KC) K - "'" 
= (A-KC) 11 (t/t - 1 ) + Ky (t) - Kk + 1 C (A-KC) k-  1 K] y (t -k) + [K 2 -K 3 CK - ... 
making use of the forward shift operator qx (t) = x ( t+l )  _ Kk + 1 C(A-Kc)k -2  K] y ( t -k+ 17 + ... + Kk+ 1 Y (t) 
(11) 
so that H(s,t; k) can be written as follows 
H(s,t;k) = k 
[(I-Xx C) -i__~l Ki+ 1 C(A-Kc)i] (A- KC) t-s-k- 1K 
s~<t-k-1  
k-1 
H(s,t; k) = K 1 - iE0= Ki+ 2 C(A-KC)iK (77 
s=t -k  
k -2  
H (s,t; k) = K 2 - i_~0= Ki+ 3 C (A-KC) i K 
s = t ,k+l  
k -3  
H(s,t;k) = K 3 - i~0 Ki+4 C(A-KC)iK 
s = t -k+2 
H(s,t;k) = Kk+ 1 s = t 
(8) 
and the backward shift operator q-1 x (t) = x (t -  1) 
R(t/t-1) = [q I -  (A-KC)] -1 Ky (t) 
:~ (t+ l/t)  = q~(t/t-1) = [qI-(A-KC)] -1 Ky(t+ 17 
oo iKy 
= Z (A-KC) (t-i) t - i=  s 
i=0 
t 
= E (A-KC) t -sKy(s)  
S oo  
H(s,t;k) = (A-KC) t-s K 
ii) The filter equation 
(t/t) = R (t / t -  1) + K 1 [y (t)-C~ (t / t -  1)] 
= [ I -K iC]~( t / t - ! )  + KlY(t) 
= [ I -  K 1 C] [qI - (A-KC)] -1 Ky (t) + KlY (t) 
= [I- K1C ] i:0 (A-KC)iKy ( t - i - l )  +. KlY (t) 
t-1 
= E ( I -K1C) (A -KC) t -S - lKy(s )+K lY ( t )  
$ oo  
~H 
(S,t;k) = ( I -K IC) (A -KC) t -S - IK  s<~t-1 
(s,t;k) K 1 s=t  
iii) The smoothing equation 
a) k=l  
~(t-1/t)  = R(t -1/ t -1)  + K2[Y(t ) -CR(t / t -1)]  
= q-1£ (t/t) + K 2 [y (t) - C~ (t / t -  1)] 
t -2  
= ~ ( I -K IC)(A-KC)t -S-2Ky(s)  + KlY(t-1 ) + 
S = - -OO 
t -1  
+ K2Y(t ) -  K2C Z (A-KC)t -S- lKy(s)  
S=- -OO 
b) k=2 
~(t-2/t) = :~(t-2/t-1) + K3[Y(t ) - C:~(t/t-1)] 
= q-1 R (t-  1/t) + K3Y (t) - K3C R (t / t -  1 ) 
49 )" 
3. Example 
Let us now present an example that will illustrate the 
relationship of H s and k, also important to mention is 
that we consider our systems to be stable. 
Consider the following dynamical system 
A = 0.7, B = 1, C = 1, Ev 2(t) = 1 = R1, Ee 2( t )= I=R 2 
and according to the results we see that the relationship 
between H s and the lag tends to be symmetrical with 
respect o s = t -k  after k = 2. This is illustrated in fig. 
2. 
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