Evolvability is the property of a biological system to quickly adapt to new requirements. Robustness seems to be the opposite. Nonetheless many biological systems display both properties-a puzzling observation, which has caused many debates over the last decades. A recently published model by Draghi et al. †Nature 463, 353-355 "2010… ‡ elegantly circumvents complications of earlier in silico studies of molecular systems and provides an analytical solution, which is surprisingly independent from parameter choice. Depending on the mutation rate and the number of accessible phenotypes at any given genotype, evolvability and robustness can be reconciled. Further research will need to investigate if these parameter settings adequately represent the range of degrees of freedom covered by natural systems and if natural systems indeed assume a state in which both properties, robustness and evolvability, are featured.
Biological systems are widely perceived to be robust in the sense that small or occasionally even larger, disturbances will not alter the system's behavior. Examples are known for cellular networks (Milo et al., 2002; Aldana and Cluzel, 2003) , protein structures (Taverna and Goldstein, 2002) , or developmental pathways (von Dassow et al., 2000) . From an evolutionary perspective this observation is puzzling: how, if small variations in the genotype do not change a phenotype, can organisms adapt to changing environments? And there is plenty of evidence indeed that biological systems are also very evolvable, i.e., produce heritable phenotypic variation (Wagner, 2008) such as heat shock proteins (HSPs) facilitating variation (Queitsch et al., 2002) , RNAs (Fontana and Schuster, 1998) , or standing genetic variation (Wittkopp et al., 2009) .
In theoretical terms, evolvability has been the focus of many approaches since long. A particularly useful metaphor, the one of fitness landscapes has been coined in the 1930 by theoretical and mathematical biologists such as Sewall Wright, John Haldane, and Ronald Fisher. Therein, a landscape depicts a scalar fitness value over a discrete genotype space and evolution becomes a walk on this landscape with populations typically concentrating on the highest mountains, representing the fittest individuals. With the advances of novel technologies over the last decades, such as affordable computers, efficient software, and novel genome sequencing technologies, many of these earlier predictions could be tested in silico and experimentally.
Among the most remarkable theoretical insights are result from computational studies on the genotype-phenotype relationship. For example, digital organisms (Wilke et al., 2001) , protein lattice models (Bornberg-Bauer and Chan, 1999) , or analytical considerations (Huynen, 1996; van Nimwegen et al., 1999) indicated that we may often observe the "survival of the flattest," i.e., the genotype which has the largest number of neutral mutations or, in other words, is most robust. Many insights were obtained from studies on RNA, which is a suitable model system because RNA plays many functional roles, an RNA world may have been at the origin of life and RNA phenotypes can be reasonably approximated by calculating RNA (secondary) structures from sequence alone, much easier than for proteins. Here, the most influential notion derived was the one of neutral networks, collections of genotypes which are interconnected by a series of point mutations, and all code (leaving aside the issue of suboptimal solutions) for the same structure (Schuster et al., 1994) . In silico population dynamic studies used constant population sizes and let mutants survive with a probability proportional to their fitness, arbitrarily defined by the phenotype's similarity to a target (structure), thus enforcing adaptation to a new environmental pressure. These studied explained, at the molecular level, the interplay between evolutionary stasis, i.e., when the population drifts along neutral networks, sometimes splitting into subpopulations, and punctuated innovations (Huynen, 1996; Fontana and Schuster, 1998 ) when a transition to another network, representing a fitter phenotype (structure) occurs. Evolvability is generally high since almost all phenotypes (i.e., frequent structures) in the near mutational neighborhood of any genotype n i are accessible within a few mutations on virtually every major neutral network (Huynen, 1996; Fontana and Schuster, 1998) . This has been metaphorically compared to "a bowl of spaghetti" (Goldstein, 2008) because every noodle (neutral network, representing one of many phenotypes K) comes (mutationally) close to any other at least somewhere in the bowl (sequence space, see Fig. 1 ). Proteins, on the other hand, seem to form dense blobs with a pronounced center n p , featuring many neutral mutations (i.e., being robust) and the number of neutral mutations q decreasing (robustness decreasing) with mutational distance from the center (Bornberg-Bauer and Chan, 1999) (see Fig. 2 ). The probability to find other phenotpyes p j in close mutational neighborhood of any given genotype bearing p i , i.e., the evolvability, is vanishingly low everywhere, but slightly higher at specific "transitions points" further away from n p .
A NEW MODEL RECONCILING EVOLVABILITY AND ROBUSTNESS
So far, these insights have been derived from simulations explicitly representing neutral networks or at least modeling a genotype-phenotype relationship. A particularly intriguing and elegant approach has now been put forward by Draghi et al., (2010) , combining an effort of researchers from University of Pennsylvania and Yale and offering a framework, which unifies many of the afore mentioned model features. The model proposed by the authors depends on a small set of parameters µ , q , K , P , N. A population of N individuals evolves. In this population, a mutation occurs with probability µ, and if it occurs, the mutation is neutral with probability Figure 1 . Sequence space of RNA genotypes and the neutral networks they form. Genotypes ͑spheres͒ encoding the same phenotype ͑p 1 to p 25 ͒ are connected via neutral mutations ͑with probability q͒. Non-neutral mutations ͑with probability 1 − q͒ are only explicitly shown ͑dashed connections͒ for one highlighted genotype ͑black circle͒. The number of phenotypes available to this genotype is K = 4, these are drawn in color ͑p 1 to p 4 ͒. The yellow neutral network ͑p 1 ͒ is under selection and has high fitness ͑large spheres͒, all other genotypes are lethal. After an environmental shift the blue phenotype ͑p 2 ͒ might become beneficial so that the highlighted genotype could make a transition with only one mutation ͑black arrow͒.
q. If it is not neutral, it picks randomly one of K phenotypes. The total number of phenotypes that can be reached from some genotype through a mutation is P and typically P is much bigger than the number K of "accessible" phenotypes, i.e., phenotypes that can be reached from a fixed genotype. The authors then work with a time-continuous approximation of a discrete Markov process. They compare their analytical results with statistical experiments; these data fit together in an impressive way. One important result is that the mean adaptation time, i.e., the mean waiting time before the arrival of a beneficial mutation, is minimal for a moderately high robustness value q provided that the ratio K / P is small. Intuitively, the model emphasizes the role of two factors: the existence of a moderate degree of neutrality and the rapid accessibility (in terms of nonlethal mutations) of a small fraction of all possible phenotypes. In other words, the genotype-phenotype relation must be structured in a way that at any given genotype a substantial-but not arbitrarily large-fraction of all phenotypes can be reached but at the same time information about the current phenotype is not completely lost (Eigen et al., 1989) . The model does thus not represent networks explicitly but nonetheless has implicitly framed insights from network analysis in an analytical approach.
There are, of course, various properties of the fitness landscape, which cannot be easily captured by such a model. One would expect that the phenotypic neighborhoods of nearby genotypes are not independent of each other, which may be particularly true for modeling proteins (see the "blob" versus "spaghetti" analogy discussed above). More importantly, one would expect that the growth rate of the neighborhood of a genotype would influence the behavior of a system. By the growth rate, we mean the number of genotypes that can be reached in a fixed number of neutral mutations from a fixed starting point.
Moreover, this growth rate will very likely be different at different genotypes, i.e., the space of genotypes will in reality be rather anisotropic.
Most surprisingly however, the model seems to be independent from the choice of several parameters. For example the authors argue that the resampling of neighborhoods, i.e., the assumption that at every genotype the number of accessible phenotypes is equally (randomly) distributed and thus independent from the accessible phenotypes at neighboring genotypes, does not affect the qualitative behavior.
FURTHER IMPLICATIONS AND RAMIFICATIONS
So has the model then resolved all afore mentioned issues? Undoubtedly, it has improved our understanding of a complex fitness landscape, in particular in understanding the ratio between neutrality (corresponding to robustness in the model) and evolvability (number of immediate accessible phenotypes around every given instance). An "acid test" will require a couple of more observations to be brought in line: first of all, the anisotropy issue needs to be reconsidered for the model to account for proteins. Second, robustness in evolutionary theory refers to a population principle involving complex interactions, which may be represented by standing genetic variation. The precise architecture of these interactions is unclear as of yet and the target of many experimental approaches. Finally, recent results on lattice proteins have suggested that suboptimal structures may provide a very strong selection forces, influencing the dynamics of evolving Fig. 1 , but here neutral networks form condensed topologies with many neutral neighbors, i.e., a high probability q at the center and a lower q toward the rims. Again, one example genotype is highlighted at a potential transition point.
populations to phenotypic transition points (Wroe et al., 2007) -a feature, which would however make the model substantially more complex.
However, considering the robustness of the presented model, i.e., the insensitivity toward parameter changes, suggests that it has at least captured a wide range of phenomena and will serve as a blueprint for further experiments and investigations on model behavior with respect to molecular fitness landscapes.
