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ABSTRACT
Multi-view clustering is an important and fundamental problem. Many multi-view subspace clus-
tering methods have been proposed and achieved success in real-world applications, most of which
assume that all views share a same coefficient matrix. However, the underlying information of multi-
view data are not exploited effectively under this assumption, since the coefficient matrices of different
views should have the same clustering properties rather than be the same among multiple views. To
this end, a novel Constrained Bilinear Factorization Multi-view Subspace Clustering (CBF-MSC)
method is proposed in this paper. Specifically, the bilinear factorization with an orthonormality con-
straint and a low-rank constraint is employed for all coefficientmatrices tomake all coefficientmatrices
have the same trace-norm instead of being equivalent, so as to explore the consensus information of
multi-view data more effectively. Finally, an algorithm based on the Augmented Lagrangian Mul-
tiplier (ALM) scheme with alternating direction minimization is designed to optimize the objective
function. Comprehensive experiments tested on six benchmark datasets validate the effectiveness and
competitiveness of the proposed approach compared with several state-of-the-art approaches.
1. Introduction
Subspace clustering is an important technique in data
mining and machine learning involved with many appli-
cations, such as face clustering and motion segmentation
[31]. It relies on the assumption that high-dimensional
data points lie in a union of multiple low-dimensional sub-
spaces and aims to group data points into corresponding
clusters simultaneously [12]. Owing to its promising per-
formance and good interpretability, a number of clustering
algorithms based on subspace clustering have been proposed
[31, 12, 20, 36, 15, 10]. For example, Sparse Subspace
Clustering (SSC) [12] obtains a sparsest subspace coefficient
matrix for clustering. Besides, Low Rank Representation
(LRR) [20] finds a self-representation of the dataset under
the low-rank constraint. Low Rank Sparse Subspace Clus-
tering (LRSSC) [36] employs both the low-rank constraint
and the sparsity constraint on the self-representation simul-
taneously. SMooth Representation (SMR) [15] investigates
the grouping effect for subspace clustering. All these sub-
space clustering approaches have achieved promising clus-
tering results in practice. However, they are proposed for the
single-view data rather than the multi-view data [39], which
are widespread in many real-world applications.
Multi-view data, collected from multiple sources or dif-
ferent measurements, are common in real-world applications
[47]. For instance, images can be described by variant fea-
tures (SIFT [22], LBP [28], etc.); visual frames and audio
signals are two distinct views of a video and both are impor-
tant for multimedia content understanding. Compared with
single-view data, multi-view data contain more useful in-
formation for learning and data mining [39, 47, 9, 38, 34].
And it is of vital importance to achieve the agreement or
consensus information among multiple views during clus-
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tering. Obviously, running a single-view clustering algo-
rithm on the multi-view data directly is not a good choice
for multi-view clustering [39, 9, 16, 17]. A number of multi-
view subspace clustering approaches have been proposed
in recent years [14, 26, 23, 3, 35]. Although good clus-
tering results have been achieved in practice, most existing
multi-view subspace clustering approaches assume that all
views have a same coefficient matrix to explore the con-
sensus information. The above assumption is not proper
for multi-view clustering, since different views have specific
self-expressiveness properties. And amore suitable way is to
assume that the coefficient matrices of multiple views have
the same underlying data distribution and clustering proper-
ties, rather than be equivalent among all views.
To address the above problem and explore the underly-
ing information of multi-view data effectively, a novel Con-
strained Bilinear Factorization Multi-view Subspace Clus-
tering, dubbed CBF-MSC, is proposed in this paper. By in-
troducing the bilinear factorization [5] with an orthonormal-
ity constraint to the coefficient matrices of all views, the con-
sensus information of multi-view data can be well explored,
meanwhile, the specific information of different views is also
taken into consideration during clustering. Finally, an alter-
nating direction minimization algorithm based on the Aug-
mented Lagrangian Multiplier (ALM) method [19] is de-
signed to optimize the objective function, and experimen-
tal results conducted on six real-world datasets demonstrate
its superiority over several state-of-the-art approaches for
multi-view clustering.
The main contributions of this work are delivered as fol-
lows:
1) A novel Constrained Bilinear Factorization Multi-
view Subspace Clustering (CBF-MSC) is proposed in
this paper, which assumes that the coefficient matrices
of multiple views have the same clustering properties
and consensus information of multi-view data are ex-
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ploreed effectively.
2) By introducing the constrained bilinear factorization,
a coefficient matrix can be factorized into a view-
specific basis matrix and a common shared encoding
matrix. And we prove that the coefficient matrices of
all views have the same trace-norm.
3) An effective optimization algorithm is developed and
extensive experiments are conducted on six bench-
mark datasets so as to demonstrate the effectiveness
and competitiveness of the proposedmethod formulti-
view clustering.
The remainder of this paper is organized as follows. Re-
lated works are briefly reviewed in Section 2. And Section
3 presents the proposed method in detail, optimization of
which is developed in Section 4. Experimental results, in-
cluding convergence properties analysis and parameters sen-
sitivity analysis, are provided in Section 5. Finally, Section
6 concludes the paper with a brief summary.
2. Related Work
Generally, multi-view clustering approaches can be cat-
egorized into two main groups roughly: generative methods
and discriminative methods [9]. Methods in the first cate-
gory try to construct generative models for multiple views by
learning the fundamental distribution of data. For instance,
the work proposed in [2] explores the multi-view clustering
problem under an assumption that views are dependent and
multi-nomial distribution is applied for models construction;
the multi-view clustering method in [30] learns convex mix-
ture models for multiple views.
Discriminativemethods aim to simultaneouslyminimize
the intra-cluster disimilarity and the inter-cluster similar-
ity. Most existing multi-view clustering approaches belong
to this category [9, 42], including spectral clustering based
methods [16, 17, 37, 49] and subspace clustering based
methods [14, 41, 8, 42]. For example, co-training multi-
view spectral clustering [16] leverages the eigenvectors of
a graph Laplacian from one view to constrain other views;
co-regularized multi-view spectral clustering [17] combines
similarity matrices of multiple views to achieve clustering
results by co-regularizing the clustering hypotheses among
views; Robust Multi-view Spectral Clustering (RMSC) [37]
recovers a transition probability matrix via low-rank and
sparse decomposition for clustering. Besides, many sub-
space clustering based methods are proposed in recent year
as well. Low-rank Tensor constrained Multi-view Subspace
Clustering (LT-MSC) [41] explores the high order corre-
lations underlying multi-view data and the tensor with a
low-rank constraint is employed. Diversity-induced Multi-
view Subspace Clustering (DiMSC) [8] obtains clustering
performance with the help of the diversity constraint. La-
tent Multi-view Subspace Clustering (LMSC) [42], which
achieves the current state-of-the-art multi-view clustering
performance, explores the underlying complementary infor-
mation and seeks a latent representation of multi-view data
Table 1
Main symbols utilized in this paper.
Symbol Meaning
푛 The number of samples.
푣 The number of views.
푐 The number of clusters.
푑푖 The dimension of the 푖-th view.
푥푖푗 ∈ 푅
푑푖 The 푗-th data point from the 푖-th view.
푋(푖) ∈ 푅푑푖×푛 The data matrix of the 푖-th view.‖퐴‖2,1 The 푙2,1 norm of matrix A.‖퐴‖∗ The trace norm of matrix A.‖퐴‖2퐹 The Frobenius norm of matrix A.
rank(퐴) The rank of matrix A.
abs(⋅) The element-wise absolute operator.
at the same time. The propose method belong to the second
category, i.e. a discriminative method based on subspace
clustering.
The matrix factorization is often used for matrix approx-
imation [5, 48]. Our approach takes advantage of the bi-
linear factorization to construct a coefficient matrix which
contains the consensus information of all views. It is note-
worthy that our method is different from approaches pro-
posed in [1, 21, 46]. [21] formulates a joint nonnegative
matrix factorization to keep the clustering results among
multiple views comparable; [46] constructs a deep matrix
factorization framework to explore the consensus informa-
tion by seeking for a common representation of multi-view
data. These methods perform the nonnegative matrix factor-
ization [18] on the data matrix, columns of which are data
points, directly. However, since statistic properties of differ-
ent views are diverse, it is risky to employ the matrix fac-
torization on multiple views straightforward to explore the
consensus information. As for our proposed CBF-MSC, it
employs a constrained bilinear factorization on subspace co-
efficient matrices, which are self-representations of multiple
views with same or similar statistic properties for cluster-
ing [12, 20, 9, 41].
3. Proposed Methodology
In this section, we propose our proposed CBF-MSC in
detail. For convenience, Table 1 lists main symbols applied
in this paper and Fig. 1 illustrates the proposed method.
Subspace clustering based on self-representation is a
fundamental and important technique [31, 42]. Taking Low
Rank Representation (LRR) [20] for example, given the 푖-th
view 푋(푖) with 푛 samples and 푑푖 dimension, data points ofwhich are drawn from 푐 subspaces, the objective function of
subspace clustering can be written as follows:
min
푍(푖)
‖‖‖퐸(푖)‖‖‖2,1+휆 ‖‖‖푍(푖)‖‖‖∗ s.t. 푋(푖) = 푋(푖)푍(푖)+퐸(푖), (1)
where 휆 is the tradeoff parameter, 푍(푖) ∈ 푅푛×푛 denotes the
subspace coefficient matrix of 푋(푖), and 퐸(푖) ∈ 푅푑×푛 indi-
cates the sample-specific error.
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Figure 1: Overview of the proposed CBF-MSC. Taking the 푖-th view and the 푗-th view here for example, clustering results of
the 푖-th view and the 푗-th view are same and it is clear that 푍 (푖) is not the same with 푍 (푗). Actually, our method assumes that
rank(Z(i)) equals to rank(Z(j)), and to this end, the constrained bilinear factorization is introduced in the proposed method. Finally,
the multi-view clustering results of the proposed CBF-MSC are inferred by leveraging the spectral clustering with the adjacency
matrix (abs(푍) + abs(푍푇 ))∕2.
3.1. Formulation
Given a multi-view dataset with 푣 views, i.e. {푋(푖)}푣푖=1.It is clear that 푍(푖) in Equation (1) is vital for clustering and
the most existing multi-view subspace clustering methods
pursuit a shared coefficient matrix for all views. However,
in real-world applications, data points from different views
have the same clustering results, rather than the same coeffi-
cient matrix. In other words, it is not a proper way to obtain
the multi-view clustering results with a same coefficient ma-
trix. In this paper, CBF-MSC assumes that the coefficient
matrices have a same rank among multiple views, since the
rank of a coefficient matrix is crucial for clustering [20].
min
퐸(푖),푍(푖)
∑
푖=1,⋯,푣
‖‖‖퐸(푖)‖‖‖2,1 + 휆rank(푍(푖))
s.t. 푋(푖) = 푋(푖)푍(푖) + 퐸(푖)
rank(푍(1)) = rank(푍(2)) =⋯ = rank(푍(푣)).
(2)
Due to the discrete nature of the rank function, it is hard
to optimize the above problem [20]. Since the trace norm
regularization promotes low rank solutions and the trace
norm of푍(푖) is equal to the 푙1-norm on the singular values of
푍(푖) [13], the following problem can be constructed straight-
forward:
min
퐸(푖),푍(푖)
∑
푖=1,⋯,푣
‖‖‖퐸(푖)‖‖‖2,1 + 휆‖‖‖푍(푖)‖‖‖∗
s.t. 푋(푖) = 푋(푖)푍(푖) + 퐸(푖)‖‖‖푍(푖)‖‖‖∗ = ‖‖‖푍(푖)‖‖‖∗ = ⋯ = ‖‖‖푍(푖)‖‖‖∗.
(3)
The Equation (3) is formulated under a suitable assump-
tion for multi-view clustering, however, it is difficult to be
well optimized. Therefore, the further improvement should
be employed. As shown in Fig. 1, the constrained bilinear
factorization is introduced in our CBF-MSC and the coeffi-
cient matrix of the 푖-th view can be written as follows:
푍(푖) = 푈 (푖)푉 s.t. 푈 (푖)
푇
푈 (푖) = 퐼, (4)
where 퐼 denotes an identity matrix with proper size, 푈 (푖) ∈
푅푛×푘 indicates the basis matrix of the matrix factorization
with respect to 푍(푖), and 푉 ∈ 푅푘×푛 is an encoding matrix
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of 푍(푖) based on 푈 (푖), 푘 ≥ 푐. Since each view has the spe-
cific information, the subspace coefficient matrices of mul-
tiple views are different from each other to some degree, and
it is reasonable that the basis matrix of the bilinear factoriza-
tion varies with different views. Moreover, it is worth noting
that the orthonormality constraint of푈 (푖) plays an significant
role here. To be specific, we have the following theorem.
Theorem 1. Given a square matrix 푆, which can be factor-
ized as 푆 = 퐿푅, if the constraint 퐿푇퐿 = 퐼 holds, the trace
norm of 푆 equals to the trace norm of 푅:
‖푆‖∗ = ‖푅‖∗. (5)
Proof. Since 푆푇푆 = (퐿푅)푇 (퐿푅) = 푅푇퐿푇퐿푅 = 푅푇푅, the
matrix of 푆푇푆 has the same eigenvalues with the matrix of
푅푇푅. Accordingly, the matrix 푆 and the matrix 푅 have the
same singular values, namely, the trace norm of 푆 equals to
the trace norm of 푅, i.e. ‖푆‖∗ = ‖푅‖∗. □For an arbitrary view of multi-view data 푋(푖), according
to Theorem 1, the trace norm of the subspace coefficient ma-
trix equals to the trace norm of 푉 subjected to the orthonor-
mality constraint of 푈 (푖). That is to say, by performing the
constrained bilinear factorization on the low rank represen-
tation of multiple views, the following formula can be con-
structed directly:‖‖‖푍(1)‖‖‖∗ = ‖‖‖푍(2)‖‖‖∗ =⋯ = ‖‖‖푍(푣)‖‖‖∗ = ‖푉 ‖∗
s.t. 푍(푖) = 푈 (푖)푉 , 푈 (푖)푇푈 (푖) = 퐼,
(6)
where 푖 = 1, 2,⋯ , 푣 and it also indicates that 푉 , which is
invariant with different views, is a proper choice. Conse-
quently, The problem of the Equation (3) is equivalent to the
following problem:
min
퐸(푖),푍(푖)
∑
푖=1,⋯,푣
‖‖‖퐸(푖)‖‖‖2,1 + 휆‖푉 ‖∗
s.t. 푋(푖) = 푋(푖)푍(푖) + 퐸(푖)
푍(푖) = 푈 (푖)푉
푈 (푖)푇푈 (푖) = 퐼
(7)
where 휆 is the tradeoff parameter, 푉 denotes the common
shared encoding matrix which contains the consensus in-
formation, and {푈 (푖)}푣푖=1 indicates the view-specific infor-mation, therefore, the complementary information of multi-
view data is also explored during clustering.
Once 푉 and {푈 (푖)}푣푖=1 are optimized, a subspace coef-ficient matrix 푍, which contains the consensus information
of multiple views, can be achieved as follows:
푍 = 1
푣
푣∑
푖=1
푈 (푖)푉 , (8)
4. Optimization
In this section, an algorithm is designed for optimizing
the objective function of the proposed CBF-MSC effectively.
Besides analyses of the computational complexity and con-
vergence are presented as well.
4.1. Optimization of CBF-MSC
To solve the objective function of Equation (7), an al-
gorithm based on the Augmented Lagrangian Multiplier
(ALM) [19] method is developed in this section. Besides,
the alternating direction minimization strategy is employed
and an auxiliary variable 퐿 is introduced here to make the
optimization procedure separable. Therefore, the objective
function can be rewritten as follows:
min
퐸(푖),푍(푖)
∑
푖=1,⋯,푣
‖‖‖퐸(푖)‖‖‖2,1 + 휆‖퐿‖∗
s.t. 푋(푖) = 푋(푖)푍(푖) + 퐸(푖)
푍(푖) = 푈 (푖)푉
푉 = 퐿
푈 (푖)푇푈 (푖) = 퐼.
(9)
And the corresponding augmented Lagrange function is:
(푉 ,퐿,푈 (푖), 푍(푖), 퐸(푖))
=
푣∑
푖=1
‖‖‖퐸(푖)‖‖‖2,1 + 휆‖퐿‖∗
+
푣∑
푖=1
Γ
(
푌 (푖)1 , 푋
(푖) −푋(푖)푍(푖) − 퐸(푖)
)
+
푣∑
푖=1
Γ
(
푌 (푖)2 , 푍
(푖) − 푈 (푖)푉
)
+ Γ
(
푌3, 푉 − 퐿
)
,
(10)
where 푌 (푖)1 , 푌 (푖)2 and 푌3 are Lagrange multipliers, and for theconcise representation, Γ(퐴,퐵) is defined as follows:
Γ(퐴,퐵) = ⟨퐴,퐵⟩ + 휇
2
‖퐵‖2퐹 , (11)
in which 휇 indicates a positive adaptive penalty parameter,⟨⋅, ⋅⟩ denotes the inner product of two matrices.
The optimization of Equation (7) can be solved effec-
tively byminimizing the corresponding ALMEquation (10),
which can be decomposed into six subproblems.
1) Subproblem of updating 퐸(푖): The subproblem of
updating 퐸(푖) can be written as follows when other variables
are fixed:
min
퐸(푖)
푣∑
푖=1
(‖‖‖퐸(푖)‖‖‖2,1+Γ(푌 (푖)1 , 푋(푖) −푋(푖)푍(푖) − 퐸(푖))), (12)
results of which are the same with the following problem:
min
퐸(푖)
푣∑
푖=1
(‖‖‖퐸(푖)‖‖‖2,1+휇2 ‖‖‖퐸(푖) − 푇 (푖)퐸 ‖‖‖2퐹
)
, (13)
in which 푇 (푖)퐸 is defined as follows:
푇 (푖)퐸 =
(
푋(푖) −푋(푖)푍(푖) +
푌 (푖)1
휇
)
, (14)
and according to Lemma 4.1 in [20], Equation (13) can be
optimized effectively with a closed form.
2) Subproblem of updating 푈 (푖): With other variables
being fixed, the subproblem with respect to 푈 (푖) is:
min
푈 (푖)
푣∑
푖=1
Γ
(
푌 (푖)2 , 푍
(푖) − 푈 (푖)푉
)
s.t. 푈 (푖)
푇
푈 (푖) = 퐼, (15)
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which can be reformulated as follows:
min
푈 (푖)
푣∑
푖=1
휇
2
‖‖‖‖‖
(
푍(푖) +
푌 (푖)2
휇
)푇
− 푉 푇푈 (푖)푇
‖‖‖‖‖
2
퐹
s.t. 푈 (푖)푇푈 (푖) = 퐼
(16)
which is a typical orthogonal procrustes problem [29], and
can be solved effectively according to [43].
3) Subproblem of updating 푉 : To update 푉 with other
variables fixed, we solve the following problem:
min
푉
푣∑
푖=1
Γ
(
푌 (푖)2 , 푍
(푖) − 푈 (푖)푉
)
+ Γ
(
푌3, 푉 − 퐿
)
, (17)
and we obtain the following optimization by taking the
derivative with respect to 푉 and letting to be 0,
푉 = 푇푉 퐴−1푇푉 퐵 , (18)
with
푇푉 퐴 = 휇
(
퐼 +
푣∑
푖=1
푈 (푖)푇푈 (푖)
)
,
푇푉 퐵 = 휇퐿 − 푌3 +
푣∑
푖=1
(
푈 (푖)푇 푌 (푖)2 + 휇푈
(푖)푇푍(푖)
)
.
(19)
4) Subproblem of updating 퐿: The auxiliary variable
Q can be updated as follows:
min
퐿
휆‖퐿‖∗ + 휇2 ‖‖‖‖‖퐿 −
(
푉 +
푌3
휇
)‖‖‖‖‖
2
퐹
, (20)
and to obtain the solution of Equation (20), a soft-threshold
operator [19] 푆휀 is defined as follows:
푆휀(푥) =
⎧⎪⎨⎪⎩
푥 − 휀, if 푥 − 휀 > 0
푥 + 휀, if 푥 − 휀 < 0
0 , otherwise
(21)
and by performing SVD on
(
푉 + 푌3휇
)
, i.e.
(
푉 + 푌3휇
)
=
푈퐿Σ푉 푇퐿 , the optimization of 퐿 is
퐿 = 푈퐿푆휆2∕휇(Σ)푉
푇
퐿 . (22)
5) Subproblem of updating 푍(푖): With other variables
fixed, the subproblem of updating can be formulated as fol-
lows:
min
푍(푖)
푣∑
푖=1
Γ
(
푌 (푖)1 , 푋
(푖) −푋(푖)푍(푖) − 퐸(푖)
)
+
푣∑
푖=1
Γ
(
푌 (푖)2 , 푍
(푖) − 푈 (푖)푉
) , (23)
and we take the derivative of the above function with respect
to푍(푖), set it to be 0, then the optimization of푍(푖) can be ob-
tained as follows:
푍(푖) = 푇 (푖)
−1
푍퐴 푇
(푖)
푍퐵 , (24)
in which 푇 (푖)푍퐴 and 푇 (푖)푍퐵 can be written as follows:
푇 (푖)푍퐴 = 휇
(
퐼 +푋(푖)푇푋(푖)
)
,
푇 (푖)푍퐵 = 휇푈
(푖)푉 − 푌 (푖)2 +푋
(푖)푇
(
푌 (푖)1 + 휇푋
(푖) − 휇퐸(푖)
)
.
(25)
6) Subproblem of updating multipliers and 휇: The
multipliers can be updated as follows according to [19]:
⎧⎪⎨⎪⎩
푌 (푖)1 = 푌
(푖)
1 + 휇(푋
(푖) −푋(푖)푍(푖) − 퐸(푖))
푌 (푖)2 = 푌
(푖)
2 + 휇(푍
(푖) − 푈 (푖)푉 )
푌3 = 푌3 + 휇(푉 − 퐿).
(26)
Besides, we update the parameter 휇 in each iteration with a
nonnegative scalar 휌 and a threshold value 휇푚푎푥, i.e. 휇 =
min(휌휇, 휇max).Algorithm 1 presents the whole procedure of our pro-
posed optimization.
Algorithm 1 Algorithm of CBF-MSC
Input:
Multi-view {푋(푖)}푣푖=1, 푈 (푖) = 0, 푉 = 0, 퐿 = 0, 푌 (푖)1 = 0,
푌 (푖)2 = 0, 푌3 = 0,
휌 = 1.9, 휇 = 10−4, 휇max = 106, 휀 = 10−6, 푍(푖) withrandom initialization;
Output:
{푈 (푖)}푣푖=1, 푉 ,Repeat:
Updating 푉 according to the subproblem 3;
Updating 퐿 according to the subproblem 4;
For 푖 = 1, 2⋯ , 푣 do:
Updating 퐸(푖) according to the subproblem 1;
Updating 푈 (푖) according to the subproblem 2;
Updating 푍(푖) according to the subproblem 5;
Updating 푌 (푖)1 according to the subproblem 6;
Updating 푌 (푖)2 according to the subproblem 6;End
Updating 푌3 and 휇 according to the subproblem 6;
Until:
For 푖 = 1, 2⋯ , 푣 do:‖‖‖푋(푖) −푋(푖)푍(푖) − 퐸(푖)‖‖‖∞ < 휀,‖‖‖푍(푖) − 푈 (푖)푉 ‖‖‖∞ < 휀,End
and ‖푉 − 퐿‖∞ < 휀.
4.2. Computational Complexity and Convergence
The main computational consists of five parts, i.e., the
subproblems of 1-5. Staying the same with Table 1, 푛 is the
number of samples, 푣 denotes the number of views, 푑푖 indi-cates the dimension of the 푖-th views and 푘 is a dimensional
value introduced during factorization, as shown in the Equa-
tion (4). According to Algorithm 1, the complexities of up-
dating 푉 and퐿 are푂(푘푛2+푘2푛+푘3) and푂(푛3) respectively.
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As for the subproblem of updating 퐸(푖), the complexity is
푂(푑푖푛2 + 푛3), and 푂(푘2푛 + 푛3) is the complexity of updat-ing 푈 (푖). For updating푍(푖), Sylvester equation is optimized,
and the complexity is 푂(푑3푖 + 푛3). To sum up, since 푘 and
푣 are much smaller than 푑푖 and 푛 in practice, the computa-tional complexity of the proposed algorithm is푂(푑3푚푎푥+푛3),where 푑max = max({푑푖}푣푖=1).For the proposed method, it is difficult to prove its con-
vergence, since more than two subproblems are involved
during optimization. Inspired by [40, 45, 44], the conver-
gence discussion will be presented in the experiments sec-
tion, and comprehensive results shown in next section illus-
trate the strong and stable convergence of the proposed al-
gorithm.
5. Experiments
In this section, we demostrate the effectiveness of the
porposed CBF-MSC. Experimental results and correspond-
ing analysis are presented. All codes are implemented in
Matlab on a desktop with a four-core 3.6GHz processor and
8GB of memory.
5.1. Experimental settings
Comprehensive experiments are conducted on six real-
world multi-view datasets to evaluate the proposed ap-
proach. To be specific, MSRCV11 consists of 210 image
samples collected from 7 clusters with 6 views, including
CENT, CMT, GIST, HOG, LBP, and SIFT. 3-sources2 is a
news articles dataset which come from BBC, Reuters, and
Guardian. BBC3 consists of 685 new documents from BBC
and each of which is divided into 4 sub-parts. NGs4 is a
NewsGroups dataset consisting of 500 samples and has 3
views collected by 3 different methods. Yale Face5 consists
of 165 images from 15 individuals. Movie 6176, is a movie
dataset containing 617 movies of 17 genres, and consists of
two views, including keywords and actors.
Clustering results of our method are compared with sev-
eral baselines, as follows:
1) LRRBSV [20] : Best Single-View clustering resultsbased on Low-Rank Representation. LRR is employed on
each single view, the best clustering performance based on
the corresponding coefficient matrix is reported.
2) SCBSV [25] : Best Single-View clustering resultsachieved by Spectral Clustering. We perform spectral clus-
tering on each single view, and report the best clustering
performance. Both LRRBSV and SCBSV are employed herefor demonstrating that the proposed multi-view clustering
method can achieve the better clustering performance that
sing-view clustering method.
2) KerAdd [11]: Kernel Addition tries to combine in-
formation of multiple views by constructing a single kernel
1http://research.microsoft.com/en-us/projects/objectclassrecognition/
2http://mlg.ucd.ie/datasets/3sources.html
3http://mlg.ucd.ie/datasets/3sources.html
4http://lig-membres.imag.fr/grimal/data.html
5http://cvc.cs.yale.edu/cvc/projects/yalefaces/yalefaces.html
6http://lig-membres.imag.fr/grimal/data/movies617.tar.gz
matrix which is calculated by averaging kernel matrices of
all views.
3) Co-reg [17]: It is a co-regularized multi-view spectral
clustering which gets multi-view clustering results by pursu-
ing the consistent properties of multi-view data.
4) RMSC [37] : Robust Multi-view Spectral Clustering
is an effective multi-view clustering approach, which recov-
ers a shared low-rank transition probability matrix for clus-
tering.
5) AMGL [27]: Auto-Weighted Multiple Graph Learn-
ing, which learn parameters of weights automatically for
multiple graphs and can be employed for multi-view clus-
tering.
6) LMSC [42]: Latent Multi-view Subspace Clustering,
which explores the consensus information and complemen-
tary information by seeking a latent representation of all
views for clustering.
7) MLRSSC [4]: Multi-view low-rank sparse subspace
clustering. Both low-rank and sparsity constraints are em-
ployed to get an affinity matrix for mutli-view clustering.
Linear kernelMLRSSC algorithm is employed here for com-
parison.
8) GMC [33]: Graph-based Multi-view Clustering
learns the data graph of different views and achieve multi-
view clustering results by fussing them into a integrated
graph matrix.
Furthermore, five widely used metrics [24] for evalua-
tion is employed here, including NMI (Normalized Mutual
Information), ACC (ACCuracy), F-score, AVG (AVGent),
and P (Precision). Excepting for AVG, higher values of
all metrics indicate the better clustering performance for all
metrics. For each dataset, 30 test runs with random initial-
ization were conducted. Experimental results are reported
in form of the average value and the standard deviation.
5.2. Experimental results
Comprehensive experiments conducted on the bench-
mark datasets illustrate that the proposed CBF-MSC can
achieve promising and competitive clustering results. That
is to say under the assumption that all views have the coeffi-
cient matrices with the same clustering property, consensus
information and complementary information are explored
effectively during multi-view clustering.
The results of comparison experiments are presented in
Table 2-7, and bold values indicate the best clustering per-
formance. Overall speaking, for multi-view data, multi-view
clustering methods can obtains more promising clustering
results than single-view clustering method. For example,
compared to SCBSV, the proposed CBF-MSC achieve about
23.35% and 23.07% improvements on the MSRCV1 datraset
with repsect to the metrics of NMI and ACC, respectively.
Moreover, as a whole, the proposed method outperforms
all the competed methods on all six benchmark datasets,
since the CBF-MSC gets clustering results under a more
suitable assumption and explores the underlying clustering
structures of multi-view data more effectively. For exam-
ple, on 3-sources dataset, the CBF-MSC gains an increase
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Table 2
Clustering Results on the MSRCV1 dataset.
Method NMI ACC F-score AVG P
LRRBSV 0.5698(0.0068) 0.6740(0.0081) 0.5363(0.0082) 1.2135(0.0204) 0.5291(0.0097)
SCBSV 0.6046(0.0184) 0.6830(0.0257) 0.5716(0.0211) 1.1174(0.0526) 0.5628(0.0224)
KerAdd 0.6178(0.0092) 0.7125(0.0134) 0.5978(0.0103) 1.0866(0.0270) 0.5812(0.0117)
Co-reg 0.6572(0.0103) 0.7653(0.0186) 0.6441(0.0140) 0.9713(0.0301) 0.6328(0.0156)
RMSC 0.6732(0.0070) 0.7886(0.0154) 0.6661(0.0090) 0.9253(0.0214) 0.6559(0.0117)
AMGL 0.7357(0.0281) 0.7171(0.0847) 0.6445(0.0601) 0.8236(0.1205) 0.5686(0.0889)
LMSC 0.6149(0.0622) 0.6948(0.0734) 0.5909(0.0699) 1.0965(0.1744) 0.5728(0.0699)
MLRSSC 0.6709(0.0352) 0.7775(0.0497) 0.6524(0.0480) 0.9290(0.0983) 0.6452(0.0471)
GMC 0.8200(0.0000) 0.8952(0.0000) 0.7997(0.0000) 0.5155(0.0000) 0.7856(0.0000)
CBF-MSC 0.8381(0.0036) 0.9137(0.0016) 0.8363(0.0030) 0.4595(0.0100) 0.8289(0.0028)
Table 3
Clustering Results on the 3-sources dataset.
Method NMI ACC F-score AVG P
LRRBSV 0.6348(0.0078) 0.6783(0.0136) 0.6158(0.0185) 0.7958(0.0150) 0.6736(0.0148)
SCBSV 0.4688(0.0078) 0.5567(0.0129) 0.4746(0.0106) 1.1880(0.0206) 0.5175(0.0138)
KerAdd 0.4623(0.0099) 0.5437(0.0119) 0.4689(0.0096) 1.1972(0.0231) 0.5218(0.0117)
Co-reg 0.4790(0.0060) 0.5067(0.0075) 0.4352(0.0038) 1.1693(0.0166) 0.4629(0.0079)
RMSC 0.5109(0.0100) 0.5379(0.0108) 0.4669(0.0097) 1.0946(0.0254) 0.4970(0.0136)
AMGL 0.5865(0.0510) 0.6726(0.0394) 0.5895(0.0414) 1.0841(0.1344) 0.4865(0.0592)
LMSC 0.6748(0.0195) 0.7059(0.0198) 0.6451(0.0177) 0.6827(0.0496) 0.7314(0.0237)
MLRSSC 0.5919(0.0025) 0.6686(0.0000) 0.6353(0.0011) 0.9378(0.0070) 0.6410(0.0018)
GMC 0.6216(0.0000) 0.6923(0.0000) 0.6047(0.0000) 1.0375(0.0000) 0.4844(0.0000)
CBF-MSC 0.7476(0.0048) 0.8041(0.0018) 0.7727(0.0019) 0.6322(0.0063) 0.7181(0.0021)
Table 4
Clustering Results on the BBC dataset.
Method NMI ACC F-score AVG P
LRRBSV 0.5314(0.0009) 0.7332(0.0009) 0.5806(0.0010) 1.0170(0.0020) 0.5940(0.0012)
SCBSV 0.2930(0.0025) 0.4537(0.0056) 0.4019(0.0042) 1.5820(0.0094) 0.6854(0.0068)
KerAdd 0.4716(0.0051) 0.6591(0.0144) 0.5636(0.0105) 1.1717(0.0112) 0.5475(0.0090)
Co-reg 0.4183(0.0077) 0.6160(0.0129) 0.5070(0.0103) 1.2824(0.0157) 0.4964(0.0091)
RMSC 0.5412(0.0076) 0.6861(0.0225) 0.5697(0.0084) 0.9936(0.0153) 0.5838(0.0061)
AMGL 0.5185(0.0725) 0.6261(0.0698) 0.6050(0.0527) 1.2376(0.1686) 0.4776(0.0588)
LMSC 0.5594(0.0409) 0.7394(0.0671) 0.6291(0.0491) 0.9455(0.0921) 0.6600(0.0525)
MLRSSC 0.6935(0.0004) 0.8556(0.0004) 0.7897(0.0003) 0.6681(0.0010) 0.7966(0.0005)
GMC 0.5628(0.0000) 0.6934(0.0000) 0.6333(0.0000) 1.1288(0.0000) 0.5012(0.0000)
CBF-MSC 0.6957(0.0012) 0.8700(0.0007) 0.7969(0.0009) 0.6709(0.0030) 0.7913(0.0015)
Table 5
Clustering Results on the NGs dataset.
Method NMI ACC F-score AVG P
LRRBSV 0.3402(0.0201) 0.4213(0.0184) 0.3911(0.0056) 1.7056(0.0461) 0.2688(0.0065)
SCBSV 0.0163(0.0005) 0.2044(0.0003) 0.3302(0.0000) 2.3023(0.0006) 0.1984(0.0000)
KerAdd 0.1284(0.0013) 0.3571(0.0017) 0.2868(0.0019) 2.0334(0.0033) 0.2635(0.0010)
Co-reg 0.1815(0.0052) 0.2999(0.0038) 0.3391(0.0016) 2.0142(0.0107) 0.2217(0.0016)
RMSC 0.1580(0.0099) 0.3700(0.0081) 0.3070(0.0058) 1.9755(0.0236) 0.2664(0.0074)
AMGL 0.8987(0.0464) 0.9393(0.0903) 0.9212(0.0709) 0.2473(0.1385) 0.9088(0.1024)
LMSC 0.9052(0.0075) 0.9705(0.0026) 0.9417(0.0050) 0.2203(0.0173) 0.9415(0.0051)
MLRSSC 0.8860(0.0000) 0.9620(0.0000) 0.9255(0.0000) 0.2651(0.0000) 0.9252(0.0000)
GMC 0.9392(0.0000) 0.9820(0.0000) 0.9643(0.0000) 0.1413(0.0000) 0.9642(0.0000)
CBF-MSC 0.9478(0.0000) 0.9840(0.0000) 0.9682(0.0000) 0.1212(0.0000) 0.9682(0.0000)
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Table 6
Clustering Results on the Yale Face dataset.
Method NMI ACC F-score AVG P
LRRBSV 0.7134(0.0098) 0.7034(0.0125) 0.5561(0.0159) 1.1328(0.0390) 0.5404(0.0176)
SCBSV 0.6429(0.0087) 0.6031(0.0137) 0.4556(0.0117) 1.4182(0.0339) 0.4335(0.0123)
KerAdd 0.6692(0.0085) 0.6133(0.0136) 0.4922(0.0116) 1.3181(0.0346) 0.4665(0.0127)
Co-reg 0.6178(0.0098) 0.5686(0.0128) 0.4251(0.0127) 1.5138(0.0389) 0.4061(0.0131)
RMSC 0.6812(0.0089) 0.6283(0.0146) 0.5059(0.0119) 1.2692(0.0365) 0.4819(0.0137)
AMGL 0.6438(0.0192) 0.6046(0.0399) 0.3986(0.0323) 1.4710(0.0919) 0.3378(0.0431)
LMSC 0.7011(0.0096) 0.6691(0.0095) 0.5031(0.0151) 1.2062(0.0391) 0.4638(0.0175)
MLRSSC 0.7005(0.0311) 0.6733(0.0384) 0.5399(0.0377) 1.1847(0.1206) 0.5230(0.0378)
GMC 0.6892(0.0000) 0.6545(0.0000) 0.4801(0.0000) 1.2753(0.0000) 0.4188(0.0000)
CBF-MSC 0.7734(0.0147) 0.7606(0.0309) 0.6163(0.0246) 0.9110(0.0598) 0.5857(0.0278)
Table 7
Clustering Results on the Movie 617 dataset.
Method NMI ACC F-score AVG P
LRRBSV 0.2690(0.0063) 0.2767(0.0093) 0.1566(0.0040) 2.9462(0.0250) 0.1528(0.0042)
SCBSV 0.2600(0.0026) 0.2567(0.0040) 0.1473(0.0020) 2.9931(0.0104) 0.1365(0.0018)
KerAdd 0.2925(0.0026) 0.2912(0.0045) 0.1764(0.0035) 2.8606(0.0109) 0.1667(0.0038)
Co-reg 0.2456(0.0019) 0.2409(0.0022) 0.1389(0.0017) 3.0446(0.0075) 0.1324(0.0016)
RMSC 0.2969(0.0023) 0.2986(0.0043) 0.1819(0.0024) 2.8498(0.0095) 0.1674(0.0024)
AMGL 0.2607(0.0088) 0.2563(0.0124) 0.1461(0.0055) 3.1105(0.0387) 0.0971(0.0063)
LMSC 0.2796(0.0096) 0.2694(0.0133) 0.1601(0.0088) 2.9129(0.0388) 0.1512(0.0092)
MLRSSC 0.2975(0.0061) 0.2887(0.0111) 0.1766(0.0068) 2.8481(0.0216) 0.1619(0.0064)
GMC 0.2334(0.0000) 0.18634(0.0000) 0.1242(0.0000) 3.3795(0.0000) 0.0682(0.0000)
CBF-MSC 0.3179(0.0079) 0.3171(0.0070) 0.1947(0.0062) 2.7520(0.0337) 0.1893(0.0077)
of 7.27% and 9.82% compared with the second best clus-
tering results in the metrics of NMI and ACC, respectively.
About 6.0% and 5.72% improvements are achieved on the
Yale Face dataset in the metrics of NMI and ACC as well.
Additionally, on the Movie 617 dataset, 2.04% and 2.84%
increses are achieved with respect to the metric of NMI and
ACC. It is notable that the proposed method is pretty robust
among different benchmark datasets and clustering results of
the CBF-MSC are promising as well.
5.3. Convergence Analysis
Convergence properties of the proposed algorithm are
analyzed in this section as well. To be specific, three con-
vergence conditions are defined as follows:
푋Convergence =
1
푣
푣∑
푖=1
‖‖‖푋(푖) −푋(푖)푍(푖) − 퐸(푖)‖‖‖∞
푍Convergence =
1
푣
푣∑
푖=1
‖‖‖푍(푖) − 푈 (푖)푉 ‖‖‖∞
푉Convergence = ‖푉 − 퐿‖∞
(27)
As shown in Fig. 2, three convergence curves corre-
sponding to 푋Convergence, 푍Convergence, and 푉Convergence ver-sus the iteration numbers are presented and it is clear that the
proposed algorithm can achieve convergence within 30 iter-
ations on all benchmark datasets. Although the solid proof
of the convergence is difficult to deliver, experimental re-
sults verifies the effectiveness and good convergence of the
proposed algorithm.
5.4. Parameters Sensitivity
Parameter sensitivity of the proposed method will be
disscused in this section. Two parameters, which affect the
clusteirng performance, should be tuned, i.e., 휆 and 푘. 휆 is a
tradeoff parameter, shown in Equation (7). Generally speak-
ing, the prior information about the data, such as the noise
level, is important for the tuning of 휆. And 푘 is a dimen-
sional parameter introduced in Equation (4). To be specific,
given a dataset with 푛 data samples drawn from 푐 subspaces,
we set 푘 belong to [푐, 푛], and for simplicity, 푘 is chosen from
the set {푐, 2푐, 3푐, ...} and let 푘 < 푛 simultaneously.
Taking MSRCV1 for example, Fig. 3 and Fig. 4 present
the clustering results with different values of 휆 and 푘, respec-
tively. It can be observed that 휆 = 100 achieves promising
the clustering results. As for parameter 푘, as a whole, it is
clear that the clustering performance is robust to different
values of 푘 and 푘 = 35 obtains the best clustering results.
6. Conclusion
In this paper, we develop a novel multi-view subspace
clustering approach, which assumes that the coefficient ma-
trices of different views have the same clustering structure,
rather than being equivalent among all views. To achieve the
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Figure 2: Convergence curves of the propose method conducted on all six benchmark datasets. Empirically, these curves demon-
strate the stable and strong convergence of our CBF-MSC.
Figure 3: Clustering results with 푘 = 35 and different values
of 휆 on MSRCV1.
assumption, the orthonormality constrained bilinear factor-
ization is introduced on the coefficient matrices of all views.
An effective optimization is also developed to solve the ob-
jective function of the corresponding problem. Comprehen-
sive experimental results validate the effectiveness of the
proposed method and show that our CBF-MSC outperforms
several state-of-the-arts.
Figure 4: Clustering results with 휆 = 100 and different values
of 푘 on MSRCV1.
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