Abstract. In order to solve the problem of accurate modeling of main steam temperature in ultra-supercritical (USC) unit under variable load conditions, the BP neural network model was established based on the field operation data. Considering the operation mechanism of the process, combing the relevant analysis of the sampled parameters, the feature parameters were chosen as the model inputs, the selected data was scaled to avoid the influence of different parameters range, then a 3 layer BP neural network model was established. By changing the number of hidden layer nodes in the neural network and the type of the hidden and the output layer activation function, the influence on the gained model performances under the variable load conditions was investigated. The simulation results on a 1000MW unit show that the model can reveal the main steam temperature changes in the actual production process.
Introduction
With the increasingly severe situation of energy saving and emission reduction, in order to improve the thermal efficiency of thermal power plant, the designed steam parameters are gradually increased, the security issues become more prominent [1] . Boiler is one of the most important equipment in thermal power plant. Main steam temperature is one of the main indicators of boiler operation quality. The adjustment of main steam pressure, temperature, etc. has more obvious impact on the economy and security. In the actual plant operation, it is necessary to achieve stable control of the main steam temperature and to maintain the outlet temperature of the superheater in the required range, for improving the economic efficiency and ensuring the safe operation of the unit. If the steam temperature is too high, it will destroy the superheater and steam turbine. If the steam temperature is too low, the thermal efficiency will decrease, and the steam humidity of last few steam turbine blades may increase which results in the increasing turbine blade erosion. With the rapid change of steam temperature, the metal parts will have too much thermal stress and thermal deformation, or even the friction between static components and dynamic components. Therefore, we must strictly control the main steam temperature so that the temperature is in the vicinity of the given value. The main influencing factors that can affect the main steam temperature include boiler load, feed water temperature, desuperheating water temperature, fuel quantity and total air volume [2] . The main steam temperature control is a hard task with the characteristics of large inertia and large delay. In [3] , the USC boiler unit is analyzed through the mechanism modeling, by comparing with the intermediate point temperature, the main steam temperature characteristic, the heat absorption ratio and the coal quality change, water-coal ratio control. The experimental results show that the change of coal quality is the main adjustment factor of water-coal ratio, and the change of radiation and convective heat transfer ratio has great influence on boiler operation characteristics. In [4] , the main control loop of the conventional PID control system is added to the dynamic matrix predictive controller to form the cascade control of the main steam temperature, and the performance of the control system is improved. Many researchers use different algorithms to model the process with field data, which avoids the complexity of mathematical modeling and the implement difficulty, it has a strong applicability. In [5] , an improved harmonic search algorithm combined with particle swarm optimization algorithm was proposed to identify the main steam temperature system model. In [6] , the support vector regression model was used to model based on the field data. In [7] , the neural network model was established to predict the wall temperature of the supercritical boiler, and the wall materials with appropriate heat resistance were selected to ensure the safety of the boiler operation. In [8] , the superheater temperature model of a 1000MW supercritical unit was studied by BP, RBF and Elman neural network respectively. In [9] , based on data-driven and fuzzy modeling strategy, the operating range of the boiler was divided into sub-spaces, and the model was analyzed in each subspace, which makes it more accurate. However, when the load changes large and frequently, it will increase the control difficulty with the nonlinear and time-varying characteristics of the superheated steam temperature. The mechanism modeling which relys on technological process often makes some approximations and assumptions when it comes to mathematical derivation. Although these assumptions have some theoretical basis, they cannot fully reflect the actual conditions. But the data derived from the actual production process often imply the internal relationship of the production process. How to use the industrial process data to improve the operation performance has become a big issue. A data-based neural network modeling method is proposed to model the main steam temperature with frequent load varying.
Dynamic Characteristics of Main Steam Temperature on USC Unit
In USC unit, steam from the separator goes through superheater in the furnace and exchanges heat with high temperature flue gas. The steam temperature of the final stage superheater outlet is main steam temperatures that need to be well controlled. Since the main steam temperature has the characteristics of large inertia, large delay and strong coupling, and the traditional simplified mechanism model cannot satisfy the control demand in the wide range of variable working conditions. While the data acquisition system of the unit has accumulated a large amount of data, establishing the main steam temperature model based on the operational data is an effective method to solve the accurate modeling of the main steam temperature.
Main Steam Temperature Modeling Based on Neural Network
The usual mechanism modeling simplifies the model parameters greatly, so the modeling accuracy can be hardly guaranted. Neural network modeling just need to consider the input and output of the system, so it is convenient to be modeled. McCulloch and Pitts proposed a single neuron mathematical description in 1943 [10] . Neural network has a strong nonlinear fitting ability, self-learning ability and self-organization ability. The principle of Neural Network Algorithm. Aritifical neural network(ANN) consists of many interconnected artificial neurons with linear or nonlinear transfer functions, and can predict the nonlinear behavior of the system. The error back propagation (BP)neural network in the multilayer feedforward network is the type of network used in this study. There is a complex nonlinear relationship between the main steam temperature and the feature parameters. The data accumulated in the operation process contains inherent laws. We can get a good training result and save the entire training time with an appropriate data set even for a complex system. Therefore, the selection of parameters is important. The direct and indirect factors influencing the main steam temperature were selected by analyzing the operation mechanism of the 1000MW coal-fired generating. The relative parameters, including coal supply, secondary air ratio, water supply, OFA etc. were chosen as the model inputs. The feature parameters for the main steam temperature modeling are shown in Table 1 . 
Simulation and Analysis
In this paper, the model was established in MATLAB R2013a neural network toolbox environment. Many factors can affect the modeling results, including input and output parameters, the structure of neural network, the type of the transfer function, the number of hidden layers and neuron nodes etc. Feature Selection and Data Preprocessing. Considering the operation mechanism of the process, combing the relevant analysis of the sampled parameters, the feature parameters were chosen as the Table 1 . A data set consisting of 338 samples charactering the operation of the boiler collected in 5 minutes interval were used to carry out the simulation. The whole set was seperated randomly into training and test set, 270(80%) points of the whole set were used to train the model and the remaining were used to test. The load and main steam temperature variation are shown in Fig. 3 (a) and (b).
As the boiler characteristics vary with the load, to improve model performance, the load of the training sample should cover the whole operating range of the experimental conditions. The sample data were normalized to [0, 1] before training to avoid the numerical influence among different parameters. The normalization is implemented according to equation (2) . Where x and x ' are the values before and after the normalization, respectively.
) Main Steam Temperature Modeling Simulation. Theoretically, neural network can approximate any nonlinear mapping relationship as long as there are enough hidden layers and nodes. However, the number of hidden layers and hidden nodes is difficult to determine which usually relies on experience. To make the prediction output better fit the expected value, we choose the single hidden layer neural network to test the hidden node number and explore its influence on the main steam temperature output value. According to experience, the optimal number of hidden layer nodes is chosen as:
Where n ,l, m is the number of nodes in the input layer , hidden layer and output layer , respectively. And a is a constant between 0 and 10. Therefore, the number of hidden layers is between 4 and 20. Table 2 shows the relative error and MSE varying with the different number of hidden layer nodes. Fig.4 shows the relative error of the output main steam temperature predicted by neural network. The figure shows that the number of hidden layer nodes has influence on the accuracy of the prediction performance with irregularity. It has the best prediction result with the smallest MSE when the number of hidden neurons l equal 12. Fig.5 shows the different MSE of the predicted values and target value of the main steam temperature with the number of hidden nodes changes. Fig.6 shows the absolute error comparison of neural network prediction results when the number of hidden nodes is 8 and 12 respectively. It can be seen that when the number is 12, both the maximum error and error range are better than 8 hidden nodes.
Sigmoid function is often used as BP neural network activation function, including tansig, logsig, and purelin function, as the equation (3) shows. This article carried out the experiment with three forms of activation function, the result is shown in Table 3 . Table 3 and Figure 7 , it can be seen that different combinations of activation function makes influence of the prediction performance different. When the hidden layer activation function takes tansig, and the output layer activation function takes logsig or tansig, the prediction is better. In summary, we selected 12 hidden layer nodes, the hidden layer and output layer activation function were tansig and logsig, modeling on the main steam temperature, the testing and training results are shown in Fig.8 . 
Conclusions
The BP neural network modeling was established for the main steam temperature of a 1000MW thermal power unit. The number of layers and the number of neurons in the particular layers have been chosen in the experimental way, observing the learning effectiveness for different configurations of the structure of the neural network and different parameters of the network. It was proved that the hidden layer numbers, hidden layer and the activation function of the output layer definitely influence the modeling effect. The model has good generalization and approximation performance, and can fit the main temperature variations with the feature parameters under different loads. When the number of hidden nodes and the type of activation function change, the trained network is tested, this can be used as a reference for network type selection. The simulation results show that the proposed method can reveal the main steam temperature with acceptable performances in a large variable load range. Although the BP neural network has a good fitting ability, the results still have some deviation and should be optimized in further research.
