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Abstract – We prove stochastic stability of chaotic maps for a general class of Markov random pertur-
bations (including singular ones) satisfying some kind of mixing conditions. One of the consequences
of this statement is the proof of Ulam’s conjecture about the approximation of the dynamics of a
chaotic system by a finite state Markov chain. Conditions under which the localization phenomenon
(i.e. stabilization of singular invariant measures) takes place are also considered. Our main tools are
the so called bounded variation approach combined with the ergodic theorem of Ionescu-Tulcea and
Marinescu, and a random walk argument that we apply to prove the absence of “traps” under the
action of random perturbations.
1 Introduction
The investigation of stochastic stability of chaotic dynamical systems has a long history, and in this
paper we shall restrict ourselves mainly to the case of one-dimensional piecewise expanding maps (i.e.
Lasota-Yorke [15] type maps). It is well known that if the expanding constant is larger than 2 a
Lasota-Yorke type map is stable with respect to mixing random perturbations. It is also known that
the assumption that the expanding constant is larger than 1 is not enough for stochastic stability. The
point is, only when the expanding constant is larger than 2, the map is really locally expanding, i.e. the
image of any small enough interval has Lebesgue measure larger than the genuine one. We prove that
for a very general class of Markov random perturbations the the mixing condition on perturbations
is sufficient for stochastic stability. One of the consequences of this statement is the proof of so
called Ulam’s conjecture, about the approximation of a chaotic system by a finite state Markov chain.
Conditions under which the localization phenomena (i.e. stabilization of singular invariant measures)
takes place are also considered. The nature of this phenomena is a mixing of unstable and stable
directions under the action of arbitrary small perturbations. To show that the localization is not the
result of discontinuities in the considered class of maps we prove the localization under the action of
small mixing random perturbations for general smooth hyperbolic d-dimensional maps.
In this paper we discuss some unusual phenomena that appear in chaotic dynamical systems. First
of all, what does it mean a chaotic system or map. We shall consider only discrete time dynamical
systems, i.e. pairs (f,X), where X ⊂ IRd is a compact phase space (say X = [0, 1]d) and f : X → X
is a nonsingular map, iterations of which define trajectories of the dynamical system. Nonsingular
means that m(f−1A) > 0 for any measurable set A ⊆ X with positive Lebesgue measure m(A) > 0.
∗On leave from Russian Academy of Sciences, Inst. for Information Transmission Problems, Ermolovoy Str. 19,
101447, Moscow, Russia, blank@obs-nice.fr
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We shall be interested mainly in asymptotic, when time tends to infinity, properties of systems
under consideration.
Consider now small random perturbations of the discrete time dynamical system. Before giving
a rigorous definition of random perturbations of dynamical systems we mention one example, which
will be useful to have in mind later on. Let U ⊂ Rd be a neighborhood of a compact invariant set of
the map f such that fU ⊂ U . Suppose that, when we apply f to a point x ∈ U , rather than choosing
the exact value of fx we choose in a random way, in accordance with a homogeneous distribution, a
point from the ball Bε(fx) (i.e. from the ball with centre at the point fx and radius ε). The resulting
random map corresponds to independent homogeneously distributed random perturbations.
Definition 1.1 Let Qε(x,A) be a family of transition probabilities and f : X → X a map. We denote
by fε the Markov process on the phase space X, defined by transition the probabilities Qε(fx,A) and
call fε a random perturbation of f .
We are mainly interested in small perturbations, small in the sense that
‖Qεh− h‖1 → 0 as ε→ 0 for any h ∈ L1, (1.1)
where ‖ . ‖1 denotes the L1-norm. Additionaly we assume that our perturbations are local, i.e.
Qε(x,A) = 0 for any pair (x,A), such that dist(x,A) > ε. (1.2)
Therefore the parameter ε here plays the role of a “magnitude” of the perturbation. However, this
local condition does not imply stochastic stability even for very smooth chaotic maps as we show in
Lemma 2.1. Thus to obtain some kind of stochastic stability the perturbations should satisfy at least
some kind of mixing condition (say, for example, of Doeblin’s type [7]). One of the most general
assumptions of this type for random perturbations was proposed in [5]:
var(Qεh) ≤ var(h) + C‖h‖1 (regularity assumption) (1.3)
for any function h of bounded variation ( var(h) < ∞). Remark, that for independent random per-
turbations the transition density depends only on the difference between its arguments: qε(x, y) =
qε(x− y), and the constant C on the right hand side of the inequality (1.3) may be set to zero. Thus
this condition means that the perturbation is not too far from the independent one. Besides to con-
volutions with smooth transition probabilities our results apply to many other types of perturbations
like bistochastic smooth perturbations, singular perturbations of point mass type and deterministic
perturbations by chaotic maps close to identity.
The basic idea of our approach is the following: Consider the Perron-Frobenius operator P , de-
scribing the dynamics of densities under the action of the map f , on Banach space (BV, ‖ . ‖BV) of
functions of bounded variation. Here ‖h‖BV = var(h) + ‖h‖1. We prove that the transition operator
Pε = QεP of the randomly perturbed map satisfies the uniform Lasota-Yorke type inequality
‖PNε h‖BV ≤ α · ‖h‖BV + C · ‖h‖1 (h ∈ BV) (1.4)
for some fixed integer N , α ∈ (0, 1) and C > 0 independent of ε. This yields at once the existence of
fε-invariant densities hε with ‖hε‖BV ≤
C
1−α , such that (1.1) forces each limit h∗ = L
1 − limε→0 hε
to be an invariant density for f . If the expanding constant λ is larger than 2, (1.4) was proved with
N = 1 in various settings, see e.g. [11, 2, 12] and references therein. For quite a while it was supposed
that the extension of this inequality to cases with λ ∈ (1, 2] is only a technical problem. However, the
counterexample constructed in [4] shows that the situation is not so simple. After this counterexample
(which we shall discuss in Section 2) it became clear, that the main problem is the possible existence
of periodic turning points, i.e. the points, where the derivative of the map f is not well defined.
Namely, under the action of random perturbations “traps” or “absorbing sets” can appear near these
periodic turning points, which leads to the appearance of new ergodic components in the perturbed
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system. In [1] stochastic stability was proved for convolution type smooth random perturbations in
situations with λ ∈ (1, 2] but without periodic turning points. However it is not clear whether their
argument is works for general Markov perturbations.
The main result obtained in these papers is the stability of statistical properties of the perturbed
systems in the zero noise limit. We shall show that in the general case there may be generalized phase
transitions of type localization - delocalization in such systems. These phase transitions correspond
to situations, when trajectories, which should normally be dense, remain confined to a small region
(which vanishes, when the coupling constant goes to zero). We call this “localization phenomenon”.
The first observation of this type was published in [4].
Definition 1.2 Let X = [0, 1]. A map f : X → X is piecewise expanding (PE) if there exists a
partition of X into disjoint intervals {Xj}, such that f
∣∣
Clos(Xj)
is a C2-diffeomorphism (from the
closed interval Clos(Xj) to its image), if the expanding constant of the map
λf := inf
j, x∈Xj
|f ′(x)|,
is positive, and if λfκ > 1 for some iterate f
κ.
For some of our results we impose some extra conditions on f . In particular we distinguish between
three different “hyperbolicity” assumptions:
• f ∈ H∞, if f is a general PE map;
• f ∈ H1, if f is a PE map with λf > 1;
• f ∈ Hε∞ if f is a PE map for which there is λ > 1 such that
∏n
k=1 |f
′(fkε x)| ≥ λ
n for each
ε-trajectory (fkε x)k=1,2,....
Clearly H1 ⊂ Hε∞ ⊂ H∞.
Typical examples of PE maps are shown in Figure 1. Observe that maps that we consider need
not to be continuous. As it is well known, starting from the paper of Lasota & Yorke [15], these maps
have all the statistical properties that one can reasonably expect from deterministic dynamical system.
They have a smooth (absolutely continuous) invariant measure µf (Sinai-Bowen-Ruelle measure of this
map), exponential correlation decay and they obey a CLT with respect to this measure, etc [9, 2]. In
this paper we want to discuss stability of these properties with respect to small random perturbations.
We shall emphasize some aspects of this problem, because they seem quite counterintuitive, at least
from our point of view.
Definition 1.3 The image of a measure µ under the action of a map f is the measure fµ de-
fined by fµ(A) = µ(f−1A) for any measurable set A. By fεµ we mean the measure fεµ(A) =∫
Qε(fx,A)dµ(x). A measure µ is f (fε)–invariant, if fµ = µ (fεµ = µ). µ is called smooth, if
it has a density with respect to Lebesgue measure.
Definition 1.4 A probability measure µf is called a Sinai-Bowen-Ruelle (SBR) measure of f , if there
exists an open subset U of the phase space such that the images fnµ of any smooth probability measure
µ with the support in U converge weakly to µf . Analogously we define SBR measures µε for perturbed
systems fε.
Definition 1.5 A turning point of a map f is a point, where the derivative of the map is not well
defined. The set of turning points is denoted by TP, the set of periodic turning points by PTP. (In
Figure 1a we have c ∈ TP, in Figure 1b we have c ∈ PTP.)
Standing assumption: From now on we assume that all perturbations Qε satisfy (1.1), (1.2) and
(1.3).
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Figure 1: PE maps. (a) general PE map, (b) W-map
Theorem 1.1 [4, 11] Suppose λf > 2 and that f has a unique smooth SBR measure µf . Then for
any sufficiently small ε > 0 also the perturbed system fε has a unique smooth invariant SBR measure
µε, and the µε converge weakly to µf as ε→ 0.
In this paper we generalize Theorem 1.1 and show that at least some additional assumptions are
necessary for the stability of the smooth SBR measure µf .
Theorem 1.2 Let f ∈ H∞, PTP = ∅, and suppose that f has a unique smooth SBR measure µf .
Then for any ε > 0 small enough the perturbed system fε has a smooth invariant SBR measure µε
converging weakly as ε→ 0 to the smooth SBR measure µf .
So the only topological obstacle for the stability of statistical properties of PE maps under small
perturbations is the existence of periodic turning points. Consequently, generic PE maps are stochas-
tically stable. However, in order to investigate stability properties of families of maps, rather than
individual maps, also maps with periodic turning points must be studied.
Theorem 1.3 There exists a map f ∈ H1 with periodic turning points and smooth perturbations Qε
such that for sufficiently small ε > 0 the perturbed system fε has a unique invariant SBR measure µε,
converging to a singular and unstable invariant measure of the map f as ε→ 0.
This theorem does not only state the localization of fε–invariant measures (supports on small sets),
but also guarantees their smoothness and the absence of other SBR measures. Actually the localization
phenomenon was firstly shown in [4, 5], but the statement about the smoothness of invariant measures,
absence of other SBR measures, and investigation of their properties are new.
The nature of the localization phenomenon here is due to the fact that if the expanding constant
λf is less than 2 the map f is not locally expanding near periodic singular points. Indeed it may
map a small interval ∆ to the interval of length λf |∆|/2. This property distinguishes the situations
in Theorems 1.1 and 1.2. To show that this phenomenon is not something obscure, specific for only
discontinuous maps, we shall prove its presence for a general multidimensional smooth hyperbolic map
in Section 2.
In order to exclude the behaviour described in Theorem 1.3 we introduce the following random
walk (RW ) assumption:
A family Qε (ε > 0) belongs to the class RW , if there are 0 < θ, δ < 1 such that
Q(x, [0, x− θε]) > δ and Q(x, [x+ θε, 1]) > δ for all x.
(1.5)
For the next two theorems we assume additionally that a local version of (1.3) is satisfied, see (3.6).
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Theorem 1.4 Let f ∈ H∞, PTP not necessarily empty, and suppose that the transition probabilities
Qε belong to RW and have densities qε(x, y) satisfying
var(y 7→ qε(x, y)) ≤
M
ε
for all x .
Then for any sufficiently small ε > 0 the perturbed system fε has a smooth invariant SBR measure
µε converging weakly to the smooth SBR measure µf as ε→ 0.
To formulate results about more general singular perturbations we need the notion of renormaliziabil-
ity, which will be disscussed in detail at the end of Section 3.3. Roughly speaking this notion means
that for any ε > 0 small enough a map (or a perturbation) can be renormalized to a fixed shape in
small neighbourhoods (of order ε) of periodic turning points.
Theorem 1.5 Let f ∈ Hε∞, PTP not necessarily empty, and Q ∈ RW . Then for any ε > 0 small
enough the perturbed system fε has a smooth invariant SBR measure µε and the transition operator
QεPf satisfies the Lasota-Yorke type inequality. If additionally both the map and the perturbations are
renormalizable, then the measures µε converge weakly as ε→ 0 to the smooth SBR measure µf .
The last result of the paper is the proof of Ulam’s conjecture [18] on the approximation of chaotic
dynamics by finite state Markov chains. The idea of the construction is to take a finite partition {∆i}
of the phase space with bounded volume ratios and to approximate the action of the map f by the
Markov chain with transition probabilities
pij :=
|∆i ∩ f−1∆j |
|∆i|
.
This construction could be considered as a special type of small random perturbations. In fact, our
standing assumption on Qε is satisfied for this particular class of perturbations. The correctness of
Ulam’s conjecture was proved in [14] for PE maps with λf > 2. In contrast to our other statements
the answer to the conjecture does not depend on the existence of periodic turning points.
Theorem 1.6 Let f ∈ H∞. Then invariant measures constructed by Ulam’s procedure converge
weakly to the smooth SBR measure µf .
2 Counterexamples
2.1 Localization in the absence of the regularity assumption
Our first example shows that even for arbitrarily smooth chaotic maps and absolutely continuous
perturbations the local condition (1.2) alone does not imply stochastic stability .
Lemma 2.1 Suppose f : X → X has a cycle (periodic trajectory) c¯ = c1, . . . , cn and satisfies a
Lipschitz condition in some neighborhood of this cycle. Then there exists a family of local random
perturbations with densities qε(x, y) for which the fε have smooth invariant measures µε converging
to the δ-measure on this cycle when ε→ 0.
Proof. Fix a constant β greater than the local Lipschitz constant of the map f and consider a family
of transition probability densities
qε(x, y) =


1/|Bε/β(c¯)|, if x ∈ Bε(c¯) and y ∈ Bε/β(c¯);
0, if x ∈ Bε(c¯) and y /∈ Bε/β(c¯);
1/|Bε(c¯)|, if x /∈ Bε(c¯) and y ∈ Bε(x);
0, otherwise.
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Then clearly fε has a new ergodic component in the ε-neighborhood of the cycle c¯, because fBε/β(c¯) ⊂
Bε(c¯) and by the construction qε(x, y) = 0 for x ∈ Bε(c¯) and y 6∈ Bε/β(c¯).
This proof shows that for stochastic stability some additional assumption is needed that prevents
the perturbation to act precisely against the dynamics of the map. This is one of the purposes of the
regularity assumption (1.3).
2.2 Periodic turning points and the RW assumption, proof of Theorem 1.3.
Fix a number 10 < β <∞ and consider the following family of transition probability densities:
qε(x, y) =
{
β
2ε , if (1−
1
β )ε ≤ −x+ y ≤ (1 +
1
β )ε;
0, otherwise.
(2.1)
Note that random perturbations with such transition densities are of convolution type and have a
very strong mixing property - exponential rate of correlation decay. The following lemma proves at
the same time Theorem 1.3:
Lemma 2.2 ([5]) Let 1 < λ < 2− 1/beta, and let the map f is defined as follows:
f(x) =


1− 2x1−1/λ , if 0 ≤ x ≤ (1 − 1/λ)/2;
λx− λ−12 , if (1− 1/l)/2 < x ≤ 1/2;
f(1− x), otherwise.
(2.2)
See Figure 1.b. Then for all sufficiently small ε > 0 the perturbed map fε has a unique invariant
measure converging to the δ-measure at 12 as ε→ 0.
The proof of this statement is based on the fact that trajectories of fε starting from [1/2− ε(λ(β +
1)−β+1)/β, 1/2+ ε(β+1)/β] remain in this interval for ever with probability 1. A related example
with the same map f but different transition kernel was given in [11].
We remark that, as |f ′(x)| = λ < 2 in some neighborhood of the fixed point c ∈ X , the mapping f
is not expanding in some sense, because it maps an interval neighborhood U of the fixed point to the
interval fU where
|fU | ≤
λ |U |
2
< |U |.
So, in the presence of periodic turning points, instability of these points under fε is a necessary extra
requirement. For this reason we introduced the random walk assumption RW .
In a broader context the inequality |fU | < |U | can be interpreted as a mixing of stable and unstable
directions under the action of random perturbations. In fact, a more general statement is:
Theorem 2.1 Let a C2-smooth map f : IRd → IRd has a hyperbolic fixed point c ∈ IRd, such that for
the linear part Dcf at this point we have
IRd = Esc + E
u
c , dim(E
s
c ) ≥ dim(E
u
c ) = N,
|Dcf(x)| ≤ λs|x| forall x ∈ E
s
c ,
λu|x| ≤ |Dcf(x)| ≤ Λu|x| forall x ∈ E
u
c ,
and λsΛu < 1. Then there exist a family of local mixing stochastic ε-perturbations such that for all
ε > 0 small enough the stochastically ε-perturbed map fε has a smooth invariant measure in small
neighborhood of the point c, converging to the delta-measure at this point as ε→ 0.
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Proof. Let τα : IR
d → IRd be a d-dimensional rotation around the point c ∈ IRd through the angle α,
such that ταE
u
c ⊂ E
s
c and any coordinate of the vector α lies in the region [−pi/2, pi/2]. For each ε > 0
we define a map τ
(ε)
α : IR
d → IRd such that for all x ∈ Bε/
√
N(c), where N = dim(E
u
c ), it coincides
with τα and in the compliment of this ball it is defined as follows:
τ (ε)α x = τεα/(|x−c|
√
N)x.
Then
|x− τ (ε)α x| ≤ εpi/2.
Now we fix some 0 < β ≪ 1 and define the following family of transition probability densities:
qε(x, y) =
{
1/|Bβε|, if y ∈ Bβε(τ
(ε)
α x);
0, otherwise.
Evidently, that such perturbations are mixing and due to the estimate above qε(x, y) = 0 for |x−y| > 2ε
and β < 0.4. On the other hand just as in Lemma 2.2 any trajectory of the stochastically ε-perturbed
map, started from the ball Aε = {x ∈ IR
d : |x − c| ≤ ε/(2Λu)} remains in it with the probability 1.
Indeed for
β < 2Λu(1 + λsΛu)/(1− λsΛu)
we have
λsΛu(ε/(2Λu) + βε) + Λuβε < ε/(2Λu),
which finishes the proof. Note that the constant β here does not depend on ε.
The generalization of this result for an arbitrary hyperbolic periodic trajectory is straightforward.
2.3 H∞ versus H
ε
∞
assumption
In the case of singular perturbations we have to replace the simple hyperbolicity assumption H∞ by
the stronger one Hε∞, see Theorems 1.4 and 1.5. To construct an example satisfying H∞ without
being stochastically stable, consider a map f with fixed turning point c = f(c), such that locally (in
a neighborhood of this point) the map is defined as follows:
f(x) :=
{
λ1x+ (1− λ1)c, if x ≤ c
λ2x+ (1− λ2)c, otherwise ,
(2.3)
where |λ1| > 1 > |λ2| > 0 and |λ1λ2| > 1. Both of the maps in Figure 2 satisfy these assumptions.
We consider the following singular perturbations:
x −→
{
x+ ε, with probability 1− q
x− ε, with probability q,
(2.4)
where 0 < q < 1 is a parameter. Note that this setting satisfies the RW assumption.
Clearly, the map f(x) + ε has a stable fixed point cε := c + ε/(1 − λ2). Now let h ∈ L1 be
a nonnegative function, such that h(cε) > 0. Then the transition operator P of the random map
satisfies the following inequality:
Ph(cε) ≥ (1− q)
(
1
|λ1|
h(c+
ε
1− λ1
) +
1
|λ2|
h(cε)
)
≥
1− q
|λ2|
h(cε).
Therefore for any positive integer n we have
Pnh(cε) ≥
(
1− q
|λ2|
)n
h(cε).
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Figure 2: PE maps. (a) nonsimmetric W-map, example of a PE map of type H∞
Thus, for 1 − q > |λ2| the value of Pnh at the point cε is growing exponentially, so an exponential
decay assumption in L∞– or BV–norm that we introduce in Section 3.3.1 is violated.
In spite of this, using different methods, we are able to prove the convergence to a smooth SBR
measure µε in this example. Note, that new phenomenon is observed here. Indeed, due to the
estimates above, the density of the SBR measure µε is not a function of bounded variation and usual
Lasota-Yorke type estimates do not work here. The point is that the mathematical expectation of
the slope of the random map at some points is less than 1 (in our example E(|f ′(cε)|) = |λ2| < 1),
which contradicts usual settings (see [16, 17] and references therein). Indeed, if such a point is a
fixed point for some of the shifted maps (as the point cε for the map f(x) + ε in our example), then
this really leads to unusual properties of the transition operator of the random map. Investigation of
ergodic properties of such random maps is out of the scope of the present paper and will be published
elsewhere.
3 Proofs of the stability theorems
3.1 The general setting
3.1.1 The deterministic part of the dynamics
Let X be a bounded interval in IR, and denote by m Lebesgue measure on X . Three function spaces
over X play an important role in our studies:
• L1 = L1m(X), the space of m-equivalence classes of complex valued integrable functions on X ,
which is endowed with the norm ‖h‖1 =
∫
X |h| dm,
• L∞ = L∞m (X), the space of m-equivalence classes of complex valued bounded functions on X ,
which is endowed with the norm ‖h‖∞ = ess supX |h|, and
• BV, the space of m-equivalence classes of integrable functions of bounded variation on X . It is
endowed with the norm ‖h‖BV = ‖h‖1 + var(h) where var(h) = varIR(h) and where for any
Y ⊆ IR
varY (h) = sup{
∫
X
ϕ′h dm : ϕ ∈ T1(Y )} and
T1(Y ) = {ϕ ∈ C(IR) : ‖ϕ‖∞ ≤ 1, ϕ|IR\Y = 0, ϕ differentiable, ‖ϕ
′‖∞ <∞} .
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We remark that the same notion of variation is obtained if one restricts T1(Y ) to C1- or even
C∞-functions.
Remark 3.1 As X is bounded, ‖h‖∞ ≤ 12 var(h) for all h ∈ BV, and if I ⊆ X is an interval, then
var(h · 1I) ≤ var(h). Indeed, our setting means that var(h) is the variation of 1X · h over IR.
We study dynamics on X given by a map f : X → X composed with a random perturbation with
transition kernel Q. More specifically, let f : X → X be piecewise monotone with a finite number of
turning points TP := {c1, . . . , cr}. By this we mean that for each maximal component Z of X \ TP
holds
f|Z is monotone and continuously differentiable and extends continuously to Z¯,
varZ |f ′|Z | <∞. In particular, Λ := supX |f
′| <∞. (3.1)
These intervals Z form a partition Z of X modulo the finite set TP. Let Zn = {Z1 ∩ f−1Z2 ∩ . . . ∩
f−(n−1)Zn 6= ∅ : Zi ∈ Z}. Then Zn is a partition of X modulo finitely many points, and fn|Z satisfies
the basic assumptions (3.1) for each Z ∈ Zn.
Our essential hyperbolicity assumption is:
There are constants λ > 1, η > 0 and N ∈ IN such that
|(fN|Z)
′| ≥ λ for all Z ∈ Zn and η ≤ |f ′|Z | ≤ η
−1 for all Z ∈ Z. (3.2)
Of course, once we have such a constant λ > 1, we can (and will) assume that (for a larger iterate N)
we even have λ > 4.
Given such an iterate N and a suitable β > 0 that we specify later, we refine the partition Z by
adding further points to TP in such a way that
var
(
f ′|Z
η
)
, var
(
η−1
f ′|Z
)
≤ β . (3.3)
We further modify the set TP by doubling all its elements together with their preimages and extend
f to the enlarged space by one-sided continuity. We call the resulting space, the extended map and
the collection of doubled turning points again X , f , and TP respectively. (Strictly speaking the new
space X is a linearly ordered, order complete space. Its order topology will be quite different from
the topology on the real line, usually it will be totally disconnected.)
If after these modifications there are ci, cj ∈ TP such that fkci = cj for some k > 0, we also add
all points f lci, l = 1, . . . , k − 1, to TP. In this way we can make sure that
for each ci ∈ TP either fci ∈ TP or fkci 6∈ TP for all k ≥ 1. (3.4)
We denote the enlarged set TP once more by TP = {c1, . . . , cr}. For cj ∈ TP we mean by cjˆ ∈ TP
its doubled copy.
Let Jj := [cj , dj ] ⊂ J˜j := [cj , d˜j ], j = 1, . . . , r be two families of one-sided interval neighbourhoods
of the turning points. Here as in the sequel we write [u, v] = {x ∈ X : u ≤ x ≤ v or v ≤ x ≤ u}, in
particular [u, v] = [v, u]. The J˜j are chosen such that any two of them are disjoint. (Observe that this
holds also for J˜j and J˜jˆ !) We write Y = ∪jJj and Y˜ = ∪j J˜j and assume that for each j = 1, . . . , r
holds
• either f(Jj) ∩ Y˜ = ∅
• or f(Jj) ⊃ J˜i for some i in such a way that f(cj) = ci but f(dj) 6∈ J˜i.
(3.5)
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Observe that this includes a kind of topological expansion assumption for neighbourhoods of periodic
turning points. If f ∈ H∞, then this assumption can always be satisfied.
On the level of “mass transport” the dynamics of f are described by the Perron-Frobenius operator
Pf : L
1 → L1,
Pfh =
∑
Z∈Z
h
|f ′|
◦ f−1|Z · 1fZ .
We note that
∫
Pfh dm =
∫
h dm for all h ∈ L1. Later we shall see that Pf is also a bounded linear
operator on BV.
3.1.2 The stochastic part of the dynamics
Perturbations are described by (sub)-Markovian operators Q : L1 → L1. More precisely we assume
1. Q is a linear, positive operator and ‖Q‖1 ≤ 1.
2. Q∗ : L∞ → L∞ denotes the dual operator to Q.
We remark that Q can always be thought of as represented by a (sub)-Markov transition kernel, i.e.
Q∗f(x) =
∫
f(y)Q(x, dy) and Qh(y) =
(
d
dm
∫
h(x)Q(x, .)m(dx)
)
(y) ,
see e.g. [13, §3.1]. If Q(x, .) ≪ m for each x (what our assumptions do not necessarily imply), we
denote q(x, y) = ddmQ(x, .)(y).
The following regularity assumption on Q plays an essential role: There is a constant C > 0 such
that
var(Qh) ≤ var(h) + C · ‖h‖1 and (3.6)
varJk∪Jkˆ(Qh) ≤ varJ˜k∪J˜kˆ(h) + C · ‖h · 1J˜k∪J˜kˆ‖1
for each h ∈ BV and k ∈ {1, . . . , r}. As we shall see later, this assumption is satisfied in many cases
of interest, including absolutely continuous, random walk-like and also deterministic perturbations.
Finally we define the spread of Q as
spread(Q) = inf{δ > 0 : Q(x, {y : |y − x| > δ}) = 0 ∀x} .
The spread is the size of the largest jump that can be caused by the perturbation. We assume that
spread(Q) < min{|d˜j − dj | : j = 1, . . . , r} , (3.7)
i.e. random jumps from X \ Y˜ to Y are excluded.
3.1.3 The decomposition
In the sequel we study the behaviour of f on Y and on X \ Y separately under the assumption that
transitions from X \ Y to Y are restricted in the following sense: Define P˜1, P˜2 : BV → BV by
P˜1h = QPf (h · 1X\Y ), P˜2h = QPf (h · 1Y ) . (3.8)
A straightforward calculation shows
Proposition 3.1 Suppose that there are constants C1, C2 > 0 and α ∈ (0, 1) such that
var(P˜ kj h) ≤ C1α
k var(h) + C2‖h‖1 for all k ∈ IN (3.9)
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and that there is some N ∈ IN such that
P˜2P˜
k
1 P˜2 = 0 for all k = 1, . . . , N . (3.10)
Then
var((QPf )
Nh) ≤
(
N(N + 1)
2
C31 + C1
)
αN · var(h) + (1 + C1 + C
2
1 )C2
(N + 1)2
2
· ‖h‖1 . (3.11)
In order to guarantee (3.10) for a fixedN the intervals Jj and the spread ofQmust be taken sufficiently
small:
Lemma 3.2 Given f , N and the set TP, there is δ > 0 such that (3.10) is satisfied if spread(Q) < δ
and |Jj | < δ for all j = 1, . . . , r.
Proof. Consider a trajectory of the perturbed system x0, x1, . . . , xk that starts at x0 ∈ Ji ⊆ Y and
suppose that it ends at xk ∈ Jj ⊆ Y with xl 6∈ X \ Y for l = 1, . . . , k − 1. If δ in the assumptions
of the lemma is small, the trajectory stays close to a sequence ci = z0, z1, . . . , zk satisfying for each
l = 1, . . . , k either zl = fzl−1 or zl ∈ {cm, cmˆ} if cm = fzl−1. In particular, making δ small we can
force xk to be as close as we like to the point zk ∈ ∪kl=1f
l(TP), and as xk ∈ Ji, zk is at the same time
close to cj . Because of (3.4) this is possible only if z0, . . . , zk ∈ TP. But this is incompatible with the
assumptions (3.5) and (3.7).
3.1.4 The scheme of the proofs
Given not only one perturbation operator but a whole family Qε (ε > 0), we will have to show that
there are decompositions X = Y ∪(X \Y ) of X depending on ε, such that the corresponding operators
P˜1,ε and P˜2,ε satisfy (3.9) uniformly in ε (i.e. with constants C1, C2, α not depending on ε). Then
there is N > 0 such that
(
N(N+1)
2 C
3
1 + C1
)
αN < 12 , and according to Lemma 3.2 and Proposition
3.1 there are constants δ, C3 > 0 such that
var((QεPf )
Nh) ≤
1
2
· var(h) + C3 · ‖h‖1 for all h ∈ BV. (3.12)
As usual this implies that each QεPf has an invariant density hε and var(hε) ≤ 2C3 for all ε. In
particular, the family (hε)ε>δ is relatively compact in L
1. Consider any limit h = limi→∞ hεi with
εi → 0. The invariance QεPfhε = hε follows immediately from
‖Pfh− h‖1 ≤ ‖Pfh− EεPfh‖1 + ‖QεPfh−QεPfhε‖1 + ‖hε − h‖1
and the assumption that ‖QεPfh− Pfh‖1 → 0 as ε→ 0. We specialize this to
Lemma 3.3 If Pf has a unique invariant density h, then, under the above assumptions on the family
Qε, the invariant densities hε of QεPf converge to h in L
1 as ε→ 0.
This lemma reduces the proofs of Theorems 1.2, 1.4, 1.5 and 1.6 to proving (3.9) uniformly in ε
under the various assumptions of these four theorems. Much more detailed informations about the
convergence hε → h and about the ergodic properties of the perturbed systems fε can be gained
by exploiting more carefully the spectral theoretic consequences of (3.12) in the light of the Ionescu-
Tulcea/Marinescu theorem, see e.g. [11].
3.2 Estimates far from turning points
In this section we prove (3.9) for P˜1, i.e. for branches with orbits far from turning points. As an
immediate corollary we obtain Theorem 1.2.
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3.2.1 Interchanging the map and the perturbation
Fix a sequence of monotone branches fi = f|Zi\Y , i = 1, . . . , N of f and study the operator
QPf1QPf2 . . .QPfN . For each of the i = 1, . . . , N we fix a monotone and continuously differen-
tiable extension f˜i : IR→ IR of fi. Given β > 0 as in (3.3) one can always find such an extension with
the additional property that there is y0 ∈ Zi such that
var
(
f˜ ′
f ′(y0)
)
, var
(
f ′(y0)
f˜ ′
)
≤ β . (3.13)
Lemma 3.4 Let Q be a (sub)Markov operator satisfying
var(Qh) ≤ var(h) + C · ‖h‖1 for all h ∈ BV.
For a fixed branch fi of f as above define Q˜ := Pf˜−1
i
QPfi . Then Pf˜i Q˜ = QPfi and
var(Q˜h) ≤ (1 +
3
2
β)2 · var(h · 1I) + C(1 +
3
2
β)‖f ′‖∞ · ‖h · 1I‖1
for all h ∈ BV.
Proof. For notational convenience we write f and f˜ instead of fi and f˜i, and we denote I = Zi \ Y .
Let h ∈ BV, y ∈ X and u(y) := f˜
′(y)
f ′(y0)
. Then var(u) ≤ β, ‖u‖∞ ≤ 1 + β and
Q˜h(y) =
1
|(f˜−1)′(f˜y)|
·QPfh(f˜ y) = u(y) ·QPf (f
′(y0) · h)(f˜ y)
because QPf is a linear operator. Therefore
var(Q˜h)
≤ var(u) · ‖QPf (f
′(y0) · h)‖∞ + ‖u‖∞ · var(QPf (f ′(y0) · h))
≤ β ·
1
2
var(QPf (f
′(y0) · h)) + (1 + β) · var(QPf (f ′(y0) · h))
≤ (1 +
3
2
β) · ( var(Pf (f
′(y0) · h)) + C · ‖Pf (f ′(y0) · h)‖1)
≤ (1 +
3
2
β) ·
(
var((
f ′(y0)
f˜ ′
· h) ◦ f−1 · 1fI) + C · ‖f ′(y0) · h · 1I‖1
)
≤ (1 +
3
2
β) ·
(
var(
f ′(y0)
f˜ ′
· h · 1I) + C · ‖f
′‖∞ · ‖h · 1I‖1
)
≤ (1 +
3
2
β) ·
(
var(
f ′(y0)
f˜ ′
)‖h · 1I‖∞ + ‖
f ′(y0)
f˜ ′
‖∞ var(h · 1I)
+ C · ‖f ′‖∞ · ‖h · 1I‖1
)
≤ (1 +
3
2
β) ·
(
β ·
1
2
var(h · 1I) + (1 + β) · var(h · 1I) + C · ‖f
′‖∞ · ‖h · 1I‖1
)
≤ (1 +
3
2
β)2 var(h · 1I) + (1 +
3
2
β)C‖f ′‖∞ · ‖h · 1I‖1
Next we apply this lemma to the sequence f1, . . . , fN of branches of f .
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Lemma 3.5 Let Q1, . . . , QN be (sub)Markov operators with
var(Qjh) ≤ var(h) + Cj‖h‖1
for some constants Cj > 0 (j = 1, . . . , N). Then there is for each k = 1, . . . , N a (sub)Markov operator
Q˜k such that
Q1Pf1Q2Pf2 . . . QkPfk = Pf˜1Pf˜2 . . . Pf˜kQ˜k
and for each h ∈ BV
var(Q˜kh) ≤ (1 +
3
2
β)2k · var(h) + C˜k · ‖h‖1
where
C˜k =
k∑
j=1
(1 +
3
2
β)2(j−1)Cj
k∏
i=j
[(1 +
3
2
β)‖f ′j‖∞] .
Proof. The proof is by induction. For k = 1 this is just the statement of the previous lemma.
Suppose the lemma is true for k = n. Then
Q1Pf1Q2Pf2 . . . QnPfnQn+1Pfn+1 = Pf˜1Pf˜2 . . . Pf˜nQ˜nQn+1Pfn+1
by inductive hypothesis. The previous lemma applied to Pf = Pfn+1 and Q = Q˜nQn+1 yields the
existence of Q˜n+1 such that Q˜nQn+1Pfn+1 = Pf˜n+1Q˜n+1. Since
var(Q˜nQn+1h) ≤ (1 +
3
2
β)2n · var(Qn+1h) + C˜n · ‖Qn+1h‖1
≤ (1 +
3
2
β)2n · var(h) + ((1 +
3
2
β)2nCn+1 + C˜n) · ‖h‖1 ,
we have
var(Q˜n+1h) ≤ (1 +
3
2
β)2(n+1) var(h) + (1 +
3
2
β)‖f ′n+1‖∞(C˜n + (1 +
3
2
β)2nCn+1) · ‖h‖1 .
Inserting the formula for C˜n finishes the proof.
Now we combine this lemma with the hyperbolicity assumption (3.2) for f :
Lemma 3.6 Suppose that in the situation of the previous lemma there are constants λ > 1, η > 0
such that
|(fN|Z)
′| ≥ λ for all Z ∈ Zn and |f ′|Z | ≥ η for all Z ∈ Z.
(This is assumption (3.2).) If f1 ◦ . . .◦fN is not the empty map (i.e. if f1 ◦ . . .◦fN is part of a branch
of fN), then
var(Q1Pf1Q2Pf2 . . . QNPfNh) ≤
(
(1 +
3
2
β)2N · λ−1 +
1
2
Nβη−N
)
· var(h) + λ−1C˜N · ‖h‖1 .
for each h ∈ BV.
Proof. Because of the variation condition (3.13)
var(
1
f˜ ′j
) ≤ β · ‖
1
f˜ ′j
‖∞ ≤
β
η
.
Therefore a simple induction yields
var
(
1
|(f˜1 ◦ . . . ◦ f˜N)′|
)
≤ Nβη−N .
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Hence
var(Q1Pf1Q2Pf2 . . . QNPfN h)
= var(Pf˜1Pf˜2 . . . Pf˜N Q˜Nh)
= var
(
Q˜Nh
|(f˜1 ◦ . . . ◦ f˜N )′|
◦ (f˜1 ◦ . . . ◦ f˜N)
−1
)
≤ var(Q˜Nh) · λ
−1 + ‖Q˜Nh‖∞︸ ︷︷ ︸
≤ 1
2
var(Q˜Nh)
·Nβη−N
≤
(
(1 +
3
2
β)2N · λ−1 +
1
2
Nβη−N
)
· var(h) + λ−1C˜N · ‖h‖1 .
Lemma 3.7 Let
Z = ZN ∩ f
−1
N ZN−1 ∩ (fN−1 ◦ fN)
−1ZN−2 . . . ∩ (f2 ◦ . . . ◦ fN )−1Z1 ,
and as before fi = f|Zi\Y . (Note that Z ∈ ZN if Z 6= ∅.) Recall that Λ = sup |f
′| <∞. If
spread(Q) <
Λ− 1
ΛN
·min{|Ji| : i = 1, . . . , r} ,
then
QPf1 . . . QPfN (h) = QPf1 . . . QPfN (h · 1Z)
for each h ∈ BV.
Proof. Let Z ′ ∈ ZN , Z ′ 6= Z. We prove that
QPf1 . . . QPfN (h · 1Z′) = 0 . (3.14)
Suppose this is not true. Then there is at least one δ-pseudoorbit xN , xN−1, . . . , x1, x0 with
• δ = spread(Q),
• xN ∈ Z ′, in particular fN−j(xN ) ∈ Z ′j (j = N, . . . , 1),
• xj ∈ Zj \ Y (j = N, . . . , 1), in particular Z ′N = ZN , and
• |xj−1 − fj(xj)| < δ (j = N, . . . , 1).
It follows that
|xj − f
N−j(xN )| <
N−j−1∑
i=0
δΛi < δ
ΛN
Λ− 1
< min{|Ji| : i = 1, . . . , r}
for j = N, . . . , 1 such that xj ∈ Z ′j ∪ Y . But this is possible only if Zj = Z
′
j (j = N, . . . , 1), i.e. if
Z = Z ′, a contradiction.
Proposition 3.8 If the assumptions (3.1), (3.2), (3.3), (3.6), and (3.7) are satisfied, then there are
C1, C2 > 0, α ∈ (0, 1) and δ > 0 such that for all h ∈ BV and all k ∈ IN
var(P˜ k1 h) ≤ C1α
k · var(h) + C2 · ‖h‖1
if spread(Q) < δ and |Jj | < δ for all j = 1, . . . , r. In fact, C1 =
(
2
η
)N
, α =
(
3
4
)1/N
, C2 = C2(N,C, f).
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Proof. Let M : BV → BV denote multiplication by 1X\Y . In view of the previous lemma we can
expand P˜N1 (h) as
P˜N1 (h) = (QPfM)
N (h) =
∑
Z1,...,ZN∈Z
QPfZ1M . . .QPfZNM(h)
=
∑
Z∈ZN
Q(Pf1Q) . . . (PfN−1Q)PfN (h · 1Z) .
Hence, by Lemma 3.6
var(P˜N1 (h)) ≤
∑
Z∈ZN
[(
(1 +
3
2
β)2N · λ−1 +
1
2
Nβη−N
)
· var(h · 1Z) + λ
−1C˜N · ‖h · 1Z‖1
]
≤
∑
Z∈ZN
[(
2(1 +
3
2
β)2N · λ−1 +Nβη−N
)
· varZ(h)
+max{|Z|−1 : Z ∈ ZN}λ−1C˜N · ‖h · 1Z‖1
]
≤
(
2(1 +
3
2
β)2N · λ−1 +Nβη−N
)
· var(h) + max{|Z|−1 : Z ∈ ZN}λ−1C˜N · ‖h‖1 .
Now choose β so small that 2(1 + 32β)
2N · λ−1 + Nβη−N < (3λ−1)
1
N and observe that λ > 4. This
proves the proposition for k = N with C1 = 1, α =
(
3
4
)1/N
and some C2 = C2(N,C, f). Iterated
application of this inequality extends it to integer multiples k of N with a new C2 =
1
1−αC2,old. The
extension to general k follows from the elementary inequality
var(P˜1h) ≤
2
η
var(h · 1X\Y ) + (C + Const ) · ‖h‖1 ≤
4
η
var(h) + (C + Const ) · ‖h‖1
with a constant Const depending only on f .
3.2.2 Proof of Theorem 1.2
If f has no periodic turning points, then P˜ k2 = 0 for some k ∈ IN that depends only on f , such that
(3.9) is trivially satisfied for P˜2 with constants C1, C2, α depending only on f and Q. In view of
Lemma 3.3 this implies Theorem 1.2.
3.3 Estimates close to turning points
In this section we prove (3.9) for P˜2, i.e. for branches with orbits close to turning points.
3.3.1 The random walk assumption
In order to prevent perturbed trajectories from being trapped in small neighbourhoods of periodic
turning points (this was the case in the example from Lemma 2.2), we introduced the random walk
assumption RW in (1.5). Here we relate it to a more technical exponential decay assumption.
Consider Pf and Qε (ε > 0) together with a decomposition QεPf = P˜1 + P˜2 = P˜1,ε + P˜2,ε as in
Section 3.1.4. Let ∗ ∈ {L1, L∞,BV}. We say that
P˜2 satisfies ED∗, if there are constants C > 0 and ω ∈ (0, 1) such that ‖P˜n2,ε‖∗ ≤ Cω
n
for all n > 0.
(3.15)
In order to derive EDL1 from RW , the intervals Jk, whose union makes up Y , must be chosen more
carefully than in (3.5) and (3.7) where we only took care that f(Jj) ⊃ J˜i for some i if f(Jj) ∩ Y˜ 6= ∅
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and that random jumps from X \ Y˜ to Y are excluded. In particular, spread(Q) ≤ |fJj| − |Jj |. Now
we require that this inequality is in fact nearly an equality. More exactly: Let Y be the smallest
domain such that
fε(Bε(Y )\Y ) ∩ Y = ∅.
Proposition 3.9 If Qε satisfies RW and if f ∈ H∞, then P˜2 satisfies EDL1 .
Consider a periodic turning point c with a period N . We assume first that the map f is locally
linear. Let us denote
λ = min{
2N∏
k=1
|f ′(fkx)| : x, fNx ∈ Bε(c)}.
Lemma 3.10 Let f ∈ H∞, fN(c) = c, Qε ∈ RW . Then P{f2nNε (x) /∈ Y } ≥ δ
2nN for each x ∈ Y
and n = − ln(θ(λ − 1))/ ln θ.
Proof. The domain Y consists of intervals around the points of the trajectory of the periodic turning
point c. Let us denote the interval around the point c by J . Then the distance from its boundary
points to the point c is not more, than ε/(λ− 1).
Note, that λ > 1. Indeed, after N iterations any point from the neighborhood of the point c either
will return to the neighborhood, or will leave the interval J (if the map is discontinuous at the point
c). Therefore if λ ≤ 1, then the H∞-assumption does not hold.
Let us fix a point x ∈ J . Then, applying H∞ and RW assumptions, we have
P{ dist(f2nNε x, c) > θελ
n} ≥ δ2nN
for any integer n and for any point x ∈ J . Therefore, if
θελn >
ε
λ− 1
,
then any point will leave the interval J in 2nN iterations with some positive probability, which will
not depend on ε. The value of n in the statement of lemma satisfies this inequality.
Corollary 3.11 For small ε the conclusion of the lemma remains true for piecewise C2–maps, if the
constant λ is replaced by a slightly smaller one.
Now to finish the proof of the proposition, we need the following simple statement.
Lemma 3.12 Let Q be any transition kernel satisfying Q(x,X\Y ) ≥ δ for any point x ∈ Y . Then
for any nonnegative function h ∈ L1 with the support in the set Y we have:∫
Y
Qh(x) dx ≤ (1− δ)
∫
Y
h(x) dx.
Proof. Recall that for any measurable set A we have∫
A
Qh(x) dx =
∫
Q(x,A)h(x) dx.
Thus ∫
Y
Qh(x) dx =
∫
Q(x, Y )h(x) dx ≤ (1− δ)
∫
Y
h(x) dx.
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3.3.2 Smooth perturbations
We start with a special case of absolutely continuous perturbations for which the calculations are
particularly easy.
Proposition 3.13 Suppose that Q is an integral operator with kernel q(x, y) satisfying
var(y 7→ q(x, y)) ≤
M
|Y |
for all x
and such that P˜2 satisfies EDL1 . Then
var(P˜n2 h) ≤MCω
n−1 ·
(
var(h) +
1
|X |
‖h‖1
)
for h ∈ BV.
Proof. Let h ∈ BV and denote h˜ := P (h1Y ). Then P˜2h = Qh˜ and
var(P˜2h) = var
(
y 7→
∫
h˜(x) q(x, y) dx
)
= sup
ϕ∈T1(X)
∫ ∫
h˜(x)ϕ′(y) q(x, y) dx dy
≤
∫
|h˜(x)| ·
∣∣∣∣∣ supϕ∈T1(X)
∫
ϕ′(y) q(x, y) dy
∣∣∣∣∣ dx
≤
∫
|h˜(x)| · var(y 7→ q(x, y)) dx
≤
M
|Y |
∫
|P (h1Y )(x)| dx
≤
M
|Y |
∫
Y
|h(x)| dx .
As P˜2h = QPf (h1Y ) = P˜2(h1Y ), it follows that
var(P˜n2 h) ≤
M
|Y |
∫
|P˜n−12 h(x)| dx
≤
M
|Y |
∫
P˜n−12 |h(x)1Y (x)| dx
≤
M
|Y |
· ‖P˜n−12 ‖1 ·
∫
Y
|h(x)| dx
≤ MCωn−1 · ‖h‖∞
≤ MCωn−1 ·
(
var(h) +
1
|X |
‖h‖1
)
Theorem 1.4 follows from this proposition and Proposition 3.9 via Lemma 3.3.
3.3.3 General perturbations
We now turn to more general perturbations, which are much more delicate. Our first goal is to
decompose the operator P˜2 as P˜2 = L+ P˜2K, where
varY (L
Nh) ≤ α · varY (h) for h ∈ BV(Y )
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with some suitable constant 0 < α < 1 and where K is a finite rank operator such that also P˜2K is
of finite rank. Our choice of K is
Kh =
r∑
j=1
h(cj)1Jj .
As our BV-functions are in fact L1-equivalence classes, one should interpret h(cj) as
1
2 (ess-limxրcjh(x)+
ess-limxցcjh(x)). For later use we note that
L(h · 1X\Y ) = P˜2(h · 1X\Y )−
r∑
j=1
h(cj) · P˜21Jj = 0 .
For the formulation of the next lemma we introduce the following notation: Let A,B ⊆ {1, . . . , r}.
Then
A→ B if ∃i ∈ A, j ∈ B : f(ci) = cj .
For i0 ∈ {1, . . . , r} let
ΛN (i0) := min{
N−1∏
l=0
|f ′(cil)| : i0 → {i1, iˆ1}, {il, iˆl} → {il+1, iˆl+1} (l = 1, . . . , N − 1)}
ΛN := min {ΛN(i0) : i0 ∈ {1, . . . , r}}
and observe that
ΛN+1(i0) = |f
′(ci0)| ·min
{
ΛN (i1) : i0 → {i1, iˆ1}
}
(3.16)
Lemma 3.14 Fix N ∈ IN and κ > 1. There is δ > 0 depending only on f and C such that for a
refined partition Z with diam(Z) < δ holds:
varY (L
Nh) ≤
r∑
j=1
varY (L
N (h · 1Jj)) ≤ κΛ
−1
N · varY (h) .
Proof. For j, k ∈ {1, . . . , r}
varJk∪Jkˆ(L(h1Jj)) = varJk∪Jkˆ(QPf ((h− h(cj)) · 1Jj ))
≤ varJ˜k∪J˜kˆ(Pf [(h− h(cj)) · 1Jj ]) + C · ‖Pf [(h− h(cj)) · 1Jj ] · 1J˜k∪J˜kˆ‖1
= varJ˜k∪J˜kˆ(
h− h(cj)
|f ′|
◦ f−1j · 1fJj ) + C · ‖(h− h(cj)) · 1Jj · 1J˜k∪J˜kˆ‖1
by(3.6) and the fact that Pf is a L
1-contraction. By (3.5) we have either f(Jj) ∩ (J˜k ∪ J˜kˆ) = ∅ such
that j 6→ {k, kˆ} or f(Jj) ⊃ J˜k or ⊃ J˜kˆ in such a way that j → {k, kˆ} but f(dj) 6∈ J˜k ∪ J˜kˆ. In the first
case
varJk∪Jkˆ(L(h · 1J)) = 0 .
In the second case f(dj) 6∈ J˜k ∪ J˜kˆ and
h(x)−h(cj)
|f ′| |x=cj
= 0, whence
varJ˜k∪J˜kˆ(
h− h(cj)
|f ′|
◦ f−1j · 1fJj) = varJj (
h− h(cj)
|f ′|
)
= varJj (
h− h(cj)
|f ′(cj)|
|f ′(cj)|
|f ′|
) ≤ varJj (h− h(cj)) ·
1 + β
|f ′(cj)|
+ sup
Jj
(h− h(cj)) · β
≤ varJj (h) ·
(
1 + β
|f ′(cj)|
+ β
)
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by the assumptions on β in (3.3). Hence
varJk∪Jkˆ(L(h1Jj )) ≤ varJj (h) ·
(
1 + β
|f ′(cj)|
+ β + C · |Jj | varJj(h)
)
· δj→{k,kˆ}
Let η0 = min{η, 1}. Given N > 0 and choosing Z sufficiently fine we can make β > 0 and |Jj | so
small that
1 + β
|f ′(cj)|
+ β <
1 + ε2
|f ′(cj)|
, C · |Jj | <
εη2N0
|f ′(cj)|
and 1 + ε < κ1/N
for a suitable ε > 0 and all j = 1, . . . , r. (Observe that r, the cardinality of Z, may depend on the
refinement of Z.) Hence
varJk∪Jkˆ(L(h1Jj )) ≤
(
1 + ε2
|f ′(cj)|
+
εη2N0
|f ′(cj)|
)
· δj→{k,kˆ} · varJj (h) (3.17)
for all j = 1, . . . , r, and summation over k yields
varY (L(h1Jj)) =
1
2
r∑
k=1
varJk∪Jkˆ(L(h1Jj)) ≤
(
1 + ε2
|f ′(cj)|
+
ε
2
|f ′(cj)|
)
· varJj (h)
≤
κ1/N
|f ′(cj)|
· varJj(h)
for all j = 1, . . . , r. This is the special case n = 1 of the estimate
varY (L
n(h1Jj)) ≤
κn/N
Λn(j)
· varJj (h) (3.18)
which we now prove for general n inductively: Suppose (3.18) holds for n ∈ {1, . . . , N − 1}. Then
varY (L
n+1(h1Jj)) =
r∑
k=1
varY (L
n(L(h1Jj)1Jk))
≤
r∑
k=1
κn/N
Λn(k)
· varJk(L(h1Jj ))
=
1
2
r∑
k=1
κn/N
Λn(k)
· varJk∪Jkˆ(L(h1Jj))
≤
1
2
r∑
k=1
κn/N
Λn(k)
·
(
1 + ε2
|f ′(cj)|
· δj→{k,kˆ} +
εη2N0
r|f ′(cj)|
)
· varJj (h)
≤ κn/N
(
1 + ε2
Λn+1(j)
+
εηN0
2
)
· varJj(h)
≤ κn/N
1 + ε
Λn+1(j)
· varJj (h)
≤
κ(n+1)/N
Λn+1(j)
· varJj (h)
by (3.17) and (3.16). This proves (3.18) for n = N in particular. Summing over all j finally yields the
claim of the lemma.
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Corollary 3.15 If there is some N such that ΛN > 1, then there are C(Λ1, N) > 0 depending
continuously on Λ1 and δ > 0 depending only on f and C such that for a partition Z with diam(Z) < δ
and α := Λ
− 1
2N
N holds
varY (L
nh) ≤
r∑
j=1
varY (L
n(h · 1Jj)) ≤ C(Λ1, N) · α
n · varY (h)
for all n > 0.
Proof. Let κ = Λ
1
2
N . Then the estimate with C = 1 follows for integer multiples n of N from the
previous lemma. To pass from this to general n, apply the previous lemma successively with N = 1.
We turn to the finite-dimensional contribution P˜2K of P˜2: Two straightforward inductions yield
P˜n2 =
n−1∑
k=0
P˜n−k2 KL
k + Ln and (3.19)
P˜n2 =
n−1∑
k=0
LkP˜2KP˜
n−k−1
2 + L
n . (3.20)
Inserting (3.20) into (3.19) results in
P˜n2 =
n−1∑
k=0
n−k−1∑
l=0
LlP˜2KP˜
n−k−l−1
2 KL
k +
n−1∑
k=0
Ln−kKLk + Ln
whence
P˜n2 h =
n−1∑
k=0
n−k−1∑
l=0
r∑
i=1
r∑
j=1
Ll(P˜21Jj) · (P˜
n−k−l−1
2 1Ji)(cj) · (L
kh)(ci)
+
n−1∑
k=0
r∑
i=1
(Ln−k1Ji) · (L
kh)(ci) + L
nh (3.21)
Observe now that for k ≥ 1
Lkh =
r∑
i=1
L(Lk−1h · 1Ji) =
r∑
i=1
P˜2vi (3.22)
where vi = (K − Id)(L
k−1h · 1Ji) such that supp(vi) = Ji and vi(ci) = 0. Therefore
var(P˜2vi) = var(QP (vi · 1Y ))
≤ var(P (vi · 1Y )) + C · ‖P (vi · 1Y )‖1
≤ var
(
vi
|f ′|
◦ f|Ji
−1 · 1fJi
)
+ C · ‖vi‖1
= var
(
vi
|f ′|
· 1Ji
)
+ C · ‖vi‖1
= 2 varJi
(
vi
|f ′|
)
+ C · ‖vi‖1 as vi(ci) = 0,
≤
2
η
varJi(vi) + (C + Const ) · ‖vi‖1
≤
2
η
varJi(L
k−1h) + (C + Const ) · ‖vi‖∞ · |Ji|
≤
(
2
η
+ (C + Const ) · |Ji|
)
· varJi(L
k−1h)
with a constant Const depending only on f . It follows that for sufficiently small Ji (depending on f
and C)
2‖Lkh‖∞ ≤ var(Lkh)
≤
r∑
i=1
var(P˜2vi) ≤
3
η
· varY (L
k−1h)
≤
3
η
· C(Λ1, N) · α
k−1 · var(h) . (3.23)
As |h(ci)| ≤
1
2 var(h), we can assume that this inequality holds for k = 0, too. Now (3.21) implies
var(P˜n2 h)
≤
3
η
C(Λ1, N)
2n
r∑
i=1

 r∑
j=1
(
var(P˜21Jj ) ·
n−1∑
s=0
αs−1|(P˜n−s−12 1Ji)(cj)|
)
+ αn−1

 · var(h) ,
and the problem of proving exponential convergence of var(P˜n2 h) to 0 is reduced to proving exponential
convergence of (P˜n2 1Ji)(cj) to 0. As var(P˜21Jj ) ≤
2
η + (C + Const ) · |Jj | with a constant depending
only on f , this proves
Proposition 3.16 Suppose there are constants B, β > 0 such that for all i, j = 1, . . . , r
|(P˜n2 1Ji)(cj)| ≤ B · β
n . (3.24)
Let α be the constant from Corollary 3.15, αˆ := max{α, β}. Then there are constants C2, δ2 > 0
depending only on f , C and B and such that for a refined partition Z with diam(Z) < δ2 holds
var(P˜n2 h) ≤ C2 · αˆ
n · var(h) for all h ∈ BV.
Unfortunately assumption (3.24) does not follow automatically from RW or EDL1 . Instead it is im-
plied by the stronger assumption EDL∞ . Therefore we discuss the following approach. By inequality
(3.23),
var(Lkh) ≤ Const · αk · var(h) .
As supp(Lh) ⊆ Y˜ for each h ∈ BV, L leaves BV(Y˜ ) invariant, and var = varX is a norm on BV(Y˜ ).
K˜ is a bounded finite-rank operator on BV (Y˜ ), because the evaluation of a function h at one point
is a bounded linear functional. In particular, also K˜n := P˜
n
2 − L
n = (L + K˜)n − Ln has finite rank,
and as
var((P˜n2 − K˜n)h) = var(L
nh) ≤ Const · αn · var(h) ,
P˜2 is quasicompact as operator on BV(Y˜ ). As P˜2 is at the same time a positive L
1-operator, it has a
nonnegative eigenfuntion h0 to its leading positive eigenvalue r0. Hence
rn0
∫
h0 dm =
∫
P˜n2 h0 dm ≤ Const · ω
n
∫
h0 dm (3.25)
for some ω ∈ (0, 1) by the EDL1 assumption, which implies r0 ≤ ω < 1.
Therefore varY (P˜
n−1
2 h) ≤ Const ·ω
n var(h), which is the desired estimate except that the constant,
which comes from the spectral representation of P˜2 cannot be controlled uniformly in ε. Nevertheless it
shows that for each fixed ε the perturbed system fε has a smooth invariant measure, and its transition
operator satisfies the Lasota-Yorke type inequality.
If f is linear in neighbourhoods of the turning points ci and if Qε(x,A) = Q(ε
−1(A − x)) for a
fixed probability measure Q (i.e. the usual scaling behaviour), then the constant in (3.25) is uniform
in Qε, because the variation of a function is not changed by a linear change of scale. This finishes the
proof of Theorem 1.5.
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3.4 Proof of Ulam’s conjecture
Another problem related to stochastic stability is the approximation of chaotic dynamics by finite
state Markov chains. The general idea here is due to Ulam [18]. Consider a partition of the phase
space X into a finite number of disjoint components {∆i}Ki=1, 0 < θε ≤ |∆i| ≤ ε. Then one can
compare statistical properties of a map f with those of a Markov chain with K states, whose transition
probabilities are defined as follows:
pij =
|f−1∆j ∩∆i|
|∆i|
Ulam’s conjecture states that if one consider a sequence of finite approximations of this type with
max |∆i| → 0 and K → ∞, invariant measures of these Markov chains converge weakly to a SBR
measures of the map f . The connection of this problem to the question of stochastic stability is
straightforward, because Ulam’s approximation corresponds to a specific Markov random perturbation
where the transition probability to go from a point x ∈ X to a measurable set A ⊂ X is equal to
Qε(x,A) :=
∑
i
1∆i(x)
|A ∩∆i|
|∆i|
, (3.26)
while the corresponding transition operator Qε : L
1 → L1 is defined by
Qεh(x) :=
∑
i
1∆i(x)
1
|∆i|
∫
∆i
h(s) ds. (3.27)
Therefore Ulam’s conjecture can be treated in the context of random perturbations and it was proved
earlier for the case λf > 2 in in [14] (see also discussion of this question in [10, 11, 2, 3]).
Let L1ε be the finite dimensional linear subspace of L
1 generated by { 1|∆i|1∆i}. Observe that
QεL
1 = L1ε. Consider the transition operator Pε : L
1
ε → L
1
ε, defined by
Pε
(
1
|∆i|
1∆i
)
:=
∑
j
pij
1
|∆j |
1∆j .
Lemma 3.17 Pεh = QεPfh for any function h ∈ L1ε.
Proof. It is enough to prove this statement for h = 1∆i . As
∫
∆j
Pf1∆i(s) ds = |f
−1∆j ∩∆i|, we
have
QεPf1∆i(x) =
∑
j
1
|∆j |
∫
∆j
Pf1∆i 1∆j(x) =
∑
j
|∆i ∩ f−1∆j |
|∆j |
1∆j (x)
=
∑
j
|∆i ∩ f−1∆j |
|∆i|
|∆i|
|∆j |
1∆j (x) = |∆i|
∑
j
pij
1
|∆j |
1∆j (x).
Thus
QεPf
(
1
|∆i|
1∆i(x)
)
= Pε
(
1
|∆i|
1∆i(x)
)
.
Notice that a related statement was proved in [14] for the case when all intervals ∆i have the same
length.
Straightforward calculations show that the transition probability, defined by (3.26), is smooth and
satisfies the variation assumption. Actually it satisfies the stronger assumption: var(Qεh) ≤ var(h)
for any h ∈ BV.
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If PTP = ∅, then Ulam’s conjecture is a corollary to Theorem 1.2. However, if PTP 6= ∅, formally
the statement of our Theorem 1.4 can not be applied here, because the RW -assumption may not be
satisfied in Ulam’s case. Here we prove that under the H∞-assumption Ulam’s construction satisfies
the EDL1-condition, such that Theorem 1.6 follows (just as Theorem 1.4) from Proposition 3.9 via
Lemma 3.3.
Consider a periodic turning point c with periodN . We consider only small values of ε and therefore,
as in the proof of Proposition 3.9, we may assume here that the map f is locally linear. Denote
λ := min{
2N∏
k=1
|f ′(fkx)| : x, fNx ∈ Bε(c)};
λk := |f
′(fkc)|, and Λf := max
x
|f ′x|.
Note, that due to (3.26) the escape rate (from some interval around a turning point) for any point is
the same, as for the end-points of the corresponding Ulam’s interval. Define the neighborhood Y of
the trajectory of the periodic point c as in the Section 3.3.1.
Lemma 3.18 Let f ∈ H∞, fN(c) = c and the perturbation Qε be defined by (3.27). Then there exist
constants δ > 0 and n <∞ such that for sufficiently small ε > 0
P{f2nNε (x) /∈ Y } ≥ δ
2nN for each x ∈ J
where J is the component of Y containing c.
Proof. In the same way as in the proof of Lemma 3.10 consider the interval J around the point c.
In this case it consists of a finite number K0 of Ulam intervals. Note that this number is uniformly
bounded for all ε > 0.
Fix a small positive number σ := θεγ/4, where γ := λ(λ−1)
2NΛ2N
f
. Let ∆0 be the Ulam interval containing
the point c. We set A := [c, 1] ∩ J if |∆0 ∩ [c, 1]| > |∆0|/2, and A := [0, c] ∩ J otherwise. Define
intervals An inductively by:
A0 := ∆0 ∩ A
An+1 := f
n+1A ∩ A˜n+1, where A˜n+1 =
(
∪i:|∆i∩fAn|>σ∆i
)
.
Let n0 = max{n : An ⊆ Y }. Then A˜n ⊆ Y for n = 0, . . . , n0, and it follows by induction that
• An is an interval adjacent to a point from the orbit of c for n = 0, . . . , n0 + 1 and
• An is a union of complete Ulam intervals for n = 0, . . . , n0.
Hence
|An+1| ≥ |fAn| − σ for n = 0, . . . , n0 ,
and a bit more complex calculation yields the following lower bound
Pε1An(x) ≥
γ
8λn
≥
γ
8Λf
> 0 for any x ∈ An+1. (3.28)
Indeed, for any Ulam interval ∆ with ∆ ∩ An+1 6= ∅ there exists an Ulam interval ∆′ such that
∆′ ∩ An 6= ∅ and |∆ ∩ f∆′| > min{σ2 ,Λfθε} =
σ
2 . Therefore the transition probability p∆′,∆ to go
from ∆′ to ∆ can be estimated as follows:
p∆′,∆ :=
|∆′ ∩ f−1∆|
|∆′|
≥
1
λn
·
|f∆′ ∩∆|
|∆′|
≥
|∆|
|∆′|
·
σ
2λnθε
=
|∆|
|∆′|
·
γ
8λn
,
such that
Pε1An ≥ p∆′,∆ ·
|∆′|
|∆|
· 1∆ ≥
γ
8λn
.
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Iterating the estimate (3.4) we obtain
|An| ≥ λnλn−1 . . . λ1θε/2− σ (λnλn−1 . . . λ2 + λnλn−1 . . . λ3 + . . .+ λn) ,
where the term
zn := λnλn−1 . . . λ2 + λnλn−1 . . . λ3 + . . .+ λn
can be estimated from above as follows. The sequence {λk} is periodic with period 2N and the
product
∏2N
k=1 λk = λ > 1. Therefore the highest order term contributes most, which gives the
following estimate:
z2kN ≤ λ
k−1 2NΛ
2N
f
(λ− 1)
.
Thus for 2kN ≤ n0 + 1 holds
|A2kN | ≥ λ
k
(
θε
2
−
2NΛ2Nf
λ(λ − 1)
σ
)
≥ λk
θε
4
,
which gives an exponential expansion rate for lengths of the intervals An. On the other hand by (3.28)
P 2kNε 1A0(x) ≥
(
γ
8Λf
)2kN
for each point x ∈ A2kN . This finishes the proof because the last two inequalities provide a uniform
estimate on the necessary number of steps and the probability to leave Y starting from the “centre”
interval ∆0 of Ulam’s partition.
Now the EDL1-property for the operator P˜2 corresponding to the Ulam Pε follows as in Proposi-
tion 3.9 via Lemma 3.12.
Remark, that if Ulam’s perturbations are selfsimilar for all ε > 0 (this means that the corresponding
transition probabilities do not depend on ε and that f is piecewise linear), then one can prove the
convergence of invariant measures in a much more simple way. Indeed, if the map f is topologically
mixing, then the same is true for the corresponding finite Markov chains in Ulam’s construction. Now,
due to the fact that the transition probabilities are the same for any ε > 0, we deduce that rates of
convergence are also the same, which gives the desired statement.
Dealing with Ulam’s conjecture, we assume that the elements ∆i of the partition are of comparable
size (0 < θ ≤ |∆i|/|∆j | ≤ 1/θ). To show that this assumption is necessary, consider the simplest case
of a map f with fixed turning point c = f(c) and a family {∆εi}ε of Ulam intervals, such that the
intervals near the point c (in the interval J = J(ε)) are of length ε2, while the others are of order ε.
Then the number of intervals ∆εi which have nonempty intersection with J is of order 1/ε, and for
any fixed δ > 0 the number of steps for a point close to c to leave the interval J with the probability
at least δ goes to infinity as ε→ 0.
Note that Ulam’s conjecture seems quite general, and actually we do not know any counterexample
even for multidimensional hyperbolic maps or maps with singularities. For example, the conjecture
clearly is true for nonchaotic maps with stable periodic orbits.
3.5 The variation condition on Q
In this section we give sufficient conditions for the Lasota-Yorke-type property (1.3) and (3.6) of Q.
Recall the notations from Section 3.1.2 on the stochastic part of the dynamics where we discussed the
operator Q and its dual Q∗, both defined in terms of the (sub)-Markovian transition kernel Q(x,A).
Extending Q(x,A) to all x ∈ IR by setting Q(x,A) = 0 for x ∈ IR \X , we can assume that Q and Q∗
act on L1m(IR) and L
∞
m (IR) respectively.
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Let V = X , V˜ = IR or V = Jk ∪ Jkˆ, V˜ = J˜k ∪ J˜kˆ, and denote by a and b the left and right
endpoints of V˜ respectively. Then V ⊆ (a+ spread(Q), b− spread(Q)) such that
Q∗1(a,x](a) = 1 and Q∗1(a,x](b) = 0 for each x ∈ V . (3.29)
Proposition 3.19 Suppose Q can be decomposed as a sum of linear operators Q = R + S in such a
way that
R1V˜ = 1 on V and R1W = 0 on V if W ∩ V˜ = ∅,
αR := supt varV (R1(a,t]) <∞,
Sh(y) =
∫
h(x)s(x, y)m(dx) for some kernel s with s(x, y) = 0 if x 6∈ V˜ , y ∈ V , and
CS := sup
x
varys(x, y) <∞ .
Then
varV (Qh) ≤ αR · varV˜ (h) + CS · ‖h · 1V˜ ‖1 (3.30)
for each h ∈ L1.
Proof. For ϕ ∈ T1(V ) and t ∈ X let Φ(t) :=
∫ t
a
R∗ϕ′ dm. Then Φ′ = R∗ϕ′ and
Φ(t) =
∫
R1(a,t] · ϕ
′ dm ,
whence Φ(t) = 0 for t ≤ a, and for t ≥ b holds:
Φ(t) =
∫
R1(a,t] ϕ
′ dm =
∫
V
(R1V˜ +R1(a,t]\V˜ ) · ϕ
′ dm =
∫
V
ϕ′ dm = ϕ(b)− ϕ(a) = 0 ,
because supp(ϕ′) ⊆ V . Furthermore
|Φ(t)| ≤ varV (R1(a,t]) ≤ αR .
Therefore α−1R Φ ∈ T1(V˜ ) and∫
ϕ′Qhdm =
∫
ϕ′Rhdm+
∫
ϕ′Sh dm
=
∫
R∗ϕ′ h dm+
∫ ∫
ϕ′(y)h(x)s(x, y)m(dx)m(dy)
=
∫
Φ′ h dm+
∫ [
h(x) 1V˜ (x) ·
∫
s(x, y)ϕ′(y)m(dy)
]
m(dx)
≤ αR · varV˜ (h) + CS · ‖h · 1V˜ ‖1 .
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Corollary 3.20 The assumptions of the previous proposition are satisfied in each of the following two
situations:
1. Q is a bistochastic kernel (i.e. Q1 = 1) and Q1(a,x](y) is decreasing as a function of y for each
fixed x (i.e. the “probability” to reach y from (a, x] is decreasing in y). In this case R = Q and
S = 0 such that αR = 1 and CS = 0.
2. Q has a differentiable transition density q(x, y) and
Cq := sup
x
∫ ∣∣∣∣ ∂q∂x (x, y) + ∂q∂y (x, y)
∣∣∣∣ m(dy) <∞ . (3.31)
In this case αR = 1 and CS = Cq.
Proof.
1. As Q(x, V ) = 0 for x 6∈ V˜ , we have Q1W = 0 on V if W ∩ V˜ = ∅ and Q1V˜ = Q1−Q1IR\V˜ = 1
on V . For each t ∈ IR holds
var(R1(a,t]) = var(Q1(a,t]) = Q1(a,t](a)−Q1(a,t](b) ≤ Q1(a) = 1 .
2. Let r(x, y) := −
∫ y
a
∂
∂xq(x, t)m(dt) = −
∂
∂xQ
∗1(a,y](x), define R with this kernel and let s(x, y) :=
q(x, y)− r(x, y). Then r(x, y) = s(x, y) = 0 if x 6∈ V˜ but y ∈ V , and
R1(a,t](y) =
∫ t
a
r(x, y)m(dx) = −Q∗1(a,y](t) +Q∗1(a,y](a) = 1−Q∗1(a,y](t)
by (3.29), such that αR = supt var(R1(a,t]) = supt var(Q1(a,y]) = 1 because of the monotonicity
of Q1(a,y](t) as a function of y. Furthermore,
R1V˜ (y) = 1−Q
∗1(a,y](b) = 1 for y ∈ V by (3.29), and
R1W (y) = −
∫
W
r(x, y)m(dx) = 0 for y ∈ V if W ∩ V˜ = ∅.
In order to estimate varys(x, y) = vary(q(x, y)− r(x, y)) we fix ϕ ∈ T1(X) and consider∫
ϕ′(y)(q(x, y)− r(x, y))m(dy)
=
∫
ϕ′(y)
(
q(x, y) +
∫ y
a
∂q
∂x
(x, t) m(dt)
)
m(dy)
= −
∫
ϕ(y) ·
(
∂q
∂y
(x, y) +
∂q
∂x
(x, y)
)
m(dy)
≤ Cq .
This estimate shows that varys(x, y) ≤ C for all x.
The following corollary allows to apply the reasoning of part 2 of the previous one also in cases where
q is not differentiable in the strict sense, but where e.g. the following condition is satisfied: There is
a constant C > 0 such that for all δ > 0 holds∫
|f(x+ δ, y + δ)− f(x, y)|m(dy) ≤ C · δ for all x .
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Corollary 3.21 If Q,Qn are (sub)-Markovian operators, limn→∞ ‖(Q − Qn)h‖1 = 0 for all h in a
dense subset of L1, and if lim infn→∞ Cqn <∞ with Cqn as in (3.31), then
var(Qh) ≤ var(h) + lim inf
n→∞
Cqn · ‖h‖1 .
Proof. var(Qh) ≤ lim infn→∞ var(Qnh) because limn→∞ ‖Q−Qn‖1 = 0.
References
[1] Baladi V., Young L.-S. On the spectra of randomly perturbed expanding maps, Comm. Math.
Phys. 156(1993), 355-385.
[2] Blank M.L. Small perturbations of chaotic dynamical systems. Uspekhi Matem. Nauk., 44:6,
1989, p.3-28.
[3] Blank M.L. Ergodic properties of one method of computer modeling of chaotic dynamical systems.
Matem. Zametki, 45:4,1989, p.3-12.
[4] Blank M.L. Chaotic mappings and stochastic Markov chains. Abstracts of Congress IAMP-91,
1992, 6p.
[5] Blank M.L. Singular phenomena in chaotic dynamical systems. Doklady Akad. Nauk (Russia),
328:1(1993), 7-11.
[6] Bunimovich L.A., Pesin Ya.G., Sinai Ya.G., Jacobson M.V. Ergodic theory of smooth dynamical
systems. Modern problems of mathematics. Fundamental trends. v.2, 1985, P.113-231.
[7] Doob J.L., Stochastic processes, Wiley, New York, 1953.
[8] Gora P., Boyarsky A. Compactness of invariant densities for families of expanding, piecewise
monotonic transformations, 41:5(1989), 855-869.
[9] Hofbauer F., Keller G. Ergodic properties of invariant measures for piecewise monotonic trans-
formations. Math. Z., 180 (1982), 119-140.
[10] Hunt F. A Monte Carlo approach to the approximation of invariant measures, Random & Com-
putational Dynamics, 2:1(1994), 111-133.
[11] Keller G. Stochastic stability in some chaotic dynamical systems, Mh. Math., 94 (1982), 313-333.
[12] Kifer Yu. Random perturbations of dynamical systems, Boston: Birkhauser, 1988.
[13] U. Krengel, Ergodic Theorems, W. de Gruyter, Berlin–New York (1985).
[14] Li T.Y. Finite approximation for the Frobenius-Perron operator. A solution to Ulam’s conjecture,
J. Approx. Th., 17(1976), 177-186.
[15] Lasota A., Yorke J.A. On the existence of invariant measures for piecewise monotone transfor-
mations, Trans. Amer. Math. Soc., 186(1973),481-488.
[16] Morita T. Random iteration of one-dimensional transformations. Osaka J. Math. 22:3(1985),
489-518.
[17] Pelikan S. Invariant densities for random maps of the interval. Trans. AMS, 281:2(1984), 813-825.
[18] Ulam S. Problems in modern mathematics, Interscience Publishers, New York, 1960.
27
