Current MRI nonuniformity correction techniques are reviewed and investigated. Many approaches are used to remedy this artifact, but it is not clear which method is the most appropriate in a given situation, as the applications have been with different MRI coils and different clinical applications. In this work four widely used nonuniformity correction techniques are investigated in order to assess the effect on tumor response measurements ͑change in tumor volume over time͒: a phantom correction method, an image smoothing technique, homomorphic filtering, and surface fitting approach. Six brain tumor cases with baseline and follow-up MRIs after treatment with varying degrees of difficulty of segmentation were analyzed without and with each of the nonuniformity corrections. Different methods give significantly different correction images, indicating that rf nonuniformity correction is not yet well understood. No improvement in tumor segmentation or in tumor growth/shrinkage assessment was achieved using any of the evaluated corrections. © 1998 American Association of Physicists in Medicine. ͓S0094-2405͑98͒02409-2͔
I. INTRODUCTION
Magnetic resonance imaging ͑MRI͒ is the modality of choice for brain visualization. MR images are often segmented for quantification of normal tissues or pathology. 1 Segmentation of brain tumors can assist in the identification of target volume for 2-D or 3-D radiation treatment planning, 2 the assessment of tumor response to therapy, 3 and visualization of lesions for surgery planning. 4 Efforts at our institution are focused on identifying changes in tumor volume between the baseline and follow-up MRIs, after treatment. Accurate measurements of relative tumor volume change over time can provide: ͑1͒ a basis for determining therapy ͑clinical management͒; ͑2͒ general treatment efficacy evaluation; and ͑3͒ the development of new treatment protocols. 3, 5, 6 MR images of brain tumor patients are extremely difficult to segment. Limiting the application to the measurement of tumor volume change avoids the need for absolute measurements that are difficult to validate, as required for RTP or surgery planning. 1 We have developed, implemented, and evaluated a number of segmentation techniques for assessing serial tumor volume response measurements. These methods include supervised ͑operator dependent͒ techniques such as k nearest neighbors, 7 semi-supervised fuzzy c-means ͑ssFCM͒, 8, 9 and fully unsupervised methods. 10, 11 The supervised techniques allow accurate monitoring of brain tumor response, but are operator intensive and not cost effective. Therefore, our current efforts are directed at developing fully unsupervised techniques, using a novel combination of pattern recognition and expert systems. This hybrid method allows successive refinements of fuzzy clustering guided by a knowledge base comprised of anatomical rules and intensity relationships. 12, 13 Many researchers have claimed that image nonuniformity is an obstacle for accurate segmentation. 1 Since many segmentation methods are based on the assumption that similar image intensity represents the same tissue, shading that spreads out the intensity distributions will interfere with tissue classification ͑Fig. 1͒. The literature on nonuniformity corrections provides descriptions of methods, but few results. We have done extensive analysis directed at understanding the MRI nonuniformity problem and found that: ͑1͒ the nonuniformity is often inseparable from true signal; and ͑2͒ the nonuniformity is rf coil and imaging plane dependent. For example, most multi-element head coils have reasonable uniformity in the axial plane, 1, 14 while surface coils suffer from severe fall off in all planes. Recently, the analysis of normal volunteers was used to estimate serial volume measurement reproducibility using a multi-element head coil. 8 The experiment was intended to provide the variability due to MR scanner drift, patient positioning, image nonuniformity, and operator variability for the segmentation method. The study was aimed at finding the detectable lower limit of serial volume change and associated confidence level. The result of the ssFCM method indicates that the reproducibility is tissue dependent, and that measurements by independent segmentation are within a maximum variation of Ϯ2.8%, for white matter volume. These results suggest that nonuniformity may not be a problem for serial measurements using a multielement head coil.
The aim of this work is to evaluate the efficacy of current nonuniformity compensation methods. Due to the plurality of techniques currently used, there are ambiguities connected with the theoretical basis, implementation, and application of these methods. Described applications include improved visual contrast as needed for surface coil images, global segmentation of an MRI volume, for example to locate the brain surface, and localized segmentation of small tissue regions such as brain tumors. Problems of assessing current techniques are compounded by the lack of common data bases. In an effort to address these questions, comparisons of various nonuniformity correction methods are given in this study. [15] [16] [17] [18] The methods are evaluated on common sets of images acquired over time, that serve as a standard for analyzing each approach and its influence on local tumor volume measurements and the measurement of changes in tumor volume over time.
II. REVIEW

A. Introduction
The accurate quantitative analysis of MR images can be influenced by many sources of signal uncertainty, 15, 19, 20 such as: noncoherent system image noise; partial volume effects, where the signal at some voxel site is derived from mixed tissue types within the voxel; Fourier imaging artifacts, including Gibb's phenomenon that manifests as ringing at sharp boundaries; 21 and pixel averaging due to the spatial extent of the spatial response function, 22 where the resulting signal at some arbitrary pixel is influenced by the surrounding volume in the local neighborhood ͑this could be considered as another type of partial volume effect͒. Similarly, image degradation may be induced by: different coil loadings due to biological ͑dielectric͒ effects; motion artifacts that can cause blurring and ghosting; 23 magnetic susceptibility changes associated with different tissue types; machine dependent magnetic perturbations including both receiver spatial response; and rf transmitter inhomogeneities that may cause signal intensity variations across the image. In addition, the main magnetic field inhomogeneities, although small in the isocenter, may cause image warping. Nonlinear gradients can cause image warping and imperfect slice profiles referred to as a potato chip effect, 24 where the slice is not a plane but warped, are factors that can contribute to image degradation. All of the above uncertainties can possibly lead to tissue volume determination errors with intensity based segmentation methods.
The degree of interference due to any particular source is dependent on the imaging hardware, such as analog signal filtering or coil design, where some designs produce more homogeneous fields. 25 The degree of degradation is also somewhat dependent on the pulse sequence and imaging parameters. A theoretical development of the MR image information content and related SNR resolution compromises is given by Fuderer. 26 Multispectral data acquisition permits the analysis of two or three sets of nearly independent data and may provide better tissue separation at the expense of more imaging time. Specifically, three spectral components provide for superior tissue separation. 1, 27 Signal variations due to magnetic nonuniformities are often dependent on slice orientation. 14, 20, 28 As discussed by Condon et al., the main source of signal nonuniformity in the transverse plane is due to analog bandwidth filtering of the raw data; the problem in the sagittal or coronal planes is mainly due to rf inhomogeneity. The bandwidth anomaly is not applicable to MRI systems, where the filtering cutoff is sharp ͑private communication with GE͒. Although the total magnitude of the error may be appreciable, it has been shown that the noise and rf inhomogeneities are stable over time. 29 In addition to reviewing compensation methods related to head images, methods related to surface coils [30] [31] [32] [33] [34] [35] and breast coils 35, 36 are referenced due to similar methodologies. The noise in a magnitude MR image is often misunderstood. Thorough treatments of the MR image noise and possible correction mechanisms can be found in a variety of sources. [37] [38] [39] [40] Power losses due to eddy currents are discussed by Harpen. 41 Motion artifact suppression is discussed by Headly and Yan. 42 Geometric distortions due to the main static field, gradient inhomogeneities, and sample susceptibility differences are discussed by these researchers. 
B. Nonuniformity: The problem
All imaging sequences start with exciting the equilibrium magnetization. If the magnitude of the rf excitation field varies across the sample, the signal amplitudes of like tissue will vary accordingly. The accepted model for the signal macroscopic nonuniformity perturbation at some arbitrary image location r is given by
where s 0 (r) is the observed corrupted signal, s(r) is the true signal, g(r) is a slow varying gain field responsible for the nonuniformity artifact, and n(r) is additive noise. This equation applies to both 3-D and 2-D data sets and accounts for all sources of nonuniformity and is normally applied to magnitude images, but should also apply separately to the real and imaginary components of a complex image. In general, the nonuniformity artifact is more severe inter-plane than in-plane. Note that the additive noise condition, as applied to magnitude images, is only an approximation valid when the signal-to-noise ratio is appreciable; 40, 46, 47 this point is often overlooked or misunderstood. As discussed previously, this model assumes that the interference term and true signal are multiplicative and independent which may not be universally correct.
14 The separability approximation may be valid for homogeneous objects such as phantoms, where the magnetic susceptibility is uniform, but may not be true for heterogenous objects, where the susceptibility varies. This problem is accentuated at tissue boundaries. Similar reasoning applies to image regions where partial volume effects are predominant and magnet field susceptibilities are mixed.
C. Correction techniques: General approach
Generally, empirical methods are used to estimate the gain field and correct Eq. ͑1͒. Theoretically, the corrected signal is given by
The resulting noise power acquires spatial dependence while the theoretical SNR is preserved. A variant of this method uses the logarithm of the image data. The corresponding model takes the form
If the signal term is much greater than the noise, this reduces to log͓s 0 ͑ r͔͒Ϸlog͓g͑r͔͒ϩlog͓s͑r͔͒. ͑4͒
In this form, the correction results in simple subtraction followed by exponentiation. Usually, the gain field is found by low-pass filtering of the signal. The corrected image can be expressed as
where lpf implies a low-pass filtering operation. This technique is often referred to as homomorphic filtering. This method is commonly used to separate inhomogeneities in the illumination of a scene and the reflection properties of the objects in the scene, 48 and is based on the idea that the illumination and scene occupy different parts in the frequency spectrum. The prospects of finding some approximate macroscopic correction function obtained empirically can be assessed by taking the Fourier transform of the above expression. If the two functions have disjoint ͑nonoverlapping͒ frequency spectrums, the separation may be possible. Otherwise, the correction may interfere with the true signal.
D. Correction techniques: Current applications
Although the particular imaging protocol has a direct influence on the resulting image quality, the reported compensation methods reviewed here are not use restricted to a particular imaging sequence. Therefore, just the methods and outcomes are discussed. The compensation methods for rf nonuniformity can be classified into two general categories relating to the gain field characterization: ͑1͒ internal methods, derived from the individual image data; 14, [16] [17] [18] 31, 32, 34, 35, [49] [50] [51] [52] [53] [54] [55] [56] [57] and ͑2͒ external methods, including magnetic field calculations 33, 58 and phantom based techniques. 14, 15, 27, 28, 36, 59 With the exceptions of the methods implemented by Rajapakse et al., 56 Meyer et al., 35 Wells et al., 55 and Guillemaud et al., 57 the data driven methods can be further divided into two subcategories: ͑1͒ filtering methods; and ͑2͒ surface fitting techniques. The segmentation method presented by Rajapakse et al. 56 incorporates a similar idea and assumes that the mean value of a given tissue class is a slowly varying function of position; the rf correction is not a modular function but incorporated into the general tissue segmentation routine. Similarly, Meyer et al. 35 use an iterative polynomial volume modeling approach that is robust with respect to inhomogeneity as a preliminary segmentation step. Wells et al. 55 apply an iterative approach, based on expectation maximization ͑EM͒ to estimate and correct the gain field; the technique is a data driven adaptive form of Eqs. ͑4͒-͑5͒. A brief generic description of each technique is given. Guillemaud et al. 57 present a modification of the Wells et al. 55 EM technique. The reader should refer to the appropriate references for exact details and implementation procedures.
Phantom based methods
Uniform phantoms are used to map the macroscopic rf intensity variation. Tip angle variations induce a corresponding signal variation. Using the initial condition that the unperturbed signal is uniform, a correction can be derived and implemented with Eq. ͑2͒.
Surface fitting methods
A surface fitting procedure is used to model the gain field. The procedure requires some initialization, where it is assumed that ''good image regions'' of like tissue can be identified a priori. These regions are used as sample points for the nonuniformity characteristic. A surface is generated, and all points within the field of view are extrapolated from this surface. The technique is equivalently implemented using Eq. ͑2͒ or Eq. ͑4͒.
Filtering methods
There are two general approaches taken to estimate the gain field: filtering the image domain data and using Eqs. ͑1͒-͑2͒ to make the correction; or filtering with Fourier methods and using Eqs. ͑3͒-͑5͒ to make the correction.
The image domain approach often requires a homogenous image assumption, implying that other than the dominant tissue class must be removed first. For example, in brain images, brain parenchyma is considered as the homogenous class, and the ventricles are removed. The gain field is estimated by comparing local estimates of the expected signal value with the global expectation. Often the local estimate is acquired with order statistical methods, 59 such as median filtering, or simple averaging techniques applied locally. This approach can be extended to include the possibility of multiple tissue classes, where the anomaly is estimated by comparing the global parameter for some given tissue type with the locally measured parameter.
The Fourier approach for estimating the gain field is built on the assumption that the gain field is a slowly varying function compared to the true signal and that the two spectra are separable. Using Eqs. ͑3͒-͑5͒, a low-pass filter is applied; this is often referred to as homomorphic filtering. The low-pass filtered image and the observed image can be subtracted to obtain the correction and the result exponentiated. Both approaches can be applied automatically without intervention or initialization.
Field calculations
The gain field is derived theoretically for a given coil geometry. Complicated geometries are difficult to model, and do not include a model of the susceptibilities of the biological subject that is imaged.
E. Assessment of current approaches
The impact of rf nonuniformity correction techniques on tissue classification is given in two parts: ͑a͒ single image acquisition analysis and ͑b͒ multispectral analysis.
Single image acquisition analysis
The results presented by Condon et 56 In general, these methods are not tested for serial volume reproducibility. Intensity corrections are also used in association with 3-D brain contour detection 59 and illustrate some benefit.
Multispectral acquisition image analysis
Lim et al. using a global thresholding supervised segmentation method demonstrate moderate agreement between two raters using the correction technique; 50 no control study is given for comparison. Kamber et al. show that MS lesions can be separated. 52 Similarly, no control study is given. Glennon illustrates that the corrections had little effect on segmentation performance. 14 Johnston et al. show that automated segmentation with the correction compares with manual segmentation and performs better than semisupervised classification methods. 18 Dawant et al. show that correction methods reduce the tissue volume coefficient of variation, but before and after correction tissue averages are not presented. 16 These methods were not tested for effective longitudinal volume reproduction.
Longitudinal studies show that scan to scan and interobserver variability can be reduced in normal brain tissue volume analysis, 17 but no conclusion concerning the reproducibility of particular tissue volume of a particular slice over time can be made due to the way the data are presented with total volume averages. Wells et al. use an adaptive approach for segmentation and gain field estimation that compares favorably with manual segmentation and performs better than some supervised methods. 55 The study does not provide serial volume measurements; therefore, no assessment of relative volume reproducibility can be made. It has been demonstrated that the growth of MS lesions can be tracked over time which is consistent with a worsening condition. 27 In addition to the nonuniformity correction, the data were smoothed with a diffusion filtering technique; no control study is presented without separating the effect of the two data correction methods.
III. MATERIALS AND METHODS
A. Serial MRI data
MRI data for six patients having cerebral tumors are investigated ͑Table I͒. The same cases were analyzed in previous studies. 9 The tumor types studied include gliomas ͑glio-blastoma multiforme, grade III, or higher grade astrocytoma͒, metastasis, and meningioma. Meningiomas and metastases tend to have well defined boundaries and are easier to segment; gliomas tend to have diffuse boundaries. In this work, we do not differentiate the analysis by tumor type because of the small number of patients. Some patients previously received a combination of surgery and radiation therapy. During the 32 week monitoring period, each patient received chemotherapy, radiation therapy, or a combination of both. The patients were imaged on multiple occasions ranging from 2 to 5 scans, depending on the patient case. Training data for the classifier were selected multiple times by various operators with comparable experience, allowing the measurement of operator variability.
B. Imaging scheme
The trans-axial multispectral MR images were acquired using a 1.5 Tesla GE Signa Advantage MRI scanner with a multi-element head coil ͑General Electric Company, Milwaukee, WI͒. Contiguous 5 mm slice images were acquired with a field of view of either 240 mm ͑for Patients 1-5͒ or 220 mm ͑for Patient 6͒ with a 256ϫ192 acquisition matrix and were reconstructed to a 256ϫ256 pixel image. The multispectral data set consisted of a 5 mm thick anatomical slice T1 weighted, proton-density ͑PD͒ weighted, and a T2 weighted images. The T1-weighted images were acquired using a standard spin-echo ͑SE͒ sequence with a TR/TEϭ650/11 ms. The PD and T2 images were acquired using a fast spin-echo ͑FSE͒ sequence with a TR/TE eff ϭ4000/17 ms for the PD image and a TR/TE eff ϭ4000/102 ms for the T2 image. All image sets, including the FSE images, were acquired after administration of Gd-DTPA contrast enhancement.
C. Segmentation method
The k nearest neighbors (kNN) segmentation method is used for evaluation. Although the ideal method would be a completely unsupervised technique, we have not completed   FIG. 2 . Phantom correction method. ͑a͒ Image of a transaxial slice through the phantom does not show a stronger rolloff in the frequency-encode direction. ͑b͒ Average pixel intensity and standard deviations in transaxial slices as a function of their position along the bore of the magnet ͑Z-axis͒: no effect of interleaved acquisition sequence is seen. ͑c͒-͑f͒ Correction of the coronal phantom images based on the transaxial data set. ͑c͒ Mean pixel intensity and standard deviation in the coronal slices as a function of the position of the slice before ͑thin line͒ and after ͑thick line͒ correction: better uniformity was achieved ͑smaller error bars͒ as well as slice-to-slice uniformity. ͑d͒ Original coronal image; ͑e͒ correction matrix found by inverting the tri-linear interpolation of the transaxial data set; and ͑f͒ corrected coronal image.
the hybrid clustering/expert system approach. 13 The k nearest neighbors method is a standard approach and has been used extensively at this institution and by other researchers, 1 and is therefore suitable for the evaluation. Descriptions of kNN can be found elsewhere. 5, 7, 9 Training data for the classifier for the analyzed patients are available from previous work. 9 Because of the magnitude of the data handling required for this study, the results were processed automatically, i.e., no further supervision was done for the selection of the tumor location in the segmentation result. As a result, some false positive areas that were discarded ͑disarticulated͒ in previous studies 9 are now included in the volume measurements. In some cases, this leads to poor correlation with a pixel-bypixel expert assessment. It should be emphasized that manual disarticulation of false-positives ͑i.e., selection of the tumor location͒ is important for tumor volume accuracy, which was subject of a previous paper. 9 However, in this study we assess the effect of nonuniformity corrections on the segmentation results.
The kNN segmentation method is applied to multispectral data. Nonuniformity corrections are applied to each spectral image individually, before the kNN algorithm is applied. We compare five kNN segmentations of each data set: uncorrected data, and after application of each of four correction methods.
D. Phantom correction method
The phantom correction method proposed by Wicks et al. 15 is implemented with phantom measurements using the same MR imaging sequences as used for the patients ͑see Sec. III B͒. The voxel locations in each patient data set were matched to the phantom intensities using tri-linear interpolation. All patient images were acquired within 15 months of the phantom data. During the patient data acquisition period no changes in imaging protocol, scanner software, or hardware were performed. Analysis of the daily quality assurance phantom images implemented over a three year period indicates some variability exists, but no long term systematic drift was observed in the uniformity measurements ͑see Ref.
25͒. Therefore, the phantom image set is appropriate for this data. Wicks et al. apply a receiver filter correction to the phantom to compensate for the analog filtering roll-off. This problem can be identified by measuring the standard deviations of profiles in both phase-encode and frequency-encode directions and proves not to be a problem ͓Fig. 2͑a͔͒. The eddy current correction performed by Wicks et al. was not performed, since no effect of interleaved acquisitions was observed ͓Fig. 2͑b͔͒. The phantom images were smoothed with a 7ϫ7 median filter for noise removal as in the study by Wicks et al. 15 To illustrate the method, show that phantom images were acquired correctly and demonstrate that the coded program is correct, the experiment described by Wicks et al., ͓see Figs. 2͑c͒-2͑f͔͒ was repeated using images of a homogeneous phantom data acquired on our MRI system. Following Wicks et al., the phantom images acquired in the coronal plane were compensated with a correction matrix derived from images acquired in the axial plane with the same pulse sequence: a T2 weighted fast spin-echo ͑FSE͒ acquisition. The method indicates that images acquired in one orientation can be used to develop corrections for images acquired in other orientations. The method is very effective in removing image nonuniformities; see Figs. 2͑c͒ and 2͑f͒. Wicks et al. define two measures of uniformity: in-slice uniformity is the ratio of the standard deviation of the image intensities to their mean after noise removal; slice-to-slice uniformity is the standard deviation of the individual slice means to their overall mean over all slices. 15 In our experiment, the slice-toslice uniformity in the coronal image set is reduced from 6.3% to 1.2% after correction, and the average in-slice uniformity is reduced from 8.1Ϯ1.7 to 2.8Ϯ3.7 ͑mean Ϯstandard deviation͒. These figures are similar to those found by Wicks et al.
E. Image smoothing method
The method proposed by Narayana and Borthakur is implemented. In the previous investigation, 17 dual-echo data were analyzed. Here, this method is applied to the T1, PD, and T2 spectral component images. The intracranial mask is obtained by editing the previous kNN segmentation result. 9 No smoothing prior to the correction is applied. Narayana and Borthakur replace some bright areas in the image with the average value of the remaining pixels, which are presumed to be brain parenchyma. The specific details of the threshold selection are not given in the study. 17 We use a ''pre-segmentation'' based on thresholds. The image is changed into an image of a relatively uniform object, similar to a phantom. The purpose of this step is to remove image features ͑bright areas͒. The rf nonuniformity is subsequently separated from the true signal by removing high frequency details using smoothing. If the image used for correction has only one tissue type with assumed uniform image intensity, the same ideas used for the phantom correction can be applied. If the area outside the brain mask is set to zero, 17 the smoothing would result in a significant fall-off at the edge of the brain. Therefore, the area outside the brain mask must be set to a mean value as well. To apply the method to our multispectral brain tumor images, the mean value and standard deviation ͑s.d.͒ of the data within the brain mask are calculated, and everything outside the interval ͓mean-2s.d., meanϩs.d.͔ is set to the mean. This asymmetric interval was determined empirically, and was found to replace the background as well as the ''bright areas'' in each of the multispectral images, including the enhancement in the T1 weighted image and the ventricles, vessels, and edema in the PD/T2 weighted images. Note that if the intensity interval is made smaller, the number of pixels that contribute information for the calculation of the gain field is reduced. The resulting image is smoothed with a 25ϫ25 median filter, resulting in the correction image ͑the gain field͒. The original data are then divided by this correction image; see Eq. ͑2͒. Instead of normalizing the corrected images on the maximum pixel intensity, we restore the mean value within the brain mask. Figure 3 shows an example of the application of the correction method.
F. Homomorphic filtering
This correction method investigated by Johnston et al. is implemented. 18 This approach is essentially identical to the smoothing method described above, with the exception that the smoothing and correction operations are applied to the logarithm of the image; see Eqs. ͑4͒ and ͑5͒. Johnston et al. set the background in the image to the mean of the image within the brain mask and do not consider the bright areas within the brain mask, which was a concern for other researchers. 17 It was asserted 18 that the low-pass image contains the rf nonuniformities. We found that the smoothed images are extremely blurred ͑bright and dark patterns͒ versions of the original, and did not necessarily represent the rf nonuniformity, as illustrated in Fig. 3 . 18 This is particularly a problem with large bright areas observed in each of the multispectral images of the brain tumor patients. This was eliminated by using the same approach as described for the smoothing method above, by replacing dark and bright intensities outside the ͓mean-2s.d. meanϩs.d.͔ interval with the mean intensity of the brain region. This point is illustrated in Fig. 4 . Johnston et al. do not characterize the low-pass filter procedure, and it is not described in referenced work. 30 Since 30 states that a linear filter was used, a low-pass 32ϫ32 boxcar averaging filter is used for this study.
G. Surface fitting
Dawant et al. implement two similar correction methods based on surface fitting. 16 Thin-plate splines are fit to ͑1͒ a few manually selected control points, termed the direct fit, or ͑2͒ fitting points returned by a neural network segmentation step, termed the indirect fit. In our implementation, 32 points obtained from the kNN white matter segmentation are used for initialization. The points are spread evenly across the image and picked from the regions with the highest probability of belonging to the white matter tissue class. Dawant implemented the high probability criterion by selecting only points with a neural network output above a threshold; we required that all k nearest neighbors (kϭ7) in the training set were labeled white matter. If less than 32 points satisfied these conditions, the points with kϪ1 white matter neighbors were added; this was needed in less than 1% of the cases ͑10 times out of 1022 sets of training data͒. We found that the reference points obtained this way were spread evenly over the intracranial mask, and included some peripheral reference points. There was no need for additional reference points on the perimeter of the mask, as Dawant describes. A thin-plate spline is then fit to the 32 reference points. This approach can be considered as a composite derived from both of Dawant's methods. Figure 5 shows the application of the method to one image. A correction surface is generated for each training set. Therefore, the resulting variabilities in the tumor volume measurements include the variability in the nonuniformity correction introduced by the reference point selection.
H. Expert assessment of tumor volume
Although MR contrast enhancement has its limitations, T1 weighted images acquired after administration of gadolinium DTPA to improve delineation of tumor margins 4 are used as a practical representation of active brain tumor tissue and for estimations of relative changes in tumor volume in response to therapy. 1, 4, 6, 61 Pixel-by-pixel expert hand segmentation is established using a custom design interface to display full multispectral MRI images. A transparent overlay of the physician determined segmentation allows reproducible hand drawing of tumor tissue for each 2-D slice. Physician experts ͑neuro-radiologists͒ generate manually tumor labels on each slice through the tumor volumes, a very time consuming task. The variation using this method is less than 5%, 62 with the source of variation being the uncertainty in the image rather than labeling precision. This method has been successfully used in our laboratory for the last three years. 9, 10, 61, 62 
I. Statistical methods
We are interested in the effect of nonuniformity corrections on the measurement of tumor response, i.e., the change in tumor volume relative to a baseline volume measured before treatment started. We compare segmented results to the expert labeling. As a first evaluation, the measured volumes themselves, rather than the responses, can be related to the expert labeling. Intuitively, the Pearson correlation coefficient R p should provide insight in the ability of the segmentation method in conjunction with a nonuniformity correction to reproduce the expert hand segmentation. However, Bland and Altman have pointed out that correlation does not necessarily provide insight in the clinical adequacy of the method under evaluation. 63 As an alternative, they proposed to plot the difference of two measurements against their average, and calculate the standard deviation of the differences. Our analysis of the nonuniformity corrections will be based on the standard deviations of the differences with the expert labeling.
In addition to comparing the tumor volumes, the responses must be evaluated. For each method, for each patient FIG. 3 . Image smoothing technique: ͑a͒ original T1 weighted image; ͑b͒ gain field as found by smoothing image ͑a͒ using Narayana's technique; and ͑c͒ image within the brain mask after correction.
and each follow-up, the response measurements are calculated as:
where Resp i j is the response measurement obtained for the jth follow-up of the ith patient, and the V's represent the volumes obtained for this follow-up and the baseline V i0 , respectively. Moreover, the response measurement is calculated for each set of training data as obtained from the operators ͑see Table I͒ . The response measurements for each patient, follow-up, and training data set are then evaluated separately for each correction method against the response measurements obtained using the manually segmented volumes. Again, the standard deviations of the differences will provide insight in the effect of the correction methods.
IV. RESULTS Figure 6 shows estimates of the gain fields generated by each correction method for a representative slice. It is most important to note that the gain field is very different for each technique ͑columns 2-5͒ and each MR image ͑rows a-c͒. The gain fields calculated by the smoothing technique ͑col-umn 3͒ and by homomorphic filtering ͑column 4͒ can be considered blurred versions of the raw image ͑column 1͒, obviously with the exception of the enhancement in the T1 and PD weighted images, which was replaced with the mean of the image before calculating the correction. The gain fields in Fig. 6 represent significant modifications to the measured data, with multiplication factors ranging from 0.45 to 1.45 ͑see legend in row d͒. It should be noted that pixel intensities between different classes in MRI data have similar variations: the class means vary from 0.50 to 1.70 times the image means in the uncorrected data. Despite the large correction factors, and the significant differences between the gain fields as calculated by the four correction methods, the tumor segmentation results ͑row e͒ do not show much variation at all. The main differences in segmentation results can be found at the edge of the intracranial region, which are false-positives. where areas outside the range around the mean are replaced with the mean; ͑e͒ gain field found using modified method with the same display parameters as ͑b͒; ͑f͒ corrected image. Center and width were the same for ͑a͒, ͑c͒, ͑d͒, and ͑f͒, and were also the same for ͑b͒ and ͑e͒. Note that ͑b͒ and ͑e͒ are very different, but the resulting corrected images are very similar.
FIG. 5. Surface fitting. ͑a͒ Original image. ͑b͒ Segmentation result before correction. ͑c͒ Location of the 32 reference points chosen by systematic sampling of the white matter pixels with high probabilities. ͑d͒ The gain field as found by fitting thin-plate splines to the reference points. ͑e͒ Corrected image. Figure 7 shows the measured tumor volumes for each patient and each follow-up, for each of the correction methods. As was also seen in representative slice in Fig. 6 , only small differences between correction methods are seen, except for the surface fit. Table II shows the Pearson correlation coefficients for the correction methods, measured by plotting each of the segmented volumes against the corresponding expert labeled volume. Note that the correlation coefficients are biased estimates, since the numbers were obtained with repeat studies of the same patient and repeat training data selection by the same operators. However, the bias is the same for each of the correction methods. The differences in correlation coefficients confirm that the correction techniques have very little impact on the segmentation results, with the exception of the surface fitting technique where a weaker correlation is found.
Application of the method proposed by Bland and Altman results in the graphs in Fig. 8 and the summary in Table III . The values of the numbers in Table III are of less interest here than the comparison between the methods. Paired t-tests on the differences obtained without correction and with each of the corrections methods each show pϾ0.3, except for the surface fit data ( pϽ0.01). Application of the F-variance test on the differences in volume measurements shows no significant differences in the variances of the distributions ͑p Ͼ0.5 for phantom correction, smoothing and homomorphic filter, pϭ0.16 for the surface fit͒. In Fig. 7 , the data are separated by patient. For the surface fit, the results indicate FIG. 6 . Gain fields and segmentation results for a representative slice. The uncorrected MRI slice data ͑T1, PD, and T2 weighted images͒ is depicted in a1, b1, and c1, respectively. Columns 2-5 show the gain fields according to the phantom correction, smoothing, homomorphic filtering and surface fit resp. for the corresponding MR images in the row. ͑d͒ Legend for the gain fields in a2Ϫc5. Row ͑e͒: tumor segmentation results for uncorrected, phantom correction, smoothing, homomorphic filtering and the surface fit resp. The main difference in the segmentation result can be seen in the false positives at the meninges.
that the kNN segmentation strongly overestimates the tumor volume compared to manual segmentation. However, no systematic differences between the patients can be seen in the graphs. Table IV lists the results of the Bland and Altman test as applied to the response measurements. Again, there is no statistical difference between the means and standard deviations of the differences in response measurements, with the exception of the F-variance test for the surface fit ( p ϭ0.04).
V. DISCUSSION AND CONCLUSIONS
Many researchers have claimed that in MRI segmentation, rf nonuniformity is of critical importance. In this work, various nonuniformity correction approaches were tested on a single database of six patient cases encompassing 20 MRI volumes to assess the effect on tumor response assessments.
In general the proposed nonuniformity correction methods involve removing the lower part of the frequency spectrum. Similar techniques are often used in other imaging modalities to induce level contrast to irregular highly correlated random fields, while maintaining detail. This method may be superior to standard intensity based contrast manipulations. Reduced operator variability is consistent with this data manipulation. The phantom correction method applies a small correction to the data since the phantom images themselves are quite uniform in the area of the brain parenchyma. It should be noted that our approach to segmentation has been on a slice by slice basis rather than segmentation of the full volume as is proposed by Wicks et al. and Wells et al. 13, 55 For volume segmentations, the profile along the Z-axis obviously needs correction, for which phantom correction techniques may be applicable. 20 For segmentation of localized tumors in transaxial images our results do not indicate any beneficial effect.
The smoothing and homomorphic filtering techniques assume that there is a separation of spatial frequencies of the gain field and the signal. However, the gain fields found through either filtering technique reflect the tissue dependent brightness patterns in the MR image, indicating that no such separation is achieved. This is also true even when constructing a ''featureless image'' by replacing bright and dark areas with the mean value in the brain mask.
Surface fitting is in principle equivalent to low-pass filtering. The approach assumes that the correction for one tissue type is applicable to another; this may not be the case for abnormal image regions that consists of a tumor bed interspersed with necrosis and surrounded by edema. The method may be useful for images of a less complex nature, but the distorted geometric distribution of white matter and the intensity changes due to pathological changes in brain tumor patients resulted in this study in a reduced correlation with the manually labeled tumor size.
Although the corrections themselves are quite significant, the application of the correction methods on tumor response measurements is very small. This can be attributed to the fact that tumors are localized regions, which are positioned in approximately the same way in the MR imager in follow-up studies. The true nonuniformity is much smaller than the image-based gain fields indicate, and does not prohibit accurate tumor response measurements. Comparisons of the inter-slice or corresponding intra-slice gain fields indicate little consistency with each approach except for the phantom based method. This variation may be caused by some of the effects discussed in Sec. II A, the validity of Eq. ͑1͒ for objects other than homogeneous, or both.
In conclusion, the differences in the calculated gain fields show that rf nonuniformity corrections are not yet well understood. Moreover, the implemented correction methods have not shown beneficial effects for tumor segmentation of individual multispectral MR slices for brain tumor response measurements. 
