nated to a surface Al, providing a mechanism for the interchange of O s and O ads . These results also provide evidence for incipient Al(OH) 3 formation on the surface. The ultimate structure of the heavily hydrated surface is clearly very complicated and may depend strongly on sample history. It is possible that the Al(OH) 3 species can be removed completely (perhaps starting near steps or other defects), leaving a less reactive surface that is completely O s H-terminated, which is similar to the known surfaces of aluminum hydroxides (1) .
An idealized model for fully hydroxylated ␣-Al 2 O 3 (0001) (28) replaces each surface Al with three H atoms ( Fig. 5A) , yielding a coverage Ͼ15 OH per square nanometer. Room-temperature MD simulations of this model revealed a complex dynamic structure ( Fig. 5B) , with one out of every three OH groups, on average, lying parallel to the surface because of in-plane hydrogen bonding. Calculated O-H vibrational spectra (25) yielded two broad peaks at ϳ3470 and 3650 cm -1 , with the peak at ϳ3470 cm -1 corresponding to in-plane OH groups. The peak at ϳ3650 cm -1 is close to the single peak (3720 to 3733 cm -1 ) that is observed in most measurements on hydroxylated ␣-Al 2 O 3 (0001) (29) and to the range that is generally assigned to bridging OH groups (2, 26) . The peak at ϳ3470 cm -1 is red-shifted by hydrogen bonding and is generally not seen in single-crystal experiments, perhaps because of selection rules or because it is too broad. Our finding of two peaks split by 200 cm -1 contradicts all previous classifications of OH vibrations (and subsequent cluster modeling) (2) on aluminas, which assume that all OH groups with the same coordination of O and neighboring Al have the same frequency. By this criterion, all of the surface OH groups in Fig. 5 are equivalent; however, their stretch frequencies clearly depend also on longer range environmental effects.
The present investigation of ␣-Al 2 -O 3 (0001) has elucidated several aspects of the complex interactions of H 2 O with an alumina surface, especially the dynamics of dissociation reactions at low and high coverages. On the basis of these results, a consistent interpretation of a diverse set of experimental data on hydroxylated alumina surfaces begins to emerge. 1993 (1991) ], and a local analytic pseudopotential was derived for H. This is essentially a softened Coulomb potential with a core radius of 0.25 atomic units. Electron wave functions are expanded in a plane-wave basis set with an energy cutoff of 70 rydbergs (Ry). We used the Car-Parrinello Molecular Dynamics code in the parallelized 2.5 version (developed by J. Hutter and copyrighted by IBM, Armonk, NY). All calculations were performed on a 32-node IBM RS6000 SP at the IBM Watson Research Laboratory (Yorktown Heights, NY ). 8. In the MD runs, a value of 400 au was used for the fictitious electron mass of the Car-Parrinello Lagrangian multipliers (6) , and each hydrogen molecule was replaced by deuterium to improve the separation between electronic and ionic degrees of freedom. The time step in the Verlet algorithm for the integration of the equations of motions was ϳ0.1 fs. (3, 4) . We used the measurements from 1995 ( Fig.  1 ) (4), because there was no remaining evidence of disturbances from the drilling and the measurements were the most precise (Ϯ5 mK). Temperatures measured in a thermally equilibrated shallow borehole near the drill site are used for the top 40 m, because they are more reliable than the GRIP profile over this depth (5) . The present mean annual surface temperature at the site is -31.70°C. The 2037-m-deep ice core from Dye 3 (65.2°N, 43.8°W) was recovered in 1981. We used temperature data from 1983 measurements with a precession of 30 mK (6, 7). The temperatures at the bedrock are -8.58°C at GRIP and -13.22°C at Dye 3. Calculations show that the basal temperatures have been well below the melting point throughout the past 100,000 years (8) . Because there are still climate-induced temperature changes near the bedrock, we included 3 km of bedrock in the heat flow calculatin. Past surface temperature changes are indicated from the shape of the temperature profiles ( Fig. 1 ). We used a coupled heat-and ice-flow model to extract the climatic information from the measured temperature profiles. The temperatures down through the ice depend on the geothermal heat flow density (heat flux), the ice-flow pattern, and the past surface temperatures and accumulation rates. The past surface temperatures and the geothermal heat flow density are unknowns, whereas the past accumulation rates and iceflow pattern are assumed to be coupled to the temperature history through relations found from ice-core studies (9) (10) (11) . The total ice thickness is assumed to vary 200 m as described in (9) . The coupled heat-and ice-flow equation is (7, 9, 12) 
is the specific heat capacity, and f(z) is the heat production term. The ice velocities, v ៝ (x,z,t), are calculated by an ice-flow model (9, 13 Fig. 2. (A through E) The probability distributions of the past surface temperatures at the Greenland Ice Sheet summit at selected times before present. They are constructed as histograms of the 2000 Monte Carlo sampled and accepted temperature histories (17) . All temperature distributions are seen to have a zone with maximum values, the most likely values, which are assumed to be the reconstructed surface temperature at these times (18) . (F) The probability distribution of the sampled geothermal heat flow densities. The most likely value is 51.3 mW/m 2 . more than twice the time scale for thermal equilibrium of the ice-bedrock, so the unknown initial conditions are forgotten when generating the most recent 50,000-year temperature history (7000 years for Dye 3).
We developed a Monte Carlo method to fit the data and infer past climate. The Monte Carlo method tests randomly selected combinations of surface temperature histories and geothermal heat flow densities by using them as input to the coupled heat-and ice-flow model and considering the resulting degrees of fit between the reproduced and measured temperature profiles (14) (15) (16) . Our results for each site are based on tests of 3.3 ϫ 10 6 combinations of temperature histories and heat flow densities, of which 2000 solutions have been selected (17) . The 2000 temperature histories and heat flow densities are sampled with a frequency proportional to their likelihood (14, 15) , and all accepted solutions fit the observations within their limits of uncertainty.
Histograms of the sampled geothermal heat flow densities and of the temperature histories at each time before present can be made (for example, Fig. 2 ). The distributions in general show that there is a most likely value, a maximum, at all times, which we refer to as the temperature history (18) . The distribution of accepted geothermal heat flow densities (Fig.  2F ) has a median of 51.3 Ϯ 0.2 mW/m 2 , which is slightly higher than the heat flow density from Archean continental crust across the Baffin Bay in Canada. A few heat flow measurements have been made from the coast of Greenland (36 and 43 mW/m 2 ), but these are not corrected for long-term climate variations and are minimum values (19) . The homogeneous thermal structure of ice is an advantage when the heat flow density and the temperature history are to be reconstructed (20) .
Histograms from the GRIP reconstruction ( Fig. 3) show that temperatures at the Last Glacial Maximum (LGM) were 23 Ϯ 2 K colder than at present (21) . The temperatures at this time, 25 ka, reflect the cold temperatures seen on the measured temperature profile at a depth of 1200 to 2000 m. Alternative reconstructions of the ice thickness and accumulation rates all reproduce LGM temperatures within 2 K (9, 10, 22, 23) . The cold Younger Dryas and the warm Bølling/Allerød periods (24) are not resolved in the inverse reconstruction. The temperature signals of these periods have been obliterated by thermal diffusion because of their short duration (25) . After the termination of the glacial period, temperatures in our record increase steadily, reaching a period 2.5 K warmer than present during what is referred to as the Climatic Optimum (CO), at 8 to 5 ka. Following the CO, temperatures cool to a minimum of 0.5 K colder than the present at around 2 ka. The record implies that the medieval period around 1000 A.D. was 1 K warmer than present in Greenland. Two cold periods, at 1550 and 1850 A.D., are observed during the Little Ice Age (LIA) with temperatures 0.5 and 0.7 K below the present. After the LIA, temperatures reach a maximum around 1930 A.D.; temperatures have decreased during the last decades (26) . The climate history for the most recent times is in agreement with direct measurements in the Arctic regions (27) . The climate history for the last 500 years agrees with the general understanding of the climate in the Arctic region (28) and can be used to verify the temperature amplitudes. The results show that the temperatures in general have decreased since the CO and that no warming in Greenland is observed in the most recent decades.
As seen in Fig. 3 , resolution decreases back Fig. 3 . The contour plots of all the GRIP temperature histograms as a function of time describes the reconstructed temperature history (red curve) and its uncertainty. The temperature history is the history at the present elevation (3240 m) of the summit of the Greenland Ice Sheet (21) . The white curves are the standard deviations of the reconstruction (18) . The present temperature is shown as a horizontal blue curve. The vertical colored bars mark the selected times for which the temperature histograms are shown in Fig. 2. (A) The last 100 ky BP. The LGM (25 ka) is seen to have been 23 K colder than the present temperature, and the temperatures are seen to rise directly into the warm CO 8 to 5 ka. (B) The last 10 ky BP. The CO is 2.5 K warmer than the present temperature, and at 5 ka the temperature slowly cools toward the cold temperatures found around 2 ka. (C) The last 2000 years. The medieval warming (1000 A.D.) is 1 K warmer than the present temperature, and the LIA is seen to have two minimums at 1500 and 1850 A.D. The LIA is followed by a temperature rise culminating around 1930 A.D. Temperature cools between 1940 and 1995. Fig. 4 . The reconstructed temperature histories for GRIP (red curves) and Dye 3 (blue curves) are shown for the last 8 ky BP (A) and the last 2 ky BP (B). The two histories are nearly identical, with 50% larger amplitudes at Dye 3 than found at GRIP. The reconstructed climate must represent events that occur over Greenland, probably the high-latitude North Atlantic region.
in time (25, 29) . For the GRIP reconstruction, an event with a duration of 50 years and an amplitude of 1 K can be resolved 150 years back in time with a measurement accuracy of 5 mK; an event with a similar amplitude but a duration of 1000 years can be detected back to 5 ka. An event that occurred 50 ka will now be observed in the temperature profile at the bedrock. Climate events for times older than 50,000 years before present (ky BP) are not well resolved (30) . At Dye 3, the reconstructed climate history extends only to 7 ka, because the ice is 1000 m thinner than at the summit and surface accumulation rate is 50% higher. The LGM is not well resolved in the Dye 3 record, and consequently the geothermal heat flow density is not uniquely determined (31) . On the other hand, the recent climate history has a higher resolution because of the increased accumulation (Fig. 4) .
The Dye 3 record is nearly identical with the GRIP record back to 7 ka, but the amplitudes are 50% higher. Thus, the resolved climate changes have taken place on a regional scale; many are seen throughout the Northern Hemisphere (27, 28, 32) . GRIP is located 865 km north of Dye 3 and is 730 m higher in elevation. Surface temperatures at the summit are influenced by maritime air coming in from the North Atlantic and air masses arriving from over northeastern Canada (associated with the Baffin trough) (28, 32, 33) . Temperatures at Dye 3 will be influenced to a greater degree by the North Atlantic maritime air masses. Dye 3 is located closer to the center of the highest atmospheric variability, which is associated with large interseasonal, interannual, and decadal temperature changes (32, 34) . It is therefore believed that the observed difference in amplitudes between the two sites is a result of their different geographic location in relation to variability of atmospheric circulation, even on the time scale of a millennium. 2 , which is the misfit function measuring the difference between g(m), the calculated borehole temperatures, and d obs , the observed temperatures. If the perturbated model is rejected, the next model becomes equal to m i and a new perturbed model is proposed. To ensure an efficient sampling of all possible models, we developed ways of choosing the temperature histories and geothermal heat flow densities to be tested. The main scheme to perturb the models is to randomly select one of the 126 temperature/heat flow density parameters and change its value to a new value chosen uniformly at random within a given interval. A singular value decomposition (SVD) of the matrix G ϭ {‫ץ‬g j /‫ץ‬m i }, evaluated in a near-optimal model, yields a set of eigenvectors in the model space whose orientations reveal efficient directions of perturbation for the random walk. The SVD method is included as a possible method of perturbing models especially in the start of the process as it speeds the Monte Carlo scheme significantly. 17. Of the 3.3 ϫ 10 6 models tested during the random walk 30% have been accepted by the Monte Carlo scheme (16) . Every 500 is chosen of those where the misfit function S (16) is less than the variance of the observations. The waiting time of 500 has been chosen to exceed the maximum correlation length of the output model parameters. This is a necessary condition for the 2000 models to be uncorrelated. To further ensure that the output models were uncorrelated, the random walk was frequently restarted at several random selected points in the model space. 18. The probabilistic formulation of the inverse problem leads to definition of a probability distribution in the model space, describing the likelihood of possible temperature histories and geothermal heat flow densities. The Monte Carlo scheme is constructed to sample according to this probability distribution. The histograms in Fig. 2 describe the probability distribution of the geothermal heat flow density and temperatures at times before present. The maxima in the histograms thus describe the most likely values. The method does not constrain the distributions to have a single maximum, indeed there could be histograms with several maxima, reflecting that more than one value of the temperature at this time would give a good fit to the observed temperature in the borehole. The histograms however, are all seen to have a well-defined zone with most likely past temperatures. A soft curve is fitted to the histograms and the maximum value is taken as the most likely value. The standard deviations shown in Fig. 3 are derived as deviations from the maximum value.
