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Abstract
Motivated by the linear time algorithm that locates the eigenvalues of a cograph
G [10], we investigate the multiplicity of eigenvalue λ for λ 6= 0,−1. For cographs
with balanced cotrees we determine explicitly the highest value for the multiplicity.
The energy of a graph is defined as the sum of absolute values of the eigenvalues. A
graph G on n vertices is said to be borderenergetic if its energy equals the energy of
the complete graph Kn. We present families of non-cospectral and borderenergetic
cographs.
1 Introduction
We recall that the spectrum of a graph G is the multiset of the eigenvalues of its adja-
cency matrix. The main goal of this paper is to discuss the multiplicity of eigenvalues of
cographs.
Cographs is an important class of graphs for its many applications. They have several
alternative characterizations, for example, a cograph is graph which contains no path of
length four as an induced subgraph [5] and because of this they are often simply called P4
free graph in the literature. In particular it well known that any cograph has a canonical
tree representation, called the cotree [2]. The cotree will be relevant to this paper and
will be described later.
Our original motivation for considering cographs is to study the distribution of eigen-
values of graphs. It is known, for example, that any interval of the real line contains some
eigenvalues of graphs, since, more generally, any root of a real-rooted monic polynomial
with integer coefficients occurs as an eigenvalue of some tree [18]. On the other hand it
was proved (see [15]) that no cograph has eingenvalues in the interval (−1, 0), a surprising
result.
In this paper, we turn to study the multiplicities of eigenvalues of cographs. In [12] it
was proved that all eigenvalues of threshold graphs (a subclass of cographs), except −1
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and 0 are simple. This motivates us to investigate further the multiplicities of cograph
eigenvalues. Since the multiplicities of the eigenvalues −1 and 0 are known [2] we deal
with eigenvalues that are different from 0 and -1.
The multiplicities of graph eigenvalues are extensively studied by several authors.
Bell et al. [1] determined upper bound for the multiplicities of graphs. Later, Rowlinson
in [16] studied the multiplicities of eigenvalues in trees. Recently, Bu et al. [3] studied the
multiplicities in graphs attaching one pendent path, generalizing some known results for
trees and unicyclic graphs [16].
Different from the star complement technique used in the works above, our technique
is based on an algorithm called Diagonalization, presented in [10]. The Diagonalization
finds, in O(n) time, the number of eigenvalues of a cograph, by operating directly on the
cotree of the cograph. The algorithm and the technique will be explained in the next
section.
We study cographs whose cotree is balanced (see definition in Section 3) and determine
the multiplicity of some eigenvalues and an upper bound for the multiplicity of other
eigenvalues.
As an application of these results, we study the energy of families of cographs. Recall
that ifG is a graph having eigenvalues λ1, . . . , λn, its energy, denoted E(G) is defined [8,14]
as
∑n
i=1 |λi|. There are many results on energy and its applications in several areas,
including in chemistry see [14] for more details and the references therein.
It is well known that the complete graph Kn has E(Kn) = 2n− 2 and it is a natural
and important research problem to determine graphs that have the same energy of the
complete graph Kn. A graph G on n vertices is said to be borderenergetic if its energy
equals the energy of the complete graphKn. Some recent results on borderenergetic graphs
are the following.
In [8], it was shown that there exists borderenergetic graphs on order n for each
integer n ≥ 7, and all borderenergetic graphs with 7, 8, and 9 vertices were determined.
In [11] it was considered the classes of borderenergetic threshold graphs. For each n ≥ 3,
it was determined n − 1 threshold graphs on n2 vertices, pairwise non-cospectral and
equienergetic to the complete graph Kn2 .
Recently, Hou and Tao [9], showed that for each n ≥ 2 and p ≥ 1 (p ≥ 2 if n = 2),
there are n−1 threshold graphs on pn2 vertices, pairwise non-cospectral and equienergetic
with the complete graph Kpn2, generalizing the results in [11].
In this paper, we continue this investigation in the class of cographs. More precisely,
we determine two infinite families of cographs that are borderenergetic.
Here is an outline of the remainder of this paper. In Section 2, we mention the repre-
sentation of cographs by a cotree and explain the Diagonalization algorithm. In Section
3, we determine explicitly the multiplicity m(λ) for some classes of cographs, except 0,−1
and an upper bound for the remaining eigenvalues. In Section 4, as application, we present
two families of integral non-cospectral and borderenergetic cographs.
2 Notation and Preliminaries
Let G = (V,E) be an undirected graph with vertex set V and edge set E, without loops
or multiple edges. We denote the open neighborhood of v, by
N(v) = {w|{v, w} ∈ E}
and its closed neighborhood by
N [v] = N(v) ∪ {v}.
The adjacency matrix of G, denoted by A = [aij ], is a matrix whose rows and columns
are indexed by the vertices of G, and is defined to have entries
aij =
{
1 if vivj ∈ E
0 otherwise
A value λ is an eigenvalue of G if det(A − λIn) = 0, and since A is real and symmetric,
its eigenvalues are real numbers. We denote m(λ) the multiplicity of the eigenvalue λ of
A.
2.1 Cotrees
A cograph has been rediscovered independently by several authors since the 1960’s.
Corneil, Lerchs and Burlingham [5] define cographs recursively by the following rules:
(i) a graph on a single vertex is a cograph,
(ii) a finite union of cographs is a cograph,
(iii) a finite join of cographs is a cograph.
In this note, we focus on representing the recursive construction of a cograph using its
cotree, that we describe below.
A cotree TG of a cograph G is a rooted tree in which any interior vertex w is either of
∪ type (corresponding to disjoint union) or ⊗ type (corresponding to join). The terminal
vertices (leaves) are typeless and represent the vertices of the cograph G. We say that the
depth of the cotree is the number of edges of the longest path from the root to a leaf. To
build a cotree for a connected cograph, we simply place a ⊗ at the tree’s root, placing ∪
on interior vertices with odd depth, and placing ⊗ on interior vertices with even depth.
To build a cotree for a disconnected cograph, we place ∪ at the root, and place ⊗ at odd
depths, and ∪ at even depths. All interior vertices have at least two children. In [2] this
structure is called minimal cotree, but throughout this paper we call it simply a cotree.
Figure 1 shows a cograph and its cotree with depth equals to 4.
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Figure 1: The cograph G = ((((v1 ∪ v2) ∨ v3) ∪ v4) ∨ (((v5 ∨ v6) ∨ v7) ∪ v8)) ∨ v9 and its
cotree.
Two vertices u and v are duplicates if N(u) = N(v) and coduplicates if N [u] = N [v]. In
a cograph, any collection of mutually coduplicates (resp. duplicates) vertices, e.g. with
the same neighbors and adjacent (resp. not adjacent) have a common parent of type
⊗ (resp. ∪). In Figure 1, for example, we have that v1 and v2 are duplicates because
N(v1) = N(v2), while v5, v6 and v7 are coduplicates. In fact, a recursive characterization of
cographs in terms of the vertex duplication and co-duplication operations is given in [15].
2.2 Diagonalization
An algorithm for constructing a diagonal matrix congruent to A + xI, where A is the
adjacency matrix of a cograph, and x is an arbitrary scalar, using O(n) time and space
was developed in [10]. This algorithm will be the main tool of this article and, hence, we
will make a brief review of the method. For more information, see [10].
The algorithm’s input is the cotree TG and x. Each leaf vi, i = 1, . . . , n has a value di
that represents the diagonal element of A + xI. It initializes all entries di with x. Even
though the operations represent rows and columns operations on the matrix A + xI, the
algorithm is performed on the cotree itself and matrix is never actually used.
In each iteration of the procedure, a pair {vk, vl} of duplicates or coduplicates vertices
with maximum depth is selected. Then the pair is processed, that is, assignments are
given to dk and dl, such that either one or both rows (columns), corresponding to this
vertices, are diagonalized. When a k row(column) corresponding to vertex vk has been
diagonalized then vk is removed from the cotree TG, it means that dk has a permanent
final value. Then the algorithm moves to the cotree TG − vk. The algorithm is shown in
Figure 2.
INPUT: cotree TG, scalar x
OUTPUT: diagonal matrix D = [d1, d2, . . . , dn] congruent to A(G) + xI
Algorithm Diagonal (TG, x)
initialize di := x, for 1 ≤ i ≤ n
while TG has ≥ 2 leaves
select a pair (vk, vl) (co)duplicate of maximum depth with parent w
α← dk β ← dl
if w = ⊗
if α+ β 6= 2 //subcase 1a
dl ←
αβ−1
α+β−2 ; dk ← α+ β − 2; TG = TG − vk
else if β = 1 //subcase 1b
dl ← 1 dk ← 0; TG = TG − vk
else //subcase 1c
dl ← 1 dk ← −(1− β)
2; TG = TG − vk; TG = TG − vl
else if w = ∪
if α+ β 6= 0 //subcase 2a
dl ←
αβ
α+β ; dk ← α+ β; TG = TG − vk
else if β = 0 //subcase 2b
dl ← 0; dk ← 0; TG = TG − vk
else //subcase 2c
dl ← β; vk ← −β; TG = TG − vk; TG = TG − vl
end loop
Figure 2: Diagonalization algorithm
Now, we will present a few results from [10] that will be used throughout the note.
The following theorem is based on Sylvester’s Law of Inertia.
Theorem 1 [10] Let D = [d1, d2, . . . , dn] be the diagonal returned by the diagonalization
algorithm (TG,−x), and assume D has k+ positive values, k0 zeros and k− negative values.
i The number of eigenvalues of G that are greater than x is exactly k+.
ii The number of eigenvalues of G that are less than x is exactly k
−
.
iii The multiplicity of x is k0.
The following two lemmas show that, under certain conditions, we can control the
assignments made at each iteration.
Lemma 1 [10] If v1, . . . , vm have parent w = ⊗, each with diagonal value y 6= 1, then
the algorithm performs m− 1 iterations of subcase 1a assigning, during iteration j :
dk ←
j + 1
j
(y − 1) (1)
dl ←
y + j
j + 1
(2)
Lemma 2 [10] If v1, . . . , vm have parent w = ∪, each with diagonal value y 6= 0, then
the algorithm performs m− 1 iterations of subcase 2a assigning, during iteration j :
dk ←
(j + 1)
j
y (3)
dl ←
y
j + 1
(4)
The next three lemmas show that if we start an iteration with some known value then
we can control the exit values.
Lemma 3 [10] If {vk, vl} is a pair of coduplicate vertices processed by Diagonalization
with assignments 0 ≤ dk, dl < 1, then dk becomes permanently negative, and dl is assigned
a value in (0, 1).
Lemma 4 If {vk, vl} is a pair of duplicate vertices processed by Diagonalization with the
assignments 0 < dk, dl ≤ 1, then dk becomes permanently positive, and dl is assigned a
value in (0, 1).
Proof: We notice that the algorithm executes subcase 2a , meaning that dk = α+β > 0
and dl = αβ/(α+β). The fact that dl > 0 is obvious. To see that dl < 1, we observe that
if α = β = 1, then dk = 1/2. If either (but not both) α or β = 1, then it is clear that
dl = α/(α + 1) < 1. Now if 0 < α, β < 1, then dl < 1 follows from Lemma 3 of [4].
Lemma 5 During the execution of Diagonalize (TG, x) with x ∈ (0, 1), all diagonal values
of vertices remaining on the cotree are in (0, 1). Furthermore, if dk corresponds to a
permanent value of a removed vertex on TG − vk, then dk 6= 0.
Proof: Let G be a cograph and TG its cotree. Initially all vertices on TG are in (0, 1).
Suppose after m iterations of Diagonalize all diagonal values of the cotree are in (0, 1)
and no zero is assigned. Now consider iteration m+ 1 with a pair {vk, vl} and parent w.
If w = ⊗ then Lemma 3 guarantees the vertex dl remaining on the cotree is assigned a
value in (0, 1) and the vertex dk is assigned a permanently negative value. If w = ∪ then
Lemma 4 guarantees the vertex dl remaining on the cotree is assigned a value in (0, 1)
and the vertex dk is assigned a permanently positive value, completing the proof.
The next result follows from Lemma 5.
Theorem 2 No cograph G has eigenvalue in the interval (−1, 0).
⊗ ⊗ ⊗ ⊗
∪∪
⊗
∪
⊗⊗
Figure 3: The cograph with cotree TG(3, 2, 0|0, 0, 2).
3 On the multiplicities of eigenvalues in balanced
cotrees
In this section we study the eigenvalues of cographs that have balanced cotrees.
We say that a cograph G has a balanced cotree TG with depth r if every interior vertex
with depth i in TG has the same number of interior vertices and the same number of leaves
as direct successors, for i ∈ {1, . . . , r−1}. We will use the notation TG(a1, . . . , ar|b1, . . . , br)
to represent a balanced cotree of a cograph G, where the root of TG has exactly a1 imme-
diate interior vertices and b1 leaves. An interior vertex successor of the root has exactly a2
immediate interior vertices and b2 leaves, and so on. Thus, we will assume that a1, . . . , ar−1
are positive integers and ar = 0. Additionally, we assume that b1, . . . , br−1 are non nega-
tive integer values and br ≥ 2. Figure 3 shows the balanced cotree TG(3, 2, 0|0, 0, 2).
3.1 Regular balanced cotrees
Here we will study eigenvalues of (regular) cographs G that have balanced cotrees of the
type TG(a1, . . . , ar−1, 0|0, . . . , 0, br), whose order is n = a1a2 . . . ar−1br. We show in Figure
4 a representation of general regular balanced cotree with odd r, meaning that level r− 1
has vertices of type ⊗.
⊗
∪a1 ∪ a1
⊗a2 ⊗ a1a2
⊗ a1 · · · ar−3ar−3
∪ar−2 ∪ a1 · · · ar−2
⊗ar−1 ⊗ a1 · · · ar−1
br a1 · · · ar−1br
Figure 4: Cotree TG(a1, . . . , ar−1, 0|0, . . . , 0, br) with r odd.
The next two theorems are known results and can be found, for example in [2, 10].
Theorem 3 Let G be a cograph with cotree TG having ⊗-nodes {w1, . . . , wm}, where wi
has ti ≥ 1 terminal children. Then m(−1) =
∑m
i=1(ti − 1).
Theorem 4 Let G be a cograph with cotree TG having ∪-nodes {w1, . . . , wm}, where wi
has ti ≥ 1 terminal children. If G has j ≥ 0 isolated vertices then m(0) = j+
∑m
i=1(ti−1).
Using the above results we can easily prove the next corollary.
Corollary 1 Let G be a cograph with balanced cotree TG(a1, . . . , ar−1, 0|0, . . . , 0, br) of
order n = a1a2 . . . ar−1br.
(i) If r is odd then G has the eigenvalue −1 with multiplicity a1a2 . . . ar−1(br − 1).
(ii) If r is even then G has the eigenvalue 0 with multiplicity a1a2 . . . ar−1(br − 1).
⊗ a1 · · · ar−3ar−3
∪ar−2 ∪ a1 · · · ar−2
⊗ar−1 ⊗ a1 · · · ar−1
0 0
− −
⊗ a1 · · · ar−3ar−3
∪ar−2 ∪ a1 · · · ar−2
0 0
a1 . . . ar−1
− −
Figure 5: Processing deepest
⊗
level.
Corollary 2 Let G be a balanced cotree TG(a1, . . . , ar−1, 0|0, . . . , 0, br) of a cograph G of
order n = a1a2 . . . ar−1br. If r is odd (even) then, counting multiplicities, the number of
eigenvalues of G other than −1 (0) is equal to
a1a2 . . . ar−1 (5)
Proof: Suppose r is odd. Since n = a1a2 . . . ar−1br and G has a1a2 . . . ar−1(br − 1)
coduplicates vertices, it follows that the number of eigenvalues that are distinct from −1
is equal to n− a1a2 . . . ar−1(br − 1) = a1a2 . . . ar−1. The case r even is similar.
Lemma 6 Let G be a cograph with balanced cotree TG(a1, . . . , ar−1, 0|0, . . . , 0, br) of order
n = a1a2 . . . ar−1br.
(i) If r is odd then G has the eigenvalue br − 1 with multiplicity a1a2 . . . (ar−1 − 1).
(ii) If r is even then G has the eigenvalue −br with multiplicity a1a2 . . . (ar−1 − 1).
Proof: We assume that r is odd. The case even is similar. Consider x = −(br − 1)
and execute the algorithm Diagonalization with input (TG, x). By Theorem 1 we have to
prove that the algorithm creates a1a2 . . . (ar−1 − 1) null permanent values. Since G has
coduplicate vertices, see Figure 4, and x 6= 1, we apply Lemma 1 and after br−1 iterations
for each ⊗ vertice at level r − 1 , the remaining vertices on the cotree receive
dl ←
−(br − 1) + br − 1
br − 1 + 1
= 0,
and the removed vertices receive
dk ← −
j + 1
j
br < 0, for j = 1, . . . , br − 1.
This is illustrated on the left of Figure 5.
Now the leaves at level r move up to the ∪ vertices as on the right of Figure 5 and we
process them. Notice that we have duplicate leaves with null value. Then the algorithm
performs subcase 2b at the leaves in each vertex ∪ and it creates a1a2 . . . (ar−1 − 1)
permanent zeros in the removed vertices. The remaining vertices keep the value zero, as
shown on the left of Figure 6. So m(br − 1) ≥ a1a2 . . . (ar−1 − 1).
Now we show that no more permanent zeros are created. The zero value vertices now
move up to the next
⊗
level. Notice that, see right of Figure 6, we have coduplicate
vertices in the remaining tree with assignments equal to 0. Using Lemma 3 once and then
Lemma 5, we know that no null value will be generated and it proves that m(br − 1) =
a1a2 . . . (ar−1 − 1).
⊗ a1 · · · ar−3ar−3
∪ar−2 ∪ a1 · · · ar−2
0 0
0 0
a1a2 · · · (ar−1 − 1)
⊗ a1 · · · ar−3ar−3
0 0
Figure 6: Processing the deepest
⋃
level
In the next theorem we present a bound for the eigenvalues of regular balanced cotrees.
Theorem 5 Let G be a cograph with balanced cotree TG(a1, . . . , ar−1, 0|0, . . . , 0, br) order
n = a1a2 . . . ar−1br.
(i) If r is odd and λ 6= −1, br − 1 then m(λ) ≤ a1 · · · ar−2;
(ii) If r is even and λ 6= 0, −br then m(λ) ≤ a1 · · ·ar−2.
Proof: Suppose that r is odd. Then m(λ) ≤ n−m(−1)−m(br − 1) = a1a2 . . . ar−1br −
a1a2 . . . ar−1(br − 1)− a1a2 . . . (ar−1 − 1) = a1 · · · ar−2.
3.2 Non-regular balanced cotrees
We now define two types of cotrees depending on whether its depth r is even or odd. Let
TG(a1, . . . , ar−1, 0|b1, b2, . . . , br) be a balanced cotree defined as follows:
If r is even then, for 1 ≤ i ≤ r − 1,
{
bi = 0 if i is odd ;
bi ≥ br if i is even.
If r is odd then, for 1 ≤ i ≤ r − 1,
{
bi = 0 if i is even;
bi ≥ br if i is odd.
Theorem 6 Let G be a cograph with balanced cotree TG(a1, . . . , ar−1, 0|b1, b2, . . . , br) de-
fined above.
(i) If r is odd then G has the eigenvalue br − 1 with multiplicity a1a2 . . . (ar−1 − 1).
(ii) If r is even then G has the eigenvalue −br with multiplicity a1a2 . . . (ar−1 − 1).
Proof: We assume that r is even. The case odd is similar. The illustration of the initial
configuration is given on the left of Figure 7. Consider x = −br and execute the algorithm
Diagonalization with input (TG, x). By Theorem 1 we have to prove that the algorithm
creates at least a1a2 . . . (ar−1 − 1) permanent null values. Applying Lemma 2 at each
vertex ∪ at level r − 1, the following assignments are made
dk ←
(j+1)
j
br > 0, j = 1, . . . , br − 1;
dl ←
br
br−1+1
= 1.
The removed leaves have a permanent positive value and the remaining vertices have value
1, as illustrated on the right of Figure 7.
∪ar−3
⊗ar−2 ⊗ br−2
∪ar−1 ∪
br
∪ar−3
⊗ar−2 ⊗ br−2
∪ar−1 ∪
1 1
Figure 7: Processing the deepest
⋃
level
Now the vertices remaining (with value 1) are moved up and become leaves of a⊗
vertex, as seeing on the left of Figure 8. We perform subcase 1b and then the
a1 · · · ar−2(ar−1 − 1) removed vertices receive the value 0 and the remaining leaves re-
ceive 1 as shown on the right of Figure 8, and so m(−br) ≥ a1a2 . . . (ar−1 − 1).
Now the vertices with value 1 move to level r− 2 as shown on the left of Figure 9. At
each vertex ∪ at level r− 3 we start processing the vertices with value 1, and by Lemma
∪ar−3
⊗ar−2 ⊗ br−2
ar−1
1 1
∪ar−3
⊗ar−2 ⊗ br−2
1 1
Figure 8: Processing the deepest
⊗
level.
2:
dk ←
(j+1)
j
1 > 0, j = 1, . . . , ar−2 − 1;
dl ←
1
ar−2−1+1
= 1
ar−2
.
Then we process the vertices with value br using Lemma 2:
dk ←
(j+1)
j
br > 0, j = 1, . . . , br−2 − 1;
dl ←
br
br−2−1+1
= br
br−2
The right of Figure 9 represents the last iteration in each vertex ∪ at level r − 2. Notice
that each remaining leaf has a value in (0, 1] and using the same argument as in Lemma
6, we can prove that no more zeros are assigned and the remaining vertices on the cotree
are in (0, 1), proving that m(−br) = a1a2 . . . (ar−1 − 1).
∪ar−3
ar−2
1 1 br
br−2
br
∪ar−3
1
ar−2
< 1 br
br−2
≤ 1
Figure 9: Processing level r − 2.
4 Borderenergetic Cographs
In this section we present some families of non-cospectral and borderenergetic cographs.
Consider the cograph G = Ka ⊗ (a − 1)(b − 1)Kb, of order n = a + b(a − 1)(b − 1).
We observe that G has the balanced cotree TG(1, (a− 1)(b − 1), 0|a, 0, b), represented in
Figure 10.
Lemma 7 Let G = Ka ⊗ (a − 1)(b − 1)Kb be the cograph G of Figure 10 of order n =
a+ b(a− 1)(b− 1), for fixed values a ≥ b ≥ 2. The spectrum of G is
−(a− 1)(b− 1);−1; b− 1; ab− 1
with multiplicity
1; (a− 1)[(b− 1)2 + 1]; (a− 1)(b− 1)− 1; 1,
⊗. . . a ∪1
b1
. . .
1
. . .
b
⊗1 . . . ⊗. . . (a− 1)(b− 1)
Figure 10: The cotree TG
respectively.
Proof: Using Theorem 3 with m = (a − 1)(b− 1) + 1, t1 = · · · = tm−1 = b and tm = a.
We compute the multiplicity of −1:
m(−1) =
m∑
i=1
(ti − 1) = (m− 1)(b− 1) + (a− 1) = (a− 1)[(b− 1)
2 + 1].
Since TG(1, (a− 1)(b− 1), 0|a, 0, b) has a non regular balanced cotree, by Lemma 6, b− 1
is an eigenvalue with multiplicity (a− 1)(b − 1)− 1. Now, we will prove, by Theorem 1,
that ab−1 is an eigenvalue of multiplicity 1 by showing that the algorithm D Diagonalize
with input (TG,−ab+ 1), creates a single zero in the TG.
We initialize the leaves with value −ab + 1 6= 1. Then we can use Lemma 1, and for
each ⊗ vertex, we have that
dk ←
(j+1)
j
(−ab), j = 1, . . . , b− 1;
dl ← −a + 1
where dk represents the removed leaves and dl the remaining ones. The left of Figure 11
represents the cotree yet to be processed. Now, the leaves at depth 3 move up to the ∪
vertices at depth 2, as on the right of Figure 11.
⊗
. . . ∪
−a + 1 −a + 1
⊗1 . . . ⊗. . . (a− 1)(b− 1)
⊗
. . . a ∪1
⊗
−a + 1
1 . . . ⊗
−a + 1
. . . (a− 1)(b− 1)
Figure 11: Processing deepest level
In the next step we use Lemma 2 because the duplicate vertices at depth 2 have
assignments equal to −a + 1 6= 0. We obtain
dk ←
(j+1)
j
(−a + 1), j = 1, . . . , (a− 1)(b− 1)− 1;
dl ←
−1
b−1
.
As the left of Figure 12 shows, the remaining leaf at depth 2 moves up to depth 1, as on
the right of Figure 12.
⊗
. . . a ∪1
⊗
−1
b−1
⊗
. . . ∪
−1
b−1
(−ab+ 1)
Figure 12: Processing level 2
At depth one, there are a+1 coduplicate vertices. a with value −ab+1 and one with
value −1
b−1
as the right of Figure 12. The algorithm processes, by Lemma 1, the leaves with
value −ab+ 1 first and it generates the following assignments
dk ←
(j+1)
j
(−ab), j = 1, . . . , (a− 1);
dl ← −b+ 1.
The last step of the algorithm is to process the two remaining vertices whose values
are α = −b+1 and β = −1
b−1
. Since α, β < 0 then the algorithm performs subcase 1a and
assigns
dk ← α + β − 2 =
−b2
b− 1
and dl ←
αβ − 1
α + β − 2
= 0,
creating a negative value and a zero for the last two diagonal entries, so m(ab− 1) = 1.
Using the fact that sum of eigenvalues must be zero, we obtain the remaining eigenvalue
−(a− 1)(b− 1) of G, proving the result.
The following theorem follows directly from Lemma 7 and summarizes the results for
the family of cographs represented in Figure 10.
Theorem 7 Let G = Ka⊗(a−1)(b−1)Kb be the cograph of order n = a+b(a−1)(b−1),
for fixed values a ≥ b ≥ 2 represented in Figure 10. Then G is an integral cograph, non-
cospectral and borderenergetic to Kn.
Proof: It is well known that the Spec(Kn) = {(−1)
n−1, (n−1)1} and and, hence, E(Kn) =
2(n− 1). Using Lemma 7 we can compute the energy of G as follows
E(G) = (a−1)(b−1)+(1)(a−1)[(b−1)2+1]+(b−1)[(a−1)(b−1)−1]+(ab−1) = 2(n−1).
Consider now the cograph G = (p + 1)K2 ⊗ (p + 1)K2, of order n = 4p + 4, whose
regular balanced cotree TG(2, p+ 1, 0|0, 0, 2) is represented in Figure 13.
⊗
∪∪
⊗1 . . . ⊗. . . p+ 1 ⊗1 . . . ⊗. . . p+ 1
Figure 13: The cotree TG
Lemma 8 Let G = (p + 1)K2 ⊗ (p + 1)K2 be a cograph of order n = 4p + 4, for a fixed
value p ≥ 1. Then the spectrum of G is
−(2p+ 1);−1; 1; 2p+ 3
with multiplicity
1; 2(p+ 1); 2p; 1,
respectively.
Proof: Notice that, using Theorem 3, we can consider that m = 2(p + 1), t1 = · · · =
tm = 2 . Then the multiplicity of −1 is
m∑
i=1
(ti − 1) = 2(p+ 1).
Noticing that TG(2, p+1, 0|0, 0, 2) is a regular balanced cotree, we can apply Lemma 6 to
obtain that m(1) = 2p. To obtain that m(−(2p + 1)) = 1 we just execute the algorithm
diagonalize with input (TG, 2p + 1) and observe that it creates a single zero on the TG.
The eigenvalue 2p+ 3 is determined by the fact that the eigenvalues must sum zero.
Theorem 8 Let G = (p + 1)K2 ⊗ (p + 1)K2 be the cograph of order n = 4p + 4, rep-
resented in Figure 13, for a fixed value p ≥ 1. Then G is integral, non-cospectral and
borderenergetic to Kn.
Proof: Using Lemma 8 we have that E(G) = 8p + 6 and E(Kn) = 2(n − 1) = 8p + 6.
And the result follows.
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