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a b s t r a c t
Cross-diffusion driven instabilities have gained a considerable attention in the field of
population dynamics, mainly due to their ability to predict some important features in the
study of the spatial distribution of species in ecological systems. This paper is concerned
with some mathematical and numerical aspects of a particular reaction–diffusion system
with cross-diffusion, modeling the effect of allelopathy on two plankton species. Based on
a stability analysis and a series of numerical simulations performed with a finite volume
scheme, we show that the cross-diffusion coefficient plays a important role on the pattern
selection.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
The theory of spatial pattern generation goes back to the pioneering work of Turing [1] in 1952, where he based the
study on a reaction–diffusion model composed by two reactors: an activator and an inhibitor. Essentially, one chemical,
the activator, stimulated and enhanced the production of the other chemical, which, in turn, depleted or inhibited the
formation of the activator. It was showed that when the diffusion of the inhibitor is greater than that of the activator,
the concentration can evolve from the initial near-homogeneity into an inhomogeneous pattern. This implies that the
equilibrium of the nonlinear system is asymptotically stable in the absence of diffusion but unstable in the presence of
diffusion. This observationwas at the time rather counter-intuitive, as one usuallymay think of diffusion as an homogenizing
process.
Spatial patterns in reaction–diffusion systems have attracted the interest of experimentalists and theorists alike during
the last fewdecades. By adding diffusion to a planktonic system, Levin and Segel [2] theoretically demonstrated that diffusion
plays an important role in generating spatial patterns. The analytical and numerical methods in [2] have been the routine
framework for studying spatial patterns. In [3] the phenomenon of spatial patterns has been shown to actually occur in some
closed systems. However, there is still no clear experimental evidence to testify when or how spatial patterns occur under
natural biological conditions (see [4] for an extensive review).
Since Levin and Segel’s work [2], the concern on diffusion in ecological models has also attracted the attention of
biologists. When the movement of the species is combined with population dynamics and multi-species interactions, the
resulting governing system is a reaction–diffusion equation of the form
∂u
∂t
− div(D∇u) = G(u), (1.1)
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where u is a vector ui(x, t), i = 1, 2, . . . , k of species’ densities; D is a k × k matrix of the diffusion coefficients, where
the diagonal element is called the self-diffusion coefficient and the non-diagonals are called cross-diffusion coefficients;
and G is the reaction term indicating the interaction between the involved species. Shigesada et al. [5] and Kareiva et al. [6]
studied the role of cross-diffusion in the generation of spatial patterns. By now, the model has been extensively studied in
the field of ecology, see [7,8] for a review. Several works have been proposed to investigate the existence and uniqueness of
weak or global solutions for (1.1) (see [9–12]) and the behavior of stationary states (see e.g. [13–17]). Recently, the pattern
formation mechanisms for (1.1) without cross-diffusion have been investigated by [18–24]. Shi et al. [25] showed that
cross-diffusion can destabilize or stabilize a uniform equilibrium in a reaction–diffusion system. Recently, cross-diffusion
driven Turing instability has been investigated in [26–28]. In addition to these theoretical aspects, an important interest,
especially for physicists and biologists, lies in the behavior of numerical approximations exhibiting spatial patterns. In this
particular context, there are numerous contributions dealing to some extent with simulations of (1.1), mainly without
considering cross-diffusion effects [29–32]. Most of these works propose numerical schemes based on finite difference
methods. Although this method allows for a straightforward implementation, the main drawback is that the complexity
of cross-diffusion systems induces an extra obstacle in showing convergence of the numerical solutions, at least for classical
formulations. More suitable discretization strategies from the viewpoint of numerical analysis are given by finite elements
(see for instance [33] for a related problem), and finite volume schemes (see e.g. [34–36]). We adopt the recent finite
volumemethod proposed by Andreianov et al. [34] for the numerical treatment of the underlying reaction–diffusion system
with cross-diffusion. By using the linear stability analysis and the finite volume method in [34], we consider a two-species
Lotka–Volterra reaction–diffusion competition planktonic system,where each species has an allelopathic effect on the other
one, andwe show that the cross-diffusion gives rise to the formation of patterns.Moreover, we devote ourselves to the study
of some important features of these patterns.
The remainder of this paper is structured as follows. Section 2 gives a precise definition of the mathematical model to
be studied, and points to further related work. In Section 3 we deduce from the mathematical standpoint, the role of cross-
diffusion in the generation of spatial patterns, and we provide the conditions for these patterns to appear. A finite volume
formulation for approximating the governing equations is detailed in Section 4, and some numerical experiments are shown
in Section 5, that confirm our theoretical findings, and show that if the cross-diffusion coefficient increases, the selection of
spatial patterns converges from the stripes to the spots. We close in Section 6 with some discussions.
2. The inhibitor–inhibitor model
In this paper, we consider an inhibitor–inhibitor model, where the reaction kinetics describe a two-plankton-like
competition model with allelopathic effects. The nonlinear diffusion coefficients of our model are given by
D =

d1 0
d2d3u2 d2 + d2d3u1

, (2.1)
and the allelopathic contribution is included in the reaction term G. Specifically, the underlying model consists in the
following system:
∂u1
∂t
− d11u1 = u1(a1 − b11u1 − b12u2 − e1u1u2), (x, t) ∈ ΩT ,
∂u2
∂t
− d21(u2 + d3u1u2) = u2(a2 − b21u1 − b22u2 − e2u1u2), (x, t) ∈ ΩT ,
∂u1
∂η
= ∂u2
∂η
= 0, (x, t) ∈ ΣT ,
u1(x, 0) = ψ1(x), u2(x, 0) = ψ2(x), x ∈ Ω,
(2.2)
whereΩT := Ω × (0, T ),ΣT := (∂Ω)× (0, T ) for a fixed T > 0. In biological terms, the homogeneous Neumann boundary
condition indicates that there is no population flux across the boundary. Here a1, a2 are the rates of cell proliferation per
hour, b11 and b22 are the rates of intra-specific competition of the first and the second species, respectively; by b12 and b21
we denote the rates of inter-specific competition of the first and the second species, respectively, and ai/bii, (i = 1, 2) are
environmental carrying capacities (representing the number of cells per liter). Here e1 and e2 are the rates of toxic inhibition
of the first species by the second and vice versa, respectively. The presence of the nonlinear diffusion term means basically
that the disperse direction of u2 not only contains the self-diffusion (in which way the species move from a region of high
density to a region of low density), but also contains cross-diffusion. More specifically, species u2 diffuses with a flux
J = −∇(d2u2 + d2d3u1u2) = −d2d3u2∇u1 − (d2 + d2d3u1)∇u2.
Notice that, as−d2d3u2 < 0, the part−d2d3u2∇u1 of the corresponding flux is directed toward the decreasing population
density of the species u1.
A universal phenomenon in aquatic ecosystems is that plankton reproduces toxin [37]. A substantial body of literature
deals with the construction of models based on differential equations to describe plankton allelopathic interactions inspired
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mainly on field or experimental data (see [38–40] and the references therein). Based on the two species Lotka–Volterra
competitive model, Chattopadhyay [39] first proposed differential equations to model plankton allelopathic systems where
each species produces a substance toxic to the other, but only when the other species is present. Maynard Smith [40]
considered a two species Lotka–Volterra competitive model without diffusion, and studied some stability properties. In
terms of (2.2) without diffusion, Mukhopadhyay et al. [41] and Chen et al. [42] studied the effects of time-delay on
equilibrium stability and Hopf bifurcation, and additionally Liu et al. [43] investigated the periodicity of positive solutions.
Regarding system (2.2) without cross-diffusion, Tian et al. [44–47] considered the stability and periodicity of steady
states under Neumann and Dirichlet boundary conditions. However, none of the aforementioned contributions has been
able to explain the temporal–spatial periodic fluctuation observed in the experiments reported in [37]. Here is where
models considering nonlinear cross-diffusion may provide a more complete description of the mechanisms driving such
an interesting phenomenon.
3. Cross-diffusion driven spatial patterns
In this section we address some of the conditions for spatial patterns to arise. In particular, we show that when the
cross-diffusion is absent the problem (2.2) does not generate spatial patterns, while in the presence of cross-diffusion, the
formation of spatial patterns is induced.
3.1. Linear stability analysis
Let us start by assuming that the following conditions hold
b12
b22
<
a1
a2
<
b11
b21
and
b12
b22
<
e1
e2
<
b11
b21
. (3.1)
It follows from Lemma 2.1 of [45] that there is a unique positive equilibrium point to system (2.2), denoted by u∗ = (u∗1, u∗2),
where
u∗i = (−qij −

q2ij − 4pijrij/2pij), i, j = 1, 2,
pij = bijei − biiej, qij = aiej − ajei − biibjj + bijbji, rij = aibjj − ajbij.
In order to study the locally asymptotic stability of the parabolic diffusion equations, we set up the following notation.
Notation 3.1. Let 0 = µ1 < µ2 < · · · → ∞ be the eigenvalues of −1 onΩ under no-flux boundary conditions, and E(µi) be
the space of eigenfunctions corresponding to µi. We define the following space decomposition
(i) Xij := {c · φij : c ∈ R2}, where {φij} is an orthonormal basis of E(µi) for j = 1, . . . , dim E(µi).
(ii) X := {u ∈ [C1(Ω¯)]2 : ∂u1
∂η
= ∂u2
∂η
= 0 on ∂Ω}, and thus X =∞i=1 Xi, where Xi =dim E(µi)j=1 Xij.
Theorem 3.1. If there is no cross-diffusion, the positive equilibrium point u∗ of (2.2) is locally asymptotically stable when (3.1)
holds.
Proof. First, for the sake of simplicity, throughout this paper we will denote
G(u) =

G1(u)
G2(u)

=

u1g1(u) , u1(a1 − b11u1 − b12u2 − e1u1u2)
u2g2(u) , u2(a2 − b21u1 − b22u2 − e2u1u2)

.
The linearization of (2.2) around the state u∗ can be therefore expressed by
ut = (D1+ Gu(u∗))u,
where D = diag(d1, d2), and
Gu(u∗) =
−u∗1(b11 + e1u∗2) −u∗1(b12 + e1u∗1)−u∗2(b21 + e2u∗2) −u∗2(b22 + e2u∗1)

,

Gu11 Gu12
Gu21 Gu22

. (3.2)
According to Notation 3.1, the space Xi is invariant under the operator D1+ Gu(u∗), and λ is an eigenvalue of this operator
on Xi, if and only if it is an eigenvalue of the matrix−µiD+ Gu(u∗).
Direct calculation shows that the characteristic polynomial of−µiD+ Gu(u∗) is given by
ψi(λ) = λ2 − Biλ+ Ci,
where
Bi = −u∗1(b11 + e1u∗2)− u∗2(b22 + e2u∗1)− d1µi − d2µi,
Ci = (u∗1(b11 + e1u∗2)+ d1µi)(u∗2(b22 + e2u∗1)+ d2µi)− u∗1u∗2(b12 + e1u∗1)(b21 + e2u∗2).
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Recalling condition (3.1), it is easy to verify that Bi and Ci are negative. Thus, for each i ≥ 1, the two rootsλi,1,λi,2 ofψi(λ) = 0
all have negative real parts, and this concludes the proof. 
Theorem 3.1 suggests that under condition (3.1) the self-diffusion cannot induce instabilities that may alter the positive
equilibrium point. This statement is consistent with the well-known conclusion that classical competitive models of
Lotka–Volterra type cannot generate spatial patterns. Taking cross-diffusion into consideration, we provide the following
result.
Theorem 3.2. Assume that condition (3.1) and the following additional condition
u∗1(b11 + e1u∗2) < u∗2(b12 + e1u∗1) (3.3)
holds. If µ2 < µ˜, then there exists a positive constant d∗3 such that the equilibrium point u∗ of (2.2) is unstable provided that
d3 ≥ d∗3 , where µ2 is given in Notation 3.1 and µ˜ will be given in (3.5).
Proof. For simplicity, we denote Φ(u) = (d1u1, d2(u2 + d3u1u2))T . Linearizing (2.2) around the state u∗ yields
ut = (Φu1+ Gu(u∗))u,
where
Φu =

d1 0
d2d3u∗2 d2 + d2d3u∗1

,

Φu11 Φu12
Φu21 Φu22

. (3.4)
Direct computation shows that the characteristic polynomial of−µiΦu + Gu(u∗) is
ψi(λ) = λ2 − Biλ+ C i,
where
Bi = −u∗1(b11 + e1u∗2)− u∗2(b22 + e2u∗1)− d1µi − d2µi,
C i = (u∗1(b11 + e1u∗2)+ d1µi)(u∗2(b22 + e2u∗1)+ (d2 + d2d3u∗1)µi)− u∗1(b12 + e1u∗1)(u∗2(b21 + e2u∗2)+ d2d3u∗2µi).
Let λ1(µi) and λ2(µi) be the two roots of ψi(λ) = 0. We then have
λ1(µi)+ λ2(µi) = Bi and λ1(µi)λ2(µi) = Ci.
In order to ensure that Reλ1(µi) < 0 and Reλ2(µi) > 0, a sufficient condition is C i < 0 (based on the fact that Bi < 0).
In what follows, we look for conditions so that C i < 0 holds. First, since Ci = det(µiΦu − Gu(u∗)), it is not difficult to
deduce that
C i = Q2µ2i + Q1µi + det(Gu),
for
Q2 = d1d2(1+ d3u∗1),
Q1 = d1u∗2(b22 + e2u∗1)+ d2u∗1(1+ d3u∗1)(b11 + e1u∗2)− d2d3u∗1u∗2(b12 + e1u∗1),
det(Gu) = u∗1u∗2((b11 + e1u∗2)(b22 + e2u∗1)− (b12 + e1u∗1)(b21 + e2u∗2)).
Let
Q˜ (µ) = Q2µ2 + Q1µ+ det(Gu),
and µ˜1 and µ˜2 be the two roots of Q˜ (µ) = 0 with Re(µ˜1) ≤ Re(µ˜2). Condition (3.1) implies then, that
µ˜1 + µ˜2 = −Q1Q2 and µ˜1µ˜2 =
det(Gu)
Q2
> 0.
Furthermore, we have
lim
d3→∞
Q2
d3
= d1d2u∗1,
lim
d3→∞
Q1
d3
= d2(u∗1)2(b11 + e1u∗2)− d2u∗1u∗2(b12 + e1u∗1),
lim
d3→∞
Q˜ (µ)
d3
= µ(d1d2u∗1µ+ d2(u∗1)2(b11 + e1u∗2)− d2u∗1u∗2(b12 + e1u∗1)).
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Taking (3.3) in consideration, we see that limd3→∞
Q˜ (µ)
d3
= 0 has two real roots, one being zero and the other being positive.
A continuity argument allows us to shows that, when d3 is large enough, µ˜1 and µ˜2 are real and positive, and in addition
lim
d3→∞
µ˜1 = 0, lim
d3→∞
µ˜2 = u
∗
2(b12 + e1u∗1)− u∗1(b11 + e1u∗2)
d1
, µ˜. (3.5)
Hence, there exists a positive number d∗3 such that, when d3 ≥ d∗3 , the inequalities µ˜ < µ2, and
Q˜ (µ) < 0 when µ ∈ (0, µ˜),
are valid. Since 0 < µ2 < µ˜, then µ2 ∈ (µ˜1, µ˜2). It follows that Q˜ (µ2) < 0, which finally implies that C i < 0, which com-
pletes the proof. 
The above theorems reveal that the cross-diffusion effect is able to destabilize the positive equilibrium point and thereby
the solution results in spatial patterns.
3.2. Turing parameter space
In view of Theorem 3.2, the fulfillment of the following conditions is sufficient for the positive equilibrium point (u∗1, u
∗
2)
being linearly unstable with respect to the particular case of system (2.2):
(i) b12b22 <
a1
a2
<
b11
b21
and b12b22 <
e1
e2
<
b11
b21
.
(ii) u∗1(b11 + e1u∗2) < u∗2(b12 + e1u∗1) and µ2 < u
∗
2(b12+e1u∗1)−u∗1(b11+e1u∗2)
d1
.
In this paper, the values satisfying the parameter spaces are taken as follows:
a1 = 1, a2 = 2, b11 = 0.08, b12 = 0.06, b21 = 0.05,
b22 = 0.15, e1 = 0.005, e2 = 0.008, d1 = 0.1, d2 = 0.1. (3.6)
For this particular choice, the positive stationary uniform solution is given by
(u∗1, u
∗
2) = (2.5048, 11.0255). (3.7)
In Fig. 1 we depict the parameter spaces where instabilities are expected to appear according to conditions (i) and (ii) above.
These graphics are obtained by fixing all parameters in (3.6) except for a1 and a2 (Fig. 1, top left), b11 and b12 (Fig. 1, top
right), b21 and b22 (Fig. 1, bottom left), and e1 and e2 (Fig. 1, bottom right).
If no diffusion is considered, problem (2.2) boils down to the dynamical system
du
dt
= G(u),
whose phase diagram is presented in Fig. 2. We show computed trajectories for different initial values of u1,0 and u2,0 which
converge to the equilibrium state (3.7), given by the intersection of the (nontrivial) nullclines
Gnull1 (u1) =
a1 − b11u1
b12 + e1u1 , G
null
2 (u1) =
a2 − b21u1
b22 + e2u1 .
As the similar method in [8], we are able to calculate the wavenumber explicitly and determine the pattern selection by
linearizing cross-diffusion around the stationary uniform solution and taking d3 as the Turing bifurcation parameter. From
the mathematical viewpoint, the Turing bifurcation occurs when Im(λ(k)) = 0 and Re(λ(k)) = 0 at k = kc ≠ 0, where kc
is the critical wavenumber and |k|2 is equivalent to the eigenvalue µi in Notation 3.1.
Now, replacing µi with |k|2, the problem resulting from the linearization of (2.2) around u∗ reads
ut = (Gu(u∗)− |k|2Φu)u,
where Gu, Φu are defined in (3.2) and (3.4). The characteristic equation is
det(Gu(u∗)− |k|2Φu − λE) = 0.
In order to find out the critical wavenumber, we only need to confirm that
min
|k|2
det(Gu(u∗)− |k|2Φu) = 0,
which is a quadratic polynomial of |k|2. In this way, the Turing bifurcation threshold given by dc3 satisfies the following
equation
4 det(Gu(u∗)) det(Φu) = (Gu11Φu22 + Gu22Φu11 − Gu12Φu21 − Gu21Φu12)2, (3.8)
and the critical |k|2 assumes the form
|kc|2 = (Gu11Φu22 + Gu22Φu11 − Gu12Φu21 − Gu21Φu12)/2 det(Φu). (3.9)
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Fig. 1. Turing parameter spaces formodel (2.2).Within the gray zones, the solutions remain stable,while for parameters inside thewhite zones, instabilities
are expected to appear.
Fig. 2. Phase plane for model (2.2). Four trajectories are represented, starting from the initial states A = (2.5, 5), B = (4, 14), C = (2, 19), D = (1, 4) and
reaching the intersection of the nullclines Gnull1 , G
null
2 of G1 and G2 , respectively.
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Fig. 3. Sketch of two neighboring control volumes K and L and the orthogonality condition between σ = K |L and the segment xK xL (right).
4. A finite volume method
The aim of this section is to present a finite volume scheme, adequate for handling nonlinear reaction–diffusion systems
such as (2.2). We start by considering admissible meshes in the sense of [48]. By T we denote a partition ofΩ into disjoint
open and convex polygons K called control volumes of maximum diameter h. For a given K , we denote by N(K) the set of
its neighboring control volumes (sharing a common edge with K ). For a generic L ∈ N(K), by d(K , L)we denote the distance
between xK and xL (themass centers of K and L, respectively) and σ = K |L is the interface between K and L. By ηKL we denote
the normal to σ , pointing from K to L. For all K ∈ T , we denote by |K | the two-dimensional Lebesgue measure of K , while
for an interface σK ,L, |σK ,L| will denote its one-dimensional measure. We have that Ω = ∪K∈T K , K ∩ L = ∅ if K , L ∈ T
and K ≠ L, and an orthogonality property is required to hold between the line joining the mass centers of K , L ∈ N(K), and
σ = K |L (see Fig. 3).
An admissible discretization suitable for obtaining approximate solutions of (2.2) consists of an admissible mesh T ofΩ
and a step size1t > 0 to discretize the time interval (0, T ). We choose N > 0 as the smallest integer such that N1t ≥ T ,
and set tn := n1t for n ∈ {0, . . . ,N}. The discretized allelopathic reaction terms Gn+11,K ,Gn+12,K approximate the averages of
the components of G over each control volume
1
|K |

K
G1(u1(x, tn), u2(x, tn))dx,
1
|K |

K
G2(u1(x, tn), u2(x, tn))dx,
and are given by
Gn+11,K = G1(un+11,K +, un+12,K +), Gn+12,K = G2(un+11,K +, un+12,K +).
Here un+1i,K denote the average of ui i = 1, 2 on a generic space–time element K × [tn, tn+1), and the superscript + stands
for the positive part of the corresponding quantity.
The classical form of discretizing the components of the diffusion matrix (2.1) consists in taking simply
Dn+1ij,K ,L = Dij

un+11,K + un+11,L
2
,
un+12,K + un+12,L
2

,
whereDij stands for the (i, j), component of the diffusion matrix, with i, j = 1, 2, and the subscripts K , L denote that these
are quantities related to the computation of fluxes through the edge σ = K |L.We have experienced that the treatment of the
diffusive terms using instead the following choice [34] (imposed originally to justify the non-negativity of the approximate
solutions, and coercivity of the cross-diffusion matrix)
Dn+1ij,K ,L := Dij(min{un+11,K +, un+11,L +},min{un+12,K +, un+12,L +}),
allows us to obtain equivalent results, but using less restrictive CFL conditions (obviously in the case where a semi-implicit
or a fully explicit time discretization is constructed).
The formulation of the finite volume method consists in an L2-average of the initial data:
u01,K =
1
|K |

K
u1,0(x)dx, u02,K =
1
|K |

K
u2,0(x)dx,
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Fig. 4. Dispersion relations for the real part of the eigenvalues, Re(λ) versus the norm of the wave vector |k|.
and the advance in time is achieved by the following implicit scheme. Knowing the numerical solution at time tn, determine
(un+11,K , u
n+1
2,K ) for every K ∈ T , such that
|K |u
n+1
1,K − un1,K
1t
− d1

L∈N(K)
|σK ,L|
dK ,L
(un+11,L − un+11,K ) = |K |Gn+11,K ,
|K |u
n+1
2,K − un2,K
1t
−

L∈N(K)
|σK ,L|
dK ,L
[Dn+121,K ,L(un+11,L − un+11,K )+Dn+122,K ,L(un+12,L − un+12,K )] = |K |Gn+12,K .
The homogeneous Neumann boundary conditions are implicitly satisfied in the formulation. The well-posedness of the
scheme, positivity-preserving property, and convergence are addressed in detail in [34].
5. Numerical results
In this section we present results of computational examples using the finite volume method. The domain of (2.2) is
confined to a square domainΩ = [0, L] × [0, L] ⊂ R2. The wavenumber for this two-dimensional domain is thereby
k = 2π(m/L, n/L), |k| = 2π

(m/L)2 + (n/L)2, m, n = 0, 1, . . . .
We set L = 60, a simple calculation leads to µ2 = π/60 < u
∗
2(b12+e1u∗1)−u∗1(b11+e1u∗2)
d1
, which implies that the conditions in
Theorem 3.2 are satisfied. According to (3.8) and (3.9), we obtain the Turing bifurcation threshold and the corresponding
critical wavenumber
dc3 = 6.092 and |kc|2 = 1.2041.
The numerical parameters are set as follows. The domain is discretized using 63,819 control volumes, with a maximum
diameter of h = 0.2372. A time step of1t = 0.1446 is used. For solving the corresponding nonlinear systemarising from the
implicit finite volume formulation, we have used a standard Newtonmethod, where at each time step, only a few iterations
are required to converge. The linear systems arising from the Newton linearization method are solved by the unsymmetric
multi-frontal method (UMFPACK). We do not observe any numerical instabilities during the whole experiments. The initial
data is taken as a uniformly distributed random perturbation around the equilibrium state (u∗1, u
∗
2) in Ω , with a variance
lower than the amplitude of the final patterns. More precisely,
u1(x, 0) = u∗1 + η1(x), u2(x, 0) = u∗2 + η2(x), (5.1)
where η1 ∈ [−1.5, 1.5] and η2 ∈ [−2, 2].
5.1. Pattern selection and transient patterns
For our first test we simulate the selection of different patterns depending on the value of the cross-diffusion coefficient
d3. In Fig. 4 we depict the real part of the eigenvalues Re(λ) in correspondence with the norm of the wave vector. For the
first two rows of Fig. 5, we have used d3 = 6.092, and we changed this parameter to d3 = 6.7 for the two last rows of Fig. 5.
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Fig. 5. Example 1. From top to bottom: spatial patterns of species u1 , u2 for d3 = 6.092, and u1 , u2 for d3 = 6.7. From left to right: snapshots at time
instants t = 200 (left), t = 500 (middle) and t = 20000 (right).
In Fig. 5, the left, middle and right figures are corresponding to the different d3 = 200, 500 and 20,000 respectively. Of
course, the particular shapes of these patterns are also influenced by the initial data, but we observe a qualitative change
in the pattern selection from stripes (top) to spots (bottom). Therefore, we find that when the cross-diffusion coefficient d3
increases, themodes of the patterns convert from the stripes to the spots. Thanks to (3.9), we can compute the absolute value
of the spatial wavenumber and the spatial wavelength, which are |k| = 1.2179 and 5.159 for d3 = 6.092. When d3 = 6.7,
the spatial wavenumber and the spatial wavelength are |k| = 1.2465 and 5.0407.
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Fig. 6. Spatial patterns of species u1 at time instants t = 1, t = 50, and t = 450.
Fig. 7. Example 2. Spatial patterns of species u1 (top) and u2 (bottom) at time instants t = 1 (left), t = 50 (middle) and t = 100 (right).
Moreover, when d3 = 6.092 and comparing to the figures at the different times, the left figures at t = 200 are spotted
patterns, the middle figures at t = 500 are transient patterns that present stripes and spots, while the right figures at
t = 20,000 are striped patterns. However, when d3 increases to 6.7, transient patterns do not appear. From the two last
rows in Fig. 5 we observe only spotted patterns.
In Fig. 6, we have plotted a different view of snapshots of species u1 (u2 follows a similar evolution), where both figures
use the same color scale. We readily see that for spatial patterns, their amplitude does not varies in time.
5.2. Dependence of patterns on the cross-diffusion magnitude
It is worth pointing out that the variance of the fields η1, and η2 in (5.1) plays an important role in the amplitude and
formation of spatial patterns. As we have already shown, another key aspect is the magnitude of the cross-diffusion d3.
For instance, by reducing the effect of cross-diffusion, we do not observe similar spatial patterns; rather, they arrange as
larger patches which will eventually smooth out to the constant equilibrium state. This is confirmed by a second numerical
example, for which we set d3 = 0.1, while all remaining parameters are taken as in Example 1. Notice in particular the
small variance of the colorbars in Fig. 7. We have also found that, as suggested in [12], an alternative strategy for stabilizing
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the system, without the need for decreasing the direct effect of the cross-diffusion, consists in decreasing the value of the
inter-specific competition parameters b2i, e1.
6. Conclusion
In this paper, we have developed a theoretical framework for studying the phenomenon of pattern formation in a
2D reaction–diffusion system with cross-diffusion. Applying a stability analysis and suitable numerical simulations, we
investigate the Turing parameter space, the associated pattern type and a mechanism for pattern selection. The proposed
approach has applicability to other reaction–diffusion systems including cross-diffusion, such as chemotaxis, food chain, and
cell motility models. In this context, it is of great interest to us the development of a general mathematical and numerical
framework that allows for the treatment of certain degenerate quasilinear parabolic systems modeling bacterial growth,
that are known to involve several important phenomena such as fractal morphogenesis and branching patterns.
Our results provide clear evidence for the following. (i) Linear stability analysis of homogeneous steady-state solutions
provides a reliable predictor of the onset and nature of pattern formation in the reaction–diffusion systems with cross-
diffusion. (ii) Turing instabilities occur for successively lower values of the critical cross-diffusion constant d∗3 . (iii) Spatial
patterns appear in reaction–diffusion systems with cross-diffusion when the effect of cross-diffusion is larger than a given
critical value. (iv) The selection of the spatial pattern transform from stripes to spots when d3 increases. (v) The variance of
the initial fields plays an important role in the final amplitude and formation of spatial patterns. We have also provided
a theoretical support for reaction–diffusion systems with cross-diffusion as viable models for studying Turing pattern
formation phenomena.
It is well-known that for a inhibitor–inhibitor system, the formation of patterns does not occur. We introduce the cross-
diffusion into the particular aquatic ecological system, and show that this gives rise to Turing-like spatial patterns. All
this is confirmed with the help of illustrating numerical simulations that permit us to obtain a qualitative match with the
temporal–spatial periodic fluctuation observed in aquatic environments [37].
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