Abstract: Nonparametric or distribution-free charts can be useful in statistical process control problems when there is limited or lack of knowledge about the underlying process distribution. In this paper, a phase II Shewhart-type chart is considered for location, based on reference data from phase I analysis and the well-known Mann-Whitney statistic. Control limits are computed using Lugannani-Rice-saddlepoint, Edgeworth, and other approximations along with Monte Carlo estimation. The derivations take account of estimation and the dependence from the use of a reference sample. An illustrative numerical example is presented. The in-control performance of the proposed chart is shown to be much superior to the classical ShewhartX chart. Further comparisons on the basis of some percentiles of the out-of-control conditional run length distribution and the unconditional out-of-control ARL show that the proposed chart is almost as good as the ShewhartX chart for the normal distribution, but is more powerful for a heavy-tailed distribution such as the Laplace, or for a skewed distribution such as the Gamma. Interactive software, enabling a complete implementation of the chart, is made available on a website.
Introduction
Control charts are most widely used in statistical process control (SPC) to detect changes in a production process. In conventional SPC, the pattern of chance causes is often assumed to follow the normal distribution. It is well recognized however that in many applications the underlying process distribution is not known sufficiently to assume normality (or any other parametric distribution), so that statistical properties of commonly used charts, designed to perform best under the assumed distribution (such as normality), could be potentially (highly) affected. In situations like this, development and application of control charts that do not depend on normality, or more generally, on any specific parametric distributional assumptions, seem highly desirable. Distribution-free or nonparametric control charts can serve this purpose. Chakraborti, Van der Laan and Bakir [4] (hereafter CVB) presented an extensive overview of the literature on univariate nonparametric control charts. In-control (stable) properties of these charts are completely determined (known) research.
The MW control chart
Suppose that a reference sample of size m, denoted by X = (X 1 , . . . , X m ), is available from an in-control process and that Y = (Y 1 , . . . , Y n ) denotes an arbitrary test sample of size n. The superscript h is used to denote the h th test sample,
. . , Y h n ), h = 1, 2, . . . , when necessary for notational clarity; otherwise, the superscript is suppressed. Assume that the test samples are independent of each other and are all independent of the reference sample. The MW test is based on the total number of (X, Y ) pairs where the Y observation is larger than the X. This is the statistic where L mn and U mn are the lower control limit (LCL) and the upper control limit (UCL), respectively. The distribution of M XY is known to be symmetric about mn/2 when the process is in-control, so it is reasonable to take L mn = mn − U mn . We focus on two-sided charts, one-sided charts can be developed similarly.
Design and implementation
Implementation of the chart requires the control limits. Typically, in practice, the control limits are determined for some specified in-control average run length (ARL 0 ) value, say 370 or 500. If the successive charting statistics M 1 XY , M 2 XY , . . . corresponding to test sample 1, 2, . . . were independent, then, as in the standards known case, the ARL 0 would be equal to the reciprocal of the false alarm rate, p 0 = 2P 0 (M XY > U mn ), where the subscript 0 denotes the in-control case. So if the charting statistics were independent, the upper control limit U mn would be equal to the two-sided critical value for a MW test with size equal to 1/ARL 0 . However, such critical values are not expected to be found in available tables for the MW test, since in a typical control charting application ARL 0 = 370, which means that the UCL is the upper critical value for a MW test with size 1 / 2 (1/370) = 0.00135.
Even if such critical values could be found, the main problem with their use is that the successive charting statistics M 1 XY , M 2 XY . . . are dependent, since the test samples are all compared to the same control limits derived from the same reference sample, and this dependence affects all operational and performance characteristics of the control chart, such as the false alarm rate, the ARL, etc. (see, for example, Quesenberry [13] and Chakraborti [3] for the ShewhartX chart). It might be argued that for "large" amounts of reference data such dependence can be ignored. There are two problems with this argument, however. One, we would need to know the size of the reference data, a-priori, that would support ignoring dependence, and two, we would have to wait much longer to gather that amount of data while process monitoring has to wait, costing time and money. The solution to this is the ability to calculate the control limits for any given (fixed) m and n and ARL 0 in a given situation. To this end we first develop an efficient method to calculate the ARL.
Calculation of the ARL
Let F and G represent the cdf of X and Y respectively, and suppose that F and G are continuous, so that "ties" between the X's and the Y 's, as well as within the X's and the Y 's can be ignored theoretically. It is convenient to derive the ARL by conditioning on the reference sample, i.e. using the so-called conditioning method. To this end, observe that the probability of signal for any test sample, given the reference sample X = x, is
Let N denote the run length random variable for the chart. Given the reference sample X = x, and that two arbitrary test samples Y h and Y l , (h = l) are independent, which implies the independence of M 
say. The second equality in (2.3) follows from a property of expectation. The third equality follows since given X = x, N is geometrically distributed with parameter p G (x). The fourth equality is obtained by writing 1/p G (x) as a function of G and
, where ν is some function. This can be done since p G (x) is a sum of probabilities like P G (M xY = u), which, in turn is a sum of probabilities over all configurations of the x's and Y 's for which M xY equals u. Naturally, the probability of such a configuration only depends on G(x 1 ), . . . , G(x m ).
The (unconditional) ARL of the chart is the mean (expectation) of the distribution of the random variable E G (N |X), which is the conditional average run length, given the random reference sample. Percentiles of the distribution of E G (N |X) (and not just the mean) are useful to study and characterize control chart performance when parameters are estimated, and we develop efficient algorithms to compute these. First however, we focus on the mean of the conditional distribution, that is the unconditional ARL given in (2.3), when the process is in-control.
In the in-control situation the X's and the Y 's come from the same distribution 
is the conditional probability of a signal at any test sample, given the reference sample u, when the process is in-control. The subscript U is used to denote that in the in-control case both the reference and the test samples can be thought of coming from the same distribution, the U [0, 1] distribution, which shows that the in-control ARL of the proposed chart does not depend on F . The same argument can be used to show that the in-control run-length distribution does not depend on F and hence the proposed chart is distribution-free. We emphasize that for the in-control case, without any loss of generality, the common (F = G) distribution can be assumed to be the U [0, 1] distribution by virtue of the probability integral transform (see, for example, Gibbons and Chakraborti [7] ). This simplifies calculations considerably. We need to calculate (2.4) to implement the chart and (2.3) to evaluate chart performance. For both of these objectives there are two problems. First, an explicit formula for p G (x) (or p U (u)), is not known, which prevents a direct computation. Second, we have an m-dimensional integration in both (2.3) and (2.4). Our approach is to calculate p G (x) (and p U (u)) (exactly or approximately) using a fast algorithm, and then use that to approximate the integral in both (2.3) and (2.4) with a Monte Carlo estimate to get estimates (2.5)
,
is the i th Monte Carlo sample, i = 1, . . . , K, of which each component is drawn from some specified F for the ARL G , and K denotes the number of Monte Carlo samples used. Similarly, for the in-control situation, u i is a Monte Carlo sample from U [0, 1]. For an accurate approximation, K needs to be sufficiently large and therefore a fast method of computing the signal probability p G (x) (and p U (u)) for an arbitrary reference sample x is essential for the practical use of the approximation.
The ARL calculations proceed in two steps. The first step is to find a fast and efficient method to compute the signal probability. We detail the procedure for fast computation of p G (x); calculation of p U (u) is similar.
Fast computation of signal probability
From (2.1) it is seen that the MW statistic is the sum n j=1 C j , where C j represents the number of X's that are less than an Y j . From (2.2) it follows that the calculation of p G (x) essentially requires calculation of the upper-tail probability P G (M xY > U mn ), say, and this in turn requires (i) efficient enumeration of all ntuples {C 1 , . . . , C n } for which the sum is greater than U mn and (ii) summation of the probabilities for such tuples.
Note that P (C j = l) is equal to P (X (l) < Y j < X (l+1) ), where X (l) denotes the l th ordered observation in the reference sample for l = 1, . . . , m with X (0) = −∞ and X (m+1) = ∞, say. Given the reference sample, the last probability is simply P (x (l) < Y j < x (l+1) ), which is denoted by a l , l = 0, . . . , m. Also, given the reference sample, note that the random variables C j are i.i.d. Hence the conditional probability generating function (pgf) of C j is (2.7)
Again, since given the reference sample the C j are i.i.d., the conditional pgf of M xY (the sum of the C j ), is simply the product of the pgf's in (2.7)
In principle, P G (M xY > U mn ) can be calculated by expanding the power in (2.8) and collecting the coefficients of all terms with degree greater than U mn . However, for moderate to large m (say, m ≥ 100) and n not very small (say, n ≥ 5) this takes a considerable amount of computing time, especially since the procedure has to be repeated K (a large number) times, once for each Monte Carlo sample. Alternative, faster, methods such as "a branch-and-bound" algorithm, based on Mehta et al. [10] can be used to shorten the intermediate expressions that result from expanding (2.8) and saves considerable time. However, even with the branch-and-bound algorithm, m and n might be just too large to allow for exact computations and hence a good approximation to the control limits may be necessary. For example, we may apply the central limit theorem for the sum of i.i.d. random variables to M xY = n j=1 C j to get a normal approximation to P G (M xY > U mn ) but in our context, U mn is typically far in the upper tail of the distribution of M xY and n is usually not very large, and so the normal approximation is not very accurate. Instead, we find the Lugannani-Rice formula (hereafter LR-formula; see Jensen [8] , page 74) for the upper-tail probability for the mean of i.i.d. discrete random variables (which is a "saddlepoint" approximation formula) to be particularly useful. This formula is known to be more accurate than the normal approximation in the tails of a distribution and is based on the cumulant generating function of C j , which is obtained from the pgf in (2.7): k(t) = log[H 1 (e t )]. Let m(t) and σ 2 (t) denote the first and the second derivative of k(t), respectively. Furthermore, let u = (U mn + 1)/n andM xY = M xY /n. The saddlepoint γ is the solution to the equation m(t) = u. Using (3.3.17) in Jensen (1995, page 79) we obtain
where
Φ(.) and φ(.) are, respectively, the cdf and the pdf of the standard normal distribution. Using (2.9), we can efficiently approximate the signal probability p G (x) given in (2.2).
Monte Carlo estimation of ARL and error control
From formulas (2.5) and (2.6) we observe that the computation of p G (x) is repeated many times to obtain a Monte Carlo approximation of the ARL. The question here is regarding K, the number of samples so that the Monte Carlo error is acceptably small. Since, for the purpose of ARL computation, the reference samples are drawn independently from G (or U [0, 1] in case of ARL 0 ), the Monte Carlo standard error is estimated by s mc = s(ARL G (X))/ √ K, where s(.) denotes the sample standard deviation computed from K simulated reference samples. Then, we may choose the smallest K such that (2.10)
where D is either a specified number or a percentage of the current estimate ARL G . We can start with say K = 100, increase K, compute s mc , and repeat the process until the specification s mc ≤ D is met. Use of formula (2.10) provides a way to obtain an efficient and a reasonably accurate approximation to ARL G . Asymptotic probabilistic control of the accuracy may be achieved by using the normal distribution for ARL G . For example, one could set D such that the probability that ARL G deviates more than C units from the real mean is smaller than 0.05. Here, C could be a small percentage of the current estimate. Next, we discuss the approximation of ARL 0 in more detail.
Approximation of ARL 0
Three methods of approximating ARL 0 have been introduced so far, each based on a different method to compute or approximate p U (u). To summarize, they are: 1. Exact (EX): Monte Carlo simulation using (2.6), with p U (x) computed exactly using formula (2.8)
2. LR-formula (LR): Monte Carlo simulation using (2.6), with p U (u) computed approximately using formula (2.9) 3. Normal (NO): Monte Carlo simulation using (2.6), with p U (u) computed from a normal approximation
We compare these methods on the basis of accuracy and speed. While setting a value of D, we observed that K was usually under 1000, and the maximum Monte Carlo error was 2% of the target ARL 0 = 500, that is, equal to 10. The value of K was set to 1000 and kept unchanged in these computations to get a fair comparison of the computing times. Moreover, we introduce two alternative methods to calculate ARL 0 :
4. Fixed reference sample (FR): Fix reference sample to q = (1/(m + 1), . . . , m/(m + 1)) and approximate ARL 0 by 1/p U (q) 5. 1/(false alarm rate) (FA): approximate ARL 0 by the reciprocal of the false alarm rate: 1 /(2 P 0 (M XY > U mn )). Let us explain approximations 4 and 5. When m is large, the empirical cdf F m (x) converges to F (x) (which is the cdf of the U [0, 1] distribution) and hence for large m we may approximate the i th reference sample observation by the i/(m+1) th quantile of the U [0, 1] distribution, q i = i/(m + 1), i = 1, . . . , m. Thus, we approximate the ARL 0 , for large m, by 1/p U (q), where q = (q 1 , . . . , q m ). This is method 4. The major benefit with this approximation is that we need to compute p U (u) only once (namely at u = q) instead of K times as needed in methods 1 through 3 for each of K Monte Carlo reference samples. Finally, another quick approximation for the ARL 0 is given by the inverse of the false alarm rate, 1 /(2P 0 (M XY > U mn )). In a setting where runs are truncated at a finite point T , the latter approximation was proven to be unbiased when m approaches infinity in Park and Reynolds [12] . This approximation is method 5. Chakraborti [3] showed that for the ShewhartX chart, 1/FAR is a lower bound to ARL 0 and noted that this bound can serve as a "quick and dirty" approximation to the ARL 0 for moderate to large values of m. When applying method 5, we used formula (11) in Fix and Hodges [6] to compute P 0 (M XY > U mn ), based on an Edgeworth approximation, which significantly improves the normal approximation by including moments of order higher than 2. Table 1 displays the estimated ARL 0 values computed by the five methods for fifteen combinations of m and n. Chart constants were determined (using the algorithm discussed in the next section) such that ARL 0 ≈ 500, when applying the exact formula (2.8) or the best approximation, the LR-formula, when exact computations were too time-consuming. Therefore, the closer an ARL 0 value is to 500, the better the approximation. The table also shows the computing times on a 1.7GHz Pentium PC with 128MB of internal RAM.
Several observations can be made from Table 1 . First we see that the "gold standards" or the exact computations are very time-consuming for most values of m and n. However, when they can be found, they would naturally form the basis of our comparisons of various approximations. Second we see that the normal approximation is not very accurate, but the LR-approximation is, particularly for m ≤ 100, n ≤ 10 and for m = 500, n = 5. Since the LR-approximation is known to become more accurate when the sample sizes increase, one may safely apply the LR-formula also when m ≥ 50 and n ≥ 5 in order to implement the proposed chart. It may be noted that when m increases, the computing times with the LRformula also increase, although, by far, not as dramatically as the times for the exact computations. This suggests that in practice (for finding the chart constants, to be discussed next) there is still room for an alternative, quick approximation of ARL 0 , particularly for large values of m. Compared to the LR-formula, we observe that both the "fast" approximations (methods 4 and 5) are quite good for m ≥ 1000 and that the fixed reference sample approximation (method 4) performs somewhat better for relatively small values of n (n = 5,10) than for n = 25.
To summarize, the best method of calculating the ARL 0 is the exact EX method if it is computationally feasible, otherwise, the best approximation is the LR method. In practice, we recommend using the LR-method, because it is both fast and accurate. If the reference sample is very large, say m ≥ 1000, one of the two faster approximations, either FR or FA, can be used.
Determination of chart constants
Since we can now calculate the ARL 0 corresponding to a given value of U mn efficiently and accurately, we can use an iterative procedure based on linear interpolation to find the control limit for a pre-specified ARL 0 value, say 500. In principle, we use the LR-approximation for the computation of ARL 0 . However, we have observed that this approximation is still somewhat time-consuming, so we want to minimize the number of iterations for which the LR approximation is used. To this end a good starting value of U mn is needed and this is where the fast approximations FR and FA are very useful. Starting with the FA approximation, we simply equate the inverse of the false alarm rate to 500, which means solving 1/(2 * F H(u)) = 500 for u in order to get an initial guess for U mn . Since the FR approximation is somewhat better than FA for m ≤ 500, we use this initial guess with the FR approximation to refine the Fix-Hodges approximation when m ≤ 500. The resulting approximation for the UCL is then used as an initial guess for the linear interpolation method with the LR-formula. We do not detail the search procedure here, but illustrate it with an example. Suppose that m = 375 and n = 7, and we want to find the chart constants such that ARL 0 ≈ 400. Suppose we allow a deviation of 2% (which is 0.02 * 400 = 8) maximally, hence the search procedure would stop and yield the desired control limit U mn , when 392 ≤ ARL 0 ≤ 408. Moreover, suppose we stipulate that the Monte Carlo standard error s mc be smaller than 1.5% of the current estimate of ARL 0 ; from inequality (2.10) we observe that this requirement determines the number of Monte Carlo samples K per iteration, when setting D= 0.015 * 400 = 6. The output from our program (written in Mathematica; see Software section later) is shown in Table 2 . As can be seen in Table 2 , six iterations (numbered 1 through 6) have been executed in approximately 140 seconds. The first three of these hardly take any computing time, because the fast FA and FR approximations were used. For each iteration, the values of the UCL and the LCL and the corresponding ARL 0 are shown. Under the LR method, the program also calculates the 5 th percentile of the conditional in-control ARL distribution and the Monte Carlo standard error (smc). Note that the first step with the LR method, step 4, uses the chart constants of step 3, which is our best guess from the fast approximations, as initial values. Also, note that for the LR method, the first two iterations (4 and 5) produce ARL 0 values below and above the target value 400, so that linear interpolation begins at the third iteration and the new UCL is found using the two previous UCL's 5  348  2152  328  2172  10  1170  3830  1128  3872  25  4081  8419  4016  8484  1000  5  698  4302  653  4347  10  2344  7656  2268  7732  25  8169  16831  8058  16942  2000  5  1397  8603  1309  8691  10  4682  15318  4540  15460  25  16392  33608  16145  33855 and their corresponding ARL 0 values. Thus, the final chart constants are found at iteration 6, U mn = 2139 and hence L mn = 486, with attained ARL 0 = 394.5. The 5 th percentile of the conditional in-control ARL distribution, at this iteration, is found to be 252.78. So using the MW chart with UCL = 2139 and LCL = 486, the unconditional ARL 0 = 394.5 implies that when the process is in-control, on an average, a false alarm is expected every 395 samples. The 5 th conditional percentile implies that for 95% of all reference samples (that could have possibly been taken from the in-control process), the average run length is at least 253. Table 3 shows chart constants computed with this algorithm for a number of combinations of m and n. All cases are two-sided and ARL 0 equals either 370 or 500. Table 5 .1 in Montgomery [11] gives a set of data on the inside diameters of piston rings manufactured by a forging process. Twenty-five samples, each of size five, were collected when the process was thought to be in-control. The traditional Shewhart X and R charts provide no indication of an out-of-control condition, so these "trial" limits were adopted for use in on-line process control.
Numerical example
For the proposed MW chart with m = 125, n = 5 and ARL 0 = 400, we find the upper control limit U mn = 540 and hence the lower control limit L mn = 85. Having found the control limits, prospective process monitoring in phase II begins. Montgomery also gives (Table 5. 2) fifteen additional samples from the piston-ring manufacturing process.
These "test samples" lead to fifteen MW statistics calculated using Minitab Figure 1 .
The conclusion from this chart is that the medians of test groups 12, 13 and 14 have shifted to the right in comparison with the median of the in-control distribution, assuming that G is a location shift of F . It may be noted that the Shewhart X chart shown in Montgomery [11] led to the same conclusion with respect to the means. Of course, the advantage with the MW chart is that it is distribution-free, so that regardless of the underlying distribution, the in-control ARL of the chart is roughly equal to 400 and there is no need to worry about (non-) normality, as one must for theX chart. To see how the MW chart compares with other available nonparametric charts, we calculated the distribution-free precedence chart (see CVV) for this data. We found LCL = 73.982 and UCL = 74.017 for the precedence chart, with an attained ARL 0 ≈ 414.0. Consequently, the precedence chart declares the 12 th and the 14 th groups to be out of control but not the 13 th group, unlike both the MW and the Shewhart chart.
Comparison with the Shewhart chart
The performance of a control chart is usually assessed in terms of its run length distribution and certain associated characteristics, such as the ARL. While following the general norm in the literature we examine the ARL, given the skewed nature of the run length distribution, we also consider two other criteria for evaluating and comparing the performance of the MW chart and its parametric competitor, the ShewhartX chart, in terms of some percentiles of the conditional run length dis-tribution. We believe these criteria provide additional useful information regarding chart performance, with estimated parameters.
To ensure a fair comparison between the MW and the ShewhartXchart, first, theX chart is used for the case when both the mean and the variance are unknown, with parameters estimated from the reference sample. Second, the charts are both designed to have the same specified ARL 0 . Note that for theX chart the nonrobustness of the ARL 0 with respect to non-normal in-control distributions is a major concern. This has been recognized as a problem elsewhere (see e.g. CVV) and is perhaps one of the important reasons for considering a nonparametric chart in practice.
Although both the conditional and the unconditional distributions provide important information regarding the performance of a control chart, we argue that the conditional distribution might be preferred from a practical point of view since the unconditional distribution is what results after "averaging" over all possible reference samples. Users would most likely not have the benefit of averaging in a particular application. Also, since the distribution is skewed, the percentiles and not the average are better measures of performance and thus the standard deviation appears to be a less suitable measure of variability. First we consider the in-control case.
In-control performance
For the in-control situation, a lower order percentile (say the 5 th ) is more useful and relatively large values of this percentile are desirable (in the same spirit that the ARL 0 of a chart be large), since that would lead to a smaller probability of a false alarm. We also show the estimated standard deviations to give an indication of the variability of ARL 0 (X), since this appears to be the current norm. For completeness, the 95 th percentile is also given. The two percentiles can also provide an indication of the variability in the conditional distribution.
The proposed MW chart for location for is compared to the ShewhartX chart with estimated parameters. There may be some interest in comparing against other control charts and we comment on this aspect later. To ensure a fair comparison, chart constants were determined such that the ARL 0 approximately equals 500 for both charts. We kept the test sample size constant, n = 5, and used several values for the reference sample size m. Both samples were drawn from a Normal(0,1) distribution. The number of simulations, K, was set to 1000. The results are shown in Table 4 .
To illustrate, suppose m = 750. While applying the MW chart with U mn = 3258, from Table 4 we know that 95% of the in-control ARL's (for a large number of reference samples taken from the in-control process) will be at least 360. This provides useful performance information in addition to saying that the unconditional ARL 0 is 500. For theX chart with m = 750 and a control chart constant of 3.089 (this guarantees ARL 0 = 500 when parameters are both unknown), the 5 th percentile is 314 so that 95% of the in-control ARL's are at least 314. Since the in-control 5 th percentiles for the MW chart are considerably larger than those of the Shewhart chart for all m, we conclude that the in-control performance of the MW chart is superior to that of the Shewhart chart with estimated limits, particularly for m ≤ 150. Thus the MW chart is more useful in applications where a large amount of reference data might not be available. The uniformly smaller standard deviations for the MW chart doubly confirm its superiority. Note also that as m increases, both the 5 th as the 95 th percentiles approach the mean of the corresponding unconditional distribution, the ARL 0 , which is set at 500.
Out-of-control performance
The distribution-free property (and the resulting robustness of the ARL 0 ) is an important asset of the proposed chart, but what about its out-of-control performance? We address this issue here. Since this is a chart for location, our interest is in the shift (location) alternative G(x) = F (x − δ), where δ is the unknown shift parameter. To study the effects of using a reference sample, again, we use conditioning and study the distribution of the conditional ARL. Let ARL δ (X) = E F (x−δ) (N |X), denote ARL of the run-length distribution, given the reference sample X, when the process distribution F has shifted by an amount δ. We examine the out-of-control performance of both the MW chart and the Shewhart chart in terms of ARL δ (X) next.
We also provide a more traditional chart comparison by examining the out-ofcontrol unconditional ARL for a specified distribution and shift, ARL δ . Naturally, small values of ARL δ are desirable. As in the case of the in-control situation, we also examine a percentile of the out-of-control distribution. However, in the outof-control case it makes sense to focus on a higher order percentile, say the 95 th percentile. Denoting this by q 0.95 , relatively smaller values of q 0.95 are desirable for a preferred chart, since the probability of a signal is desired to be higher in the outof-control case. For a given value of q 0.95 , users can be 95% confident that for their own specific reference sample, the out-of-control ARL is smaller than that value. The two performance measures, namely the ARL δ and the q 0.95 , are examined for three distributions: Normal, Laplace and Gamma(2,2). The Laplace distribution is normal-like but with heavier tails, which results in higher probabilities of extreme values. The Gamma(2,2) distribution is skewed and is often used in the SPC literature. We apply two-sided charts to the Normal and the Laplace distributions and a one-sided chart with an upper control limit to the Gamma(2,2) distribution. The test sample size n is 5 and the reference sample size m is 100. Control limits for both the MW chart and the ShewhartX chart with estimated parameters are determined such that ARL 0 = 500. Using these limits ARL δ (X) and the 95 th percentile of the distribution of ARL δ (X) are computed for several values of δ, which is given in units of the standard deviation. Figures 2 through 4 show the results. For the set of points, triangles and diamonds, observe that for the normal distribution the 95 th percentiles for the ShewhartX chart are all smaller than those for the MW chart. Thus, as one might expect, theX chart is more effective in detecting shifts than the MW chart in case of the normal alternative. However, note that the differences between the percentiles are small at all shifts (the largest difference is around 15) and the difference appears to vanish for shifts greater than 1. The same pattern holds for the two ARL's. On the other hand, Figure 3 , for the Laplace distribution, shows that the MW chart is clearly better than the Shewhart chart for all shifts, large and small. For the Gamma(2,2) distribution, in Figure 4 , again, we see that the MW chart is better in detecting shifts, although the difference in performance is not as dramatic as in the case of the Laplace distribution. These calculations were repeated for m = 500 observations; the results were very similar and are therefore omitted here. We conclude that the nonparametric MW chart follows the well-known results for the MW test statistic: it is nearly as effective as the ShewhartX chart under normality, but is more effective under heavy tailed and skewed distributions. Also, note that performance of the MW chart in the case of the Laplace distribution makes it potentially useful when outliers in the data are not uncommon.
Discussions and further topics
Comparison with CUSUM and EWMA charts Shewhart charts are known to be very good for moderate to large shifts. These charts do not require tuning parameters like those needed by the CUSUM and the EWMA charts for a specified shift, but aim for global performance. Thus although one can design a CUSUM or an EWMA chart to perform better by focusing on either small, medium or large shifts, a priori, the same path could lead to a worse performance for other shifts. Moreover, as has been noted in the literature Quesenberry [14] , the very nature and principle of the "averages-type" charts (such as CUSUM and EWMA) is different from that of Shewhart charts. In addition to the problem of having different in-control run-length distributions that renders the stable properties of these charts to be quite different (and hence out-of-control assessments less meaningful), the averages charts are more powerful in detecting specific types of shifts (sustained monotonic).
Nevertheless, we made an attempt to compare the MW chart with EWMA and CUSUM on the basis of in-control robustness in terms of misspecifications of the shape of the distribution and the variance. Rather than showing all the results, we summarize the findings here. For fast detection of large shifts (say 1 and larger), the MW chart is very good: it is powerful and maximally robust against misspecifications of shape and variance. The latter is far from being true for CUSUM and EWMA designed for detecting large shifts: true ARL 0 could easily be twice as large or small as the target ARL 0 in case of skewness, increased variance or heavy-tails. For small shifts, the situation is more delicate: the EWMA is a strong competitor, since it is often (but not always; for example, not for medium to large shifts in the normal) more powerful than the MW chart and quite robust against misspecifications of the shape. This type of robustness of the EWMA chart was shown earlier (see e.g. Borror et al. [2] ). However, the EWMA is seen to be not robust against a misspecification of the variance. For example, a small increase of the variance of a normal (from 1 to 1.1) lowered the in-control ARL from 500 to 215 for an EWMA designed for small shifts. The overall conclusion is that especially when the incontrol variance can be estimated with limited accuracy, the nonparametric charts in general, and the MW chart in particular, is extremely useful in practice, because they do not require knowledge of the underlying variance. Similar conclusions have been drawn in Amin et al. [1] .
Alternative chart design criteria Table 4 suggests that with estimated parameters, especially for small values of m, it may be useful to use a lower order (say the 5 th ) percentile of the conditional distribution as a chart design criterion rather than the mean, i.e., the unconditional mean ARL 0. The design requirement would be that the percentile be at least equal to some specified large number, such as 300. In some cases one might want to avoid very short in-control runs in the future, which suggests using a lower percentile of the in-control distribution of N and not that of the conditional distribution of E(N|X ). The probability P 0 (N ≤ n) can be computed using similar methods as for computation of ARL 0. Then, for example, if one wants to avoid in-control runs smaller than 100 with a high probability, say 0.90, we can find the control chart limits by solving P 0 (N ≤ 100) = 1 − 0.90 = 0.10, again using a search algorithm. To facilitate use of both of these chart design criteria we have implemented these in the software that we provide with this paper.
Individual's chart
There is considerable interest in nonparametric charts for individual observations (n = 1) since in this case the notion of approximate normality via the central limit theorem is not applicable. For n = 1, formula (2.7) allows for fast exact computations. The software can be used to set up such a chart. Because of the natural interest in nonparametric individual's charts, a detailed treatment of this topic will be given in a future paper.
Monitoring dispersion
The dispersion or spread need not be monitored while using a nonparametric control chart (such as the MW chart) under the location model. This has been cited as an advantage of the nonparametric sign charts by some authors. However, monitoring the spread is an interesting practical problem in a "location-scale" model and we see the possibility of designing a chart for scale (along with that for the location) based on some nonparametric test for scale, This topic will be considered in a future paper.
Appendix: Software
In order to support practical implementation of the methods presented in this paper two types of software related resources are provided. First, a Mathematica 4.2 Wolfram [16] notebook is available to calculate (i) the in-control ARL computations any of the five methods (ii) the out-of-control performance computations, (iii) the control chart constants and (iv) to plot the MW-control chart for a user-specified data set. Second, we created a website that enables anyone to apply the proposed methodology. The MW control chart limits can be found for the sample sizes at hand for a specified target ARL 0 (or a desired (qth) percentile of ARL 0 (X)). Moreover, the website allows users to import their own data set and have the MW chart drawn. The site can be reached via www.win.tue.nl/∼markvdw. The Mathematica notebook is available from the same site; it contains more procedures and allows for more flexible input. User instructions are available in the notebook and at the website.
