We address the problem of eliminating fast reaction kinetics in stochastic biochemical systems by employing a quasiequilibrium approximation. We build on two previous methodologies developed by ͓Haseltine and Rawlings, J. Chem. Phys. 117, 6959 ͑2002͔͒ and by ͓Rao and Arkin, J. Chem. Phys. 118, 4999 ͑2003͔͒. By following Haseltine and Rawlings, we use the numbers of occurrences of the underlying reactions to characterize the state of a biochemical system. We consider systems that can be effectively partitioned into two distinct subsystems, one that comprises "slow" reactions and one that comprises "fast" reactions. We show that when the probabilities of occurrence of the slow reactions depend at most linearly on the states of the fast reactions, we can effectively eliminate the fast reactions by modifying the probabilities of occurrence of the slow reactions. This modification requires computation of the mean states of the fast reactions, conditioned on the states of the slow reactions. By assuming that within consecutive occurrences of slow reactions, the fast reactions rapidly reach equilibrium, we show that the conditional state means of the fast reactions satisfy a system of at most quadratic equations, subject to linear inequality constraints. We present three examples which allow analytical calculations that clearly illustrate the mathematical steps underlying the proposed approximation and demonstrate the accuracy and effectiveness of our method.
I. INTRODUCTION
Modeling interactions among molecular species in single cells and simulating the dynamic behavior determined by such interactions are two very important problems of computational cell biology. In single cells, molecular interactions produce stochastic fluctuations that may dominate cellular dynamics. 1, 2 Therefore, modeling molecular interactions in single cells requires use of stochastic biochemical systems, which provide a probabilistic description of cellular dynamics.
Modeling and simulation of a highly reactive stochastic biochemical system comprising many species is difficult, since each molecule and every reaction event should be accounted for. Gillespie has shown that a well-mixed biochemical system at thermal equilibrium can be effectively characterized by a time-dependent joint probability mass function ͑PMF͒ over the system state. 3 A first-order differential equation, known as the chemical master equation ͑CME͒, governs the time evolution of this PMF. Unfortunately, modeling a complex biochemical system most often leads to a nonlinear CME, which cannot be solved analytically. However, it is possible to simulate the dynamics of the system by a stochastic algorithm known as the Gillespie algorithm 4 and estimate relevant statistics ͑e.g., means, variances, and PMFs͒ by Monte Carlo simulation. 5 Although the Gillespie algorithm is a method for exact simulation, it is often computationally intensive. This is especially true in cases of highly reactive biochemical systems comprising a large number of molecular species. If the biochemical system is highly reactive, reactions will occur numerous times in a short period of time and the Gillespie algorithm will be spending most time to simulate these events. Attempts to accelerate the Gillespie algorithm have produced several refinements. [6] [7] [8] [9] [10] [11] [12] [13] However, some of these refinements are not appropriate for simulating biochemical systems in which the populations of all species are small, whereas many of these refinements remain computationally expensive as biochemical systems become progressively more complex.
Recently, Rao and Arkin 14 proposed a technique to reduce system complexity by partitioning molecular species into two groups, namely, into primary species and intermediate species. By introducing an appropriate time-scale separation, they assume that the intermediate species are asymptotically at steady state within a coarse time scale. Then, they derive a CME that approximately characterizes the stochastic evolution of the primary species, thus effectively approximating the biochemical system by eliminating all intermediate species. The intermediate species exert their influence on the coefficients of the approximating CME, which are modified to account for the elimination of these species.
The method proposed by Rao and Arkin relies on two key assumptions: ͑a͒ given the population numbers of the primary species, the stochastic evolution of the population numbers of the intermediate species is Markovian and ͑b͒ given the population numbers of the primary species, the net rate of change of the conditional joint PMF of the population numbers of the intermediate species is Ϸ0. Although the second assumption derives naturally from a statistical interpretation of the well-known quasisteady-state assumption ͑QSSA͒ of deterministic chemical kinetics, 15 the first assumption has not been theoretically justified. Therefore, it is not clear in which cases and under what conditions this assumption is valid. Moreover, the QSSA is not always appropriate and may lead to erroneous approximations. This is illustrated by a simple enzyme kinetics example presented by Rao and Arkin.
14 An attractive approach to reduce system complexity is to recognize that, in certain cases, biochemical reactions may be separated into "slow" and "fast" reactions. Slow reactions occur infrequently over a long period of time, whereas fast reactions occur numerous times over a short period of time. It is the presence of fast reactions which dramatically increases computations. However, fast reactions are usually transitory and of no particular interest. Therefore, elimination of these reactions may result in a simpler biochemical system, which can be modeled easier and simulated faster than the original system.
An approach for eliminating fast reaction kinetics has been proposed by Haseltine and Rawlings. 16 In their approach, the system state is specified by the numbers of occurrences of the underlying reactions. By approximating the fast reactions with a Langevin equation, they propose a CME for characterizing the stochastic evolution of the slow reactions. Although this approach works well in a simple crystallization and a viral infection example, 16 it suffers from several drawbacks. For example, the coefficients of the approximating CME may substantially vary within consecutive occurrences of slow reactions. This requires use of a modified version of the Gillespie algorithm that explicitly deals with this problem. The modified algorithm is more difficult to use than the standard Gillespie algorithm and may result in a computationally expensive implementation. To ameliorate this problem, Haseltine and Rawlings proposed an additional approximation, based on scaling the stochastic step of the Gillespie algorithm. However, it is not clear how this approximation affects the accuracy and computational complexity of the proposed algorithm. Moreover, approximating a stochastic biochemical system with the CME proposed by Haseltine and Rawlings may not be theoretically sound, since we rigorously show in this paper that the stochastic evolution of the slow reactions is approximately governed by another CME, which does not necessarily imply the CME proposed by Haseltine and Rawlings ͑see our discussion in Sec. III͒. In this paper, we introduce a new approach to the problem of eliminating fast reaction kinetics, which leads to a method that avoids the previous problems. Initially, our approach follows that of Haseltine and Rawlings. However, after a brief introduction of the CME in Sec. II, we rigorously derive a CME in Sec. III which effectively models the dynamic evolution of the marginal PMF of a biochemical system over its slow states. If the coefficients of this marginal CME are known, then it can be stochastically simulated by the standard Gillespie algorithm. We show that for stochastic biochemical systems in which the probability of occurrence of a slow reaction depends at most linearly on the numbers of occurrences of the fast reactions, the coefficients of the marginal CME can be specified from the coefficients of the original CME and knowledge of the mean states of the fast reactions, conditioned on the state values of the slow reactions. To illustrate the proposed method, we present three examples: an enzyme kinetics example in Sec. IV, a viral infection kinetics example in Sec. V, and a transcription regulation example in Sec. VI. It becomes clear from these examples that, by assuming the fast reactions to be at equilibrium within consecutive occurrences of slow reactions, the conditional state means of the fast reactions satisfy a system of at most quadratic equations, subject to linear inequality constraints. Therefore, specification of the marginal CME requires solution of a constrained system of ͑at most quadratic͒ equations. In all three examples, this can be done analytically. The examples clearly illustrate the accuracy and effectiveness of the proposed approximation technique. Finally, we conclude the paper in Sec. VII by discussing several issues, including a possible numerical procedure for calculating the coefficients of the marginal CME when analytical derivation of such coefficients is not possible.
II. THE CHEMICAL MASTER EQUATION
Consider a well-mixed biochemical system at thermal equilibrium consisting of M elementary ͑monomolecular or bimolecular͒ irreversible reaction channels. We model a reversible reaction by two separate irreversible reactions and a reaction that involves more than two molecules as a cascade of bimolecular reactions. 17 We may characterize the state of the biochemical system at time t ജ 0 by the N-dimensional random vector X͑t͒ = ͓X 1 ͑t͒X 2 ͑t͒¯X N ͑t͔͒Ј, where X n ͑t͒ is the number of molecules of the nth reactant or product species present in the system at time t and XЈ denotes transposition. Given that the biochemical system is at state X͑t͒ = x at time t, the probability that one mth reaction will occur during the time interval ͓t , t + dt͒ is approximately given by m ͑x͒dt for a sufficiently small dt, where m ͑x͒ is the propensity function of the mth reaction channel. 3, 18 This function is expressed as
where M = ͕1,2, ... , M͖, c m Ͼ 0 is the specific probability rate constant of the mth reaction, and h m ͑x͒ is the number of all possible distinct combinations of the reactant molecules associated with the mth reaction channel when the system is at state x, given by An alternative way to characterize the state of a biochemical system at time t ജ 0 is by means of the M-dimensional random vector Z͑t͒ = ͓Z 1 ͑t͒Z 2 ͑t͒¯Z M ͑t͔͒Ј, where Z m ͑t͒ = z ജ 0, if the mth reaction has occurred z times during the time interval ͓0,t͒. We refer to the random variable Z m ͑t͒ as the degree of advancement ͑DA͒ of the mth reaction. 19, 20 X͑t͒ can be uniquely determined from Z͑t͒, since
where x 0 is the initial molecular state, S is the N ϫ M stoichiometry matrix of the biochemical system, and Z͑0͒ = 0, where 0 is the null vector. Note that S = ͓s 1 s 2¯sM ͔, where s m = ͓s 1m s 2m¯sNm ͔Ј is the N-dimensional vector of the stoichiometric coefficients associated with the mth reaction. The stoichiometric coefficient s nm is the change in the number of molecules of the nth species caused by one occurrence of the mth reaction. 15 To characterize the discrete-valued DA process Z = ͕Z͑t͒ , t ജ 0͖, we need to specify the joint PMF P͑z ; t͒ =Pr͓Z͑t͒ = z ͉ Z͑0͒ = 0͔, for every t ജ 0. By following Gillespie, 3 we can show that P͑z ; t͒ satisfies the following CME ͑see also Haseltine and Rawlings and e m is the mth column of the M ϫ M identity matrix. Equation ͑5͒ implies that Z is a multivariate Markov process. As a matter of fact, Z is a multivariate birth process. 21 We would like to point out that, in contrast to our approach in this paper, it is most common in the literature to characterize the state of a stochastic biochemical system by the population process X = ͕X͑t͒ , t ജ 0͖ and not by the DA process Z. Note that, although we can use Eq. ͑4͒ to uniquely determine X from Z, we cannot in general determine Z from X. This is due to the fact that there might be two different sets of reactions that may lead to the same molecular populations. We can show that, when X is given by Eq. ͑4͒, its joint PMF satisfies a CME similar to Eq. ͑5͒.
3,14 However, many important biochemical systems, such as systems of genetic regulation, are subject to nonzero delays between the times when reactions are initiated and the times when products become available. In this case, we may assume that each reaction m is characterized by a fixed time delay m and set ͓compare with Eq. ͑4͔͒
When the population process X is given by Eq. ͑7͒, we cannot in general derive a CME for its joint PMF and, therefore, we cannot use X to describe the biochemical system. However, we can model the state of the system by the DA process Z and use Eq. ͑7͒ to obtain X from Z. Therefore, the DA process Z provides a more appropriate characterization of a stochastic biochemical system than the population process X.
III. PROBABILISTIC SEPARATION OF REACTION KINETICS
Several steps, similar to the ones followed by Haseltine and Rawlings 16 and by Rao and Arkin, 14 can be used to probabilistically separate the slow reaction channels from the fast reaction channels in a stochastic biochemical system. To distinguish between slow and fast reaction channels, we need to determine an appropriate coarse time scale over which a group of channels rarely react, whereas the remaining channels react very frequently. It is expected that, over the coarse time scale, the DAs associated with the first group of reactions ͑the slow reactions͒ will almost never change value, whereas the DAs associated with the second group of reactions ͑the fast reactions͒ will change values numerous times. We assume that the first M 0 reactions of a biochemical system are slow, whereas the remaining M − M 0 reactions are fast, and set
In the previous equations, Z s ͑t͒, z s , and ē m are M 0 -dimensional vectors, whereas Z f ͑t͒, z f , and e គm are ͑M − M 0 ͒-dimensional vectors. Then, by summing both sides of Eq. ͑5͒ with respect to z f and by using the fact that P͑z s ,z f ;t͒ = P͑z f ͉z s ;t͒P͑z s ;t͒, ͑8͒ we obtain
where
shows that the dynamic evolution of the marginal PMF P͑z s ; t͒ of the slow reaction subsystem is governed by a CME, similar to the CME ͑5͒, which includes only the slow reaction channels. The fast reactions exert their influence on the slow reaction subsystem through the propensity functions ␣ m ͑t͒ ͑z s ͒, m M s , where ␣ m ͑t͒ ͑z s ͒ is the conditional mean of the propensity function ␣ m ͑z s , z f ͒ of the mth slow reaction channel with respect to the fast DAs Z f ͑t͒, conditioned on the values z s ͑t͒ of the slow DAs. Note that Eqs. ͑9͒ and ͑10͒ are the analogs of Eqs. ͑10͒ and ͑11͒ of Rao and Arkin. 14 The Rao and Arkin equations are based on separating the biochemical system into primary and intermediate species, whereas our equations are based on a more natural separation of the system into slow and fast reactions. Furthermore, the Rao and Arkin equations govern the dynamic evolution of the joint PMF of the population numbers of the primary species. Our equations govern the dynamic evolution of the joint PMF of the slow DAs, which is advantageous when modeling biochemical systems with nonzero delays, as we explained in Sec. II. Finally, the Rao and Arkin equations are based on the assumptions that, given the population numbers of the primary species, the stochastic evolution of the population numbers of the intermediate species is Markovian and that the net rate of change of the conditional joint PMF of the population numbers of the intermediate species is Ϸ0. However, the derivation of Eqs. ͑9͒ and ͑10͒ requires no assumptions. These equations are exact.
To utilize the CME ͑9͒, we need to know the propensity functions ␣ m ͑t͒ ͑z s ͒, m M s , whose calculation requires knowledge of the conditional PMF P͑z f ͉ z s ; t͒. We can show that, within the coarse time scale, the dynamic evolution of the conditional PMF P͑z f ͉ z s ; t͒ of the fast reaction subsystem, given the state of the slow reaction subsystem, is approximately governed by the CME ‫ץ‬P͑z f ͉z s ;t͒
which includes only the fast reaction channels. Indeed, since it is very unlikely that a slow reaction will occur within the coarse time scale, we may approximately assume that, within that time scale, the biochemical system behaves like one with slow propensity functions that are not appreciably larger than zero. Therefore, we may set ␣ m ͑z s , z f ͒Ӎ0 for m M s . In this case, Eq. ͑5͒ becomes 14 which governs the dynamic evolution of the joint PMF of the population numbers of the intermediate species, given the population numbers of the primary species. However, Eq. ͑5͒ of Rao and Arkin has been derived by assuming that the "intermediate" state is Markovian, given the "primary" state. We have shown that Eq. ͑11͒ can be derived by naturally assuming that, within the coarse time scale, the biochemical system behaves like one whose slow propensity functions are Ϸ0.
Unfortunately, solving Eq. ͑11͒ is not possible in general. Moreover, calculating the propensity function ␣ m ͑t͒ ͑z s ͒, for m M s , requires evaluation of a summation over all possible states z f . In principle, this summation can be estimated by Monte Carlo simulation based on samples z f drawn from the CME ͑11͒ using the Gillespie algorithm. However, this is a computationally daunting task. Therefore, calculation of the propensity functions ␣ m ͑t͒ ͑z s ͒, m M s , by means of Eq. ͑10͒, is not possible in general.
If we limit our interest to stochastic biochemical systems for which the slow propensity functions depend linearly on fast DAs, we can show that 
͑18͒
By setting Z f → Z f ͑t͒ in Eq. ͑18͒ and by taking the mean on both sides of that equation with respect to Z f ͑t͒, conditioned on Z s ͑t͒ = z s , we obtain Eq. ͑15͒. Equation ͑15͒ shows that the fast reaction kinetics of a stochastic biochemical system with slow propensity functions that depend linearly on fast DAs can be effectively summarized by the conditional mean DAs m ͑z s ; t͒, m M f , associated with the fast reactions. Therefore, the problem of approximating fast reaction kinetics reduces to the problem of calculating the conditional mean DAs m ͑z s ; t͒, m M f , of the fast reaction subsystem. In the rest of the paper, we present three examples that show how to approximate these means and illustrate the accuracy and effectiveness of the proposed approach.
We conclude this section by noting that Haseltine and Rawlings approximate the slow reaction subsystem by the following CME:
where Z f ͑t͒ satisfies an appropriate Langevin equation. 16 Note, however, that the validity of this CME is questionable, since we have rigorously shown above that the PMF P͑z s ; t͒ satisfies the CME ͑9͒, which does not necessarily imply Eq. ͑19͒.
IV. EXAMPLE: ENZYME KINETICS
As a first example, we consider a common mechanism for enzyme catalyzed reactions, governed by the following three elementary reactions: The biochemical system under consideration consists of enzymes E, which catalyze the reaction of substrates S into products P by forming intermediate enzyme/substrate complexes E · S. This simple example allows us to illustrate our approximation scheme and compare it to the technique proposed by Rao and Arkin.
14 We may use variables X n ͑t͒, n =1,2,3,4, to characterize the molecular state of the biochemical system at time t ജ 0. Each variable denotes the number of molecules of a reactant or product species, as identified by the following assignment:
· From Eqs. ͑2͒ and ͑20͒, we have that
whereas the stoichiometry matrix is given by
We initialize the system with e ജ 1 enzyme molecules and s ജ 1 substrate molecules, in which case
From Eqs. ͑4͒, ͑22͒, and ͑23͒, we have
Finally, note that the CME underlying the stochastic evolution of the associated DAs is given by Eq. ͑5͒, with propensity functions ͓see Eqs. ͑6͒, ͑21͒, and ͑24͔͒
We assume that the two reactions responsible for the formation of the enzyme/substrate complex ͑reactions 2 and 3͒ are fast, as compared to the first reaction, which is slow. In this case, z s = z 1 and z f = ͓z 2 z 3 ͔Ј. From Eqs. ͑15͒ and ͑25͒, we have that 
͑28͒
It can be directly verified that the solution of this CME is given by
͑29͒
which is a binomial distribution. This observation, together with Eq. ͑24͒, leads to
for e ജ s. Unfortunately, when e Ͻ s, no analytical solution can be obtained for the distribution of Z 1 ͑t͒, and thus for the mean and variance of X 1 ͑t͒. In this case, the mean and variance can be estimated by Monte Carlo simulation from samples of Z 1 ͑t͒ obtained from the CME ͑27͒ using the Gillespie algorithm. The simulations depicted in Figs. 1 and 2 demonstrate the accuracy of the previous approximation. In Fig. 1 , we compare the exact time evolutions of the mean and standard deviation of the product process ͕X 1 ͑t͒ , t ജ 0͖ ͑dotted lines͒ to the approximate time evolutions ͑solid lines͒. Since X 1 ͑t͒ = Z 1 ͑t͒, these evolutions coincide with the ones associated with the DA process ͕Z 1 ͑t͒ , t ജ 0͖ of the first reaction. In  Fig. 2 , we compare the exact and approximate PMFs of Z 1 ͑t͒ at some time t. The exact quantities are estimated by Monte Carlo simulation based on 5000 realizations of ͕Z 1 ͑t͒ , t ജ 0͖, obtained by the Gillespie algorithm applied on the CME ͑5͒, with propensity functions given by Eq. ͑25͒. When e ജ s, the approximate PMF and the time evolutions of the mean and standard deviations are determined by Eqs. ͑29͒ and ͑30͒, whereas when e Ͻ s, the approximate PMF and time evolutions of the mean and standard deviations are determined by Monte Carlo simulation based on 5000 realizations of ͕Z 1 ͑t͒ , t ജ 0͖, obtained by the Gillespie algorithm applied on the CME ͑27͒. These Monte Carlo calculations are orders of magnitude faster than the ones associated with the exact method. The results depicted in Figs. 1 and 2 demonstrate a very good match between the exact and approximate methods.
To compare our results with the ones presented by Rao and Arkin, 14 we set c 1 = 0.1 s −1 and c 2 = c 3 =1 s −1 . For the results depicted in Fig. 1͑a͒ , we assume existence of 10 initial enzyme molecules and 100 initial substrate molecules. These results are in perfect agreement with the ones depicted in Fig. 1 ͑upper graph͒ of Rao and Arkin, which are based on a stochastic Michaelis-Menten approximation. For the results depicted in Fig. 1͑b͒ , we assume existence of 1000 initial enzyme molecules and 100 initial substrate molecules. These results should be compared with the lower graph of Fig. 1 in Rao and Arkin. Although the stochastic MichaelisMenten approximation fails to capture the system behavior ͑since this approximation is based on the assumption that s ӷ e͒, our approach provides a very good approximation of the biochemical system by means of the CME ͑28͒. Moreover, it provides analytical expressions for the PMF and the mean and variance, given by Eqs. ͑29͒ and ͑30͒. Simulations indicate that the quality of approximation reduces only slightly in small molecular populations. A typical result for this case is depicted in Fig. 1͑c͒ , where we assume existence of ten initial enzyme molecules and only five initial substrate molecules. A comparison of the exact and approximate PMFs yields a very good match as well. Typical comparisons are depicted in Fig. 2 for the three cases considered in Fig. 1 . Finally, Fig. 3 depicts typical realizations of Z 2 ͑t͒ − Z 3 ͑t͒ and min͕s , e + Z 1 ͑t͖͒, for the case when e = 10 and s = 100. These results corroborate the validity of replacing z 2 − z 3 in ␣ 1 ͑z 1 , z 2 , z 3 ͒ by 2 ͑z 1 ; t͒ − 3 ͑z 1 ; t͒ = min͕s , e + z 1 ͖. 
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The method proposed in this paper provides a solution to the classical problem of approximating stochastic enzyme kinetics. Our approach is similar to the one suggested by Rao and Arkin, 14 with three main advantages: ͑a͒ when the initial substrate population s is larger than the enzyme population e, we do not need to assume that s ӷ e in order to derive the approximation governed by the CME ͑27͒, which is the main assumption underlying the derivation of the stochastic Michaelis-Menten approximation in Rao and Arkin; ͑b͒ when e ജ s, the approximation governed by the CME ͑28͒ provides an analytical expression for the probability distribution of the DA Z 1 ͑t͒; and ͑c͒ the approximation governed by the CME ͑27͒ is accurate, regardless of the values of e and s.
V. EXAMPLE: VIRAL INFECTION KINETICS
To compare our approach to the one proposed by Haseltine and Rawlings, 16 we consider the intracellular viral infection model proposed by Srivastava and co-workers 22 and illustrated in Fig. 4 . Based on a set of assumptions and simplifications, the system is governed by the following six reactions, 16, 22 reaction 1: DNA + P→ .
We denote by DNA, RNA, and P the viral DNA, mRNA, and protein, respectively. Moreover, we denote by V the number of synthesized viral cells. The first reaction produces viral cells from viral DNA and protein. Although it is most often the case that multiple copies of a protein, or a few different proteins, are used to compose a viral cell, 23 for simplicity, we assume here that a viral cell is composed of one viral DNA and one viral protein molecule. The second and fifth reactions in Eq. ͑31͒ model transcription and translation, respectively, whereas the fourth reaction models replication of a viral mRNA template into a viral DNA. These are enzymecatalyzed reactions, catalyzed by viral DNAs ͑second reaction͒, viral mRNAs ͑fourth and fifth reactions͒, and associated "cofactors" ͑e.g., general transcription factors and ribosomes͒, in which nucleotides and amino acids are the substrates. If we assume that the substrates are available at constant populations, we can approximate transcription, translation, and DNA replication by the monomolecular reactions 2, 4, and 5 in Eq. ͑31͒. The third and sixth reactions model viral mRNA and protein degradation, respectively. Finally, the values of the specific probability rate constants are given in Fig. 4 . 24 We use variables X n ͑t͒, n =1,2,3,4, to characterize the molecular state of the biochemical system at time t ജ 0, where
DNA for n = 3 P for n = 4.
·
From Eqs. ͑2͒ and ͑31͒, we have 
͑33͒
By following Srivastava and co-workers 22 and Haseltine and Rawlings, 16 we assume that the host cell is initially infected by one viral mRNA molecule; in this case we set
From Eqs. ͑4͒, ͑33͒, and ͑34͒, we have X 1 ͑t͒ = Z 1 ͑t͒,
Finally, note that the CME underlying the stochastic evolution of the associated DAs is given by Eq. ͑5͒, with propensity functions ͓see Eqs. ͑6͒, ͑32͒, and ͑35͔͒
It has been noted by Haseltine and Rawlings 16 that, when the number of viral mRNAs is greater than zero and the number of viral proteins is more than 100, the last two reactions in Eq. ͑31͒ occur much faster than reactions 1-4. Therefore, we set z s = ͓z 1 z 2 z 3 z 4 ͔Ј and z f = ͓z 5 z 6 ͔Ј; in this case ͓recall Eqs. ͑15͒ and ͑36͔͒
Note that approximation of the fast reactions 5 and 6 affects only the propensity function of viral cell synthesis ͑first reaction͒. Computation of the new propensity function requires calculation of the difference 5 ͑z s ; t͒ − 6 ͑z s ; t͒. In contrast to the previous example, we cannot derive an approximation to 5 ͑z s ; t͒ − 6 ͑z s ; t͒ by only using Eq. ͑35͒ and the nonnegativity constraint E͓X͑t͉͒Z f ͑t͒ = z f ͔ ജ 0.
Since, within the coarse time scale, the fast reaction subsystem is highly reactive, we may assume that, given the state of the slow reaction subsystem, the fast reaction subsystem rapidly reaches a state of equilibrium. This implies that, for all practical purposes, the probability of a viral protein to be synthesized during a sufficiently small time interval ͓t , t + dt͒ by reaction 5 will approximately equal the probability of a viral protein to be degraded during ͓t , t + dt͒ by reaction 6. This sets the well-known quasiequilibrium assumption of deterministic chemical kinetics 15 in a statistical framework. For this reason, we refer to this assumption as the stochastic quasiequilibrium assumption ͑SQEA͒.
Recall now that the probability of a viral protein to be synthesized during a sufficiently small time interval ͓t , t + dt͒ is given by a 5 ͑Z s ͑t͒ , Z f ͑t͒͒dt, whereas the probability of a viral protein to be degraded during that interval is given by a 6 ͑Z s ͑t͒ , Z f ͑t͒͒dt. Therefore, the SQEA leads to a 5 ͑Z s ͑t͒ , Z f ͑t͒͒ Ӎ a 6 ͑Z s ͑t͒ , Z f ͑t͒͒, which, together with Eq. ͑36͒, results in Z 5 ͑t͒ − Z 6 ͑t͒ӍZ 1 ͑t͒ + ͑c 5 / c 6 ͓͒1+Z 2 ͑t͒ − Z 3 ͑t͔͒. By taking conditional expectations on both sides of this equation, we approximately obtain 5 ͑z s ; t͒ − 6 ͑z s ; t͒ = z 1 + ͑c 5 / c 6 ͒͑1+z 2 − z 3 ͒, which, together with Eq. ͑37͒, results in Figure 5 depicts the estimated PMF of viral mRNA molecules at time t = 200 days, whereas Fig. 6 depicts the dynamic evolutions of the mean ͑solid curves͒ and standard deviations ͑dotted curves͒ of the four processes ͕X n ͑t͒ , t ജ 0͖, n =1,2,3,4, where X 1 ͑t͒, X 2 ͑t͒, X 3 ͑t͒ are given byEq. ͑35͒, and X 4 ͑t͒ = ͑c 5 / c 6 ͓͒1+Z 2 ͑t͒ − Z 3 ͑t͔͒ , with being the floor function. These results have been estimated by Monte Carlo simulation based on 4000 DA realizations, obtained by the Gillespie algorithm applied on the CME ͑9͒, with propensity functions given by Eqs. ͑37͒ and ͑38͒. The results depicted in Figs. 5 and 6 compare most favorably with results reported by Haseltine and Rawlings ͑see Figs. 7-10͒, 16 obtained by exact and approximate Monte Carlo simulations, and demonstrate the accuracy of the proposed technique for approximating fast reaction kinetics in the intracellular viral infection example.
VI. EXAMPLE: TRANSCRIPTION REGULATION
In a final example, we consider the simple transcriptional regulatory system depicted in Fig. 7 . The following ten reactions characterize the system: We use variables X n ͑t͒, n =1,2, ... ,6, to characterize the molecular state of the transcriptional regulatory system at time t ജ 0, where 
͑41͒
We initialize the system with m ജ 1 monomers and d ജ 1 dimers, and assume g ജ 1 DNA templates per cell; in this case, we have
From Eqs. ͑4͒, ͑41͒, and ͑42͒, note that
Finally, the CME underlying the stochastic evolution of the associated DAs is given by Eq. ͑5͒ with propensity functions ͓see Eqs. ͑6͒, ͑40͒, and ͑43͔͒ To use biologically relevant parameter values, we employ the system depicted in Fig. 7 to mathematically model transcription regulation of the bacteriophage repressor protein ͑CI͒, responsible for maintaining lysogeny of the virus in E. coli cells. [25] [26] [27] [28] [29] For simplicity, we consider a mutant version of the system for which the operator site O R 1 is absent from the regulatory region of that gene. 28 In this case, dimers D can only bind at operator sites O R 2 or O R 3, designated as R 1 and R 2 in Fig. 7 ͑specific binding͒. Note that our purpose is not to provide a detailed mathematical model for lysogeny in E. coli cells but to illustrate the proposed approximation technique with a biologically relevant example.
The values of the specific probability rate constants c m are listed in Fig. 7 . These values are calculated by Eq. ͑3͒ from published values of the reaction rate constants k m . The values of k 1 , k 4 , and k 5 are obtained from Bundschun and co-workers, 30 whereas the value of k 3 is taken from Santillán and Mackey. 31 Moreover, the values of k 2 and k 10 are obtained from 32 We assume that the volume of an E. coli cell grows between successive cell divisions in accordance to V͑t͒ = V͑0͒e ln͑2͒t/ , where V͑0͒ is the initial cellular volume and is the average cell cycle time. 33 We set V͑0͒ =10 −15 l and = 35 min. 27 For simplicity, we do not model cell division and limit our simulations to within the 35 min cell cycle time period. We finally set m =2, d = 6, and assume that an average E. coli cell is infected by about two chromosomes ͑i.e., g =2͒. 34 It is well known that dimerization is a fast reaction, as compared to transcription, translation, mRNA and protein degradation, and protein/DNA binding/unbinding. Therefore, we set z s = ͓z 1 z 2 z 3 z 4 z 5 z 6 z 7 z 8 ͔Ј and z f = ͓z 9 z 10 ͔Ј; in this case ͓recall Eqs. ͑15͒ and ͑44͔͒ 
Note that approximation of the fast reactions 9 and 10 affects only the propensity functions of monomer degradation ͑sec-ond reaction͒ and dimer/DNA binding ͑fifth and seventh reactions͒. Computation of the new propensity functions requires calculation of the difference 9 ͑z s ; t͒ − 10 ͑z s ; t͒, which can be computed by using the SQEA employed in the previous example. Indeed, the probability that a dimer D is synthesized during a sufficiently small time interval ͓t , t + dt͒ is given by ␣ 9 ͑Z s ͑t͒ , Z f ͑t͒͒dt, whereas the probability that a dimer D is decomposed into two monomers M during the same time interval is given by ␣ 10 ͑Z s ͑t͒ , Z f ͑t͒͒dt. In this case, the SQEA leads to ␣ 9 ͑Z s ͑t͒ , Z f ͑t͒͒ Ӎ ␣ 10 ͑Z s ͑t͒ , Z f ͑t͒͒, which, together with Eq. ͑44͒, approximately results in
By solving the previous quadratic equation and by taking conditional expectations with respect to Z s ͑t͒ = z s , we obtain 9 ͑z s ;t͒ − 10 ͑z s ;t͒ =
Moreover, from Eq. ͑43͒, the non-negativity constraints E͓X 1 ͑t͉͒Z s ͑t͒ = z s ͔ ജ 0 and E͓X 2 ͑t͉͒Z s ͑t͒ = z s ͔ ജ 0, and some straightforward algebra, we can show that A 2 ͑z s ͒ ജ 4B͑z s ͒, which implies that the difference 9 ͑z s ; t͒ − 10 ͑z s ; t͒, given by Eq. ͑46͒, is always real valued. Note that Eq. ͑46͒, together with the non-negativity constraint E͓X 1 ͑t͉͒Z s ͑t͒ = z s ͔ ജ 0, implies that 9 ͑z s ; t͒ − 10 ͑z s ; t͒ ഛ0.5͓m + z 1 − z 2 ͔, from which we obtain possible in more complex cases. However, we may be able to employ the same technique, together with a computational method, to numerically evaluate these means. The price to be paid will be an increase in computational complexity. In the following, we briefly discuss a possible computational method.
In general, the product of a fast reaction must be reactant in at least one other fast reaction. Otherwise, the number of molecules produced by fast reactions will eventually grow to infinity. For a fast reaction m M f with product P, let us denote by N͑m͒ all fast reactions with reactant P. Given that Z s ͑t͒ = z s , the application of the SQEA produces the following set of equations:
which, together with Eq. ͑6͒, implies that
we need to find a vector u that satisfies Eq. ͑50͒, subject to the non-negativity constraint E͓X͑t͉͒Z s ͑t͒ = z s ͔ = x 0 + S s z s + u ജ 0. Therefore, the problem of calculating the propensity functions a m ͑t͒ ͑z s ͒ reduces to the problem of finding a solution u to the following system of equations:
where C is an ͑M − M 0 ͒ ϫ ͑M − M 0 ͒ matrix whose diagonal elements are 1 and the remaining elements are either 0 or −c n / c m , m, n M f , and h͑u͒ is an ͑M − M 0 ͒ ϫ 1 vector whose m th element is h m ͑x 0 + S s z s + u͒, m M f . The system in Eq. ͑51͒ comprises at most quadratic equations subject to linear inequality constraints. We can reformulate this problem to obtain an unconstrained system of equations that can be numerically solved by means of the well-known Newton-Raphson method. 36 We can do so by employing the barrier method. 37 Indeed, u satisfies Eq. ͑51͒ if and only if
where e͑u͒ x 0 + S s z s + u, and
is the indicator function for the positive reals. The system in Eq. ͑52͒ has no constraints. However, we cannot apply the Newton-Raphson method, since the left-hand side of Eq. ͑52͒ is not differentiable with respect to u. The main idea of the barrier method is to approximate the indicator function I + by the logarithmic function Î + ͓r͔ =−ln͑r͒ / , where Ͼ0 is a parameter that controls the accuracy of the approximation.
As increases, the approximation of I + ͓r͔ by Î + ͓r͔ becomes more accurate. Substituting I + by Î + in Eq. ͑52͒, we obtain the following system of equations:
Function f in Eq. ͑53͒ is now differentiable. Therefore, the Newton-Raphson method can be applied to find a vector û that satisfies Eq. ͑53͒. Of course, û will only be an approximate solution to Eq. ͑52͒. Intuition suggests that the quality of approximation will improve for larger values of parameter .
37
Application of the previous method for approximating fast reaction kinetics in complex stochastic biochemical systems requires thorough investigation of several theoretical and practical issues ͑e.g., does Eq. ͑51͒ has a solution, is the solution unique, how fast the Newton-Raphson method converges, etc.͒. This investigation is beyond the scope of the present paper, whose main objective is to analytically illustrate the feasibility of employing the SQEA for eliminating fast reaction kinetics. Details will become available in a future contribution.
To conclude, we note that the work presented in this paper was developed independently from a recently published work on the same subject by Cao et al. 38 These investigators present a systematic approach to the problem of approximating fast reaction kinetics in stochastic biochemical systems that clearly explains the basic issues and challenges underlying such an approximation. Our approach is closely related to theirs, with several similarities and differences, which we briefly discuss below.
Cao et al. model the state of a stochastic biochemical system by the Markovian molecular population vector X͑t͒. This is in contrast to our method, which uses the DAs to characterize the state of the system. As we briefly discussed in Sec. II, the DAs may provide a more appropriate characterization of the state of a stochastic biochemical system with delays.
By defining a slow species to be any species whose population does not get changed by any fast reaction, and a fast species to be any species whose population gets changed by some fast reaction, Cao et al. partition the state vector X͑t͒ into slow and fast subvectors X s ͑t͒ and X f ͑t͒, respectively. They note that X f ͑t͒ is a non-Markovian process and, therefore, it cannot be characterized by a CME. To ameliorate this problem, they switch off the slow reaction subsystem and introduce a virtual fast process X f ͑t͒, composed of the same fast state variables as X f ͑t͒, which evolves only through the fast reactions. It turns out that X f ͑t͒ is a Markov process, characterized by the CME ͑5͒ in Cao et al. This is similar to the step that leads to the CME ͑11͒ in our paper.
By assuming that within two consecutive occurrences of slow reactions, the virtual fast process rapidly reaches steady state, Cao et al. determine an "effective" propensity function for a slow reaction whose product with a small time interval dt provides an acceptable approximation of the probability that the reaction will occur within the time interval ͓t , t + dt͒. By using a set of ͑rather complicated͒ arguments, they show that this propensity function is the mean of the actual propensity function of the slow reaction with respect to the steady-state probability distribution of the virtual fast process, given by Eq. ͑9͒ in Ref. 38 . In contrast to these steps, we have shown in our paper that the slow reaction subsystem is exactly characterized by the CME ͑9͒, with propensity functions ␣ m ͑t͒ ͑z s ͒, m M s , given by Eq. ͑10͒. Equation ͑10͒
is the analog of Eq. ͑9͒ in Ref. 38. Cao et al. show that computation of the effective propensity functions requires only knowledge of the first two moments of the steady-state distribution of the virtual fast process. This is similar to our conclusion that computation of the propensity functions ␣ m ͑t͒ ͑z s ͒, m M s , given by Eq. ͑10͒, requires only knowledge of the conditional mean and covariance matrix of the fast DA process Z f . The main difference between the work of Cao et al. and ours is that the former is based on a statistical version of the well-known quasisteady-state assumption ͑QSSA͒ of chemical kinetics, whereas, the latter is based on a statistical version of the well-known SQEA. Note that the QSSA does not necessarily imply the SQEA, and vice versa. As a matter of fact, the fast reactions may reach a state of equilibrium before the fast species reach steady state. In addition to the fact that the QSSA can only be applied to biochemical systems with stable fast reactions, it requires that the time between consecutive occurrences of slow reactions is large enough so that, during that time, the fast reaction subsystem reaches steady state. The SQEA simply assumes that, within consecutive occurrences of slow reactions, the fast reactions subsist nearly at equilibrium. This is a common assumption for approximating the dynamics of a biochemical system consisting of fast reactions after a short initial relaxation period. 15 
