We note a link between combinatorial results of Bollobás and Leader concerning sumsets in the grid, the Brunn-Minkowski theorem and a result of Freiman and Bilu concerning the structure of sets A ⊆ Z with small doubling.
Introduction
A famous theorem of Freiman [6] concerns the structure of finite non-empty sets A ⊆ Z m with small doubling property, that is to say sets for which the doubling constant σ [A] := |A + A| |A| is small in comparison with the cardinality |A|. Here of course A + A := {a 1 + a 2 : a 1 , a 2 ∈ A} denotes the Minkowski sum of A with itself. Freiman's theorem asserts that such sets must be contained in a generalized arithmetic progression (or simply progression, for short) of small dimension and size. 
where we write [n] := {0, . . . , n − 1}. The size (or volume) of P is defined by
If all the sums x 0 + d i=1 µ i x i in P are distinct, then we say that P is proper, in which case size (P ) = |P |. More generally if t 1 is an integer and if all the sums in
are distinct, then we say that P is t-proper.
Freiman proved that there are functions d and F such that any set A ⊆ Z m is contained in a progression of dimension at most d(σ [A] ) and size at most F (σ [A])|A|. Chang [5] , building on earlier ideas of Ruzsa [18] , proved a rather effective version of Freiman's theorem in which the functions d and F are close to being the best possible. Before giving our statement of Chang's theorem, we need to recall some definitions concerning Freiman homomorphisms. DEFINITION 1.2 (Freiman homomorphisms and dimension) Let G, G be abelian (additive) groups, and suppose that A ⊆ G and A ⊆ G are sets. We say that a map φ : A → A is a Freiman homomorphism if whenever a 1 , a 2 , a 3 , a 4 ∈ A are such that 
In this article, t will always be taken to be 2, in which case the t K can be absorbed into the exp(CK 2 log 3 K) term. Here, C denotes an absolute constant which may change from line to line. Theorem 1.3 is stated in an arbitrary torsion-free abelian group, but as A is finite, one can easily reduce to the case when the ambient group is finitely generated and hence isomorphic to Z m for some m. In fact, by the machinery of Freiman isomorphisms, one can reduce further to the case when A is a subset of the integers. The case of groups with torsion has some further subtleties; see [12] . 
where the x i form a very lacunary sequence of integers (or are linearly independent in R m ). A moment's thought confirms that if m ≫ K, then |A + A| ≈ (K + 1)|A| and d Frei (A) = K. Yet A is not contained in any arithmetic progression of dimension smaller than K, and if P is a progression
One distressing feature of this example is that it places a limit on how close Freiman's theorem can be to a necessary and sufficient condition for small doubling. It is not hard to see that Chang's theorem gives a double implication
However, the function f (K) is of order exp(K 2+ ), which is much larger than K. Example 1 shows that such a poor dependence is more or less necessary if 'structure' means 'is contained in a progression'. It would be nice to find a notion of 'structure' which allowed for an implication of the type (3) in which f (K) was merely polynomial.
It is quite possible that there is such a variant of Freiman's theorem. One approach might be to cover A by a few progressions of dimension merely O(log K). Ruzsa [19] attributes the analog of this idea in the finite field setting to Katalin Marton. The notion that one can find an efficient covering of this type is known as the polynomial Freiman-Ruzsa conjecture. It has only been properly formulated in the finite field setting [10] , and indeed some care is needed when working in Z. In a future article, we will give an example to show that covering by progressions is not a general enough notion of structure to allow f (K) to be polynomial. One needs to work instead with unions of convex progressions, which are essentially the image of the set of lattice points in a convex body under an affine map.
In this direction, we have a remarkable result of Freiman and Bilu [1, 2, 6], which shows that given any finite subset A of a torsion-free abelian group with σ [A] = K and given any ε > 0, one can find a progression P with dimension at most log 2 K + ε and size at most |A| such that
where the constants C ε > 0 depend on ε. Thus A has large intersection with a low-dimensional progression. Our main result is to improve the bounds in this result and to show that A is in fact covered by relatively few translates of a low-dimensional progression. [20] [21] [22] , it is necessary to have the Freiman-Bilu theorem for rather small ε (say ε < 1/2). However, for many applications in additive combinatorics (for example, to the problem of obtaining inverse theorems for the Gowers U 3 -norm [9, 13] or to the sum-product problem [4] ), we would be just as happy with ε = 1 or even to permit P to have dimension as large as 100 log K (say). REMARK 1.9 In this remark, we set ε = 1 and assume that K is large for simplicity. It is of interest to understand whether the quantity exp(CK 3 log 3 K) in Theorem 1.7 can be improved significantly. We do not expect to be able to obtain a polynomial bound, such as K C , unless one generalizes the notion of progression to also include the convex progressions mentioned earlier. A weaker bound such as K C(log log K) C might, however, be possible (though probably quite difficult). We will return to these issues in a future article. REMARK 1.10 One can ensure that the progression P appearing in Theorem 1.7 is proper by standard rank-reduction methods; see, for example, [5; 23, section 3.6]. The dimension d log 2 K + ε of P is so small that the losses incurred by such a rank-reduction procedure (which are generally of the form exp(d C ) or so) will be negligible when compared against the factor of exp(CK 3 log 3 K) in the theorem; we omit the details. In fact, one can even make P t-proper for a very large value of t (such as t ∼ exp(CK 3 )) without any significant degradation of constants. However, one would need to be significantly more careful with these issues if one wanted to obtain polynomial-type bounds rather than exponential ones.
A preliminary doubling lemma
The purpose of this section is to prove a variant of Freiman's lemma (Proposition 1.5), which essentially gives an exponential doubling constant 2 d but requires that the set A is a large subset of a d-dimensional box. More precisely, we shall prove the following. 
THEOREM 2.1 (Doubling in boxes)
In particular we have
See [7] for an excellent survey of this inequality and related ideas. The following is a discrete consequence of the Brunn-Minkowski inequality. 
we conclude upon taking unions that
as desired.
The lemma is sharp, as can be seen by setting X = Y equal to a box such as [k] d . However, we would still like to eliminate the {0, 1} d term on the left-hand side. For some refined estimates concerning this problem (especially in the case when X and Y have very different sizes), see [8] . However, following Bollobás and Leader [3] , we shall pursue a simpler approach, using the machinery of down-sets and compressions. The idea of using compressions to study sumsets seems to have first appeared in the work of Freiman [6] . In particular, the theorem on page 27 of that book is a special case of our Lemma 2.8. 1 i d if whenever (x 1 , . . . , x d ) ∈ B, then  (x 1 , . . . , x i−1 , y i , x i+1 , . . . , x d ) ∈ B for all integers 0 y i x i . We say that B is a down-set if it is an i-down-set for each 1 i d.
EXAMPLE 2.6 The cube [k]
d is a down-set, and more generally the box 
whenever X is a down-set. The first identity follows because −{0, 1} d is a translate of {0, 1} d . The second identity follows from the easily verified observation that the sets We now use the method of compressions to generalize the above lemma to subsets of down-sets, rather than down-sets themselves. 
Note that this example also shows that C i and C j do not in general commute with each other.
One can easily verify that if A ⊆ X, then C i (A) ⊆ X has the same cardinality as A and that C i (A) is an i-down-set. Furthermore, if A was already a j -down-set for some j = i, then C i (A) is still a j -down-set. Finally, we observe the crucial compression property
To verify this, it suffices to show that
. However, the right-hand side can be written as
whereas the left-hand side can be computed as From the earlier discussion, we see that to verify estimate (5) it suffices to do so with A and B replaced by C i (A) and C i (B), respectively. Iterating this observation, we may replace A and B by the C d · · · C 1 (A) and C d · · · C 1 (B), respectively. But these latter sets are down-sets, and the claim now follows from Corollary 2.7.
We can now prove Theorem 2.1. We apply Lemma 2.8 with
The claim then follows after using (4) to compute I {1,...,d} |π I (X + Y )|.
Proof of Theorem 1.7
Let A be such that σ [A] = K. Take t = 2 in Chang's theorem and suppose that
is the resultant 2-proper progression containing A. We may assume that |A| CK 2 /ε because the claim is trivial otherwise (covering A by translates of a point). Chang's theorem then allows us to take
Actually we will not need such a precise bound; d 2K will be more than sufficient. Observe that the map φ :
is a Freiman isomorphism. In particular, we have |A + A| = |φ(A) + φ(A)| and |A| = |φ(A)|. Note that Chang's theorem also gives
Without the loss of generality, we may order the
Fix ε > 0 and write
At the heart of our argument is a proof that L l+1 (and hence each of
The sets φ(A) x + φ(A) x are disjoint, and we thus have
Now Theorem 2.1 easily implies that
and hence, summing over x, we have
However, we know that |A + A| K|A|, and from the definition of l, we clearly have 2
combining this with (6) and (7) yields
From this, the monotonicity of the L j and (6), we see that we can cover the box
Applying the inverse map φ −1 , we can cover A by at most exp(CK 3 log 3 K)/ε CK translates of a progressionP of dimension l and volume
|A|, so we can easily coverP by at most exp(CK 2 log 3 K) translates of a progression P of dimension l and volume at most |A|. The claim follows.
Exponential doubling and cubes
In this section, we present another variant on the earlier results, which asserts that any set which contains a non-degenerate d-dimensional parallelepiped will have doubling constant exponential in d or larger. PROPOSITION 4.1 Suppose that A ⊆ R m is a finite set which contains a non-degenerate parallelepiped
Proof . By applying a suitable linear transformation and translation, we may assume that 
