The problem of classifying a new observation vector into one of the two known groups distributed as multivariate normal with common covariance matrix is considered. In this paper, we handle the situation that the dimension, p, of the observation vectors is less than the total number, N , of observation vectors from the two groups, but both p and N tend to infinity with the same order. Since the inverse of the sample covariance matrix is close to an ill condition in this situation, it may be better to replace it with the inverse of the ridge-type estimator of the covariance matrix in the linear discriminant analysis (LDA). The resulting rule is called the ridge-type linear discriminant analysis (RLDA). The second-order expansion of the expected probability of misclassification (EPMC) for RLDA is derived, and the second-order unbiased estimator of EMPC is given. These results not only provide the corresponding conclusions for LDA, but also clarify the condition that RLDA improves on LDA in terms of EPMC. Finally, the performances of the second-order approximation and the unbiased estimator are investigated by simulation.
Introduction
In this paper, we consider the classical problem of classifying a p × 1 observation vector x into one of the two population groups Π 1 and Π 2 . For each i = 1, 2, Π i denotes a population from a multivariate normal distribution N p (µ i , Σ), and it is supposed that x ij , j = 1, . . . , N i , are observed from the population Π i . Here, µ 1 , µ 2 and Σ are unknown parameters. These unknown parameters are estimated by x i = N
−1 i
∑ N i j=1 x ij , i = 1, 2, and Σ 0 = n −1 S, where
A standard classification method is the Linear Discriminant Analysis (LDA), and x is classified into either Π 1 or Π 2 as
0 {x − 1 2 (x 1 + x 2 )} > (resp. <)0 =⇒ x ∈ Π 1 (resp.Π 2 ). (1.1)
The classification problem has been studied many times in the literature since Fisher (1936) and Wald (1944) . Of these, asymptotic expansions of expected probability of misclassification (EPMC) for W 0 have been derived by Okamoto (1963) , Siotani (1982) and others in the situation that n is large, but p is bounded. This classical problem has been revisited by Saranadasa (1993) , Fujikoshi and Seo (1998) , Tonda and Wakaki (2003) , Fujikoshi (2004) , Srivastava (2006) , Srivastava and Kubokawa (2007) and Hyodo and Yamada (2010) in high-dimensional situations that both n and p are large. In this paper, we handle the case that p is a large number with the constraints n > p and lim n→∞ p/n = γ < 1. This asymptotic theory has been discussed by Saranadasa (1993) , Fujikoshi and Seo (1998) , Tonda and Wakaki (2003) and Fujikoshi (2004) for multivariate discriminant analysis, and by Kubokawa and Srivastava (2011) for the Akaike information criterion in a multivariate linear regression model. In this situation, we are faced with the following problems:
(I) The precision matrix Σ −1 0 is closer to an ill condition as p is larger and closer to n, which results in a larger fluctuation in LDA based on W 0 and thus gives a larger EPMC.
(II) Asymptotic approximations of EPMC for W 0 were derived by Okamoto (1963) , Siotani (1982) and others based on large sample theory, but this classical approximation gets worse for larger p.
A simple way for coping with problem (I) is to use the ridge-type estimators for Σ. Thus, we consider the estimator given by Σ λ = n −1 (S +λI),λ = c n tr S np , for c n = O (1) . The functionλ was used by Srivastava and Kubokawa (2007) and Kubokawa and Srivastava (2011) . Then, the ridge-type linear discrimination analysis (RLDA) as given in Srivastava and Kubokawa (2007) is given by
λ {x − 1 2 (x 1 + x 2 )} < (resp. >)0 =⇒ x ∈ Π 1 (resp.Π 2 ). (1.2) It is noted that the use of RLDA in high dimension was suggested in Fujikoshi (2004) , and recently RLDA with another type ofλ was treated by Xu, Brock and Parrish (2009) and Hyodo and Yamada (2010) .
For problem (II), we consider the asymptotic theory of both n and p going to infinity such that p/n goes to a constant γ, 0 ≤ γ < 1. In this asymptotic theory, Tonda and Wakaki (2003) derived the second-order approximation of EPMC of LDA given by W 0 and showed that the high-dimensional approximation is better than the large sample approximation given by Okamoto (1963) . They also gave the second-order unbiased estimator of EPMC. Since LDA is scale-invariant, the distribution of LDA does not depend on Σ, and Fujikoshi (2000) showed that W 0 can be expressed based on independent standard normal and chi-square random variables. Tonda and Wakaki (2003) used this expression to provide the asymptotic expansion. However, their approach cannot be applied to RLDA since W λ is not scale-invariant.
In this paper, we derive a second-order approximation of EPMC of RLDA given by W λ . Our approach is based on a direct approximation with respect to S −1 , and we need the third and fourth moments of the inverted Wishart matrix. Using the Stein-Haff identity, we derive the higher order moments of the inverted Wishart matrix and evaluate secondorder terms of EPMC. As a result, we obtain the second-order approximation of EPMC for W λ . This yields the approximation of EPMC for LDA as a special case, which can be confirmed to be identical to the approximation given by Tonda and Wakaki (2003) in the sense of second-order approximation. From the approximation derived in this paper, it is seen that a difference between RLDA and LDA appears in the second-order term of their EPMC, and we can establish the condition that RLDA improves on LDA in terms of EPMC. This approximation also gives us a second-order unbiased estimator of EPMC for W λ , which is an extension of Tonda and Wakaki (2003) .
The paper is organized as follows: In Section 2, we derive the second-order expansion of EPMC of W λ in high dimension with some remarks. Especially, it is noted that the effect on the ridge estimator does not appear in the second-order term in the usual large sample theory, but appears in the high dimension. It is also noted that the usual large sample theory can be induced from the high-dimensional asymptotic theory. In Section 3, we give a second-order unbiased estimator of EPMC for W λ . In Section 4, we give simulation results for EPMC and estimators of EPMC. Through the simulation results, we can confirm that the second-order approximation and its unbiased estimator derived in this paper are not bad in most cases, and that the asymptotic approximation in high dimension is better than the large sample approximation given by Okamoto (1963) for large p. The higher order moments of the inverted Wishart matrix, evaluations of secondorder terms and some proofs are given in the appendix.
Second-order Approximation of EPMC for RLDA
In this section, we derive the second-order approximation of EPMC for RLDA under appropriate assumptions. Throughout the paper, we use the notations
Also, the expected probability of misclassification (EPMC) of RLDA W λ and LDA W 0 are denoted by
Assume the following conditions:
(A3) There exist limiting values lim n→∞ tr Σ i /p for i = −1, 1, 2.
Under the condition (A3), Srivastava (2005) 
Suppose that x ∈ Π 1 . Under this condition, a conditional distribution given (
where
where Φ(·) denotes the distribution function of a standard normal random variable.
To expand U and V stochastically, define random variables z 1 and z 2 by
It is seen that z 1 and z 2 are mutually independently and identically distributed as N p (0, Σ). Using these variables, we can rewrite U and V as
We begin by expanding U stochastically. Let us define U 0 , U 1 and U 2 as
Then the stochastic expansion of U is given in the following lemma.
Lemma 2.1 Assume the conditions (A1)-(A3). Then, U is expanded as
Proof. For the proof, we use the expression
which is from Srivastava and Khatri (1979) . Since p/n → γ, 0 < γ < 1, it follows from Bai and Yin (1993) that the smallest and largest eigenvalues of Σ −1/2 SΣ −1/2 /n are almost surely bounded by a constant. Sinceλ = O p (1), it is noted that
Hence, for the first term in U , namely,
We note that
Taking this fact into account, we see that
For the second term in U , note that nλ 2 z
Then the second term can be expanded as
From (2.1) and (2.2), it follows that
, and the proof is complete.
We next expand V using similar arguments. Let us define V 0 , V 1 and V 2 as
Then the stochastic expansion of V is given in the following lemma.
Lemma 2.2 Assume the conditions (A1)-(A3). Then, V is expanded as
Proof. The first term in V is approximated as
Here, from Proposition A.1, it follows that
Thus, we can consider the expansion
For the second term, it can be seen that
Noting that
we get the approximation
Using the Taylor series expansions given in Lemmas 2.1 and 2.2, we observe that
which gives the expansion
Using the Taylor series expansion again, we can approximate the EPMC
where ϕ(·) is a pdf of the standard normal distribution. Let
. Then, H can be written as
The moments given in (2.8) can be approximated in the following proposition which will be shown in the appendix.
Theorem 2.1 Assume the conditions (A1)-(A3). The moments in
Based on the approximations given in Theorem 2.1, we can give the second order approximation of EPMC e λ (2|1).
Theorem 2.2 Assume the conditions (A1)-(A3). The second order approximation of EPMC of RLDA is given by
, where
Here, H(δ, Σ) is given by
10)
2 )}. Theorem 2.2 gives the following corollary which was derived in Tonda and Wakaki (2003) .
In Section 4, we investigate numerically a performance of the approximation given in Theorem 2.2. It is observed that the difference between LDA and RLDA, given in (1.1) and (1.2), appears in H U (δ, Σ) and H V (δ, Σ). Investigating the signs of the coefficients of λ in (2.8), we can see that the sign of the coefficient of λ is not positive if
A sufficient condition for this inequality is given in the following proposition. 
Proposition 2.1 Assume the conditions (A1)-(A3
where Ch max (A) denotes the largest eigenvalue of matrix A.
Since the condition (2.12) is satified for large ∆ 2 , Proposition 2.1 means that RLDA improves on LDA in light of minimizing EPMC for large ∆ 2 . In the case of N 1 = N 2 , the condition (2.12) can be simplified as
Although H(δ, Σ) consists of many terms, in the case of
Remark 2.1 In the second order approximation of EPMC in Theorem 2.2, we consider the case that p is a fixed constant and p/n tends to zero. Since
it can be shown from Theorem 2.2 that e λ (2|1) = e LA (2|1) + O(n −3/2 ), where
Since e LA (2|1) does not depend on λ, it is seen that e LA (2|1) gives the second-order approximation of EPMC for LDA. In fact, this is identical to the expansion derived by Okamoto (1963) who treated the case thatλ = 0, and n tends to infinity, but p is bounded. The above expression reveals that the effect of the ridge function in Σ λ does not appear in the second order approximation when n → ∞, but p is bounded.
Second order Unbiased Estimator of EPMC
We now provide a second order unbiased estimator of EPMC using the second order expansion. 
where δ = x 1 − x 2 . Then, we get the following lemma which will be shown in the appendix.
Lemma 3.1 Assume the conditions (A1)-(A3)
. Then, the estimator ∆ 2 is expanded as
Also, the estimators (m/n)tr
We consider to substitute the consistent estimators given in Lemma 3.1 into the expansion in Theorem 2.2. 
for c 1 = −n/(2m) and c 2 = n 3 /m 3 . From (2.5) and (2.6), it follows that
Thus from (2.7), it is observed that
which can be rewritten as
Combining (2.9) and (3.2), we can see that the approximation of EPMC is expressed as
Second order approximations of the moments given above are given in the following lemma which will be shown in the appendix.
Lemma 3.2 The moments
Using this lemma, we can show that
. Substituting the consistent estimators given in Lemma 3.1 into the above functions, we get the estimators
. Then a second order unbiased estimator of EPMC is given byê
2 )}. Combining (3.3) and (3.5), we get the following theorem.
Theorem 3.1 Assume the conditions (A1)-(A3). Then, E[ê λ (2|1)] = e λ (2|1) + O(n −3/2 ), namely,ê λ (2|1) is a second order unbiased estimator of e λ (2|1).

Simulation Studies
We now investigate numerical performances of RLDA W λ , the second-order approximation e λ (2|1) and the second-order unbiased estimatorê λ (2|1) by simulation.
We first investigate the accuracy of asymptotic approximations of EPMC for LDA and RLDA. The EPMC and the approximations are calculated by simulation with 100,000 replications, where in each step, the data sets are generated as x ij ∼ N p (µ i , Σ) for i = 1, 2 and j = 1, . . . , N i , where Σ is assumed to be the indentity matrix Σ = I p or to have the serial correlation structure Σ = ( ρ |i−j| ) for ρ = 0.5, and
) be the limiting value of e 0 (2|1). We compare the true value e 0 (2|1), the limiting value Φ 0 , the second-order approximation e 0 (2|1) given in Theorem 2.2 and the large sample approximation e LA (2|1) given in (2.15) which was derived in Okamoto (1963) . Concerning RLDA, we compare the true value e λ (2|1) with the limiting value Φ 0 = Φ(
) and the second-order approximation e λ (2|1) given in (2.9). These values by simulation are reported in Table 1 for Σ = I p and in Table 2 for Σ = (0.5 |i−j| ), where the values of e LA (2|1) are omitted in Tables 2.
In comparison of the approximations for LDA in Table 1 for Σ = I p , it is seen that the second-order approximation e 0 (2|1) is closer to the true value e 0 (2|1) than Φ 0 and e LA (2|1) in most cases. As pointed out by Problem (II) in Section 1, the large sample approximation e LA (2|1) is not good for large p, but the high-dimensional approximation e 0 (2|1) improves on e LA (2|1) in accuracy of the approximation of EPMC. This gives the similar result as in Tonda and Wakaki (2003) who treated another simulation experiment.
For the approximations of EPMC for RLDA, Tables 1 and 2 show that e λ (2|1) gives a superior approximation. In the case of Σ = (0.5 |i−j| ) treated in Table 2 , the approximations for LDA are the same to the case of Σ = I p since LDA is scale-invariant. Although RLDA is not scale-invariant, Table 2 shows that e λ (2|1) gives a good approximation and improves on the first approximation Φ 0 . (10, 20, 20) 0 (10, 20, 20) 0 Comparing the values of e 0 (2|1) and e λ (2|1) in Tables 1 an 2 , we see that e λ (2|1) < e 0 (2|1), namely RLDA improves on LDA in the sense of minimizing EPMC. Table 3 gives those values in the cases of smaller N 1 and N 2 , and shows that the improvement is more significant when n is closer to p for n = N 1 + N 2 − 2. In light of Problem (I) raised in Section 1, RLDA is more useful than LDA in high dimension. We next investigate the bias and mean squared error (MSE) of the second-order unbiased estimatorê λ (2|1). For comparison, we consider the leave-one-out cross-validation method (CV), which is a popular method for estimating prediction errors for small samples. Set for j = 1, . . . , N 1
The set X (j) 1 represents the leave-one-out learning set, which is the collection of data with observation x i removed. It calculates the rate of misclassification when predicting for each specimen using a learning set containing all other observations in the sample. We define the discriminant function using the learning set by
} ,
and Σ
are calculated like procedures given around (1.1) based on the learning set X (j) 1 . Then the CV estimator of e λ (2|1) is given by
where the function I A (x) is the indicator function defined as
The biases and MSEs of the estimators CV λ (2|1) andê λ (2|1) are given in Table 4 for Σ = I p and in Table 5 for Σ = (0.5 |i−j| ). These tables show thatê λ (2|1) has smaller MSEs than CV λ (2|1), while CV λ (2|1) has smaller biases thanê λ (2|1). Since biases and MSEs of both estimators are small, it seems that they are good estimators for EPMC e λ (2|1). 
Bias MSE Bias MSE (10, 20, 20) 0.000 0.009 0.003 0.005 2 (10, 30, 10) 0.001 0.019 0.005 0.005 (10, 10, 30) 0.008 0.033 0.017 0.012 (10, 20, 20) 0 
Bias MSE Bias MSE (10, 20, 20) 0 
Concluding Remarks
In this paper, we have derived the second-order approximation of EPMC of RLDA given by (1.2) under the high-dimensional situation that (n, p) → ∞ and lim n→∞ p/n = γ for 0 ≤ γ < 1. We also have obtained the second-order unbiased estimator of EPMC of RLDA. As their by-products, the second-order approximation of EPMC for LDA and its second-order unbiased estimator of EPMC have been provided. The difference between RLDA and LDA in terms of EPMC appears in the second-order term, and the condition for RLDA improving on LDA has been extracted. It is noted that their difference does not appear in the second-order term in the usual large sample theory.
The goodness of the asymptotic approximation of EPMC for RLDA and LDA and the bias and mean squared error of the second-order unbiased estimator have been investigated by simulation. Through the simulation results, we have confirmed that the second-order approximation and the unbiased estimator are not bad in most cases, and that the asymptotic approximation in high dimension is better than the large sample approximation given by Okamoto (1963) for large p. We also have checked that RLDA improves on LDA in terms of EPMC for larger p. These tell us answers for the problems (I) and (II) raised in Section 1.
others. However, we cannot find any results for some of the above moments in the literature. For 
where for W = (w ij ),
, with δ ia = 1 for i = a and δ ia = 0 for i ̸ = a. Then Stein (1977) and Haff (1979) derived the following identity:
For differentiating W −1 , we use the equation
where e i is a p×1 vector such that the i-th element is one and the others are zero. Denote
Also,
To explain instructively how to calculate higher order terms from lower order terms, we begin with calculating the second order moments E[tr 
The solutions of the simultaneous equations can be easily obtained, and we get the following proposition. Then, we get the simultaneous equations
Eliminating a 5 and a 6 from the equations (A.18) gives
Eliminating a 3 and a 4 from (A.19), we can get
The values of C and D are given in Proposition A.2. Thus, the values of a 1 and a 2 can be derived from (A.20), and the proof of Proposition A.3 is complete.
A.2 Evaluation of the second order term
Using the higher order moments of the inverted Wishart matrix given in the previous section, we can evaluate the expectations
). This gives a proof of Theorem 2.1. Also, from the fact that 
it is easily seen that 
