Abstract-We present a practical and systematic strategy for measuring machine intelligence quotient (MIQ) of human-machine cooperative systems. So far, much research related to intelligent control has been established, but the issues about definition and measurement of machine intelligence are not yet clearly formulated. We propose the Intelligence Task Graph (ITG) as a modeling and analysis tool. By using the ITG, the machine contribution of human-machine cooperative systems can be explicitly separated from the human contribution and directly formulated by equations. Thus, the ITG is a very useful modeling tool for estimating the MIQ that was introduced as the index of machine intelligence. We propose a new human-oriented method for estimating the MIQ. This research will help engineers assess intelligent machines that are designed to perform human-like qualities with a high degree of autonomy.
I. INTRODUCTION
A RTIFICIAL intelligence (AI) is the research area for implementing intelligence in machines which is one of the human characteristics based on computer science, biology, ecology, philology, mathematics, and so on. Recently, automation with AI has begun to substitute human knowledge/intelligence as well as human physical labor. After Simon et al. first introduced AI in 1956, various definitions of machine intelligence have been published [1] - [5] . However, viewpoints and concepts are still abstract and ambiguous. In the minds of many people, particularly outside the control area, the term "intelligent control" has come to mean some form of control using fuzzy and/or neural network methodologies. Hence, it is indispensable to develop a new index that represents the degree of machine intelligence and indicates the desirable goal in designing intelligent machines. From a commercial standpoint, increasing the index of machine intelligence will become one of important design goals because machine developers can estimate some products using the index to manifest their intelligent superiority, and consumers can compare several products from the viewpoint of intelligence.
Chalfant proposed a measure of system intelligence that can be modeled by the robot description language (RDL) [6] . However, it may be difficult and unrealistic for engineers to code machine behavior with the hypothetical language RDL. Regarding measurement concept, we cannot agree that machine intelligence is proportional to the structural complexity of the RDL. Bien [7] and Kim [8] introduced the machine intelligence quotient (MIQ) as a new index to represent machine intelligence for the first time. Bien defined the MIQ and proposed two measurement methods [7] : the ontological method and the phenomenological method. Kim defined control performance, reliability, and fault diagnosis capability as the main factors of the MIQ and gave an example of measuring the MIQ of a process control system by using the phenomenological method [8] . However, these papers suggested concepts that were too general and imprecise equations (the weighted sum of intelligence factors) of the MIQ, which make their theories far from practical. With these methods, we cannot completely model real-world control systems and it is very difficult for users to understand what a specific MIQ value means. The main difficulties and defects of using the weighted sum method are the following.
• It is difficult to select weighting factors that properly represent the measurement purpose and guarantee the independency among factors.
• Determining weights has the possibility of controversy depending on viewpoints.
• The relation between the index and its factors is actually nonlinear. In this research, we reviewed the published definitions of machine intelligence and developed a practical and systematic method for measuring the MIQ based on the common point of definitions. To resolve the problems of the previous work, we approached the issue from the viewpoint of operators who use machines such as robots, process control machines, and airplanes. Normally, computer controllers cannot complete overall control jobs without human supervisors: The entire control system is made up of human supervisors and machines. Considering this realistic control environment, the human-machine cooperation model and the intelligence task graph (ITG) are proposed as a modeling and analyzing tool for measuring concrete machine intelligence. By using the ITG, the machine contribution of human-machine cooperative systems can be easily separated from the human contribution and directly formulated by variables and equations. Furthermore, the intelligence required for interaction between the human and the machine is taken into account.
In Section II, after reviewing several definitions of machine intelligence, we raise some important questions. In Section III, we explain a human-machine cooperation model to analyze the obscure relations among humans, machines, and plants. The ITG and its mathematical expressions are also presented. Section IV proposes a procedure of MIQ measurement using the ITG. In Section V, we give examples of measuring the MIQ of expert systems to verify both theoretical and practical aspects of our procedure. Finally, Section VI provides concluding remarks.
II. MACHINE INTELLIGENCE QUOTIENT
Similar to the intelligence quotient (IQ) used for human intelligence, the MIQ is an index used to assess the intelligence of a control system. Therefore, the MIQ differs significantly from other well-known indices such as control performance, reliability, fault diagnosis capability, etc. Although [7] and [8] introduced the new term MIQ, its concept and definition are still controversial. To make this point clear, we review several definitions of machine intelligence and consider some important questions.
A. Defining an Index: MIQ
Before developing the intelligence measure, we should first analyze some well-known definitions of machine intelligence. The following sentences show the attributes intelligent machines should have. 1) Machine intelligence is the process of analyzing, organizing, and converting data into knowledge, where (machine) knowledge is defined as the structured information acquired and applied to remove ignorance and uncertainty about a specific task pertaining to the intelligent machine [1] . 2) In order for a man-made intelligent system to act appropriately, it may emulate functions of living creatures and ultimately human mental faculties [1] . 3) Intelligent control is the discipline in which control algorithms are developed by emulating certain characteristics of intelligent biological systems [3] . 4) An intelligent control system is a control system with the ultimate degree of autonomy in terms of self-learning, selfreconfigurability, reasoning, planing, and decision-making [4] . 5) Intelligent machines are machines that are designed to perform anthropomorphic tasks with minimum interaction with a human operator [5] . Although the words and expressions in these definitions may seem abstract or ambiguous, we can summarize a common point. All the italic phrases imply that machine intelligence is the ability to replicate the human mental faculty and to perform human-like. For example, we would judge a new version of a control room system for nuclear power plants as more intelligent if novices or fewer expert operators were needed to accomplish the same control performance as before. Now, let us consider the effect of increasing machine intelligence in a control system. Researchers adopt intelligent control to enhance the ability to respond to unanticipated events in uncertain environments. As a machine becomes more intelligent, the control performance for unanticipated events improves. We define the MIQ based on the above review.
Definition: The MIQ is the measure of autonomy and performance for unanticipated events.
B. Several Questions About Measuring the MIQ
To develop a practical procedure for measuring an MIQ, the following problems must be resolved. Q1) What are the main components of machine intelligence? Q2) Generally, computer controllers cannot complete overall control jobs without a human supervisor. Can we separate machine intelligence clearly from supervisor intelligence? Q3) How can we narrow the gap between the numerically expressed MIQ and the degree of machine intelligence users feel? Question 1: Machine intelligence can be divided into two components-control intelligence and interface intelligence as illustrated in Fig. 1 . Control intelligence is required to perform control in response to unanticipated events in uncertain environments. Frequently, it is difficult to obtain enough information or parameters of plant states because of dynamic characteristics and modeling difficulties of real-world plants. Uncertain environments imply this feature. Unanticipated events are exceptional or randomly occurring conditions such as machine faults and plant abnormalities. The other component of machine intelligence is interface intelligence. Interface intelligence indicates the degree of intelligence of the human computer interaction (HCI). Recently, HCI has become more and more important in complex control systems such as the control room of nuclear power plants or the cockpit of airplanes, since control systems designed as user-friendly can reduce human errors and effectively utilize human ingenuity. We are going to formulate control intelligence and interface intelligence using the ITG and equations.
Question 2: The concept of question 2 is depicted in Fig. 2 . In most cases, the entire control system is made up of human supervisors and machines. Therefore, computer controllers cannot complete the overall control job without a human supervisor. The boundary between human and machine is not clearly defined because they must complement each other. To gain a clear understanding of this problem, we analyze human-machine cooperative systems in Section III.
Question 3: The method of measuring the MIQ should be designed with a human orientation so that the MIQ represents the degree of machine intelligence as closely as users feel. Our research uses the concept of mental workload (MWL) in the measurement procedure to reflect the human factors.
III. MODELING HUMAN-MACHINE COOPERATIVE SYSTEMS
This section introduces the human-machine cooperation model which analyzes the obscure relations among humans, machines, and plants. Then the ITG and its mathematical representations are proposed. Fig. 3 illustrates the human-machine cooperation model and its control procedures. Various events that occur in plants and the control system, which consists of the human and the machine, should generate corresponding control responses in real-time. The similar concepts of hierarchical control were introduced in [9] - [11] .
A. Human-Machine Cooperation Model
The control job for a specific event can be divided into some tasks and these tasks are allocated to the human or the machine. If the machine can execute a given task, human supervisors are free from it. However, if the machine cannot perform the task due to its complexity or the machine's lack of knowledge, human supervisors are responsible for the task.
B. Intelligence Task Graph
In the research area of parallel processing or scheduling, the set of tasks and their data dependencies are normally described by Data Flow Graph (DFG). Let the number of tasks be . A DFG is a directed graph whose vertex set is in one-to-one correspondence with the set of tasks. The directed edge set is in correspondence with the transfer of data from a task to another one [12] - [14] .
Besides the application of the DFG in parallel processing or scheduling research, we will broaden its application area to- ward control tasks. The decision-making model can be applied as a framework to represent the allocation of tasks and to illustrate communication between operators and machines supporting the task execution [15] . A decision-making model developed by Rasmussen [16] was used in [15] and [17] since it could represent the multiple decision-making behavior of supervisory control. This model represents decision-making and task execution by eight action steps: detect, observe, identify, interpret, evaluate, define task, select actions, and execute. However, there is neither research defining the quantification of intelligence of tasks or communications nor any measurement of intelligence performance by using the quantification. In parallel processing, we can calculate the finish time of the application that is allocated to several processors for the execution times of tasks, the transferring times of communications, and task allocation. Similarly, our main idea is that we can explicitly calculate machine intelligence for the intelligence costs of tasks, the intelligence costs of interactions, and task allocation.
We modified the DFG from the viewpoint of intelligence and transformed it into the ITG, which is suitable for analyzing the machine intelligence. As mentioned above, the control job for events can be divided into tasks and the execution of these tasks can be allocated to the human or the machine. The ITG consists of circles and directional arcs. The circles denote the tasks of control jobs. The directional arc denotes information flow from one task to another. Fig. 4 shows an example of the ITG.
We define the following symbols.
• Task Set : The set of tasks required to control events are defined as
• Task • Interface Complexity and : The complexity of transferring one unit of data between the human and the machine through display devices, keyboards, control switches, mouse, and so on.
is the interface complexity of transferring data from the human to the machine, and from the machine to the human. • Interface Intelligence Cost and : The human must understand the displayed plant data and give the machine control commands to exchange information with the machine. The human intelligence amount required to communicate data with the machine is the interface intelligence cost, which is proportional to both data quantity and interface complexity.
• Task 
C. How to Figure the MIQ
The MIQ can be defined mathematically using variables introduced above. Let the control intelligence quotient (CIQ) be the apparent intelligence of the overall control system containing the human and the machine. Therefore the CIQ is the sum of all task intelligence costs (5) Let the human intelligence quotient (HIQ) be the intelligence quantity required from the human for controlling plants. Then we have (6) since is the sum of task intelligence costs of tasks allocated to the human and interface intelligence costs. By subtracting from , we can obtain the MIQ (7) We can divide the MIQ into two portions: the machine control intelligence and the machine interface intelligence . With simple manipulation, we obtain (8) where (9) and (10) Since the interface cost (overhead) reduces the MIQ, a negative sign is needed for in the parenthesis of (10). Hence, can only have negative value or zero. This nonpositive intelligence implies that if its value is zero in the best case, it does not have any effect on the MIQ, so that is equal to . However, if is negative, it means that the interface overhead deteriorates the MIQ. Table I shows four cases in which the MIQ increases or decreases depending on the CIQ and the HIQ. When the HIQ does not change and the CIQ increases, the MIQ increases by (7) . This implies that if control outputs become more intelligent but users complete the same intelligent workload, the intelligence of the machine would be enhanced. This is indicated in case A. For another example, if control outputs are not changed but the intelligence of users decreases, that is, substituting beginners for experts or reducing the number of engineering staffs, the intelligence of the machine would also be enhanced. Case D indicates this case. Thus, we can realize that the computer controllers that show a higher CIQ and a lower HIQ must be designed to develop more intelligent machines. Because a higher CIQ implies that control response for plants is more intelligent and a lower HIQ represents lower user complexity or higher autonomy (independence), the concept of our formulation is reasonable and accords with our MIQ definition.
IV. PROCEDURE OF MIQ MEASUREMENT
By measuring mental workload and data quantity, we get the following variables: task intelligence cost, data transfer quantity, and interface complexity. Mental workload has been defined as the degree of human information processing capacity that is expended during task performance [18] . We assume that the task intelligence cost and interface complexity are highly correlated with the mental workload since we can say that the higher degree of task intelligence cost or interface complexity takes more human information processing capacity. Many techniques to assess mental workload have been developed and some of them have been used for the practical estimation of designing aircraft cockpits [19] , [20] , main control boards [21] , and user interface [22] . The six methods to measure mental workload are as follows: 1) parameters from behavioral signals; 2) dual task methods; 3) information measures; 4) eye scanning movements; 5) subjective measurement; 6) physiological variables.
The comparison of the methods as to seven criteria was discussed in [24] . Fig. 5 compares the three most frequently used methods by human-machine system designers (mainly control engineers). Selecting a proper method depends on required quality and available facilities.
The advantage of using this measure is that we do not need to use unfamiliar and ambiguous measurement tools such as the RDL in [6] and can avoid the controversial listed factors for weighted sum in [7] . The four-step procedure of MIQ measurement is depicted in Fig. 6 .
Step 1) Develop test lists. For instance, we can select the several abnormal states of power plants as test scenarios for measuring the MIQ of a diagnostic expert system. The alarm-codes, fault-codes, and their descriptions of Seoul #4 fossil power plants are available for the test sets [23] . Step 2) Make the ITG of test sets. In many cases, we can apply the decision-making model developed by Rasmussen [16] to the ITG of supervisory control.
Step 3) Measure mental workload for task intelligence cost and interface complexity. Then, count the data quantity of various forms such as messages, graphs, and warning lamps for the data transfer quantity.
Step 4) Calculate the MIQ for the given variables.
V. EXAMPLES: EXPERT SYSTEMS OF POWER PLANTS
To verify the proposed measuring procedure and explain what a specific MIQ value implies, we give some examples of assessing expert systems for power plants. Researchers have developed more intelligent control rooms of power plants to decrease human error opportunity, reduce cognitive workload, and improve the speed and accuracy of recognizing plant status [11] , [23] , [25] . The project that the Korea Atomic Energy Research Institute KAERI worked on from 1995 to 1997 shows the possibility for one-man supervisory control of nuclear power plants [25] . Therefore, power plant control is a good example of the human-machine corporation model.
Example 1: By choosing the several alarm states and fault states in [23] , we develop test sets. Then we apply the decision-making model to the operational circumstances of nuclear power plants to compose the ITG. Let's consider the ITG that is depicted in Fig. 7 .
Assume that task intelligence cost, data transfer quantity, and interface complexity are measured as From the record of human and machine operations, we get the task allocation shown in Fig. 8 and Then we can calculate the MIQ with (5)-(10) as follows: Example 2: Let us consider the improved expert system in which the fault diagnostic function has been installed so that (observe) and (identify) can be performed by the machine. Fig. 9 shows the new task allocation. Then Table I , increases when decreases. Since all tasks of the examples are allocated to the human or the machine and completely performed, of three cases are the same.
increase in example 2 is because more tasks are allocated to the machine. The interface redesign of example 3 improves . Considering this result, we can see that the concept of MIQ that is defined and explained in this paper and its numerical formulation are in perfect harmony. The results in the graph also show that although of examples 2 and 3 do not change, increased because the improvement implies reducing the user interface overhead so that the machine could better express its control intelligence to the human.
VI. CONCLUSION
We defined the MIQ as the measure of machine intelligence and presented a systematic assessment methodology, which extracts machine intelligence from a human-machine cooperative system. Considering the realistic control environments, the human-machine cooperation model and the ITG were developed to model the overall control sequence. Then we derived the MIQ from the ITG and its variables. From the examples of the supervisory control of power plants, we verified the proposed measuring procedure. Some previous works suggested lengthy machine intelligence factors such as learning, adaptivity, robustness, reliability, fault diagnosis, creativity, user interface easiness, information processing, and problem solving. However, these factors are not independent and overlap with each other so that it is not easy to measure the intelligence of various machines using the weighted sum of these ambiguous factors. For this reason, we focused on the phenomenological view rather than the ontological view, that is, we developed the MIQ from the standpoint of users utilizing well-known measurements such as mental workload and data transfer quantity. We expect that, by adopting the clear definition and the logical estimating method that this paper proposed, the MIQ can be used not only as a theoretical measure but also as a practical index which suggests the design goal and can be cited for comparing a product's intelligence superiority.
