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Abstract
In quantum coding theory, stabilizer codes are probably the most important class
of quantum codes. They are regarded as the quantum analogue of the classical linear
codes and the properties of stabilizer codes have been carefully studied in the literature.
In this paper, a new but simple construction of stabilizer codes is proposed based on
syndrome assignment by classical parity-check matrices. This method reduces the
construction of quantum stabilizer codes to the construction of classical parity-check
matrices that satisfy a specific commutative condition. The quantum stabilizer codes
from this construction have a larger set of correctable error operators than expected.
Its (asymptotic) coding efficiency is comparable to that of CSS codes. A class of
quantum Reed-Muller codes is constructed, which have a larger set of correctable error
operators than that of the quantum Reed-Muller codes developed previously in the
literature. Quantum stabilizer codes inspired by classical quadratic residue codes are
also constructed and some of which are optimal in terms of their coding parameters.
Index terms: Quantum error-correcting codes, quantum stabilizer codes, quantum
information theory, Reed-Muller codes, quadratic-residue codes.
1 Introduction
The theory of quantum error correction has been profoundly developed in the last decade
since the first quantum error-correcting code proposed by Shor [1]. In [2], using a different
approach from that of Shor, Steane gave a new quantum error-correcting code and studied
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basic theory of quantum error correction. Later, Steane gave more new quantum codes and
discussed constructions of quantum error-correcting codes in [3]. The complete quantum
error correction condition was given in [4, 5, 6]. The optimal five qubit code was discovered
in [5, 7]. After CSS code construction [8, 9], the study of quantum error-correcting codes
then turned to the study of classical self-orthogonal codes.
The idea of stabilizer codes was proposed in [10, 11] and the properties of stabilizer codes
were extensively addressed in [11, 12]. CSS codes can then be viewed as one prominent class
of stabilizer codes. In [13], Steane gave a further improvement, called an enlargement of CSS
codes, which produces several families of quantum codes with greater minimum distance. In
this paper we will propose a new but simple construction of quantum stabilizer codes based
on syndrome assignment by classical parity-check matrices and develop several classes of
quantum codes from this construction.
This paper is organized as follows. In Section 2, we begin in describing the basic proper-
ties of stabilizer codes and end with a new formulation of CSS codes and their enlargement
[8, 9, 13]. The method of construction of stabilizer codes based on syndrome assignment
by classical parity-check matrices is proposed in Section 3, where we discuss the asymptotic
coding efficiency of this method. As an illustration, we develop a family of quantum sta-
bilizer codes from classical Reed-Muller codes in Section 4. Several other quantum codes
inspired by classical quadratic residue codes are investigated in Section 5, where several
optimal quantum codes are constructed. A conclusion is discussed in the last section.
2 Stabilizer Codes
2.1 Stabilizer Groups and Stabilizer Codes
Let H be the state space of a qubit. The Pauli group Gn, acting on the state space H⊗n of n
qubits, plays an important role in the construction of n-qubit stabilizer codes. An element
in Gn is expressed as icM1 ⊗M2 ⊗ . . .⊗Mn, where each Mj is one of the Pauli operators I,
X , Y , or Z on H, i = √−1, and c ∈ {0, 1, 2, 3}. Let K = {±I⊗n,±iI⊗n}, which is a normal
subgroup of Gn and will be used in a later discussion.
For a g ∈ Gn, the fixed subspace V(g) of g is a subspace of H⊗n such that |ψ〉 ∈ V(g)
if and only if g|ψ〉 = |ψ〉. A stabilizer group S that fixes a non-trivial subspace T of H⊗n is
the set
S = {g ∈ Gn |g|ψ〉 = |ψ〉, ∀|ψ〉 ∈ T } .
A necessary condition is that −I /∈ S. Since any g, h ∈ Gn have either gh = hg or gh = −hg,
S must be an abelian subgroup of Gn. And since any g ∈ Gn has either g2 = I or g2 = −I,
we have g2 = I ∀g ∈ S. Therefore, S ∼= (Z2)r for some r, i.e., S =< g1, g2, . . . , gr > with r
commutative independent generators.
An [[n, k, d]] quantum stabilizer code C(S) is a 2k-dimensional subspace of H⊗n fixed
by a stabilizer group S with a set of r = n − k independent generators. The d means the
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minimum distance of the quantum code C(S) and will be defined later. The error-correction
condition for a stabilizer code C(S) [11, 12, 14] says that {Ei} is a collection of correctable
error operators in Gn for C(S) if and only if
E†jEk /∈ N(S) \ S˜ ∀j, k, (1)
where
N(S) = {g ∈ Gn
∣∣ghg† ∈ S ∀h ∈ S}
is the normalizer group of S in Gn, which in fact is the centralizer group of S in Gn, and
S˜ = SK = {gh | g ∈ S, h ∈ K} .
The weight of an element icM1⊗M2⊗ . . .⊗Mn in Gn is defined to be the number ofMj ’s not
equal to I. Then the minimum distance d of C(S), motivated by the above error correction
condition, is defined to be the minimum weight of an element in N(S) \ S˜.
2.2 Binary Codes Corresponding to Stabilizer Groups
The Pauli group Gn is closely related to the 2n-dimensional binary vector space Z2n2 . If u, v
are two binary n-tuples, (u, v) is meant to be a binary 2n-tuples and any element x ∈ Z2n2
can be written in the form (u, v) with u, v n-tuples. We use uv to denote the n-tuple of the
bitwise AND of u and v. That is, (uv)i = ui · vi where the subscript i means the i-th bit of
the binary n-tuple. Then we define the generalized weight of an 2n-tuple x = (u, v) in Z2n2 ,
denoted by gw(x), as the Hamming weight of the bitwise OR of u and v. Thus
gw(x) = w(u) + w(v)− w(uv),
where w(u) means the Hamming weight of u, the number of nonzero components of u.
A g = icM1 ⊗ M2 ⊗ . . . ⊗ Mn in Gn, can be expressed as g = ic′XαZβ, where α =
(a1, a2, . . . , an) and β = (b1, b2, . . . , bn) are two binary n-tuples and c, c
′ ∈ {0, 1, 2, 3}. In this
expression, if Mj = I,X, Z, Y , then (aj , bj) = (0, 0), (1, 0), (0, 1), (1, 1), respectively. And
we have c′ ≡ c + l (mod 4) where l is the number of Mj ’s which are equal to Y (note that
Y = iXZ). We define a group homomorphism τ : Gn 7→ Gn/K by
τ(g) , gK.
If g = icXαZβ, τ(g) = XαZβ K. Note that XαZβK = Xα′Zβ′K if and only if α = α′ and
β = β ′. Also τ is an epimorphism. Next we define a group isomorphism µ : Gn/K 7→ Z2n2 by
µ(XαZβK) , (α, β).
Then we can define a homomorphism ϕ : Gn 7→ Z2n2 by ϕ = µ ◦ τ , i.e.,
ϕ(icXαZβ) , µ(τ(i
cXαZβ)) = µ(XαZβK) = (α, β).
It is clear that ϕ is an epimorphism with kernel K and {g1, g2, . . . , gr} is a set of independent
generators if and only if ϕ(g1), ϕ(g2), . . . , ϕ(gr) are linearly independent 2n-tuples in Z
2n
2 .
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Suppose {g1, . . . , gr} is a set of independent generators of a stabilizer group S. We
define a check matrix H of S by making ϕ(gi) as its i-th row vector. Then H is an r × 2n
binary matrix. For convenience, we may denote H by
H =
[
HX HZ
]
,
where HX , HZ are two r × n binary matrices. Note that each of the 2r sets {±g1, . . . ,±gr}
can be used as a set of independent generators of a distinct stabilizer group. But all of them
have the same check matrix H .
One example of stabilizer codes is a five-qubit code. A set of generators of a [[5, 1, 3]]
code can be
g1 = XZZXI,
g2 = IXZZX,
g3 = XIXZZ,
g4 = ZXIXZ.
The corresponding check matrix is


10010 01100
01001 00110
10100 00011
01010 10001

 . (2)
Since a stabilizer group S is an abelian group, we have gh = hg ∀g, h ∈ S, which has a
corresponding property in ϕ(S), induced by the homomorphism ϕ, that
ϕ(g)Λ2nϕ(h) = 0, ∀g, h ∈ S,
where Λ2n =
[
On×n In×n
In×n On×n
]
. Thus a check matrix H of a stabilizer group S has to satisfy
the following commutative condition,
HΛ2nH
T = HXH
T
Z +HZH
T
X = Or×r, (3)
where Oi×j is the i× j zero matrix. We will omit the subscripts of Λ and O in the following
discussion. We define that an r × 2n binary matrix H = [HX |HZ ] is commutative if it
satisfies the commutative condition. From (3), an r × 2n binary matrix H = [HX |HZ ] is
commutative if and only if HXH
T
Z is a symmetric r × r matrix.
The check matrix is a convenient tool for the encoding and decoding of stabilizer codes
[12]. In addition, the check matrix is able to facilitate the construction of stabilizer groups
from known classical binary codes, as will be demonstrated in the next section. Before that,
we will illustrate an application of the check matrix of a stabilizer group to determine the
minimum distance of the corresponding stabilizer code as follows.
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Let S¯ = ϕ(S), which is a subspace of Z2n2 . Then S¯ can be viewed as a classical binary
code with generator matrix H . As in [11, 15], we define a symplectic inner product ∗ on Z2n2
by
(u1, v1) ∗ (u2, v2) , u1 · v2 + v1 · u2.
Thus, two elements g, h in Gn is commutative if and only if the symplectic inner product
ϕ(g) ∗ ϕ(h) of ϕ(g) and ϕ(h) is zero. Let S¯⊥∗ be the dual code of S¯ with respect to the
symplectic inner product,
S¯⊥∗ = {(u, v) ∈ Z2n2
∣∣(u, v) ∗ (α, β) = 0, ∀(α, β) ∈ S¯ }.
It is clear that S¯ is a self-orthogonal code with respect to this symplectic inner product, i.e.,
S¯ ⊂ S¯⊥∗. An (2n− r)× 2n binary matrix
G =
[
GX GZ
]
of rank 2n− r, where GX and GZ are (2n− r)× n binary matrices, is a generator matrix of
S¯⊥∗ if and only if
HΛGT = HXG
T
Z +HZG
T
X = O. (4)
It can be seen that S¯⊥∗ = ϕ(N(S)) and the minimum distance of C(S) is just the minimum
generalized weight of a nonzero codeword in S¯⊥∗\S¯. This helps decide the minimum distance
of a stabilizer code, as illustrated in the construction of CSS codes [8, 9] and their enlargement
[13] as follows.
To construct an [[n, k, d]] CSS code C(S), we choose a classical [n, k1] binary code C1
and an [n, k2] subcode C2 of C1 such that both the code C1 and the classical dual code of C2
have minimum distance > d. Then a check matrix of a stabilizer group S is established as
H =
[
G2 O
O H1
]
,
of rank n− k1 + k2, where G2 is a generator matrix of C2 and H1 is a parity-check matrix of
C1. Let G1 =
[
G2
G3
]
, a generator matrix of C1, and H2 =
[
H1
H3
]
, a parity-check matrix of
C2. Then a generator matrix of the symplectic dual code S¯⊥∗ is
G =


G2 O
G3 O
O H1
O H3

 =
[
G1 O
O H2
]
,
which is of rank n + k1 − k2. It can be verified that both (3)and (4) hold. The minimum
distance of the quantum code is no less than the minimum generalized weight of the sym-
plectic dual code S¯⊥∗ and is clearly > d from the structure of its generator matrix G. The
dimension of the quantum code is k = n− (n− k1 + k2) = k1 − k2.
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The enlargement of CSS codes in [13] is based on the CSS construction and exchanges
code dimension for error-correcting capability. With additional stabilizer generators, this en-
largement increases the minimum distance of the code by half. We give an explicit description
of the enlargement in terms of nonsingular matrices and a proof that this enlargement is able
to increase the minimum distance of the code by half in the following theorem.
Theorem 1. Let C1 be a classical [n, k1, d1] binary code which contains its classical dual C⊥1 .
Furthermore, let C1 be able to be enlarged to C2 = [n, k2, d2], where k2 > k1. Suppose that
G1, G2 =
(
G1
G3
)
are generator matrices of C1, C2,respectively, and H2, H1 =
(
H2
H3
)
are
parity-check matrices of C2, C1, respectively. If there exists a (k2−k1)×(k2−k1) nonsingular
binary matrix P such that I + P is also nonsingular, by taking
H =

 H2 OO H2
QH3 H3

 ,
where Q =
(
H3G
T
3
) (
P T
)−1 (
H3G
T
3
)−1
is a (k2 − k1) × (k2 − k1) nonsingular matrix, as a
check matrix of a stabilizer group S, an [[n, k2 + k1 − n, d > min{d1, ⌈3d22 ⌉}]] quantum codeC(S) can be constructed. A generator matrix of S¯⊥∗ can be
G =

 G1 OO G1
G3 PG3

 .
Proof. It is easy to see that the two matrices H and G are of full rank and have rank
(2n− k1− k2) and rank k1 + k2, respectively. Since C⊥1 ⊂ C1, we have H1HT1 = O and hence
H2H
T
2 = O, H3H
T
3 = O, H2H
T
3 = O. Thus
HΛHT =

 H2O
QH3

( OT HT2 HT3 )+

 OH2
H3

( HT2 OT HT3 QT )
=

 H2O
T H2H
T
2 H2H
T
3
OOT OHT2 OH
T
3
QH3O
T QH3H
T
2 QH3H
T
3

 +

 OH
T
2 OO
T OHT3 Q
T
H2H
T
2 H2O
T H2H
T
3 Q
T
H3H
T
2 H3O
T H3H
T
3 Q
T


=O +O = O,
and Eq. (3) holds. Since H1G
T
1 = O and H2G
T
2 = O, we have H2G
T
1 = O, H3G
T
1 = O, and
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H2G
T
3 = O. Thus
HΛGT =

 H2O
QH3

( OT GT1 GT3 P T )+

 OH2
H3

( GT1 OT GT3 )
=

 H2O
T H2G
T
1 H2G
T
3 P
T
OOT OGT1 OG
T
3P
T
QH3O
T QH3G
T
1 QH3G
T
3 P
T

+

 OG
T
1 OO
T OGT3
H2G
T
1 H2O
T H2G
T
3
H3G
T
1 H3O
T H3G
T
3


=

 O O OO O O
O O
(
H3G
T
3
) (
P T
)−1 (
H3G
T
3
)−1
H3G
T
3 P
T +H3G
T
3


= O,
and Eq. (4) holds. The minimum distance d of C(S) is determined as follows. Consider a
nonzero codeword (c1, c2) = (u1|u2|u3)

 G1 OO G1
G3 PG3

 = (u1G1 + u3G3, u2G1 + u3PG3) in
S¯⊥∗, with two k1-tuples u1, u2 and a (k2 − k1)-tuple u3, not all zero tuples. It is clear that
c1, c2 ∈ C2 and w(c1) > d2, w(c2) > d2. If c1 6= c2, then w(c1 + c2) > d2 and we have
gw(c1, c2) = w(c1) + w(c1)− w(c1c2)
=
1
2
(w(c1) + w(c2) + (w(c1) + w(c2)− 2w(c1c2)))
=
1
2
(w(c1) + w(c2) + w(c1 + c2)) >
3d2
2
.
Now if c1 = c2, then u1G1 + u3G3 = u2G1 + u3PG3 and then (u1 + u2)G1 + u3G3 = u3PG3.
Since G1 and G3 have linearly independent rows, we must have u1 + u2 = 0 and u3G3 =
u3PG3. However, since I + P is nonsingular, u3G3 = u3PG3 if and only if u3 = 0. Since
u1, u2, u3 are not all zero tuples, we have nonzero u1 = u2 and c1 = u1G1 ∈ C1, c2 = u2G1 =
u1G1 = c1. Thus gw(c1, c2) = w(c1) > d1. In conclusion, the minimum distance of the
quantum code is
d > min{d1,
⌈
3d2
2
⌉
}.
3 A Simple Construction of Stabilizer Codes
3.1 Syndrome Assignment and Check Matrices
Given a stabilizer group S together with a set of independent generators {g1, g2, . . . , gr},
the encoding-decoding techniques of the corresponding stabilizer code is well studied in [12].
7
But one may ask the question: how to find a set of independent generators g1, g2, . . . , gr such
that the generated stabilizer group will correspond to a good quantum code?
In [10], Gottesman constructed a class of stabilizer codes saturating the quantum Ham-
ming bound which says that
2k
t∑
i=0
3i
(
n
i
)
6 2n.
These codes encode k = n− j−2 in n = 2j qubits and correct up to t = 1 error. He assigned
an “error syndrome” to each correctable error operator according to a certain rule so that
error syndromes form a check matrix of the stabilizer group. This is a brilliant idea of giving
a set of independent generators g1, g2, . . . , gr. We will basically follow this idea to construct
[[n, k, d]] quantum codes for the general case of t = ⌊d−1
2
⌋ ≥ 1.
3.1.1 Error Syndromes
In classical coding theory, correctable error patterns are a collection of error patterns which
have distinct error syndromes. The same concept holds in non-degenerate quantum codes
and hence can be applied to construct non-degenerate quantum stabilizer codes. In stabilizer
codes, the idea of error syndrome comes from the commutativity. The error-correction
condition for stabilizer codes in (1) says that the multiplication of any two correctable error
operators in Gn, each with weight no more than t, is not in N(S) − S˜. So each correctable
error operator is assigned with a binary pattern indicating the commutative relation between
the error operator and each one of the generators of a stabilizer code. For our purposes, we
will take a stricter error-correction condition that multiplication of any two correctable error
operators, each with weight less than or equal to t, must anti-commute with some element
in S.
As in [10], for any g ∈ Gn, we define fg : Gn 7→ Z2 by
fg(h) =
{
0, if [g,h]=0,
1, if {g,h}=0,
where [g, h] = gh− hg and {g, h} = gh+ hg. It can be verified that fg is a group homomor-
phism. Then for a given set of independent generators g1, g2, . . ., gr of a stabilizer group S,
we define fS : Gn 7→ (Z2)r by
fS(h) = (fg1(h), fg2(h), . . . , fgr(h))
T .
It is clear that
fS(h) = HΛϕ(h)
T , (5)
where H is the check matrix of S corresponding to the (ordered) generators g1, g2, . . . , gr.
Note that fS is a group homomorphism. It is also clear that fS(h) = (0, 0, . . . , 0)
T if and only
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if h commutes with every element in S, i.e., h ∈ N(S). We call fS(E) the error syndrome
of E for each error operator E in Gn. The error syndrome in this definition is equivalent
to that defined in [14] with +1,−1 in place of 0, 1, respectively. For any two correctable
error operators E1 and E2 in Gn, each with weight less than or equal to t, we attempt to
construct a stabilizer group S such that fS(E1E2) is a nonzero vector. Since fS is a group
homomorphism,
fS(E1E2) 6= 0⇔ fS(E1) 6= fS(E2).
As a result, we need to assign distinct error syndromes to distinct correctable error operators.
If we can correct error operators X1, . . . , Xn, Y1, . . . , Yn, Z1, . . . , Zn and the multiplica-
tion of any no more than t of them, we are able to correct all error operators up to weight t.
We call these 3n error operators to be basic correctable error operators. Moreover, since the
set {X1, X2, . . . , Xn, Z1, Z2, . . . , Zn} generates all the error operators in Gn by multiplica-
tion up to a scalar factor, it is desirable to determine the error syndromes of these 2n basic
correctable error operators so that the error syndromes of all correctable error operators are
distinct from each other. For the case of t = 1, it has been done in [10]. For the general case
of t > 2, it becomes challenging to assign error syndromes to the 2n basic correctable error
operators so that the error syndromes of correctable error operators of weight no more than
t are all distinct.
From (5), we observe that the first n columns and the last n columns of the check matrix
of a stabilizer group S corresponding to the (ordered) independent generators g1, g2, . . . , gr
are fS(Z1), fS(Z2), . . .,fS(Zn) and fS(X1), fS(X2), . . ., fS(Xn), respectively. Thus we can
establish a check matrix of a target stabilizer group S by assigning 2n error syndromes as its
columns fS(Z1), fS(Z2), . . .,fS(Zn), fS(X1), fS(X2), . . ., fS(Xn) and verifying this matrix
to be commutative. In this way, the method of syndrome assignment is just to define a legal
check matrix.
3.1.2 Syndrome Assignment by a Binary Parity-Check Matrix
Let E = XαZβ be an error operator of weight no more than t
∗, where α = (a1, . . . , an),
β = (b1, . . . , bn) and gw(α, β) ≤ t∗. Then for a target stabilizer group S,
fS(E) = fS(XαZβ) =
n∑
i=1
aifS(Xi) +
n∑
i=1
bifS(Zi),
which is a linear combination of at most 2t∗ terms. To ensure that the error syndromes
of two distinct error operators E1 = Xα1Zβ1 and E2 = Xα2Zβ2 with α1 = (a1, . . . , an),
β1 = (b1, . . . , bn), gw(α1, β1) ≤ t∗ and α2 = (u1, . . . , un),β2 = (v1, . . . , vn), gw(α2, β2) ≤ t∗
are distinct, we must have
fS(E1) 6= fS(E2)⇔ fS(E1) + fS(E2) 6= 0
⇔
n∑
i=1
(ai + ui)fS(Xi) +
n∑
i=1
(bi + vi)fS(Zi) 6= 0, (6)
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which is a linear combination of at most 4t∗ terms. Thus a sufficient condition to guarantee
the distinction among error syndromes of error operators of weight no more than t∗ is that
any 4t∗ elements in the set {fS(X1), fS(X2), . . . , fS(Xn), fS(Z1), fS(Z2), . . . , fS(Zn)} must
be linearly independent. Surprisingly, this is just a property of a parity-check matrix of a
classical linear block code with minimum distance d′ > 4t∗ + 1, where any d′ − 1 column
vectors of the parity-check matrix must be linearly independent.
From the above discussion, we now know how to do syndrome assignment so that all
correctable error operators will have distinct error syndromes from each other. We first
choose a classical [2n, n+ k, d′] binary linear block code C′ with d′ ≥ 4t∗ + 1 and k > 0. Let
H ′ be a parity-check matrix of C′ with dimension (n−k)×2n . Then the 2n column vectors
of H ′ will be assigned as fS(Xi)’s and fS(Zi)’s. There are (n − k) independent generators
of the target stabilizer group S and the corresponding target check matrix H is just the
permutation of the column vectors of H ′, i.e., H = H ′P for some permutation matrix P .
Then the commutative condition becomes
H ′PΛP TH ′T = O. (7)
If G′ is a generator matrix of C′, then the symplectic dual S¯⊥∗ of S¯ in Z2n2 has a generator
matrix
G = G′PΛ
since
HΛGT = H ′PΛΛTP TG′T = H ′G′T = O.
If the target check matrix H satisfies (7), then H is indeed a check matrix of a stabi-
lizer group which corresponds to a quantum code that is at least t∗-error correcting. The
dimension of the quantum code is n − (n − k) = k. Thus the choice of k > 0 ensures that
the corresponding quantum code is of dimension greater than zero.
We conclude the above discussion in the following theorem.
Theorem 2. Given an (n− k)× 2n parity-check matrix H ′ of a binary [2n, n+ k, d′] linear
block code C′ with minimum distance d′ > 4t∗ + 1, such that (7) holds for a certain per-
mutation P , an [[n, k, d ≥ 2t∗ + 1]] stabilizer code with a check matrix H = H ′P can be
constructed.
A t∗-error-correcting quantum code of length n has
t∗∑
i=0
(
n
i
)
3i
error syndromes. One may expect that a quantum code by the above construction can
correct more than just those error operators of weight6 t∗ when t∗ is determined from d′
in Theorem 2. In fact, any error operator E = XαZβ with w(α) + w(β) 6 2t
∗ has its own
unique syndrome and then can be corrected. For example, error operators Xα and Zα with
w(α) = 2t∗ are correctable.
10
mX,Z
mY
0
t∗ + 1
t∗ + 1
t+ 1
t+ 1 2t∗
mY +mX,Z = t
∗ + 1
mY +mX,Z = t + 1
2mY +mX,Z = 2t
∗
Figure 1: The mX,Z −mY region of additional correctable error operators. The mX,Z-axis
represents the number of components Mj’s of error operator E equal to X or Z and the
mY -axis represents the number of components Mj ’s equal to Y .
Let E = icM1 ⊗M2 ⊗ . . .⊗Mn = XαZβ, α = (a1, . . . , an), β = (b1, . . . , bn) ∈ Zn2 , be a
correctable error operator with w(α) + w(β) 6 2t∗. Let l = gw(α, β), the weight of E, and
then 0 6 l 6 2t∗. Let mY = w(αβ), the number ofMj ’s equal to Y , and then mX,Z = l−mY
represents the number of the Mj ’s equal to X or Z. Since w(α) + w(β) = 2mY +mX,Z =
mY + l, we have mY + l 6 2t
∗ (note that l = mX,Z +mY ). There are(
n
l
)(
l
mY
)
2l−mY
correctable error operators for a certain l and a certain mY satisfying 0 6 mY 6 l and
0 6 mY + l 6 2t
∗. Summing l from t∗+1 to 2t∗ and summing mY from 0 to 2t
∗− l, we have
additional
2t∗∑
l=t∗+1
2t∗−l∑
mY =0
(
n
l
)(
l
mY
)
2l−mY (8)
correctable error operators of weight > t∗, which can be a large amount! Figure 1 illustrates
the mX,Z−mY region of all additional correctable error operators of weight l = mX,Z+mY >
t∗ as the dashed triangle.
On the other hand, for a given stabilizer group S with quantum error-correcting capa-
bility t, the classical minimum distance d′ of a check matrix of S can be used to determine
the existence of additional correctable error operators of weight > t and how many of them
as stated in the following theorem and illustrated in the dashed triangle in Figure 1.
Theorem 3. Let t be the quantum error correcting capability of a stabilizer code C(S). Let
t∗ be an estimate of t by a check matrix of S as in Theorem 2. If t < 2t∗ or ⌊d−1
2
⌋ < 2⌊d′−1
4
⌋,
then we have additional
2t∗∑
l=t+1
2t∗−l∑
mY =0
(
n
l
)(
l
mY
)
2l−mY
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correctable error operators of weight > t.
Finally we give a slight improvement of Theorem 2. Define a matrix HY , HX+HZ for
a check matrix H =
(
HX HZ
)
of S. Let CX , CZ , CY be classical binary linear block codes
with parity-check matrices HX , HZ , HY , respectively. If error syndromes of all correctable
error operators of weight no more than t∗ are distinct, it is necessary that CX , CZ , CY have
minimum distance > 2t∗ + 1.
Corollary 4. If CY has minimum distance > 2t
∗ + 1, the condition in Theorem 2 can be
reduced to d′ ≥ 4t∗.
Proof. We only need to consider two distinct error operators E1 = Xα1Zβ1 and E2 = Xα2Zβ2
with α1 = (a1, . . . , an), β1 = (b1, . . . , bn), gw(α1, β1) = t
∗ and α2 = (u1, . . . , un), β2 =
(v1, . . . , vn), gw(α2, β2) = t
∗ such that
fS(E1) + fS(E2) =
n∑
i=1
(ai + ui)fS(Xi) +
n∑
i=1
(bi + vi)fS(Zi)
is a linear combination of 4t∗ columns of H . Then we must have α1 = β1, α2 = β2,
w(α1 + α2) = 2t
∗ and then
fS(E1) + fS(E2) =
n∑
i=1
(ai + ui)fS(Yi),
which is a linear combination of 2t∗ columns ofHY . Since CY has minimum distance > 2t
∗+1,
we have
fS(E1) + fS(E2) 6= 0.
Thus (6) holds for the extreme case—a linear combination of exact 4t∗ terms.
3.2 Constructions of Check Matrices
Our construction of a check matrix of a stabilizer group needs a binary commutative parity-
check matrix of even length. We suggest three ways to establish commutative parity-check
matrices by using classical constructions of new codes from old ones [16] such that the
minimum distances of the resulted quantum codes can be determined from the corresponding
classical binary linear block codes.
Construction I: Let G1, G2 be generator matrices of an [n, k1, d1] and an [n, k2, d2] binary
linear block codes C1, C2, respectively, such that k1 + k2 > n. Let H1, H2 be parity-check
matrices of C1, C2, respectively. Then G′ =
[
G1 O
O G2
]
is a generator matrix of a [2n, k1 +
k2, d
′ = min{d1, d2}] code with a parity-check matrix H ′ =
[
H1 O
O H2
]
. H ′ is commutative
if and only if H1H
T
2 = O, i.e., the classical dual code of C2 is a subcode of C1. In this way,
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by choosing H = H ′ as a check matrix of a stabilizer group S and G = G′Λ =
[
O G1
G2 O
]
as a generator matrix of the symplectic dual code S¯⊥∗, C(S) is an [[n, k1 + k2 − n, d ≥ d∗ =
min{d1, d2}]] quantum code, where d∗ equals to the minimum generalized weight of S¯⊥∗,
which corresponds to a vector of minimum weight in C1 or in C2. Since d
∗ = d′, we have
⌊d∗−1
2
⌋ ≥ 2⌊d′−1
4
⌋ and there is no additional correctable error operators of weight > ⌊d∗−1
2
⌋
guaranteed by Theorem 3. Note that the construction of CSS codes is a special case of
Construction I.
Construction II: Let G1, G2 be generator matrices of an [n, k, d1] and an [n, k, d2] binary
linear block codes C1, C2, respectively. Let H1, H2 be parity-check matrices of C1, C2, respec-
tively. Then G′ = [G1| G2] is a generator matrix of a [2n, k, d′ > d1 + d2] binary linear block
code C′. A parity-check matrix of C′ is H ′ =

 H1 OO H2
A B

, where A,B are two matrices such
that G1A
T +G2B
T = O and the rank of H ′ is 2n− k, which is greater than n. Since H ′ has
too many rows to be a check matrix, we consider the code C′⊥, the classical dual code of C′,
instead. If the matrix G′ is commutative, we choose H = G′ = [G1| G2] as a check matrix
of a stabilizer group S. However, it remains to determine the classical minimum distance of
C′⊥.
Construction III: (|u|u + v| construction) Let G1 and G2 be generator matrices of an
[n, k1, d1] and an [n, k2, d2] binary linear block codes C1, C2, respectively. ThenG′ =
[
G1 G1
O G2
]
is a generator matrix of a [2n, k1 + k2, d
′ > min{d1, d2}] code. Let H1, H2 be parity-check
matrices of C1, C2, respectively. A parity-check matrix is H ′ =
[
H2 H2
H1 O
]
. H ′ is commuta-
tive if and only if H1H
T
2 = O, i.e., the classical dual code of C2 is a subcode of C1. In this
case, we take H ′ as a check matrix H of a stabilizer group S. The minimum generalized
weight of a generator matrix G = G′Λ of S¯⊥∗ is min{d1, d2}. Hence the stabilizer code C(S)
has parameters [[n, k1 + k2 − n, d > min{d1, d2}]].
When C1 is a subcode of C2, we consider the effect of a permutation matrix P ′ =
(
I O
O P
)
on the |u|u + v| construction. Let H ′′ = H ′P ′ =
(
H2 H2P
H1 O
)
. H ′′ is commutative if and
only if H2PH
T
2 = H2P
THT2 and H2PH
T
1 = O. In this case, we take H
′′ as a check matrix
H of a stabilizer group S. Then G = G′P ′Λ =
(
G1P G1
G2P O
)
is a generator matrix of S¯⊥∗.
Consider a nonzero codeword
(c1, c2) = (u1|u2)
(
G2P G2
G1P O
)
= (u1G2P + u2G1P, u1G2)
in S¯⊥∗, with a k1-tuple u1 and a k2-tuple u2, not both zero tuples. It is clear that c1 ∈ C2P ,
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c2 ∈ C2 and w(c1) > d2, w(c2) > d2. Then
gw(c1, c2) = w(c1) + w(c1)− w(c1c2)
=
1
2
(w(c1) + w(c2) + (w(c1) + w(c2)− 2w(c1c2)))
=
1
2
(w(c1) + w(c2) + w(c1 + c2))
> d2 +
w(c1 + c2)
2
.
If
min
c1 6=0 or c2 6=0
1
2
w(c1 + c2) > 0,
we can obtain a quantum code of a greater minimum distance.
Theorem 5. Let C1 be a subcode of C2 with d1 > d2 and let H1, H2 be parity-check matrices
of C1, C2, respectively. Assume that P be a permutation matrix such that
H1PH
T
1 = H1P
THT1 , H1PH
T
2 = O (9)
and
C1P = C1, C2P = C2. (10)
Let G1 and G2 =
[
G3
G1
]
be generator matrices of C1 and C2, respectively, such that
uG3P 6= uG3 for any nonzero (k2 − k1)-tuple u. (11)
Then there is an [[n, k2+k1−n, d > min{d1, ⌈3d22 ⌉}]] stabilizer code C(S) with a corresponding
stabilizer group S such that
G =
(
G2P G2
G1P O
)
=

 G3P G3G1P G1
G1P O


is a generator matrix of S¯⊥∗.
Proof. A check matrix of S is
H =
(
H1 H1P
H2 O
)
since Eq. (3) holds by (9). Consider a nonzero codeword
(c1, c2) = (u1|u2|u3)

 G3P G3G1P G1
G1P O

 = (u1G3P + (u2 + u3)G1P, u1G3 + u2G1)
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in S¯⊥∗, with two k1-tuples u1, u2 and a (k2− k1)-tuple u3, not all zero tuples. It is clear that
c1 ∈ C2P = C2, c2 ∈ C2 and w(c1) > d2, w(c2) > d2. If u1 6= 0,
c1 + c2 = u1G3P + (u2 + u3)G1P + u1G3 + u2G1
= (u1G3P + u1G3) + ((u2 + u3)G1P + u2G1).
Since u1G3P + u1G3 ∈ C2 − C1 by (10) and (11) and (u2 + u3)G1P + u2G1 ∈ C1 by (10), we
have c1 + c2 6= 0 in C2 and w(c1 + c2) > d2. Then
gw(c1, c2) =
1
2
(w(c1) + w(c2) + w(c1 + c2)) >
3d2
2
.
If u1 = 0, we have c1 = (u2 + u3)G1P ∈ C1 and c2 = u2G1 ∈ C1. Hence
gw(c1, c2) = w(c1) + w(c2)− w(c1c2) > d1.
Therefore, the minimum distance of the quantum code is d > min{d1, ⌈3d22 ⌉}.
Further investigation on the classical minimum distance may guarantee additional cor-
rectable error operators of weight greater than the quantum error-correcting capability by
Theorem 3. A family of quantum Reed-Muller codes will be constructed by the |u|u + v|
construction in Section 4.
3.3 Existence of Commutative Parity-Check Matrices
There is an important question: for a given r × (2n) parity-check matrix H , where r < n,
does there exist an effective permutation matrix P such that HP is commutative?
To answer this question, we run a simulation on a computer as follows. Let H =[
Ir×r B
]
, where B is a randomly generated r × (2n − r) matrix. Each element of B is
1 or 0 with probability p1 and p0 = 1 − p1, respectively. By exhaustive search with (2n)!
permutations for the case n = 5, unfortunately, we found that there exists an H which has
no effective permutation matrix P such that HP is commutative. However, there is a high
probability that for a randomly generated matrix H =
[
Ir×r B
]
, there is an effective
permutation matrix P such that HP is commutative. Moreover, if p1 < p0, the probability
becomes higher. This simulation suggests that parity-check matrices of classical LDPC codes
may be transformed into legal check matrices by Theorem 2. However, it becomes extremely
harder to verify this suggestion for n ≥ 8 due to prohibitive computing complexity. The
question of determining an effective permutation matrix for a parity-check matrix remains
open. The construction of quantum stabilizer codes can be converted to the construction of
classical linear codes with commutative parity-check matrices.
3.4 Asymptotic Coding Efficiency
In this subsection, we will investigate the asymptotic coding efficiency of the construction of
stabilizer codes as stated in Theorem 2 by assuming that among all [n, k, d] binary linear block
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codes, there is at least one code with a parity-check matrix H and an effective permutation
matrix P such that HP is commutative.
Suppose an [[n, k, d ≥ d∗ = 2t∗ + 1]] stabilizer code with a check matrix is constructed
by Theorem 2 from a certain [n′ = 2n, k′ = k + n, d′ ≥ 4t∗ + 1] classical linear block code,
where t∗ = ⌊d′−1
4
⌋. Let α′ = lim supn′→∞ k′n′ and α = lim supn→∞ kn . Since
α′ = lim sup
n→∞
k + n
2n
=
1
2
+
1
2
α,
we have
α = 2α′ − 1. (12)
Let δ′ = d
′
n′
, δ∗ = d
∗
n
and δ = d
n
. Since ⌊d′−1
4
⌋ ≤ d′−1
4
≤ ⌊d′−1
4
⌋+ 1, we have t∗ ≤ d′−1
4
≤ t∗ + 1
and then 2d∗ − 1 ≤ d′ ≤ 2d∗ + 3. Thus we have 2d∗−1
2n
≤ δ′ ≤ 2d∗+3
2n
and then δ∗ − 1
2n
≤ δ′ ≤
δ∗ + 3
2n
. Thus for sufficiently large n, we have
δ∗ ≃ δ′. (13)
It is obvious that
δ ≥ δ∗ = δ′. (14)
From [17], the classical Hamming bound says that
α′(δ′) ≤ 1−H2(1
2
δ′),
where H2(x) = −x log2(x)− (1− x) log2(1− x). By (12) and (13), we have a corresponding
quantum Hamming bound of the code construction in Theorem 2, which is
α(δ∗) ≤ 1− 2H2(1
2
δ∗). (15)
The classical Plotkin Bound says that
α′(δ′) ≤ 1− 2δ′, if 0 ≤ δ′ ≤ 1
2
,
α′(δ′) = 0, if 1
2
< δ′ ≤ 1,
and by (12) and (13), the corresponding quantum Plotkin bound of the code construction
in Theorem 2 is
α(δ∗) ≤ 1− 4δ∗, if 0 ≤ δ∗ ≤ 1
4
;
α(δ∗) = 0, if 1
4
< δ∗ ≤ 1. (16)
The classical Elias Bound says that
α′(δ′) ≤ 1−H2(12 −
√
1
2
(1
2
− δ′)), if 0 ≤ δ′ ≤ 1
2
,
α′(δ′) = 0, if 1
2
< δ′ ≤ 1,
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and by (12) and (13), the corresponding quantum Elias bound is
α(δ∗) ≤ 1− 2H2(12 −
√
1
2
(1
2
− δ∗)), if 0 ≤ δ∗ ≤ 1
2
;
α(δ∗) = 0, if 1
2
< δ∗ ≤ 1.
(17)
The classical weaker McEliece-Rodemich-Rumsey-Welch (MRRW) bound says that
α′(δ′) ≤ H2(1
2
−
√
δ′(1− δ′))
and by (12) and (13), the corresponding weaker quantum MRRW bound is
α(δ∗) ≤ 2H2(12 −
√
δ∗(1− δ∗))− 1, if 1
2
≤ H2(12 −
√
δ∗(1− δ∗)) ≤ 1;
α(δ∗) = 0, if 0 ≤ H2(12 −
√
δ∗(1− δ∗)) ≤ 1
2
.
(18)
The classical singleton bound says that
α′(δ′) ≤ 1− δ′,
and by (12) and (13), the corresponding quantum singleton bound is
α(δ∗) ≤ 1− 2δ∗. (19)
The classical Gilbert-Varshamov bound says that
α′(δ′) ≥ 1−H2(δ′),
and by (12) and (13), the corresponding quantum Gilbert-Varshamov bound is
α(δ∗) ≥ 1− 2H2(δ∗). (20)
The above asymptotic bounds for the stabilizer code construction in Theorem 2 are depicted
in Fig. 2.
We next compare these asymptotic bounds with known bounds of quantum codes in the
literature. In [4, 10], the quantum Hamming bound says that for an [[n, k, d ≥ d = 2t + 1]]
quantum code,
2k
t∑
i=0
3i
(
n
i
)
6 2n,
and the asymptotic form is
k
n
≤ 1− t
n
log2 3−H2(
t
n
),
or
α(δ) ≤ 1− 1
2
δ log2 3−H2(
1
2
δ). (21)
The quantum singleton bound [6, 18] says that for an [[n, k, d]] quantum code,
n− k ≥ 2d− 2,
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Figure 2: Asymptotic coding bounds for the construction stated in Theorem 2.
or
α(δ∗) ≤ 1− 2δ. (22)
The Gilbert-Varshamov bound for a general quantum stabilizer codes, proved in Theorem 2
in [11], says that an [[n, k, d = 2t+ 1]] stabilizer code exists if
k
n
≥ 1− 2t
n
log2 3−H2(
2t
n
),
or
α(δ) ≥ 1− δ log2 3−H2(δ). (23)
The Gilbert-Varshamov bound for CSS codes, proved in Section V in [8], says that an
[[n, k, d = 2t+ 1]] CSS code exists if
k
n
≥ 1− 2H2(2t
n
),
or
α(δ) ≥ 1− 2H2(δ). (24)
The above known quantum bounds in the literature are depicted in Fig. 3. It can be seen
that the two singleton bounds (19) and (22) for the stabilizer code construction in Theorem 2
and for the general quantum codes, respectively, are exactly the same. And the two Gilbert-
Varshamov bounds (20) and (24) for the stabilizer code construction in Theorem 2 and
for CSS codes are also exactly the same. The Gilbert-Varshamov bounds (23) for general
stabilizer codes is still better than the Gilbert-Varshamov bounds (20) for the stabilizer code
construction in Theorem 2.
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.
4 Quantum Reed-Muller Codes
In this section, we will give a family of quantum stabilizer codes from the parity-check
matrices of Reed-Muller codes by Theorem 2. Parity-check matrices of Reed-Muller codes
are commutative by the |u|u + v| construction. Permutation matrices that increase the
quantum minimum distance by Theorem 5 are also investigated.
4.1 Properties of Classical Reed-Muller Codes
Reed-Muller codes are weakly self-dual codes and have simple but good structure properties
[16]. A Reed-Muller code with two parameters r,m is denoted by RM(r,m), 0 ≤ r ≤ m.
This code is of length 2m and r is called its order. Consider the following (m+ 1) 2m-tuples
1 = ( 1 1 1 1 · · · 1 1 1 1 1 1 1 1 · · · 1 1 1 1 ),
v1 = ( 0 1 0 1 · · · 0 1 0 1 0 1 0 1 · · · 0 1 0 1 ),
v2 = ( 0 0 1 1 · · · 0 0 1 1 0 0 1 1 · · · 0 0 1 1 ),
...
...
. . .
...
...
. . .
...
vm = ( 0 0 0 0 · · · 0 0 0 0 1 1 1 1 · · · 1 1 1 1 ).
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Then RM(r,m) is generated by
(degree 0) 1,
(degree 1) v1, . . . , vm,
(degree 2) v1v2, . . . , vm−1vm,
...
(degree r) v1v2 · · · vr, . . . , vm−r+1vm−r+2 · · · vm,
where the product of the vi’s means the bitwise AND of the vi’s and the degree means the
number of vi’s appearing in the product. There are several properties of RM(r,m) which
can be derived directly from its construction [16]. The dimension of RM(r,m) is
k =
r∑
i=0
(
m
i
)
and the minimum distance of RM(r,m) is
d = 2m−r.
The dual code of RM(r,m) is
RM(m − r − 1, m)
for 0 ≤ r ≤ m, where RM(−1, m) , {0}. Let G(r,m) denote a generator matrix of RM(r,m).
Reed-Muller code RM(r,m+1) can be obtained from RM(r,m) and RM(r−1, m) by using
the |u|u+ v| construction. A generator matrix of RM(r,m + 1) is
G(r,m+1) =
(
G(r,m) G(r,m)
O G(r−1,m)
)
. (25)
Since RM(m − r − 1, m) is the dual code of RM(r,m), a parity-check matrix of RM(r,m)
is G(m−r−1,m) and
G(r,m)G
T
(m−r−1,m) = O.
For convenience, the orthogonality of Reed-Muller codes can be remarked in the following
lemma.
Lemma 6. For r + s ≤ m− 1 and m ≥ 1, G(r,m) and G(s,m) are orthogonal.
Next we will consider the relation between the commutativity of G(r,m) and the param-
eters r,m. We first consider the case when the permutation matrix P is an identity matrix
I in (7). It is trivial that G(0,m) is commutative for all m ≥ 1 since it is an all 1 vector. In
general, we have the following lemma.
Lemma 7. For r ≤ ⌊m
2
⌋ and m ≥ 1, G(r,m+1) is commutative.
Proof. By (25), we have
G(r,m+1) =
(
G(r,m) G(r,m)
O G(r−1,m)
)
.
20
Since r + (r − 1) 6 m− 1, by Lemma 6, we have
G(r,m)G
T
(r−1,m) = O.
Then the commutativity of G(r,m+ 1) can be verified as
G(r,m+1)ΛG
T
(r,m+1) =
(
G(r,m) G(r,m)
O G(r−1,m)
)(
O I
I O
)(
GT(r,m) O
GT(r,m) G
T
(r−1,m)
)
=
(
G(r,m) G(r,m)
O G(r−1,m)
)(
GT(r,m) G
T
(r−1,m−1)
GT(r,m) O
)
=
(
G(r,m)G
T
(r,m) +G(r,m)G
T
(r,m) G(r,m)G
T
(r−1,m)
G(r−1,m)G
T
(r,m) O
)
= O.
4.2 Quantum Reed-Muller Codes from Parity-Check Matrices
Now we will present a class of stabilizer codes derived from Reed-Muller codes by Theorem
2.
Let m ≥ 2r and let H = G(r,m+1) be a check matrix of a stabilizer group S. Then the
stabilizer code C(S) is a quantum code of length n = 2m and dimension
k = 2m −
r∑
i=0
(
m+ 1
i
)
.
The classical minimum distance of the parity-check matrix G(r,m+1) is
d′ = 2(m+1)−((m+1)−r−1) = 2r+1.
Thus the quantum error-correcting capability t of C(S) is lower bound by
t′ = ⌊d
′ − 1
4
⌋ = 2r−1 − 1, (26)
by Theorem 2. Therefore, this quantum code C(S) is able to correct at least (2r−1−1) qubit
errors provided that r ≥ 1. The quantum minimum distance d of C(S) is lower-bounded
by 2t′ + 1 = 2r − 1. On the other hand, the symplectic dual S¯⊥ has a generator matrix
G = G(m−r,m+1)Λ which generates the same code as the generator matrix G(m−r,m+1) and its
generalized Hamming weight is 2r.
We have the following theorem.
Theorem 8. The parity-check matrix of a classical Reed-Muller code RM(r,m+1) in (25)
with m ≥ 2r and r ≥ 1 is a check matrix of a [[2m, 2m −∑ri=0 (m+1i ), 2r]] quantum stabilizer
code.
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Since the quantum error correcting capability t = 2r−1 − 1 equals to the lower bound
t′ = 2r−1−1 by Theorem 2, this quantum code will have additional correctable error operators
of weight > t.
Since Reed-Muller codes RM(r,m) with 2r + 1 6 m are weakly self-dual codes, by
Lemma 6, we can use them to construct CSS codes. Take C1 = RM(r1, m) with minimum
distance 2m−r1 . Then choose C2 = RM(r2, m), a subcode of C1, with r2 < r1. The dual code of
C2 is C
⊥
2 = RM(m−r2−1, m) with minimum distance 2m−m−r2−1 = 2r2+1. By CSS construc-
tion, we obtain a quantum code with parameters [[2m,
∑r1
i=r2+1
(
m
i
)
,≥ min{2m−r1 , 2r2+1}]].
For the best efficiency, we take r2 + 1 = m− r1. Let r = r2 +1. Then 2r ≤ r2 + r1 + 1 = m.
We now construct a CSS code with parameters
[[2m, 2m − 2
r−1∑
i=0
(
m
i
)
, 2r]]. (27)
Comparing the dimension of a CSS code in (27) with that of a quantum code in Theorem 8,
both having the same length 2m and the same minimum distance 2r,
(2m − 2
r−1∑
i=0
(
m
i
)
)− (2m −
r∑
i=0
(
m+ 1
i
)
) =
(
m
r
)
,
we find that the CSS construction has a higher efficiency. However, the construction in Theo-
rem 8 gives us additional correctable error operators of weight > t = 2r−1−1. In Table 1, we
list the number of additional correctable error operators for the stabilizer codes constructed
by Theorem 2 from Reed-Muller codes with parameters (m, r) = (5, 2), (6, 3), (7, 3).
Table 1: A list of numbers of additional correctable error operators for the stabilizer
codes constructed by Theorem 2 from Reed-Muller codes with parameters (m, r) =
(5, 2), (6, 3), (7.3).
n = 2m 32 64 128
t 1 3 3
# of additional correctable error operators 1984 5.99E+09 3.87E+11
# of original correctable error operators 97 1.14E+06 9.29E+06
# additional/ # original 20.45 5.24E+03 4.16E+04
m 5 6 7
r 2 3 3
dimension deficit
(
m
r
)
relative to the CSS code 10 20 35
On the other hand, when comparing the efficiency of the [[2m, 2m −∑r−1i=0 (m+1i ), 2r−1]]
stabilizer code constructed by Theorem 2 from a Reed-Muller code with that of the [[2m, 2m−
2
∑r−1
i=0
(
m
i
)
, 2r]] CSS code, the former code has a surplus
(
m
i−1
)
in dimension, while the min-
imum distance of the former quantum code is only half of that of the latter CSS code.
However, the former code has a lot of additional correctable error operators which will
strengthen the error performance of the former code.
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4.3 Permutations Which Increase the Minimum Distance
We find that if we multiply G(1,m+1) by the permutation matrix P
′ =
(
I O
O P
)
with P being
the permutation matrix used in [10], a stabilizer group S with a check matrix H = G(1,m+1)P ′
will give a quantum stabilizer code C(S) with parameters [[2m, 2m−m−2, 3]], which are the
same as those constructed in [10]. For example, when m = 3,
P =


0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
0 0 0 0 0 1 0 0
0 0 1 0 0 0 0 0
1 0 0 0 0 0 0 0


.
There are many other permutation matrices that will work by Theorem 10 in [15], which
means that a column permutation on a parity-check matrix may give a stabilizer code C(S)
with higher quantum error-correcting capability. However, it is in general hard to find such a
permutation matrix that the commutative condition still holds after the column permutation
of the parity-check matrix.
We now investigate the effect of permutation matrices on generator matrices of Reed-
Muller codes.
Theorem 9. Let P ′ =
(
I O
O P
)
, where P is a permutation matrix such that the assumptions
(9), (10), and (11) in Theorem 5 hold with C1 = RM(m − r − 1, m), C2 = RM(m − r,m)
and d1 = 2
r+1, d2 = 2
r. Then for m ≥ 2r and r ≥ 1, the quantum stabilizer code C(S) with
a check matrix H = G(r,m+1)P
′ will have parameters [[2m, 2m−∑ri=0 (m+1i ),≥ 2r+2r−1]]. In
addition, C(S) will have additional correctable error operators if r ≥ 3.
Proof. By Theorem 5, the minimum distance of C(S) is at least
min{d1, ⌈3d2
2
⌉} = min{2r+1, ⌈3× 2
r
2
⌉} = 2r + 2r−1.
Note that the classical minimum distance of the parity-check matrix H = G(r,m+1)P
′ remains
unchanged after a column permutation. By (26), t′ = 2r−1− 1. For d = 2r +2r−1, the error-
correcting capability of the quantum code C(S) is t = ⌊d−1
2
⌋ = 3
2
2r−1 − 1. Then we have
2t′ − t = 2r−2 − 1 > 0 if r ≥ 3. Thus by Theorem 3, the quantum code C(S) will have
additional correctable error operators of weight > t = 3
2
2r−1 − 1 if r ≥ 3.
In [19], Steane gave a class of quantum Reed-Muller codes with parameters [[2m, 2m −∑r
i=0
(
m+1
i
)
,≥ 2r + 2r−1]] as given by Theorem 1. If there exists a permutation matrix P ′
satisfying the assumptions in Theorem 9, a stabilizer group S with a check matrix H =
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G(r,m+1)P
′, r ≥ 1, will give a quantum stabilizer code C(S) having the same parameters as
those in [19] but having additional correctable error operators.
We now give an effective permutation matrix for G(1,m). Let
T =
[
In
2
⊗ [1 0]
In
2
⊗ [0 1]
]
,
and
Q =

 In2 O
O In
4
⊗
[
0 1
1 0
]

 ,
where n = 2m. For example, when n = 23 = 8,
T =


1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 1 0
0 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1


,
Q =


1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0


.
It can be verified that viT = vi+1 for 1 ≤ i ≤ (m− 1) and vmT = v1. Thus
P = TQ
is a permutation matrix such that viP = vi+1 for 1 ≤ i ≤ (m− 1) and vmP = v1 + vm.
Theorem 10. The permutation matrix P = TQ is a permutation matrix such that the
assumptions (9), (10), and (11) in Theorem 5 hold with C1 = RM(m−2, m), C2 = RM(m−
1, m) and d1 = 4, d2 = 2 for m ≥ 2. Then a quantum stabilizer code C(S) with a check
matrix H = G(1,m+1)P
′ will have parameters [[2m, 2m −m− 2,≥ 3]].
Proof. H1 = G(1,m) and H2 = G(0,m) are parity-check matrices of C1 = RM(m − 2, m)
and C2 = RM(m − 1, m), respectively. It can be verified that H1PHT1 = H1P THT1 and
H1PH
T
2 = O. Denote viP , v
′
i for convenience. It is obvious that (vi1 · · · vil)P = v′i1 · · · v′il
for any l. Since C2 = RM(m− 1, m) is generated by
1, v1, . . . , vm, v1v2, . . . , vm−1vm, . . . , v1v2 · · · vm−1, . . . , v2v3 · · · vm,
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C2P = RM(m− 1, m)P is generated by
1P, v1P, . . . , vmP, (v1v2)P, . . . , (vm−1vm)P, . . . , (v1v2 · · · vm−1)P, . . . , (v2v3 · · · vm)P
or 1, v2, . . . , vm, v1+vm, v2v3, . . . , vmv1+vm, . . . , (v2v3 · · · vm), . . ., (v3v4 · · · vmv1)+(v3v4 · · · vm).
It can be easily verified that C2P = C2.Similarly, we have C1P = C1. Two generator matrices
of C1 = RM(m − 2, m) and C2 = RM(m − 1, m) are G1 = G(m−2,m) and G2 =
[
G3
G1
]
=
G(m−1,m), respectively. The row vectors of G3 are v1v2 · · · vm−1, . . ., v2v3 · · · vm, the m gener-
ators of degree m− 1. For convenience, we denote vi1 · · · vim−1 , wj if j is not equal to any
il, 1 ≤ l ≤ m− 1. Then the row vectors of G3 are wm, wm−1, . . . , w2, w1 and the row vectors
of G3P are wmP,wm−1P, . . . , w2P,w1P with
wmP = (v1v2 · · · vm−1)P = v2v3 · · · vm = w1,
wm−1P = v2v3 · · · vm−1vm + v2v3 · · · vm−1v1 = w1 + wm
wm−2P = v2 · · · vm−2vm + v2 · · · vm−2vmv1 = v2 · · · vm−2vm + wm−1
...
w2P = v2v4 · · · vm−1vmvm + v2v4 · · · vmv1 = v2v4 · · · vm + w3,
w1P = v3v4 · · · vm−1vmvm + v3v4 · · · vmv1 = v3v4 · · · vm + w2.
If uG3P = uG3 for some binary m−tuple u = (a1, . . . , am),
m∑
i=1
aiwi =
m∑
i=1
aiwiP.
It can be verified that the above equation holds only if a1 = a2 = . . . = am = 0, that is,
u is a zero tuple. Therefore, uG3P 6= uG3 for any nonzero (k2 − k1)−tuple u. By Theorem
9, we have a [[2m, 2m − m − 2,≥ 3]] quantum stabilizer code C(S) with a check matrix
H = G(1,m+1)P
′ for m > 2.
There are other permutation matrices which will work by similar proofs.
For a general Reed-Muller code RM(r,m) with minimum distance d′ = 2m−r, m ≥ 2r,
we have the following conjecture.
Conjecture 11. Either P = T or P = TQ is a permutation matrix satisfying the assump-
tions in Theorem 9 for all r,m with m ≥ 2r. ✷
5 Quantum Cyclic Codes
5.1 Quantum Circulant Codes
Motivated by the five-qubit code in Eq. (2), we use Construction II in Subsection 3.2 with a
check matrix H = [HX |HZ ] = [G1|G2], where G1, G2 are generator matrices of two classical
cyclic codes C1, C2, respectively. This method is called the circulant construction and the
generated quantum codes are called quantum circulant codes.
We arbitrarily choose two binary polynomials g1(x), g2(x) as generator polynomials of
two classical cyclic codes C1, C2, respectively. Then they cyclicly generate the matrices
HX = G1, HZ = G2, respectively. If H is commutative, we then justify the rank of H
by transforming H into the row-reduced-echelon form. The minimum distances of these
quantum codes are determined by computer search and for small n, many good quantum
circulant codes are found by this method and the quantum circulant codes with parameters
achieving the upper bound in Table III in [15] are listed in Table 2. It is conjectured that
Table 2: Some extremal quantum circulant codes.
nd\k 0 1 2 3 4 5 6 7 8
5 3 3
6 4 2 2 2
7 3 3 2 2
8 4 3 2 2 2
9 4 3 3 3 2
10 4 4 2 2 2
12 6 4 4 2 2
13 5 5
14 6 5 5 4 4 3 3
15 6 5 5 5 4 4 4 3 3
16 6 6 4
17 7 7 4
18 6 5
19 7
most of the best quantum codes can be obtained by the circulant construction. However, the
minimum distance is hard to decide for large n for the extremely high computing complexity.
5.2 Quantum Quadrature-Residue Codes
Another interesting fact of the five-qubit code is that the binary bit patterns of the generator
polynomials g1(x), g2(x) are the indicator vectors of the quadratic-residues mod 5 and the
non-residues, respectively. Inspired by this fact, a suggestion for any prime p of the form
8m+ 5 is given in [11] without a proof though there is no classical binary quadratic-residue
code for theses p’s. In Subsubsection 5.2.1, we first introduce the basics of quadratic residues
(please refer to [16] for a detailed discussion) and then give several quantum quadratic-residue
codes by the CSS construction for prime numbers of the form p = 8m ± 1. We then use
the circulant construction with the two indicator vectors of the quadratic-residues and the
non-residues mod p for prime numbers p of the form p = 4j +1 in Subsubsection 5.2.2. The
minimum distance of the generated quantum codes will be calculated by computer search.
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5.2.1 Binary Quadrature-Residue Codes and Their Applications
Let p be an odd prime. For a nonzero j, 1 ≤ j ≤ p − 1, if j = l2 mod p for some l, we
say that j is a quadratic-residue mod p, otherwise j is called a non-residue. In particular, 0
is neither a residue nor a non-residue. There are 1
2
(p − 1) quadratic-residues and 1
2
(p − 1)
non-residues mod p. Let Q denote the set of quadratic residues mod p and N denote the set
of non-residues. If ρ is a primitive element of the field GF (p), then ρj ∈ Q if and only if j is
even. Thus Q is a cyclic group generated by ρ2. It can be verified that Q is a disjoint union
of cyclotomic cosets mod p. Let
q(x) =
∏
r∈Q
(x− αr), n(x) =
∏
n∈N
(x− αn),
where α is a primitive p-th root of unity. Then xp−1 = (x−1)q(x)n(x). The quadratic-residue
(QR) codesQ, Q¯,N , N¯ are cyclic codes with generator polynomials q(x), (x−1)q(x), n(x), (x−
1)n(x), respectively. The dimensions of Q,N are both 1
2
(p+1) and the dimensions of Q¯, N¯
are both 1
2
(p− 1). It is clear that Q ⊇ Q¯,N ⊇ N¯ .
A binary polynomial E(x) in the quotient ring Rp = GF (2)[x]/(x
p−1) is an idempotent
if E(x) = E(x)2 = E(x2) mod xp−1. A binary cyclic code C = 〈g(x)〉 of length p contains a
unique idempotent E(x) such that C = 〈E(x)〉. Of course, E(x) = p(x)g(x) for certain p(x)
.
Consider a prime p such that 2 ∈ Q. If p = 4j − 1, the α can be chosen such that the
idempotents of Q, Q¯,N , N¯ are
Eq(x) =
∑
r∈Q
xr, Fq(x) = 1 +
∑
n∈N
xn, En(x) =
∑
n∈N
xn, Fn(x) = 1 +
∑
r∈Q
xr.
In this case, Q⊥ = Q¯ and N⊥ = N¯ . If p = 4j + 1, the α can be chosen such that the
idempotents of Q, Q¯,N , N¯ are
Eq(x) = 1 +
∑
r∈Q
xr, Fq(x) =
∑
n∈N
xn, En(x) = 1 +
∑
n∈N
xn, Fn(x) =
∑
r∈Q
xr.
In this case, Q⊥ = N¯ and N⊥ = Q¯.
If Fq(x) =
∑p−1
i=0 fix
i, then a generator matrix of Q¯ is
G¯ =


f0 f1 . . . fp−1
fp−1 f0 . . . fp−2
...
...
. . .
...
f1 f2 . . . f0


and a generator for Q is [
G¯
11 . . . 1
]
.
Similar results can be obtained for N and N¯ .
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It is obvious that the above dual pairs can be used in the CSS construction. Taking
C1 = Q, C2 = Q¯ or C1 = N , C2 = N¯ if p = 4j − 1, and C1 = Q, C2 = N¯ or C1 = N , C2 = Q¯ if
p = 4j+1, we can obtain a [[p, 1, d]] quantum code for certain d in both cases. By Theorem
1 and Theorem 23 in Ch.16 in [16], we have the following theorem similar to Theorem 40
and Theorem 41 in [20] but of binary case.
Theorem 12. If p = 8m ± 1, then there exists a [[p, 1, d]] CSS code with d ≥ √p. If
p = 4j − 1, we can strengthen the bound to d2 − d+ 1 ≥ p.
By collecting the minimum distance of various classical binary quadrature-residue codes
in [21, 22, 23], we obtain Table 3.
Table 3: Parameters of several [[p, 1, d]] CSS codes from classical binary quadrature-residue
codes.
p 7 17 23 31 41 47 71
d 3 5 7 7 9 11 11
p 73 79 89 97 103 113 137
d 13 15 17 15 19 15 21
Quadrature-residue codes can be extended by adding an overall parity-check bit so that
the extended quadrature-residue codes Qˆ and Nˆ have the following relations:
Qˆ⊥ = Qˆ and Nˆ⊥ = Nˆ , if p = 4j − 1
and
Qˆ⊥ = Nˆ , if p = 4j + 1.
Similarly, the extended quadrature-residue codes can be used in the CSS construction and
we have the following theorem by Theorem 8 in Ch.16 in [16].
Theorem 13. If p = 8m ± 1, then there exists a [[p + 1, 0, d]] CSS code for certain d. If
p = 4j − 1, d ≡ 0 or 3 mod 4. If p = 4j + 1, d is even.
With Table 1(a) in [24], we have Table 4.
The parameters in Table 3 are related to those in Table 4 by Theorem 6 in [15] in spite
of the fact that the entries are fewer in Table 3.
5.2.2 Quadrature Residues Related Quantum Circulant Codes
Let g1(x) =
∑p−1
i=0 aix
i =
∑
r∈Q x
r and g2(x) =
∑p−1
j=0 bjx
j =
∑
n∈N x
n for certain prime
number p. These two binary polynomials are corresponding to the indicator vectors of the
quadratic-residues and the non-residues, respectively. For example, when p = 13,
g1(x) = x+ x
3 + x4 + x9 + x10 + x12, g2(x) = x
2 + x5 + x6 + x7 + x8 + x11
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Table 4: Parameters of several [[p + 1, 0, d]] CSS codes from classical binary extended
quadrature-residue codes.
p 8 18 24 32 42 48 72
d 4 6 8 8 10 12 12
p 74 80 90 98 104 114 128
d 14 16 18 16 20 16 20
p 138 152 168 192 194 200
d 22 20 24 28 28 32
and the two corresponding indicator vectors are
0101100001101 , 0010011110010,
respectively. We begin with the following lemma to discuss our method for p = 4j + 1.
Lemma 14. For p = 4j + 1, the matrices
HX =


a0 a1 . . . ap−1
ap−1 a0 . . . ap−2
...
...
. . .
...
a1 a2 . . . a0


and
HZ =


b0 b1 . . . bp−1
bp−1 b0 . . . bp−2
...
...
. . .
...
b1 b2 . . . b0


are symmetric.
Proof. We have aj = 1 if j ∈ Q and aj = 0, else, by the choice of g1(x). For p = 4j + 1,
−1 ∈ Q and we have aj = a−j = ap−j. The element in the i-th row and the j-th column of
Hx is (HX)ij = aj−i mod p. Since (HX)ij = aj−i mod p = a−(j−i) mod p = ai−j mod p = (HX)ji,
the matrix HX is symmetric. Similar reason holds for HZ .
Theorem 15. For p = 4j+1, the matrix H = [HX |HZ ] is commutative and has rank p− 1.
Then there is a [[p, 1, d]] quantum stabilizer code for a certain d.
Proof. Let HY = HX + HZ . Equivalently, we consider a check matrix [HY |HZ ] instead of
[HX |HZ ]. Note that the rank of the check matrix remains to be determined. Let Jp denote
the p× p all-1 matrix. It is obvious that
HY =


0 1 1 . . . 1
1 0 1 . . . 1
1 1 0 . . . 1
...
...
...
. . .
...
1 1 1 . . . 0


= Jp − Ip.
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Denote the i-th row vectors of HY and HZ by αi and βi, respectively. Since αi and βi are
the indicator vectors both with i right cyclic shifts, we have αi · βi = 0. Note that αi +
αj = 0 . . . 010 . . . 010 . . . 0 with two 1’s at the i-th and the j-th positions. The commutative
condition can be checked for any two rows as follows:
αi · βj + αj · βi = (αi + αj) · (βi + βj)
= (0 . . . 010 . . . 010 . . . 0) · (βi + βj)
= (HZ)i,i + (HZ)j,i + (HZ)i,j + (HZ)j,j .
Since HZ is symmetric by Lemma 14 and (HZ)i,i = 0 for all i by the construction, the
commutative condition holds. For HY = Jp − Ip, the last row vector of HY can be obtained
from the summation of all the other row vectors. Thus the rank of HY is p − 1. Similarly,
the ranks of HX and HZ are both p−1. Hence the rank of the check matrix H is p−1. Thus
the quantum stabilizer code with a check matrix H has parameters [[p, 1, d]] for a certain
d.
In [11], the quantum codes of p = 8m+5 is a special case of above theorem. It remained
to determine the minimum distances of these codes. Parameters of several quantum codes
from Theorem 15 are given in Table 5. The minimum distance of these codes is determined
by computer search. Note that the minimum distance of the quantum codes in Table 5 with
Table 5: Parameters of several [[p, 1, d]] quantum codes from Theorem 15.
p 5 13 17 29
d 3 5 5 11
p = 5, 13, 29 achieves the upper bound in [15]. However, the minimum distance of a generic
quantum code from Theorem 15 is not found for the extremely high computing complexity.
5.2.3 A Construction for Quantum Codes with k = 1
Inspired from the proof of the quantum quadratic residue codes, we give a construction of
[[n, 1]] quantum stabilizer codes in this subsubsection. Let g = (a0, a1, . . . , an−1) be a vector
of length n, odd or even, with a0 = 0 and ai = an−i = a−i mod n for i = 1 to
n−1
2
. We use
n× n matrices HX , HZ for convenience of explanation. Let
HX =


1 0 . . . 0 1
0 1 . . . 0 1
...
...
. . .
...
...
0 0 . . . 1 1
0 0 . . . 0 0


=


1
In−1
...
1
0 . . . 0


with (HX)i,i = (HX)i,n−1 = 1 for 0 ≤ i ≤ n− 2 and (HX)i,j = 0 otherwise.
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Let HZ (i,j) = a(j+1) mod n + a(i−j) mod n for 0 ≤ i, j ≤ n− 1.That is
HZ =


a1 + a0 a2 + an−1 a3 + an−2 . . . an−1 + a2 a1
a1 + a1 a2 + a0 a3 + an−1 . . . an−1 + a3 a2
a1 + a2 a2 + a1 a3 + a0 . . . an−1 + a4 a3
...
...
... . . .
...
...
a1 + an−2 a2 + an−3 a3 + an−4 . . . an−1 + a0 an−1
a1 + an−1 a2 + an−2 a3 + an−3 . . . an−1 + a1 a0


=


a1 a2 + an−1 a3 + an−2 . . . an−1 + a2 a1
a1 + a1 a2 a3 + an−1 . . . an−1 + a3 a2
a1 + a2 a2 + a1 a3 . . . an−1 + a4 a3
...
...
... . . .
...
...
a1 + an−2 a2 + an−3 a3 + an−4 . . . an−1 an−1
0 0 0 . . . 0 0


.
Then a check matrix H = [HX |HZ ] has rank (n− 1) and the commutative condition for H
can be justified as follows:
αi · βj + αj · βi = (αi + αj) · (βi + βj)
= (0 . . . 010 . . . 010 . . . 0) · (βi + βj)
= HZ (i,i) +HZ (i,j) +HZ (j,i) +HZ (j,j)
= ai+1 + (ai−j mod n + aj+1) + (aj−i mod n + ai+1) + aj+1
= 0.
We found that the quantum quadratic-residue code for p = 8j + 5 in the last subsubsection
can be constructed in this way with g being the indicator vector of the quadratic residues.
Some quantum codes achieving the upper bound in [15] can be constructed similarly. For
example, when n = 17, each of the following two vectors
0110100110010110, 0100011111100010
(or their complementary vectors and no others) together with a0 = 0 gives a [[17, 1, 7]]
code that achieves the upper bound in [15]. A [[17, 1, 7]] quantum stabilizer code can be
constructed by quantum BCH codes in [25, 26]. However, the above two vectors are found
by computer search. It is difficult to determine a vector g and the minimum distance of the
resulted quantum code efficiently.
6 Conclusion
In this paper, a simple stabilizer code construction was proposed based on syndrome assign-
ment by classical parity-check matrices. The construction of quantum stabilizer codes can
then be converted to the construction of classical binary linear block codes with commutative
parity-check matrices. The asymptotic coding performance of this construction was shown
to be promisingly comparable to that of the CSS construction.
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Permutation matrices may help transform non-commutative parity-check matrices to
commutative ones and/or increase the minimum distance of the constructed quantum codes.
However, for a given parity-check matrix H , it remains open to find an effective permutation
matrix P such that HP is commutative and/or corresponds to a code with greater minimum
distance.
We have constructed a family of stabilizer codes from classical binary Reed-Muller codes
with performance comparable to that of the CSS construction. We have also investigated
sufficient conditions for permutation matrices to be able to increase the minimum distance of
our constructed quantum Reed-Muller codes by half. We have also proposed a specific kind of
effective permutations and showed that they meet the sufficient conditions for stabilizer codes
constructed from the RM(1, m) Reed-Muller codes. A conjecture of effective permutation
matrices for general r,m with m ≥ 2r remains to be proved. It is believed that permutation
of the columns of a parity-check matrix will play an important role in the construction of
quantum stabilizer codes from classical parity-check matrices.
The quantum quadratic-residue codes are codes with large quantum minimum distance.
However their quantum minimum distance is hard to determine as in the classical case.
Perhaps techniques in [23] can be applied to the quantum case. How to determine the
minimum distance of a long quantum code will be a key to find good codes.
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