sporadic example was generalized into an infinite family in [10] . Many other infinite families were then obtained in [3, 5, 6, 8, 9, 10] . We should mention that all the new infinite families of APN functions found since 2005 are quadratic ones, while in 2008 a multinomial nonquadratic sporadic example was found in [17] . One may refer to [5] for a complete list of all APN functions discovered through 2010. Recently, two new constructions of quadratic APN functions were presented in [12, 20] . We list these constructions below for the convenience of the reader.
It is well known that the finite field F 2 m may be identified with an m-dimensional vector space (F m 2 , +) over F 2 (see [18, Chapter 1] ). We will switch between these two points of view in the rest of the paper without explanation if the context is clear. As a result, by the fact that F Result 1 (see [20] ). Let n = 2m, where m ≥ 2 is an even integer, and let k be an integer such that gcd(k, m) = 1. Define a function F on F 2 2m = F 2 m × F 2 m as follows:
where the nonzero α ∈ F 2 m is a noncube and i is even. Then F is an APN function. Result 2 (see [12] ). Let n = 2m be any even integer, let i, j be integers such that gcd(m, i − j) = 1, and let g 1 = 0, g 4 = 0, g 2 , g 3 It has been shown through computer verification that Result 1 may produce new APN functions. Furthermore, Result 2 is shown to cover several known infinite APN families by choosing appropriate i, j, g k there; see [12, pp. 103-105] .
Clearly, APN functions achieve the lowest possible differential uniformity for functions over F 2 n . Moreover, for cryptographic purposes, the functions are also required to have high nonlinearity (defined in section 2.1). Highly nonlinear functions are also interesting from the point of view of coding theory. To each such function, one may associate a linear error-correcting code (see section 2.2), whose (Hamming) weight distribution may be obtained directly from the Fourier spectrum (including multiplicity) of the function. Moreover, by the MacWilliams identities, if the Fourier spectrum has at most five values, we may then determine the multiplicity of each value. This will be explained in more detail in section 2.2. The Fourier spectra of all infinite families of APN functions listed in [5] have been determined (see [4, 7] and the references therein).
In particular, for quadratic APN functions on F 2 n , it is known that as long as n is odd, their Fourier spectrum is {0, ±2
(n+1)/2 }, and such functions are also called almost bent (AB) functions (see [17] ). However, when n is even, quadratic APN functions may have different Fourier spectra. Precisely, it was found that all known infinite quadratic families have a 5-valued Fourier spectrum {0, ±2 n/2 , ±2 (n+2)/2 } when n is even, except for one sporadic example: [14] , where β is a primitive element. It would be interesting to generalize this sporadic example into an infinite family.
In this paper, we show that the Fourier spectra of the APN functions obtained in Results 1 and 2 are also the 5-valued set mentioned above (Theorem 2), and hence we may determine the weight distribution of the codes associated with these APN functions. Moreover, since Result 2 covers several known APN families, some remarks on Theorem 2 are given as follows. The multinomial APN function in [3, Theorem 1] is a special case of Result 2, and its Fourier spectrum was also determined in [2] ; the hexanomial APN function in [8] is another special case of Result 2, and the existence of such APN functions relies on a quadratic polynomial with no zeros in F 2 2m . It is shown in [6] that when m is odd, this hexanomial function is CCZ-equivalent to the multinomial one in [3] ; and when m is even and 3 m, the required quadratic polynomials were constructed and hence the existence of the hexanomial APN function was guaranteed. It is conjectured that the Fourier spectra of these hexanomial APN functions are also the 5-valued set in [6, Conjecture 2] . We give a positive answer to this conjecture in Theorem 2.
It is shown in [11] that the Boolean function Tr(vF (x)) is bent (defined in section 2.1) for at least The rest of the paper is organized as follows. In section 2, we give the necessary definitions and results. In section 3, we determine the Fourier spectra of the APN functions obtained in Results 1 and 2. Some concluding remarks are given in section 4.
Preliminaries.

Differential and Fourier spectra. For a function
is called the differential uniformity of F . We also call F a differentially Δ F -uniform function. In particular, we call those functions with Δ F = 2 almost perfect nonlinear (APN) functions. Another important method for characterizing the nonlinearity of F is as follows. For the above function F , the Fourier (Walsh) transform
where Tr(x) = n−1 i=0 x 2 i denotes the absolute trace function and F * 2 ; and when n is even, it is conjectured that NL(F ) is upper-bounded by 2
n/2 } for all b ∈ F 2 n . Clearly, bent functions exist only when n is even.
its algebraic degree, denoted by deg F , is defined to be the maximal 2-weight of the exponent i such that a i = 0, where the 2-weight of an integer i is the number of ones in the binary representation of i. We call F a quadratic function if deg F = 2 and an affine function if deg F ≤ 1.
Two functions F and G on F 2 n are called extended affine
. It is well known that EA equivalence implies CCZ equivalence, but not vice versa. Moreover, both EA and CCZ equivalence preserve the differential and Fourier spectra, and EA equivalence preserves the algebraic degree.
Linear codes associated with APN functions.
A relationship between APN functions and coding theory has been given in several papers; see, for instance, [4, 17] . We briefly recall it here to make the exposition self-contained.
Regarding the finite field F 2 n as a vector space of dimension n over F 2 , and then fixing a basis of F 2 n , we may express each element x ∈ F 2 n as a vector of length n. Let F be a function on F 2 n , and define a matrix C F ∈ F 2n×2 n 2 as follows:
where the columns of C F are ordered with respect to some ordering of the elements of F 2 n . Then the rows of C F generate a binary linear code C F . Clearly, all codewords of C F are of the form
where f a , f b : F 2 n → F 2 are linear functions defined by f a (x) = Tr(ax) and f b (x) = Tr(bx). It is not difficult to show that
where
is the Hamming weight of the vector v(f a , f b ). Therefore, to determine the Fourier spectrum (including multiplicity) of the function F is equivalent to determining the weight distribution of the codewords in C F . Now suppose F is an APN function; then the dual code C ⊥ F has minimum distance 5. Let a w denote the number of times the weight w occurs in C F , and let b j denote the number of codewords of weight j in C ⊥ F . If there are at most five nonzero Hamming weights in C F , then the MacWilliams (or Pless) identities yield five independent equations, b 0 = 1, b 1 = · · · = b 4 = 0, for the unknowns a w , which can be solved uniquely. Thus the weight distribution of C F is determined once the Fourier spectrum of F has at most five values. Moreover, the weight w in C F corresponds to the value 2 n − 2w in the Fourier spectrum of F . More results about the codes and APN functions, including the characterization of the CCZ equivalence between two APN functions, may be found in [4, 17] . Downloaded 01/16/14 to 155.69.4.4. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 2.3. An important lemma. We conclude this section with an important lemma which will be used in the next section to determine the nonlinearity of the quadratic APN functions. We should mention that this lemma is applicable not only to the APN functions in Results 1 and 2, but also to other previously known infinite families.
Let L(x) be a linearized polynomial over F 2 n ; let K be the kernel of L, the linear map given by L(x); and let s be an integer with gcd(s, n) = 1. A polynomial
satisfies the following two properties: 
where Since the dimension of K is at least 3, there exist distinct elements v, u, w ∈ K such that u, w, u + w ∈ K \ {0, v}. As discussed above, u, w, u + w are all roots of the polynomial a(x) defined above, so we have 1 = l(u), 1 = l(w), and 1 = l(u + w). However, as l(X) is a linearized polynomial, these equations imply that
which is obviously a contradiction.
The Fourier spectra of the Zhou-Pott and the Carlet APN functions.
In this section, we determine the Fourier spectra of the APN functions F defined in Results 1 and 2.
We first sketch the idea of the proof as follows. Assume that F (x) is an arbitrary quadratic function over F 2 n , where n is even. Then for any a ∈ F * 2 n and b ∈ F 2 n , we have
Tr(aF (x)+aF (y)+bx+by)
Since F (x) is a quadratic function, there exists a unique linearized polynomial L a (x) over F 2 n such that Tr(a(F (x + u) + F (x) + F (u))) = Tr(L a (u)x) holds for any Downloaded 01/16/14 to 155.69.4.4. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
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u, x ∈ F 2 n , so
where K is the kernel of the linear map L a given by L a (x). If the kernel size is at most 2 3 , then clearly
Since F W (a, b) is an integer and n is even, this sum can be only 0, 1, 4, and therefore the Fourier spectrum of F is {0, ±2 n/2 , ±2 n/2+1 }.
Thus it suffices to demonstrate that |K| ≤ 8. In light of Lemma 1, if, for each linearized polynomial L a (x), we can find a crucial s-polynomial C a (x), then we can demonstrate that the kernel K of L a has dimension at most 2, which then guarantees that |K| ≤ 8. Lemma 1, together with the aforementioned discussion, leads to the following theorem.
Theorem 1. Let n = 2m be two positive integers and let F be a quadratic function over
m , ±2 m+1 }. In the following, we apply Theorem 1 to determine the Fourier spectrum of the quadratic APN functions in Results 1 and 2.
Theorem 2. The Fourier spectrum of the APN functions defined in Results 1 and 2 is {0, ±2
m , ±2 m+1 }. Proof. We divide the proof into two parts according to which class the function F is in.
1. Zhou-Pott APN functions: First, we compute the explicit forms of F (x) and L a (x). Let β be a primitive element of F 2 2m , and then clearly each element z in F 2 2m can be uniquely written as z = x+yβ for some x, y ∈ F 2 m . Now, from z
. We may rewrite x, y as
Substituting x, y above into the function F defined in (1) and abusing notation, we may rewrite F as a function F : F 2 2m → F 2 2m given by Now, for any a ∈ F * 2 n and any u ∈ F 2 n , we have
Note that we have used the fact α = α 2 m here as α ∈ F 2 m . It should be remarked From now on, we assume that B = 0. Let
, where s = n − k satisfies gcd(n, s) = 1 since n = 2m, gcd(k, m) = 1, and m is even. First, for any u ∈ K, it is easy to verify that 
, which contradicts the assumption that α is a noncube, i is even, and k is odd. Hence u 2 m + u = 0, and then we have βu
. Then, by Lemma 1, we conclude that dim(K) ≤ 2. The proof for the first part is now complete.
2. Carlet APN function: Similar to the computations at the beginning of the first part, substituting x, y into (3) in the function F defined in (2) and abusing notation, we may rewrite F as a function F : F 2 2m → F 2 2m given by
Expanding the function F , we may rewrite it in the form
Now we compute L a (x). For any a ∈ F * 2 n and any u ∈ F 2 n , we have In the following, we assume B = 0 and split the proof into two cases according to whether gcd(n, i − j) = 1 or gcd(n, i − j) = 2. For each case, we construct a crucial polynomial of L a (x). Note that by simple calculations
j . This implies that l 1 , l 2 cannot be zero at the same time as g 1 β
Case 1: gcd(m, i − j) = gcd(2m, i − j) = 1. Letting s = i − j, then gcd(n, s) = gcd(n, n − s) = 1, and we may rewrite (7) in the form
The following arguments show that C(u) = 0 if and only if u = 0. Assuming that C(u) = 0 and substituting A 1 , A 2 into (9), we have
Raising the above equation to the 2 j th power and substituting for l 1 , l 2 , by using B = 0, we get (11)
If u ∈ F 2 m , then dividing both sides of (11) 
This contradicts the assumption that G(x, 1) has no root in F 2 m . Therefore, we have u ∈ F 2 m , so u + u 2 m = 0. From (11), we see that Similarly, one can prove that C (x) is a crucial (n − s )-polynomial of L a (x). Then dim(K) ≤ 2 is also true in this case. We leave the details to the interested reader. The proof is now complete.
We may obtain bent functions of the form Tr(aF (x)) from the proof of the above theorem, where a ∈ F 2 2m and F is the Zhou-Pott APN function or the Carlet APN function.
Theorem 3. Let the APN function F in Result 1 (resp., Result 2) be represented by (4) (resp., (6) ). Then, for any a ∈ F * 2 m , the Boolean function f a (x) = Tr(aF (x)) is bent.
Proof. We prove only the first case and leave the second one to the interested reader. Let F be the APN function defined in Result 1. Given a nonzero element a ∈ F * 2 m , to prove that f a is a bent function, we need to show that, for each b ∈ F 2 2m , f 
Conclusions.
We have determined the Fourier spectra of the APN functions obtained in [20, 12] and shown that they are the same as those of the Gold APN functions. This shows that we cannot expect to find an APN function with a different Fourier spectrum from these two new constructions. Moreover, since the construction in [12] covers several known infinite APN families, the results in this paper give a unified treatment of determining their Fourier spectra, showing in particular that the Fourier spectra of these APN functions are the same as the ones of the Gold APN functions. This gives a positive answer to a conjecture in [6] . With the results in this paper, the Fourier spectra of all known infinite families of APN functions are now determined.
