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Abstract
Admissible vectors for unitary representations of locally compact groups
are the basis for group-frame and covariant coherent state expansions.
Main tools in the study of admissible vectors have been Plancherel and
central integral decomposition, of applicability only under certain sepa-
rability and semifiniteness restrictions. In this work we present a study
of admissible vectors in terms of convolution Hilbert algebras valid for
arbitrary unitary representations of general locally compact groups.
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1 Introduction
Let G be a locally compact group (lc group, for brevity) with fixed left Haar
measure ds and let pi be a (continuous) unitary representation of G on a Hilbert
space Hπ with inner product (·|·). An element η ∈ Hπ is called an admissible
vector for {pi,Hπ} if the operator
Lη : Hπ → L
2(G), [Lηψ](s) = (ψ|pi(s)η) ,
is a bounded map and L∗ηLη = IHpi , where IHpi denotes the identity operator
on Hπ. Admissible vectors lead to (weak) resolutions of the identity in terms of
the orbit pi(G)η ⊂ Hπ:
IHpi =
∫
G
|pi(s)η)(pi(s)η| ds .
∗In memoriam.
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Relations of this type are known as covariant coherent state expansions in math-
ematical physics or group frame expansions in harmonic analysis; see e.g. [1, 11]
and references therein.
Admissible vectors have been extensively studied restricting attention to spe-
cial Lie groups [27, 28, 1], irreducible representations [13, 21, 1], second count-
able groups of type I [2, 18], unimodular separable groups [17, 6] and countable
discrete groups [23, 6, 5]. Plancherel and central integral decompositions are
main tools in these works, which involve severe separability and semifiniteness
conditions (type I von Neumann algebras for Plancherel decompositions and
type II for central ones). In this work we present a study of admissible vectors
in terms of convolution Hilbert algebras valid for arbitrary unitary representa-
tions of general lc groups.
Section 2 includes basic terminology, notation and well-known results about
admissible vectors. Section 3 translates the concept of admissible vector to the
context of the full right and left convolution Hilbert algebras associated to the
lc group G. Admissible vectors are characterized in Theorems 5 and 13. Their
relationship is analyzed in Proposition 7. Unitary representations with admis-
sible vectors are determined in Theorems 9 and 10. The results of Section 3 are
closely related to the topics of functions of positive type and square-integrable
representations of both groups and Hilbert algebras [20, 3, 33, 31, 26, 19, 29, 30,
12, 32, 6, 34, 1] and reproducing kernel Hilbert spaces [4, 8, 9, 10, 1]. In these
works similar results can be found in diverse contexts, using different techniques
and under a great variety of conditions. But, until our knowledge, there is not in
the literature a concise approach to admissible vectors for arbitrary unitary rep-
resentations of general lc groups. The results in Section 3 suggest that perhaps
the best way to achieve such concise general approach must consider Hilbert
algebras. Section 4 explores the left-right duality of admissible vectors driven
by the modular conjugation for a nonunimodular lc group G (Theorems 5 and
13 reflect such duality). It is shown how the standard form [22, 36] of the left
(and right) von Neumann algebra of G dissolves the duality in such a way that
each admissible vector is associated with a (unique) cyclic and separating vector
for the corresponding reduced von Neumann algebras relative to their center;
see Theorem 16. Finally, Theorem 18 describes the very natural form of the
orthogonality relations in this context. Several connections with previous con-
cepts and results in the literature shall be detailed in the Remarks along the
work. Examples of application shall be given elsewhere.
2 Admissible vectors
Let G be a lc group with fixed left Haar measure ds and modular function
δG. Recall that δG is a continuous homomorphism from G to the multiplicative
group R+ that satisfies the following relations:
d(st) = δG(t) ds , d(s
−1) = δG(s
−1) ds , s, t ∈ G . (1)
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Let Cc(G), C(G) and L
2(G) denote the spaces of complex-valued functions
on G, respectively, continuous with compact support, continuous and square-
integrable with respect to ds.
By a unitary representation of G we mean a homomorphism pi from G into
the group U(Hπ) of unitary operators on some nonzero Hilbert space Hπ that is
continuous with respect to the strong (weak) operator topology [16]. We shall
use the abbreviated notation {pi,Hπ} for the representation. A vector f ∈ Hπ
is called a cyclic vector for {pi,Hπ} if 〈pi(G)f〉 = Hπ, where 〈·〉 means span{·}.
The left and right regular representations λ and ρ of G on L2(G) are defined by
[λ(s)f ](t) := f(s−1t), s ∈ G, f ∈ L2(G) , (2)
[ρ(s)f ](t) := δ
1/2
G (s)f(ts), s ∈ G, f ∈ L
2(G) . (3)
The left and right group von Neumann algebras of G shall be denoted by LG
and RG, i.e.,
LG := {λ(s) : s ∈ G}
′′, RG := {ρ(s) : s ∈ G}
′′ (4)
(double commutant). One has L′G = RG. See e.g. [36, Chapter VII].
The main objects of interest in this work are the admissible vectors for uni-
tary representations {pi,Hπ} of a lc group G. They were defined in the Introduc-
tion. The following facts are well-known [31, 17]. For the sake of completeness
we include a very simple proof.
Proposition 1 Let G be a lc group and let {pi,Hπ} be a unitary representation
of G. The following are equivalent:
(i) η is an admissible vector for {pi,Hπ}.
(ii) Lη is an isometry from Hπ into L2(G).
(iii) For every ψ, φ ∈ Hπ,∫
G
(ψ|pi(s)η)(pi(s)η|φ) ds = (ψ|φ) . (5)
(iv) The range LηHπ of Lη is a closed invariant subspace of L2(G) for the
left regular representation λ of G, pi is equivalent to the subrepresentation
λ|LηHpi and Lηη is an admissible vector for λ|LηHpi .
In particular, an admissible vector η is a cyclic vector for {pi,Hπ}.
Proof: Since the conditions (1) L∗ηLη = IHpi , (2) (L
∗
ηLηψ|φ) = (ψ, φ) for all
ψ, φ ∈ Hπ , (3) (L∗ηLηψ|ψ) = (ψ, ψ) for all ψ ∈ Hπ, (4) ||Lηψ||
2 = ||ψ||2 for all
ψ ∈ Hπ are mutually equivalent (the equivalence between (2) and (3) follows
by polarization), η is admissible if and only if Lη is an isometry. In such case,
the range LηHπ of Lη is a closed subspace of L2(G) and LηL
∗
η = PLηHpi , the
orthogonal projection onto LηHπ . Condition (2) above is just (iii).
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Now, by the definition of Lη, for ψ ∈ Hπ and s, t ∈ G,
[λ(s)Lηψ](t) = [Lηψ](s
−1t) = (ψ|pi(s−1t)η)
= (pi(s)ψ|pi(t)η) = [Lηpi(s)ψ](t) ,
so that
λ(s)Lη = Lηpi(s), s ∈ G . (6)
Taking adjoints,
L∗ηλ(s) = pi(s)L
∗
η, s ∈ G .
Thus,
PLηHpiλ(s) = λ(s)PLηHpi , s ∈ G .
This means that the range LηHπ is a closed invariant subspace of the left regular
representation λ and, moreover, since Lη : Hπ → LηHπ is unitary, one has the
equivalence between (i) and (iv).
Now, suppose that η admissible vector for {pi,Hπ} which is not a cyclic
vector. Then, there exists 0 6= ψ ∈ 〈pi(G)η〉⊥, so that (ψ|pi(s)η) = 0 for all
s ∈ G and (5) cannot be satisfied. 
Remark 2 Equation (5) leads to an expression for L∗η (the “partial inverse” of
Lη): since every f ∈ LηHπ ⊂ L2(G) is of the form f(s) = (ψ|pi(s)η) for some
ψ ∈ Hπ,
L∗η(f) =


∫
G
f(s)pi(s)η ds, if f ∈ LηHπ ,
0, if f ∈ (LηHπ)⊥ ,
where the integral must be interpreted in weak sense. On the other hand, equa-
tion (5) with φ = ψ = η implies that ||η||Hpi =
∫
G
|(η|pi(s)η)|2 ds. In particular,∫
G |(η|pi(s)η)|
2 ds < ∞. This is the original condition in the definition of an
admissible vector given by Grossmann, Morlet and Paul in [21]. Moreover, the
constants cη leading to the Duflo-Moore operator [13] in [21, Th.3.1], are here
cη =
1
||η||Hpi
∫
G
|(η|pi(s)η)|2 ds = 1 .
In what follows, for an admissible vector η for {pi,Hπ} we will write
gη := Lηη, Hη := LηHπ . (7)
3 Admissible vectors and Hilbert algebras
As before, let G be a lc group with fixed left Haar measure ds and modular
function δG. In order to study admissible vectors in terms of convolution Hilbert
algebras, let us begin by introducing some terminology and notation mainly
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borrowed from Takesaki [36] and Phillips [29]. The convolution product f ∗ g
and involutions f 7→ f ♯ and f 7→ f ♭ are defined in Cc(G) by
[f ∗ g](s) :=
∫
G
f(t)g(t−1s) dt, s ∈ G ,
f ♯(s) := δG(s
−1) f(s−1), s ∈ G ,
f ♭(s) := f(s−1), s ∈ G ,
(8)
where the bar denotes complex conjugation. The involutions f 7→ f ♯ and f 7→ f ♭
can be extended to the domains
D♯ :=
{
f ∈ L2(G) :
∫
G
δG(s) |f(s)|2 ds <∞
}
,
D♭ :=
{
f ∈ L2(G) :
∫
G
δ−1G (s) |f(s)|
2 ds <∞
}
.
(9)
The corresponding extensions are closed densely defined operators on L2(G) and
bijective involutions on their own domains. It is usual to denote these extensions
by S and F , i.e.,
S : D♯ → D♯ : f 7→ f ♯, F : D♭ → D♭ : g 7→ g♭ . (10)
The modular operator ∆ is defined by
∆ : D∆ → L2(G), [∆f ](s) := δG(s)f(s) ,
D∆ =
{
f ∈ L2(G) :
∫
G
δ2G(s) |f(s)|
2 ds <∞
}
,

 (11)
and the modular conjugation J is given by
J : L2(G)→ L2(G), [Jf ](s) := δ
−1/2
G (s)f(s
−1) . (12)
The left and right regular representations λ and ρ of G are connected by the
modular conjugation J :
Jρ(s)J = λ(s), Jλ(s)J = ρ(s), s ∈ G . (13)
A vector g ∈ L2(G) is said to be right bounded (resp. left bounded) if
sup{||f ∗ g|| : f ∈ Cc(G), ||f || ≤ 1} <∞
(resp. sup{||g ∗ f || : f ∈ Cc(G), ||f || ≤ 1} <∞) ,
where || · || denotes the L2(G)-norm. The set of all right (resp. left) bounded
vectors is denoted by B′ (resp. B). Convolution products on the right f 7→ f ∗ g
extend to bounded operators pir(g) on L
2(G) for elements g of B′ and, in a
similar way, convolution products on the left f 7→ g ∗ f extend to bounded
operators pil(g) on L
2(G) for elements g of B, i.e.,
pir(g)f := f ∗ g, g ∈ B
′, f ∈ L2(G) ,
pil(g)f := g ∗ f, g ∈ B, f ∈ L
2(G) .
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The sets
U ′ := B′ ∩ D♭ and U ′′ := B ∩ D♯ (14)
are the full right and left convolution Hilbert algebras of G. See [36, Chapter
VI] for details.
An element e ∈ U ′ (resp. e ∈ U ′′) is called right self-adjoint idempotent (resp.
left self-adjoint idempotent) if e = e♭ = e ∗ e (resp. e = e♯ = e ∗ e). Denote by
E ′ (resp. E ′′) the set of nonzero right (resp. left) self-adjoint idempotents of U ′
(resp. U ′′). Since pir(g)∗ = pir(g♭) for g ∈ U ′, one has that e ∈ E ′ if and only
if pir(e) is an orthogonal projection on L
2(G). In a similar way, e ∈ E ′′ if and
only if pil(e) is an orthogonal projection on L
2(G).
The following result is written in terms of the involution F and the convo-
lution product –see Equations (8)–(10)–.
Proposition 3 Let η be an admissible vector for {pi,Hπ}. Then:
(i) Hη ⊂ C(G) ∩ L2(G).
(ii) Let f ∈ L2(G). Then, f ∈ Hη if and only if
f(s) = f ∗ g♭η(s), s ∈ G .
If f ∈ H⊥η , then f ∗ g
♭
η = 0.
(iii) gη = gη ∗ g♭η = g
♭
η.
Proof: (i) Each f ∈ Hη ⊂ L2(G) is of the form f(s) = Lηψ = (ψ|pi(s)η),
s ∈ G, for some ψ ∈ Hπ . Since the representation pi is strong (weak) continuous,
Hη ⊂ C(G)
(ii) Let f ∈ Hη. Using the intertwining relation (6) one gets, for s ∈ G,
f(s) = (ψ|pi(s)η) = (ψ|L∗ηLηpi(s)η)
= (Lηψ|Lηpi(s)η) = (Lηψ|λ(s)Lηη)
= (f |λ(s)gη) =
∫
G
f(t)gη(s−1t) dt
=
∫
G
f(t)g♭η(t
−1s) dt = f ∗ g♭η(s) .
(15)
If f ∈ H⊥η , since Hη = 〈λ(s)gη : s ∈ G〉, one has f ∗ g
♭
η(s) = (f |λ(s)gη) = 0 for
s ∈ G. Thus, for f ∈ L2(G) with f /∈ Hη,
f ∗ g♭η(s) = (f |λ(s)gη) = (PHηf |λ(s)gη) = PHηf(s)
and the last expression must be different from f(s) for some s ∈ G, since
PHηf 6= f .
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(iii) The first equality in (iii) is just (ii) with f = gη; the second equality
follows from
f ∗ g♭η(s) =
∫
G
f(t)g♭η(t
−1s) dt
=
∫
G
f(t)gη(s−1t) dt
=
∫
G
f(st)gη(t) dt
=
∫
G
f ♭(t−1s−1) gη(t) dt
= gη ∗ f ♭(s−1) = [gη ∗ f
♭]♭(s)
(16)
with f = gη. Note that these arguments prove implicitly that gη ∈ D♭. Although
we use the symbol g♭η in (ii), it is not assumed there, neither in (16), that gη ∈ D
♭.

Remark 4 (a) Proposition 3.(ii) says that the rangeHη is a reproducing kernel
Hilbert space [4] with kernel kη(s, t) := gη(s
−1t). Obviously, Hη is invariant
under the left regular representation λ of G.
(b) By Proposition 3.(iii), gη ∈ P(G) ∩ L2(G) ⊂ A(G), where P(G) denotes
the set of all continuous functions of positive type on G (see e.g. Godement
[20]), and A(G) is the usual Fourier algebra of G introduced by Eymard [15].
Recall that A(G) is identified with the predual [LG]∗ of LG [15, Th.3.10].
Se also [36, Section VII.3] and [14, Chapter 3].
The full convolution right Hilbert algebra U ′ defined in (14) permit us to
identify the admissible vectors. The result is a straightforward consequence of
Proposition 3.
Theorem 5 The following are equivalent:
(i) η is an admissible vector for {pi,Hπ}.
(ii) gη ∈ E ′ and pir(gη) = PHη , where PHη denotes the orthogonal projection
from L2(G) onto Hη.
Proof: (i)⇒(ii): If η be an admissible vector for {pi,Hπ}, according to
Proposition 3.(iii), gη = g
♭
η, so that gη ∈ D
♭. Moreover, by Proposition 3.(ii),
g♭η ∈ B
′ and the orthogonal projection PHη coincides with
pir(g
♭
η) = pir(gη)
∗ = pir(gη) = pir(gη ∗ g
♭
η) = pir(gη)
2.
(ii)⇒(i): If gη ∈ U ′ and pir(gη) = PHη , then pir(gη) = pir(gη)
∗ = pir(g
♭
η) and
pir(g
♭
η)f = f for f ∈ Lηη. Since
[pir(g
♭
η)f ](s) = [f ∗ g
♭
η](s) = (f |λ(s)gη), s ∈ G, f ∈ Hη ,
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we have that gη is an admissible vector for {λ|Hη ,Hη}. The equivalence (i)⇔(iv)
of Proposition 1 leads to the result. 
Remark 6 Close concepts to admissible vectors, as characterized in Theorem
5, have been introduced along the literature:
(a) For separable unimodular lc groups G, the orthogonal projections in L2(G)
of the form pir(g), g ∈ L2(G), were called finite projections by Segal [33],
who established a generalization of the Plancherel formula using them [33,
Th.3]. An equivalent approach was given by Ambrose [3] dealing with the
so-called L2-systems and H-systems, precursors of the concept of Hilbert al-
gebra. A generalization to Hilbert algebras of the theory of square-integrable
representations of unimodular lc groups can be found in Rieffel [31], where
self-adjoint idempotents in Hilbert algebras are treated along the lines de-
veloped by Ambrose [3]. Phillips [29] extended the theory to arbitrary full
left Hilbert algebras. Stetkaer [34] expanded the study of square-integrable
representations to representations induced from a character of a closed sub-
group, mainly for unimodular groups.
(b) For unimodular lc groups G, Carey [10, Lemma 2.5] proved that for every
reproducing kernel Hilbert space H ⊂ L2(G) invariant under the left regular
representation λ of G there exists g ∈ L2(G) such that pir(g) = PH. See
Remark 4.b.
Now, assume there exist two admissible vectors η1 and η2 for {pi,Hπ}. To
simplify notation, let us put
H1 := Lη1Hπ, H2 := Lη2Hπ .
We want to analyze the connections between the equivalent representations
{λ|H1 ,H1} and {λ|H2 ,H2}. Obviously, the unitary intertwining operator be-
tween them is Lη2L
∗
η1 . Given ψ ∈ Hπ we shall write
f = Lη1ψ, f˜ = Lη2ψ .
so that f˜ = Lη2L
∗
η1f . In particular, for η1 and η2 we will use the notation:
g1 = Lη1η1, g˜1 = Lη2η1 ,
g2 = Lη1η2, g˜2 = Lη2η2 .
One has
g˜1(s) = (η1|pi(s)η2) = (η2|pi(s−1)η1) = g
♭
2(s) , (17)
so that g2 ∈ D♭. By construction of {λ|H2 ,H2} from {λ|H1 ,H1} and reasoning
as in (15),
f˜(s) = (f |λ(s)g2) = f ∗ g
♭
2(s), s ∈ G, f ∈ H1 .
In particular, by (17),
g˜2 = g2 ∗ g
♭
2 = g˜
♭
1 ∗ g˜1 . (18)
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Interchanging the roles of {λ|H1 ,H1} and {λ|H2 ,H2},
g1 = g
♭
2 ∗ g2 . (19)
To summarize,
Lη2L
∗
η1 : H1 → H2
f = f ∗ g♭1 = f˜ ∗ g˜
♭
1 7→ f˜ = f ∗ g
♭
2 = f˜ ∗ g˜
♭
2
g1 = g
♭
2 ∗ g2 7→ g˜1 = g
♭
2
g2 = g˜
♭
1 7→ g˜2 = g˜
♭
1 ∗ g˜1 .
Assume, in addition, that g2 = g
♭
2. Then, by (18) and (19),
g1 = g
♭
2 ∗ g2 = g2 ∗ g
♭
2 = g˜2 .
This implies that pir(g1) = pir(g˜2), that is, PH1 = PH2 and H1 = H2.
In particular, we have proved the following result.
Proposition 7 Let η be an admissible vector for {pi,Hπ} and gη = Lηη =
(η|pi(·)η). Let ξ ∈ Hπ and put ξη := Lηξ = (ξ|pi(·)η). Then
(i) ξ is an admissible vector for {pi,Hπ} if and only if ξη ∈ D♭ and gη = ξ♭η∗ξη.
(ii) If ξ is an admissible vector for {pi,Hπ} and ξ♭η = ξη, then
(η|pi(·)η) = (ξ|pi(·)ξ) and Hξ = Hη .
We pass to characterize the unitary representations of G with admissible
vectors. The following results are almost implicit in the proofs of Takesaki [35,
Lemma 3.3] and Phillips [29, Th.3.5 and Prop.4.2].
Proposition 8 Let G be a lc group and {λ|H0 ,H0} a subrepresentation of the
left regular representation λ of G. If H0 ∩ D♭ 6= {0}, then H0 ∩ E ′ 6= ∅. If, in
addition, {λ|H0 ,H0} is irreducible, then H0 ∩ E
′ = {e}.
Proof: Let 0 6= g ∈ H0∩D♭. By [26, Prop.2.6], pir(g) is closable and we can
consider its closure A := p¯ir(g). Let A = V H = KV be the polar decomposition
of A, where H = (A∗A)1/2 and K = (AA∗)1/2. Then H and K are positive and
affiliated with RG = L
′
G and V ∈ RG; see e.g. [25, Th.6.1.11]. Let φ be a Borel
bounded function of a real variable. By spectral theory, Aφ(H) is a bounded
operator on L2(G). Put
gφ := Aφ(H)g
♭ .
We have, for each f ∈ Cc(G),
(f |gφ) = (f |Aφ(H)g
♭) = (φ¯(H)A∗f |g♭)
= (φ¯(H)pil(f)g
♭|g♭) = (pil(f)φ¯(H)g
♭|g♭)
= (φ¯(H)g♭|pil(f
♯)g♭) = (φ¯(H)g♭|pir(g
♭)f ♯)
= (Aφ¯(H)g♭|f ♯) .
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Thus, gφ ∈ D♭ and g♭φ = Aφ¯(H)g
♭; see [36, VI.1.5.ii]. Futhermore, for f ∈
Cc(G),
pil(f)gφ = pil(f)Aφ(H)g
♭ = Aφ(H)pil(f)g
♭
= Aφ(H)A∗f = K2φ(K)f ,
the last equality due to Aφ(H) ⊇ φ(K)A. This shows that gφ ∈ B′ and
pir(gφ) = K
2φ(K) .
In particular, if α ⊂ (0,∞) is a closed set such that α ∩ σ(H) 6= ∅ and we
consider the function φ(t) = χα(t)/t
2, t ∈ R, then, gφ ∈ U ′, gφ = g♭φ and
pir(gφ) = EK(α), where EK denotes the spectral measure associated to K.
Thus, gφ ∈ E ′. Moreover, gφ ∈ rang(A) = rang(p¯ir(g)) = 〈p¯ir(g)U ′′〉 = 〈pil(U ′′)g〉
(recall that 〈·〉 means span{·}). Since H0 is invariant under LG and pil(U ′′) ⊂
LG, we get gφ ∈ H0.
Now, assume in addition that {λ|H0 ,H0} is irreducible. If there exist e1 6=
e2 in H0 ∩ E ′, then, by [26, Lem.2.2], the projections pir(e1) and pir(e2) do
not coincide, neither the subspaces pir(e1)(L
2(G)) and pir(e2)(L
2(G)). Since
pir(ei)(L
2(G)) = 〈pil(U ′′)ei〉, i = 1, 2, are invariant subspaces of H0 for the left
regular representation λ, this contradicts the fact that {λ|H0 ,H0} is irreducible.
Thus, H0 ∩ E ′ = {e}. 
As in the proof of Proposition 8, for 0 6= g ∈ D♭ we consider the closure
p¯ir(g) of pir(g) and
|p¯ir(g)| := (p¯ir(g)
∗p¯ir(g))
1/2 .
Functional calculus derived from spectral theory is applied to |p¯ir(g)| .
Theorem 9 Let {pi,Hπ} be a unitary representation of a lc group G. The
following assertions are equivalent:
(i) {pi,Hπ} has an admissible vector.
(ii) {pi,Hπ} is equivalent to a subrepresentation of λ, {λ|H0 ,H0}, with a cyclic
vector g ∈ D♭ such that 0 does not belong to the spectrum σ(|p¯ir(g)|) of
|p¯ir(g)| or 0 is an isolated point of σ(|p¯ir(g)|).
In such case, p¯ir(g)|p¯ir(g)|−2g♭ is an admissible vector for {λ|H0 ,H0}.
Proof: (i)⇒(ii): This implication follows from Theorem 5. Indeed, put
g = gη and H0 = Hη. Since pir(g) = |pir(g)| = PH0 , one has σ(|pir(g)|) = {1} or
σ(|pir(g)|) = {0, 1}, and, since g ∈ H0,
pir(g)|pir(g)|
−2g♭ = pir(g)
−1g = P−1H0 g = g .
(ii)⇒(i): Put A := p¯ir(g) and consider its polar decomposition A = V H =
KV . Let φ be the function of a real variable satisfying t2φ(t) = χα(t), where
χα denotes the characteristic function of a closed set α ⊂ (0,∞) such that
σ(p¯ir(g))\{0} ⊆ α. Let us consider
gφ := Aφ(H)g
♭ .
Then, reasoning as in the proof of Proposition 8, we deduce that gφ ∈ E ′ and
pir(gφ) = PHφ , where Hφ = 〈pil(U
′′)g〉. That 〈pil(U ′′)g〉 = H0 follows from the
facts that g is a cyclic vector for {λ|H0 ,H0} and σ(p¯ir(g))\{0} ⊆ α. Thus,
gφ = AH
−2g♭ = p¯ir(g)|p¯ir(g)|
−2g♭
is an admissible vector for {λ|H0 ,H0}. 
Theorem 10 Let {pi,Hπ} be an irreducible unitary representation of a lc group
G. The following are equivalent:
(i) {pi,Hπ} has an admissible vector.
(ii) {pi,Hπ} is equivalent to an irreducible subrepresentation of λ, {λ|H0 ,H0},
such that H0 ∩D♭ 6= ∅.
In such case, H0 ∩ E ′ = {e} and e is an admissible vector for {λ|H0 ,H0}.
Proof: By Proposition 8, one has H0 ∩ E ′ = {e}. Since {λ|H0 ,H0} is
irreducible and pir(e)(L
2(G)) = 〈pil(U ′′)e〉 is an invariant subspace of H0 for λ,
one must have H0 = 〈pil(U ′′)e〉 and, then, e is a right self-adjoint idempotent
of L2(G), which is cyclic for {λ|H0 ,H0}. Thus, e is an admissible vector for
{λ|H0 ,H0}. 
Remark 11 (a) If e1, e2 ∈ E ′, then one writes e1 ≤ e2 if pir(e1)pir(e2) =
pir(e2)pir(e1) = pir(e1). An element e ∈ E ′ is said to be minimal if when-
ever e1 ∈ E ′ and e1 ≤ e, then e1 = e. In Theorem 10, being {λ|H0 ,H0}
irreducible, the admissible vector e must be minimal. See also Phillips [30].
(b) In his work on integrable and proper actions on C∗-algebras, Rieffel [32,
Prop.8.7] observes that, for square-integrable irreducible representations
{pi,Hπ} of a lc group G and normalized pi-bounded vectors η, right convolu-
tion by the coordinate functional cη(s) := (η|pi(s)η), s ∈ G, is a projection
of L2(G) onto a closed subspace H0 consisting entirely of continuous func-
tions on which λ is unitarily equivalent to pi. Obviously, cη is what we call
here an admissible vector for {λ|H0 ,H0}.
We can dualize the above discussion entirely using the modular conjugation
J defined in (12) and the right regular representation ρ given in (3). This
dualization will be relevant in Section 4. The next two results are the respective
dual versions of Proposition 3 and Theorem 5.
Proposition 12 Let η be an admissible vector for {pi,Hπ}. Then:
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(i) pil(Jgη) = Jpir(gη)J = JPHηJ is an orthogonal projection. Let us put
H˜η := JPHηJL
2(G) .
(ii) J is an antiunitary operator from Hη onto H˜η.
(iii) Jgη ∈ D
♯ and [Jgη]
♯ = SJgη = Jgη.
(iv) For f ∈ Hη and s ∈ G,
Jf(s) = δ
1/2
G (s
−1)(Jf |ρ(s−1)Jgη) = [Jgη ∗ Jf ](s) .
(v) Jgη = [Jgη]
♯ ∗ [Jgη] = [Jgη] ∗ [Jgη]♯ = [Jgη]♯.
Proof: (i) Since JJ = I, one has
[JPHηJ ]
2 = JPHηJJPHηJ = JPHηJ .
Moreover, for f, g ∈ L2(G),
(JPHηJf |g) = (Jg|PHηJf) = (PHηJg|Jf) = (f |JPHηJg) ,
that is, [JPHηJ ]
∗ = JPHηJ .
(ii) For f ∈ Hη one has PHηf = f and
Jf = JPHηf = JPHηJJf = PH˜ηJf .
Now interchange the roles of Hη and H˜η.
(iii) Since S = ∆−1/2J , F = ∆1/2J and Fgη = gη,
SJgη = ∆
−1/2gη = ∆
−1/2Fgη = Jgη .
(iv) By (13) and Proposition 3.(ii), for f ∈ Hη and s ∈ G,
δ
1/2
G (s
−1)(Jf |ρ(s−1)Jgη) = δ
−1/2
G (s)(Jρ(s
−1)Jgη|f)
= δ
−1/2
G (s)(λ(s
−1)gη|f)
= δ
−1/2
G (s)f(s
−1) = Jf(s) .
On the other hand, using (1) and Proposition 3.(iii), for f ∈ Hη and s ∈ G,
δ
1/2
G (s
−1)(Jf |ρ(s−1)Jgη) = δ
1/2
G (s
−1)
∫
G
Jf(t)ρ(s−1)Jgη(t) dt
= δ
1/2
G (s
−1)
∫
G
Jf(t)δ1/2(s−1)Jgη(ts−1) dt
=
∫
G
Jf(t)Jgη(ts−1) d(ts
−1) =
∫
G
Jf(ts)Jgη(t) d(t)
=
∫
G
Jf(ts)SJgη(t) d(t) =
∫
G
Jf(ts)δG(t
−1)Jgη(t
−1) d(t)
=
∫
G
Jf(ts)Jgη(t
−1) d(t−1) =
∫
G
Jf(t−1s)Jgη(t) d(t)
= [Jgη ∗ Jf ](s) .
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(v) The result follows from items (iii) and (iv). 
Theorem 13 The following are equivalent:
(i) η is an admissible vector for {pi,Hπ}.
(ii) Jgη ∈ E ′′ and pil(Jgη) = PJHη , where PJHη denotes the orthogonal pro-
jection from L2(G) onto JHη.
Proof: The result is proved using items (ii) and (iv) of Proposition 12 like in
Theorem 5. It is also a direct consequence of Theorem 5 and Tomita-Takesaki
formulas
pir(Jg) = Jpil(g)J, g ∈ U ′′ ,
pil(Jg) = Jpir(g)J, g ∈ U ′ ;
see [36, VI.1.19]. 
Remark 14 Proposition 12.(iv) implies that JHη is a reproducing kernel Hilbert
space [4] with kernel k˜η(s, t) := δ
−1
G (s)Jgη(ts
−1). See Remarks 4.b and 6.b.
4 Admissible vectors and standard forms
Let G be a lc group and let ∆ and J be the modular operator and modular
conjugation defined, respectively, by (11) and (12). Let {pi,Hπ} be a unitary
representation of G with an admissible vector η and, as in Section 3, Eq.(7), let
us put gη := Lηη and Hη := LηHπ.
Since Hη is invariant under λ and JHη is invariant under ρ, one has for the
corresponding projections that PHη ∈ RG and PJHη ∈ LG, where LG and RG
are the left and right von Neumann algebras of G given in (4). Let us consider
the reduced von Neumann algebras1 generated, respectively, by λ on Hη and by
ρ on JHη:
Lη :=
{
λ(s)|Hη : s ∈ G
}′′
, Rη :=
{
ρ(s)|JHη : s ∈ G
}′′
.
Obviously, JLηJ = Rη, JRηJ = Lη and
Hη = 〈Lηgη〉 = 〈LGgη〉, JHη = 〈RηJgη〉 = 〈RGJgη〉 .
Now, let us consider the mutually dual2 pointed convex cones in L2(G)
P♭ :=
{
g ∗ g♭ : g ∈ U ′
}−
, P♯ :=
{
g ∗ g♯ : g ∈ U ′′
}−
,
1 Given a von Neumann algebra M acting on a Hilbert space H, if P ∈M is a projection,
the reduced von Neumann algebra MP is the set of all A ∈ M such that PA = AP = A. MP
is a von Neumann algebra on PH and its commutant is the induced von Neumann algebra
[M′]P whose elements are all the restrictions to PH of elements of M
′.
2 Recall that for a convex cone P in L2(G), the dual cone P◦ is defined by P◦ := {g ∈
L2(G) : (f |g) ≥ 0 for f ∈ P}. If P = P◦, then P is called self-dual.
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where the bar means the closure. Then,
P := (∆−1/4P♭)− = (∆1/4P♯)− (20)
is a self-dual closed convex cone of L2(G). Moreover, every element of L2(G)
is represented as a linear combination of four vectors of P and to each positive
form ω in the predual [LG]∗ there corresponds a unique g ∈ P with ω = ωg, i.e.,
ω(A) = ωg(A) := (Ag|g), A ∈ LG .
The quadruple
{
LG, L2(G), J,P
}
is a standard form3 of the von Neumann al-
gebra LG, that is, the following requirements are satisfied:
(i) JLGJ = L′G = RG,
(ii) JAJ = A∗, for A ∈ LG ∩RG,
(iii) Jg = g, for g ∈ P,
(iv) AJAJP ⊂ P, for A ∈ LG.
Our next objective is Theorem 16, the main result of the work. It says
that for each admissible vector η the object of interest is not gη nor Jgη, but
∆−1/4gη = ∆
1/4Jgη = J∆
−1/4gη, which satisfies notable properties. Among
other things, this function is cyclic and separating for the corresponding re-
duced left and right von Neumann algebras, determines standard forms for such
algebras and defines a faithful finite normal weight on them.
Lemma 15 Let η be an admissible vector for {pi,Hπ}. Then:
(i) gη ∈ P
♭ and Jgη ∈ P
♯.
(ii) gη ∈ D(∆−1/4), Jgη ∈ D(∆1/4) and
∆−1/4gη = ∆
1/4Jgη = J∆
−1/4gη . (21)
(iii) 〈LG∆−1/4gη〉 = 〈RG∆1/4Jgη〉 = 〈RG∆−1/4gη〉.
Proof: (i) follows from Proposition 3.(iii) and Proposition 12.(v).
(ii) Since gη ∈ D♭ = D(∆−1/2) and D(∆−1/2) is a core for ∆−1/4 (see e.g.
[24, 2.7.7]), then gη ∈ D(∆−1/4). In a similar way, Jgη ∈ D♯ = D(∆1/2) implies
Jgη ∈ D(∆1/4). Now, since gη = g♭η = Fgη (Proposition 3.iii) and F = ∆
1/2J
[36, VI.1.5],
∆−1/4gη = ∆
−1/4Fgη = ∆
−1/4∆1/2Jgη = ∆
1/4Jgη ,
3Standard forms were introduced by Haagerup [22]. Every von Neumann algebra M can
be represented on a Hilbert space H in which it is standard. In such standard form every
ω in the predual M∗ is of the form ω = ωξ,η , i.e., ω(A) = ωξ,η(A) := (Aξ|η)H, A ∈ M,
for certain ξ, η ∈ H; furthermore, every automorphism α of M is implemented by a unique
unitary operator U defined on H, that is, α(A) = UAU∗, A ∈ M, such that UJ = JU and
UP ⊂ P. See also [36, Sect.IX.1].
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[J∆−1/4gη](t) = δ
−1/2
G (t)δ
−1/4
G (t
−1)gη(t−1) = [∆
−1/4gη](t) .
(iii) Since J is an (antilinear) isometry and J2 = I, one has, by (13) and
(21),
J〈LG∆
−1/4gη〉 = J〈{λ(s)∆
−1/4gη : s ∈ G}〉
= 〈{Jλ(s)JJ∆−1/4gη : s ∈ G}〉
= 〈{ρ(s)J∆−1/4gη : s ∈ G}〉
= 〈{ρ(s)∆−1/4gη : s ∈ G}〉
= 〈{ρ(s)∆1/4Jgη : s ∈ G}〉 ,
that is,
J〈LG∆
−1/4gη〉 = 〈RG∆
1/4Jgη〉 = 〈RG∆
−1/4gη〉 . (22)
On the other hand, by (ii), gη ∈ D(∆−1/4) and, thus, for s ∈ G, the function
t ∈ G 7→ δ
−1/4
G (s
−1t)gη(s
−1t) is in L2(G). But
δ
−1/4
G (s
−1t)gη(s
−1t) = δ
1/4
G (s)δ
−1/4
G (t)gη(s
−1t)
= δ
1/4
G (s)[∆
−1/4λ(s)gη](t)
and this implies that λ(s)gη ∈ D(∆−1/4) and
λ(s)∆−1/4gη = δ
1/4
G (s)∆
−1/4λ(s)gη, s ∈ G .
Thus,
〈LG∆
−1/4gη〉 = 〈{λ(s)∆
−1/4gη : s ∈ G}〉
= 〈{∆−1/4λ(s)gη : s ∈ G}〉
and, then, using again that gη = g
♭
η,
J〈LG∆
−1/4gη〉 = 〈{J∆
−1/4λ(s)gη : s ∈ G}〉
= 〈{∆−1/2∆1/4λ(s)gη : s ∈ G}〉
= 〈{∆−1/4λ(s)gη : s ∈ G}〉
= 〈LG∆
−1/4gη〉 .
This equality, together with (22), lead to the result. 
Thus, if η is an admissible vector for {pi,Hπ}, according to Lemma 15.iii, we
can consider the closed subspace Hˆη of L2(G) defined by
Hˆη := 〈LG∆
−1/4gη〉 = 〈RG∆
−1/4gη〉 . (23)
Obviously, the corresponding orthogonal projection PHˆη from L
2(G) onto Hˆη
belongs to the center LG ∩RG and the elements of the reduced von Neumann
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algebras Lˆη and Rˆη of LG andRG to Hˆη (see footnote 1) are just the restrictions
to Hˆη of elements of LG and RG, i.e.,
Lˆη :=
{
λ(s)|Hˆη : s ∈ G
}′′
= [LG]P
Hˆη
= LGPHˆη ,
Rˆη :=
{
ρ(s)|Hˆη : s ∈ G
}′′
= [RG]P
Hˆη
= RGPHˆη .
(24)
Both (reduced) von Neumann algebras Lˆη and Rˆη act on Hˆη and, by definition,
[Lˆη]′ = Rˆη. Moreover, the definition of Hˆη also implies that ∆−1/4gη is a cyclic
vector for both Lˆη and Rˆη. Recall that, given a von Neumann algebraM acting
on a Hilbert space H, an element ξ ∈ H is called a separating vector for M if,
for any A ∈ M, Aξ = 0 implies A = 0. It is well-known that ξ is a separating
vector for M if and only if ξ is a cyclic vector for M′; see e.g. [7, Prop.2.5.3].
Thus, ∆−1/4gη is a cyclic and separating vector of Hˆη for both Lˆη and Rˆη.
These results and additional ones are included in the next theorem.
Theorem 16 Let η be an admissible vector for {pi,Hπ}. Let Hˆη be the closed
subspace of L2(G) defined by (23) and let Lˆη and Rˆη be the reduced von Neu-
mann algebras of LG and RG to Hˆη given in (24). Then:
(i) PHˆη ∈ LG ∩RG.
(ii) [Lˆη]′ = Rˆη.
(iii) ∆−1/4gη is a cyclic and separating vector of Hˆη for both Lˆη and Rˆη.
(iv) [pir(∆
−1/4gη)]|Hˆη = I|Hˆη . If, in addition, [∆
−1/4gη]
♭ = ∆1/4gη belongs to
Hˆη, then pir(∆−1/4gη) = PHˆη .
(v) Let J be the modular conjugation in L2(G) defined by (12). Then J and
PHˆη commute. Let us consider
Jˆη := J|Hˆη .
Then Jˆη is an antilinear isometry of Hˆη onto itself such that Jˆ2η = I|Hˆη .
(vi) Let P be the self-dual closed convex cone of L2(G) given by (20). Let us
define
Pˆη := P ∩ Hˆη .
Then Pˆη is a self-dual closed convex cone of Hˆη and
Pˆη =
{
[R+gη −P] ∩P
}−
.
(vii)
{
Lˆη, Hˆη, Jˆη, Pˆη
}
is a standard form of the von Neumann algebra Lˆη.
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Proof: (i), (ii) and (iii) have been proved in the preceding comments.
(iv) Since pir(gη) = PHη , one has, for s, u ∈ G,
[λ(u)∆−1/4gη] ∗ [∆
−1/4gη](s)
=
∫
G
[λ(u)∆−1/4gη](t)[∆
−1/4gη](t
−1s) dt
=
∫
G
δ
−1/4
G (u
−1t)gη(u
−1t)δ
−1/4
G (t
−1s)gη(t
−1s) dt
= δ
−1/4
G (u
−1s)[λ(u)gη] ∗ gη(s)
= δ
−1/4
G (u
−1s)[λ(u)gη](s) = [λ(u)∆
−1/4gη](s) .
Thus, [pir(∆
−1/4gη)]|Hˆη = I|Hˆη .
Since gη = g
♭
η, a simple calculation leads to [∆
−1/4gη]
♭ = ∆1/4gη. If, in
addition, [∆−1/4gη]
♭ ∈ Hˆη, then pir(∆−1/4gη) = PHˆη . Indeed, in such case, for
f ∈ Hˆ⊥η and s ∈ G,
f ∗ [∆−1/4gη](s) =
∫
G
f(t)[∆−1/4gη](t
−1s) dt
=
∫
G
f(t)δ
−1/4
G (t
−1s)gη(t
−1s) dt
=
∫
G
f(t)δ
1/4
G (s
−1t)g♭η(s
−1t) dt
=
∫
G
f(st)δ
1/4
G (t)g
♭
η(t) dt =
∫
G
f(st)[∆−1/4gη]♭(t) dt
= (λ(s−1)f |[∆−1/4gη]
♭) = (f |λ(s)[∆−1/4gη]
♭) = 0 .
(v) Since J2 = I, by (13) and (21), for s ∈ G,
Jλ(s)∆−1/4gη = Jλ(s)JJ∆
−1/4gη = ρ(s)J∆
−1/4gη = ρ(s)∆
−1/4gη ,
so that J and PHˆη commute and Jˆη = J|Hˆη is an antilinear isometry of Hˆη onto
itself such that Jˆ2η = I|Hˆη .
Finally, (vi) and (vii) follow from [36, IX.1.8] and [36, IX.1.11]. 
Remark 17 A von Neumann algebraM of operators acting on a Hilbert space
is said to be σ-finite if all the collections of mutually orthogonal projections in
M have at most a countable cardinality. It is well-known [7, Prop.2.5.6] that
M admits a cyclic and separating vector if and only if M is σ-finite. Thus,
Theorem 16.iii implies that, if η is an admissible vector for {pi,Hπ}, then the
reduced von Neumann algebras Lˆη and Rˆη are both σ-finite.
Finally, we include a sort of orthogonality relations in this context.
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Theorem 18 Let ηi be an admissible vector for {pii,Hπi}, i = 1, 2. The fol-
lowing conditions are equivalent:
(i) ∆−1/4gη1 ⊥ ∆
−1/4gη2 .
(ii) Pˆη1 ⊥ Pˆη2 .
(iii) Hˆη1 ⊥ Hˆη2 .
Proof: There is a one to one correspondence between full right and left
Hilbert algebras and faithful semi-finite normal weights [36, Sect.VII.2]. Here
we pay attention to the full convolution left Hilbert algebra U ′′ of a lc group
G given in (14). The canonical orPlancherel weight ϕ corresponding to U ′′ is
defined on the positive cone L+G of LG by
ϕ(A) :=
{
||g||, if A1/2 = pil(g), g ∈ U
′′ ,
+∞, otherwise ;
see [36, VII.2.5]. The associated modular operator ∆ and modular conjugation
J are those ones defined, respectively, in (11) and (12). The set Pϕ := {A ∈
L+G : ϕ(A) <∞} coincides with the cone P defined in (20) via the identification
pil(g)↔ g, g ∈ U
′′. By the definition of P and Lemma 15.(i), for an admissible
vector η one has ∆−1/4gη ∈ P = Pϕ. Then the result is a direct consequence
of [36, IX.1.12]. 
Remark 19 Phillips [30] studies orthogonality relations for irreducible square-
integrable representations of left Hilbert algebras similar to those given by Duflo
and Moore [13] for irreducible unitary representations of nonunimodular groups.
See, in particular, [30, Th.2.4] and [30, Cor.2.5]. See also Grossmann, Morlet
and Paul [21]. See also the reproducing kernel Hilbert space approach given
by Carey [8]. Additional comments on orthogonality relations can be found in
Rieffel [32, Sect.8].
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