This paper presents a new PID and PID-like controller tuning method for single-inputsingle-output linear time invariant system. Th tuning method permits the designer to specify a set of desired stable regions, joint or disjoint, in the complex root plane, and then a numerical algorithm is used to find the design controller parameters such that all the roots of the closed-loop system are within the specified regions. This method can be used for both stable and unstable plants with high order degree, for systems with significant time delay, for controller with more than three design variables and for various controller configurations. Another advantage of the method is that it allows a unified treatment of controller for both continuous and discrete systems.
Introduction
Fig. 1 (a) to (d) show some of the closed-loop systems configurations which have been adopted previously. These structures represent the most widely used industrial controllers, and are referred to as the PID and PID like controllers. Fig. 1 (a) is a standard PID structure [1, 6, 7, 10] . The structure of Fig. 1 (b) stands for a lead/lag cascade kind of compensator which is usually used to compensate for an integrating process in order to improve its transient performance [9] . The structure in Fig. 1 (c) , referred to as type I of modified PID control here, is presented in [7] . The function of the feedback part is to filter the high-frequency measurement noise. In Fig. 1 (d) , the structure, referred to as type II of modified PID control, is used to improve both the regulating performance (reducing process disturbance) and the tracking performance (closely following the input reference signal), which is achieved by using the extra design variables F p , F i , F d [7, 15, 23] .
Since the early work of Ziegler and Nichols [27] on the empirical tuning of PID controller, development of systematic approaches for the tuning of PID controller and other sorts of PID-like controller has been an interesting topic. The motivation behind the research is twofold: First the majority of industrial controlled systems still use PID and PID-like controllers due to their simple structure and easy implementation (less sensor used, no need to implement complex algorithm and easy calibration). Second, in spite of the enormous amount of research work reported in the literature, many PID controllers are poorly tuned in practice [19] (for example overshooting more than 50 percent is produced). One of the reasons is that most of the tuning methods are derived for special type of processes, and therefore apply well only to their own areas.
It is a common experience that we are not certain which tuning method should be chosen to provide good control to a given process. It would be desirable if there is a design method that works well for a general process model. Methods developed for PID or PID-like controller design can be classified in numerous ways. From the viewpoint of plant model, plant models employed so far include 1. A general n-order rational transfer function without time delay [26] ; 2. A stable first-order or second-order transfer function plus time delay [19] ; 3. An unstable first-order or second-order transfer function plus time delay [10] ; 4. A general n-order rational stable or unstable transfer function model with time delay [23] . Many tuning formulas are particularly designed for the special and simple process plant models of types 2 and 3, and therefore are not applicable to the general case. In this paper we will consider the most general plant model, i.e. the 4-th case.
When tuning the controller parameters, certain criteria must be used. From this viewpoint, the most frequently used criteria so far are the gain and phase margins in frequency domain [10] . The gain and phase margins are particularly suitable for the tuning of the PI-type controller with first or second order plant models, since the two unknown parameters in PI controller can be uniquely determined by the specification of two requirements: gain and phase margins [10] . However when a controller with three or more design parameters needs to be determined, the above method by specification of gain and phase margins is not sufficient to determine the unknown parameters. The difficulty is caused by the extra degrees of freedom for the design parameters. This problem is normally treated by pole-zero cancellation technique. On the other hand, when an one-parameter controller such as a proportional compensator is to be designed, only one of the gain and phase margins can be specified and the other margin must be left free because one specification is sufficient to determine the solely one unknown parameter. This reflects the limitation of the gain and phase margin specifications. With the help of the contours of Nichols chart, the maximum peak resonance, as well as the gain and phase margins, is used to tune the PID controller [19] . A similar technique to that used in [19] for tuning PID controller with an integral and a first-order stable plant without time-delay is presented in [16] . This non-symmetrical optimum method, derived from Kessler's symmetrical optimum method [12] , is based on the specification of the closed-loop resonant peak and the gain optimum condition that occurs when the resonant peak is minimum.
Time domain performance criteria have also been used. In these indices. In a recent paper by Tan et. al. [24] , the criterion used is a desired closed-loop frequency shape based on H ∞ theory. PID controller is designed for a stable and integrating plant with time delay, which matches the desired shape produced from the H ∞ design technique.
Transient performance and stability of a linear time invariant system is approximately determined by the dominant poles of its characteristic polynomial in the complex root plane. The damping ratio and the natural frequency resulting from the dominant poles of a more than two order system can be used to determiner the boundary of a desired region in the complex plane within which all the roots must be located.
A region located in the left half of the complex plane is said to be a D-stable region for a continuous system. In this paper we introduce the concept of D stability and propose a novel, unified approach to both the PID and PID-like controller synthesis.
By controlling the roots of a closed-loop system within a set of specified D stability regions, its stability and transient performance can be achieved.
The idea of controlling root distribution is not new, for example root locus method in classical control and pole assignment method by full state feedback in modern control both use this idea. However root locus method is only applicable to one unknown design variable, while arbitrary pole assignment in modern control requires the availability of full state feedback. It is well known that output feedback can not meet the requirement of arbitrary pole assignment. However it is still possible to assign the roots in some desirable regions. The aim of this paper is to develop a method such that the roots are forced to be located within a set of specified D stability regions. In contrast to the root locus method, the number of the unknown variables which can be dealt with by the approach developed in this paper is not limited to one.
It is noted that both the left half complex plane for continuous systems and the unit circle for discrete systems are only special cases of the general D stability region. The generality of the D stability region makes it possible to treat continuous and discrete system synthesis in a unified way.
Given the proceeding literature, it seems that many factors affect the development of an approach. 
Inequality representation
A distinguished feature that makes the approach developed in this paper different from others is that D stable region is expressed by inequalities. We call an inequality of the form g(x)<0 a strict one, and an inequality of the form g(x)≤0 a non-strict one.
Although a region D may have different shapes in the complex plane, it is always bounded by an algebraic curve or a set of piecewise algebraic curves like straight lines, circles, ellipse, hyperbolas, parabolas and so on. Thus the interior D of a region may be described by a set of strict inequalities, its boundary ∂D can be described by a set of equalities and D∪∂D (the union of the interior and boundary) can be described by a set of non-strict inequalities. A general form for inequalities and equalities in the complex plane for the description of the desired pole regions is (see Fig. 2 ):
∂D:
D∪∂D:
where the complex variable s is s=σ+jω. As a result, the D stable requirement means that all the roots must satisfy (1) or (3), depending on whether the roots are allowed to be on the boundary. In the later we assume that the roots may be allowed to locate on the boundary of the D stability region and we will use the term "inequality" to replace "non-strict inequality" unless otherwise stated. a.
Obviously a root is located within a D stable region if and only if it satisfies inequalities (3).
(σ+α) 2 + ω 2 ≤ R 2 (4a) b. a - ≤ σ ≤ a + and b - ≤ ω ≤ b + (4b) c. -(σ/a) 2 + (ω/b) 2 ≤ -1 (4c) d. σ + a ≤ 0 and R 1 2 ≤ (σ+a) 2 +ω 2 ≤ R 2 2 (4d) e. σ + a ≤ 0, bσ + aω ≤ 0, and bσ -aω ≤ 0 (4e) f. σ + a ≤ 0 or (σ+a 1 ) 2 + ω 2 ≤ R 2 or (σ+a 2 ) 2 + (ω+b) 2 ≤ R 2 or (σ+a 2 ) 2 + (ω-b) 2 ≤ R 2 (4f)
Establishment of the boundaries for the parameters of the desired D stable region
When the approach developed here is used to design control systems, the D stable region boundary must be specified first. The transient performance criteria of a closed-loop system is determined by its poles and zeros, but it is impossible to give simple formula for the mapping of poles, zeros and the transient performance criteria except it is a second order system. However the dynamic response of a higher order system can be approximately described by its dominant poles. Therefore a method used in linear control system design is to specify the desired dominant poles and let the other poles far away from them. This can be done by a user specification of the desired damping ration ζ and natural frequency ω 0 for the dominant poles, from which the parameters for the boundary of a D stable region can be determined. For example the wedge region of Fig (6) where T=0.5τ. Substituting (6) into (5) Where N p (s)=c 0 +c 1 When there is a significant time delay in the plant model, a higher order Pade approximation may be used to increase the approximation accuracy. As a result this will result in the increase of the order of the plant model.
characteristic polynomial of closed-loop system
Let G c (s) denote the PID controller in Fig. 1 (a) (8) where K p is the proportional gain, K i the integral gain and K d the derivative gain. Then the transfer function of the closed-loop system, denoted by G(s) is obtained as
and its characteristic polynomial is
The order of D(s) depends on na and nb. When nb-na≥1 the order is nb+2 while when nb=na the order is nb+3. Without loss of generality, suppose nb=na, then (10) can be represented in the following general way:
It is very important to note that the coefficients of polynomial (11) depend on the
Similarly we can find the characteristic polynomials for systems of Fig. 1 For the control system shown in Fig. 1(a) , comparing (11) and (12) we have:
Equality constraints between roots and unknown design parameters u
It is well known from algebra that an n-th order polynomial with real coefficients has, in the most general case, n complex characteristic roots (a real root is a special case with imaginary part being zero). Therefore let
denote the n roots of polynomial (12) . Moreover, to simplify notation in the sequel,
can be written as
where α i (Σ n , Ω n ) and β i (Σ n , Ω n ), i=0,1, 2, …, n-1, means that they are all functions of Σ n = [σ 1 ,σ 2 , …, σ n ], Ω n = [ω 1 , ω 2 , …, ω n ]. To get expressions for α i and β i , one way is to directly substitute (13) 
Comparing (14) and (15), we get
where
Expanding (17) yields
Substituting (16) and (18) into (19) and equating the coefficients of like powers of s in both sides results in the following recursive formula For n=1,
for n>1,
Now let's find the relationship between u and Σ n , Ω n . Recall that the characteristic polynomial of the system is represented by (12) which has the same roots as (15), we thus have a n (u)α j (Σ n , Ω n ) = a j (u), β j (Σ n , Ω n ) = 0, j=0,1,…,n-1,
Inequality constraints of the roots for the general problem
Suppose that a general desired D stability region is given in the form of (3). Then all the n roots of the characteristic polynomial (12) within the D stability region must satisfy (3), thus
Note that inequalities (23) contain all the unknown roots (Σ n , Ω n ). Let us introduce a vector design variable x = [u, Σ n , Ω n ]. From (22) and (23) we can observe that if a design vector x can be found such that the equalities (22) and the inequalities (23) are simultaneously satisfied, then a controller satisfying the D stability requirement is found. Finding x is a standard problem that will be treated in section 6.
Feasibility Problem (FP) and its solution
Definition: a vector point x∈R n satisfying a given set of non-linear equalities and inequalities of the following general form
is said to be a feasible point of the given set. Finding a feasible point is said to be a feasibility problem (FP).
This definition suggests that finding u and the corresponding roots for the general problem is equivalent to finding a feasible solution x for the FP. The focal point followed is how to find a solution. Fortunately the feasibility problem (FP) is a standard problem in the field of numerical analysis and optimisation theory and has been widely studied. Generally speaking there are two classes of techniques to attack the FP. The first contains the direct techniques. A number of algorithms in this class have been developed. For example, Pshenichnyi [20] , Robinson [22] , and Daniel [3] extended Newton's method to systems of non-linear equalities and inequalities.
Polyak [18] used gradient methods for solving this problem. In [4] a trust-region approach was also presented.
The second class of techniques transfers the FP problem into finding the roots for a set of non-linear equations. This is realised in the following way. The inequalities in (24b) can be transformed to equality constraints by adding nonnegative slack variables, y i 2 , i= m1+1, m1+2,…,m2, where the value of the slack variables are yet unknown. Thus (24) becomes
This reduces the FP into finding the solution of systems of non-linear equations (25) with Due to the restricted space, we will not give more details about the existing algorithms and their convergent analysis. For more details and the relevant references on FP, the readers are referred to the latest reference [4] .
Simulation results with different D regions
In this section the approach developed above is illustrated by two examples with various sets of D regions. These examples have been used in the previous research for process control [10, 13, 26] . A comparative study will also be provided. The numerical algorithm adopted here is the LM algorithm. (27) find a PI controller such that all the roots are required to locate within two different sets of D stability regions which will be given later.
The characteristic polynomial of the system can be derived as D(s,u)=0.1s 3 +(0.9-0.1K p )s
Now we specify different D stable regions for the above plant and controller to adjust the root distribution.
Case 1:
The first set of the D stability regions is described by a parabola of the following form
where e varies from 0 to 12. The physical meaning for the change of e is that when e is bigger, the boundary curve for (30) will move leftwards, and thus the allowed region for the roots is smaller (see Fig. 4 ).
All the roots within the D∪∂D described by (30) must satisfy
By introducing three slack variable y i , i=1,2,3, (31) becomes
(29) and (32) constitute a set of nonlinear equations with the new design variables
For different e, the simulation results for K p , K i and the corresponding closed-loop characteristic roots are given in Table 1 . The roots and the D regions are shown in Fig. 4 , where x-axis represents the real part of the complex root plane and y-axis the imaginary part. It can be observed that for e changes from 0 to 8.6, K p and K i have been found, and the corresponding roots are all within the specified D regions. When e increases from 0 to 8.6 the real root of the system moves leftwards, while the other two complex roots move rightwards and become closer to the real axis. For e=12, no feasible roots have been found.
Case 2:
In this case it is shown that the D stability regions may be a set of disjoint regions. For example, three roots may be required to respectively locate within three different circles described by the following inequalities:
Here the second and third circles are assumed to be symmetrical due to the property that the complex root pair s 2 
Example 2:
The aim of this example is to make a comparative study. Consider the first-order plus dead-time process model given by
and a modified PID controllers
where usually 0.05≤δ≤0.2. The controller design is to find the parameters u=[K p , K i ,
In the past years a number of PID and PID-like tuning formulas for plant (34) and controller (35) have been developed [see 10 and the references therein]. Seven of them are tabulated in Table 3 so that a comparative study can be made. According to the formulas given in Table 3 From Fig. 7 it is clear that the responses for both IAE-load and ITAE-load suffer from the too high overshoots (70%). The response for ISE-load is less overshot (24.5%), but the response is sluggish. In addition they all suffer from the too high unexpected undershooting at the initial stage. From the root distribution given in Fig. 6 it can be seen that each of the IAE, ITAE, and ISE controller has a pair of complex roots that are outside the critical damping line (damping ratio=0.707). This may be the reason that leads to the large overshoot and oscillatory response.
In order to increase the damping ratio of the system, controllers with a set of 
Where a 0 (u)=KK i
In this example the set of the desired D stability regions is a wedge described by (see Fig. 9 )
D∪∂D:
σ + e ≤ 0 and σ +ω ≤ 0 and σ -ω ≤ 0
where e may change from 0 to 5. Due to the conjugate properties of the complex root pair, if a pair of the conjugate roots satisfies σ +ω ≤ 0, they must also satisfy σ -ω ≤ 0.
So (37) can be simplified as
σ + e ≤ 0 and σ +ω ≤ 0
All the four roots of (36) must meet the inequalities (38) so we have
In this example δ should satisfy the constraint 0.05≤δ≤0.2 (40) The step responses for different e using the method in this paper are shown in Fig. 10 and 11 respectively. In general they all give very smooth good step response, with small initial undershoot. When choosing the controller corresponding to e=1 the step response has 8% overshoot. These results clearly demonstrate the ability of the design method by D stability regions. As expected the step responses given in Fig. 9 and 10 are a little bit slower that those of the IAE, ITAE and ISE, and this is a trade-off between fast response and overshoot. Of course if needed the damping line of the specified D region may be changed, and the approach presented in this paper can also be used to produce fast response.
Conclusions
In this paper a new technique of designing a PID and PID-like controller such that the roots of the closed-loop system are within a set of specified regions has been For n=2,
For n=3,
For n=4, Step responses for IAE-load, ITAE-load, and ISE-load 25/1/00, C\maydocument\hybrid-5 26 Fig. 8 Step responses for IMC, IAE-setpoint, ITAE-setpoint, and ISE-setpoint 10 Step responses for e=0, e=1, and e=2 Fig. 11 Step responses for e=2.5, e=4, and e=5 
