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We consider point particle that collides with a periodic array of hard-core elastic scatterers where
the length of the free flights is unbounded (the infinite-horizon Lorentz gas, LG). The Bleher central
limit theorem (CLT) states that the distribution of the particle displacement divided by
√
t ln t is
Gaussian in the limit of infinite time t. However it was stressed recently that the slow convergence
makes this result unobservable. Using a Le´vy walk model (LW) of the LG, it was proposed that the
use of a rescaled Lambert function instead of
√
t ln t provides a fast convergent, observable CLT,
which was confirmed by the LG simulations. We demonstrate here that this result can simplified to a
mixed CLT where the scaling factor combines normal and anomalous diffusions. For narrow infinite
corridors (almost finite-horizon case) the particle for long time obeys the usual normal diffusion,
which explains the previous numerical observations. In the opposite limit of small scatterers the
Bleher CLT gives a good guiding observable, and can be used with about fifteen per cent accuracy.
In the intermediate cases the mixed CLT applies. The obtained Gaussian peak determines moments
of order smaller than two. In contrast, the CLT cannot fully describe the coordinate dispersion, of
which it only gives half in the long time limit, and also moments of order higher than two. These
moments and the missing half of the dispersion are described by the distribution’s tail (the infinite
density) which we derive here. The tail is supported along the infinite corridors and formed by
anomalously long flights whose duration is comparable with the whole time of observation. We
reinforce the relevance of one flight, however large time is, by demonstrating that the tail and the
moments of order higher than two depend on whether the particle moves ballistically between the
steps or instantaneously jumps at the end of each step as in the usual random walk. The moments’
calculation from the tail is confirmed by direct calculation of the fourth moment from the statistics
of the backward recurrence time defined as time that elapsed since the last collision. This completes
the solution of the LW model allowing full comparison with the LG.
I. INTRODUCTION
The Lorentz gas (LG) is one of the most studied sys-
tems in the theory of chaos and non-equilibrium statis-
tical physics, see e. g. [1–5] and references therein. In
a simplest formulation the system consists of a pointlike
particle that moves at unit speed and undergoes instan-
taneous elastic collisions with non-overlapping hard-core
circular scatterers arranged in a 2d periodic lattice. The
LG describes the simplest non-trivial mechanical system
of two hard disks colliding in a finite volume with periodic
or reflecting boundary conditions [3]. It also provides a
simple model for the interaction of light and heavy parti-
cles usable in the study of conductivity [6]. Recently the
model became of use in artificial graphene albeit with a
soft potential [7].
From the theoretical viewpoint the LG is one of the
unique systems where the macroscopic laws can be de-
rived from the microscopic ones. A main object of inter-
est is the statistics of the particle’s displacement from the
initial position r(t) =
∫ t
0 v(t
′)dt′ where v(t) is the parti-
cle velocity. We would like to know whether the statis-
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tics becomes Gaussian at large times, corresponding to
asymptotic diffusion, and, if it does not, which statistics
comes instead. Here the statistics is defined by assum-
ing that initial conditions are distributed according to
the equilibrium microcanonical ensemble modulo lattice
translations (for reduction to variables on the boundary,
see e. g. [8]). Random distribution of scatterers’ posi-
tions can also be used for introducing the statistics [9].
In the case of the finite-horizon LG, where the free path
is bounded, convergence of the probability density func-
tion (PDF) of r(t)/
√
t at t→∞ to a Gaussian distribu-
tion (CLT) is proved in [10]. Thus the PDF of r(t) obeys
at large times the diffusion equation (with possibly ma-
trix diffusion coefficient). This result can be understood
by observing that the lower bound on the number of col-
lisions N(t) in time interval t grows with t linearly. Thus
the decay of the memory of the direction of the initial
velocity, that must hold after several collisions with the
convex scatterers, implies the memory decay in time. The
velocity autocorrelation function C(t) obeys stretched ex-
ponential decay [10–13]. This implies that
∫ t
0 v(t
′)dt′ at
large t is roughly a sum of large number of independent
random variables producing the CLT. An example of the
finite-horizon LG is provided by a triangular lattice [9].
In contrast a square lattice with non-overlapping scatter-
ers produces unbounded free paths. For instance a lat-
tice with scatterers’ radius between 1/
√
8 and one half
2(in units of lattice constant) forms infinite corridors par-
allel to the coordinate axes in which the particle could
move without collisions [14, 15]. This case, which is con-
sidered in this work and called the infinite-horizon LG,
is still not fully understood. The most prominent open
problems are inobservability (at least, as of today) of
the leading order behavior at large times and the issuing
need for the description of the finite-time behavior, and
the tail of the distribution that determines moments of
order higher than two. Description of the problems and
the progress brought by the present work in their solution
demand quite a lot of details and is done in a separate
Section below.
II. OPEN PROBLEMS OF THE INFINITE
HORIZON LG AND OUR MAIN RESULTS
The infinite-horizon LG exhibits superdiffusive be-
havior: the finite-time diffusion coefficient D(t) =
〈r2(t)〉/(4t) diverges at large times logarithmically (here
and below the angular brackets stand for average) [8,
13, 16, 17]. This divergence is seen simpler by consid-
ering the evolution in terms of the number of collisions
rather than the continuous time [13]. The transforma-
tion is done using the law of the large numbers according
to which with probability one limt→∞ t/N(t) equals the
mean free time 〈τ〉. We find the asymptotic equality
D(t) ∼ DN(t)/〈τ〉 where the discrete diffusion coefficient
DN is defined by the moment tN of the N−th collision
as DN ≡ 〈r2(tN )〉/(4N).
Finiteness of the first moment of the free time between
the collisions τ , used above, holds since the PDF ψ(τ)
of τ has a cubic tail [13, 14, 16, 18]. It is this fat tail,
formed by the long flights, that causes the anomalous
diffusion properties of the infinite-horizon LG. Indeed,
writing r(tN) =
∑N
i=1∆i where ∆i is the displacement
vector between collisions i − 1 and i (with ∆1 ≡ r(t1))
we find [13],
lim
N→∞
DN =
〈∆21〉
4
+
1
2
∞∑
k=1
〈∆1 ·∆k+1〉. (1)
The correlation functions in the sum are finite and decay
quickly with k (the convexity of the scatterers causes
fast decay that dominates the possibly large magnitude
of the steps). The divergence of DN and D(t) is caused
by the divergence of 〈∆21〉 = 〈τ2〉, observed in [19], that
is, by single long flights rather than long correlations of
different steps. Despite that the flights are rare they
increase the displacement so much that their contribution
in 〈r2〉 cannot be neglected.
The divergence of 〈∆21〉 is logarithmic so D(t) ∝ ln t
must hold at large times. Since by the Einstein-Green-
Kubo formula the diffusion coefficient is proportional
to the time integral of C(t) then C(t) ∝ t−1 holds
[8, 11]. These long correlations are the reason why for
the infinite-horizon LG
∫ t
0
v(t′)dt′ cannot be considered
as a sum of large number of identically distributed ran-
dom variables.
The 〈r2(t)〉 ∝ t ln t behavior implies that the PDF of
r(t)/(
√
t ln t) might have a finite t → ∞ limit. This is
indeed the case as was proved by Bleher [13] who demon-
strated that the limiting distribution is Gaussian. Un-
fortunately this modified CLT is less powerful than its
finite-horizon counterpart. There seem to be two major
points demanding the refinement of the result.
The first point concerns the calculation of the asymp-
totic behavior of the moments of the displacement at
large times. Convergence in distribution does not im-
ply the convergence of the moments. This difference is
insignificant in the finite horizon case where the moments
can be calculated from the Gaussian PDF, however in the
infinite horizon case this is not necessarily the case. The
calculation of the dispersion for the limiting distribution
gives only half the true value [15, 20]. The dispersion is
contributed equally by the most probable diffusive mo-
tions that determine the Gaussian center of the distribu-
tion of r(t), described by the CLT, and the long flights
that determine the distribution’s tail [15]. Therefore the
calculation of the dispersion from the PDF demands the
knowledge of the tail. Moreover the dispersion is a bor-
derline moment [15]. The moments with order smaller
than two can be found using the Gaussian center of the
distribution however the higher-order moments are fully
determined by the tail. For these moments the Gaus-
sian formula is wrong by a large parameter. This phe-
nomenon, called intermittency, holds because the most
probable events, that determine the Gaussian central
part of the PDF, contribute these moments negligibly.
The moments are determined by rare long flights in in-
finite corridors (if the flight is long then it occurs in the
infinite corridor [13]) that form the PDF’s tail. The ne-
cessity of knowing the tail is evident from the structure
of trajectories as seen in the simulations, see e. g. [14].
The growth of the displacement typically consists of long
periods of nearly normal diffusion, intermitted by rare
single event flights that take the particle so far that they
provide significant contribution in the statistics of the
displacement. The distribution’s tail is not available to-
day.
The other problem of the CLT can be seen by consid-
ering the transition from the finite to the infinite horizon
case, that occurs when the dependence on the lattice ge-
ometry is studied. Thus for a square lattice with unit
lattice constant and circular scatterers of radius R the
transition occurs at R = 1/2. It can be called ”opening
transition” since when R crosses one half from above, in-
finite horizons open for the first time. For infinitesimally
small positive 1/2−R the LG has a nearly finite horizon.
A long flight along one of the infinite corridors is such a
rare event that on finite time-scales the LG is indistin-
guishable from the finite horizon. The ordinary CLT for
the PDF of r(t)/
√
t must give a good approximation. At
the same time in the infinite time limit, the Bleher CLT
must hold. Here we demonstrate that roughly a sim-
3ple interpolation between the results holds, that can be
called a refined CLT. That states in the next to leading
order at large times the PDF of r(t)/(
√
t(ln t+ 2ζ(R))
is approximately Gaussian. The leading order approxi-
mation at large times is the Bleher CLT, however ζ(R)
diverges at R = 1/2 so that CLT is unobservable at
1/2−R≪ 1 (here the factor of two in front of ζ is intro-
duced for correspondence with the formulas below). The
problem exists also at 1/2−R ∼ 1 where the Bleher CLT
demands ln ln t ≪ ln t, as seen from [13] and stressed in
[14]. This condition never holds at realistic times unless
one is ready to put up with about twenty per cent accu-
racy. The refined CLT, introduced in [14], encompasses
all these cases. Here we provide a reduction of the result
of [14] and also a separate consideration of the instructive
discrete case. The refined CLT is indispensable in obser-
vations where the Gaussianity of r(t)/(
√
t ln t) might be
unobservable [14]. These considerations are in agreement
with the previously observed properties of the LG’s dis-
persion, considered in more detail below, where the nor-
mal diffusion of the infinite horizon LG was observed to
dominate the superdiffusive behavior sometimes [21].
The refined CLT, proposed using the LW model of the
LG in [14], has Lambert function instead of ln t + 2ζ
above. This CLT was demonstrated numerically to hold
for the Lorentz gas at R = 0.4 starting from times obey-
ing N(t) ∼ 104 when the Bleher CLT is invalid. The
reduction proposed here provides a simpler form of this
result and demonstrates that the main reason for the
unobservability of the Bleher CLT in [14] was a large
value of ζ ≃ 9 holding for the considered R = 0.4. The
R = 0.4 is the case of a mixed CLT where Gaussianity
holds due to the largeness of the sum ln t + 2ζ (and the
next order corrections) and not of one of the summands
separately. Thus both normal and anomalous diffusive
events form the Gaussian peak of the PDF. We demon-
strate that due to the quadratic divergence of ζ(R) at
R = 1/2, for smaller 1/2 − R the refined CLT provides
for a long period of normal diffusion before the change to
the Bleher CLT occurs at the largest times. In contrast,
decrease of R leads to a unlimited growth of the number
of infinite corridors and decrease of ζ(R) to values less or
of order one, implying observability of the Bleher CLT,
corrected by ln ln t term. Here the decrease of R produces
two more infinite corridors at R = 1/
√
8 and further de-
crease eventually leads to divergence of the number of
infinite corridors at R → 0. For the moment, the trans-
fer of the refined CLT, proved rigorously in the frame of
the LW model, to the LG can be considered as proved for
R = 0.4 making it highly plausible that it holds at other
R < 1/2 also. Generalization to other lattice geometries,
such as triangular [13], is possible however is beyond the
scope of this paper.
In this work, besides the described progress on the
structure of the refined CLT, we derive the tail of the
PDF of the LW. Testing this form for the LG, where cur-
rently the tail was not reached in the simulations (see e.
g. [14]), would be of high interest.
We use the LW model that was introduced recently
in [14]. The model utterly neglects the correlations of
∆i. Thus the motion is a random walk with indepen-
dent steps. This assumption is not so unreasonable.
It was observed in [13] that the correlation coefficient
〈∆i ·∆k〉/
√〈∆2i 〉〈∆2k〉 is zero for i 6= k since the numer-
ator is finite and the denominator is infinite. Thus effec-
tively ∆i with different indices are independent, though
making rigorous sense of this observation demands quite
difficult considerations [13]. Further, the model intro-
duces the natural decomposition of the displacement ∆i
into the product of the constant random velocity of the
i−th step of the walk, vi, and the i−th step’s duration,
τi. This decomposition is needed for passing from dis-
crete steps to the continuous time variable. A ”molecular
chaos” type assumption is made that the constant veloc-
ity vi, which is determined by the previous collisions of
the particle, is independent of τi, which is determined by
the next collision. No further approximations are made
for the distribution of τ for which the ”true” LG’s PDF
ψ(τ) is used. Thus ψ(τ) ∝ τ−3 holds at large τ where the
correction is of order τ−7/2, see [13] (the usage of the cor-
rection is significant in some questions, slightly differing
our study from [14]). We remark that the random walk
model might also be of use in the finite-horizon case, not
considered here, where ψ(τ) has a compact support.
The LW model assumes that the PDF of the velocity
F (v) obeys F (v) = F (−v) since the PDF of ∆ = vτ of
the LG is symmetric [13]. The form of the PDF of the
velocity F (v) is fixed uniquely from the geometry of the
tail. For large ∆ the PDF of∆ = vτ is localized near the
directions of the corridors [13] and thus this shape must
be repeated by F (v). In the case of only two corridors
perpendicular to each other, see above, this dictates the
distribution of the velocity where the particle at each
step goes with equal probability and velocity to the left,
to the right, up or down,
F (v) =
V
(
δ(vy)δ(v
2
x − V 2) + δ(vx)δ(v2y − V 2)
)
2
, (2)
where V is the velocity magnitude, set below to one. It
is readily seen that the usage of this F (v) must produce
realistic PDF P (r, t) of r(t) at large times. Indeed, the
structure of the tail of the PDF P (r, t) repeats that of
the tail of the PDF of the single step ∆. Thus P (r, t)
takes a cross-like shape by growing fat tails along the
directions of the corridors parallel to x and y axes [14].
At the same time, the usage of this F (v), despite that it is
unrealistic for moderate ∆, would still produce a realistic
center of the PDF. This is because the center is formed
by many steps and is insensitive to geometry of one step
similarly to the traditional random walk (see however [22,
23] where sensitivity of the PDF’s center to the structure
of one step of the random walk was demonstrated for
the LW with slower than cubic decay of ψ(τ)). These
considerations are confirmed by the LG simulations that
demonstrate that P (r, t), found with this F (v), agrees
perfectly with the data without any fitting [14]. This
4finding did not include the farthest tail of the PDF that
describes the PDF’s decay toward the maximal possible
displacement V t, due to the numerical constraints and
because the theory of [14] concentrated on the PDF’s
center. The tail is necessary for the full description as
detailed above. Our derivation of the tail here is either
done for a general space dimension d or can be generalized
trivially. Since the cubic tail of ψ(τ) holds for the LG
with d < 6, see [14, 15], then the results apply also in
the three-dimensional case. We also use a general fast
decaying F (v) having in mind uses with other geometries
and/or coarse-grained descriptions defined below.
We observe that the possibility of describing the LG
by a continuous time random walk (CTRW) is in fact
true rigorously, cf. [24]. The strong ergodic properties
imply that correlations of ∆i and ∆k rapidly decay to
zero at |i − k| → ∞ and the corresponding ∆i and ∆k
can be considered as independent [13]. Thus the coarse-
grained displacements ∆′i and ∆
′
i+1 over n free flights,
∆
′
i =
∑(i+1)n
k=in+1∆k can be considered as independent for
a certain finite n (a simultaneous limit of infinite n and
number of collisions N with n≪ N is needed in a formal
proof). This gives r(tN ) for large N as the sum of in-
dependent random vectors ∆′i producing a CTRW. The
total duration τ ′i of one coarse-grained displacement is a
sum of n free times and it has the cubic tail deriving from
ψ(τ). The precise form of the PDF of τ ′i is irrelevant since
most of the properties (asymptotic scaling of the mo-
ments in time) depend on the existence of the cubic tail
only. The main difference from the LW is in the interde-
pendence of the effective velocity v′i = r
′
i/τ
′
i and τ
′
i . For
very large τ ′i one flight determines the whole sum r
′
i and
the magnitude of velocity v′i is close to unit velocity of
the original LG. In contrast for typical τ ′i the magnitude
of v′i can differ much from one. The interdependence
complicates the derivations and could produce a whole
range of diverse scaling laws [25]. However the simula-
tions of [14] indicate that in our case the LW described
in the previous paragraph applies and we will assume its
validity as an empirical fact. Despite the incompleteness
in the LW’s introduction, it seems highly plausible that
the LW reproduces all the qualitative properties of the
LG, both known and unknown, see examples below.
The LW, assuming its validity in the LG’s description,
gives a simple way to understanding the LG and develop-
ing further knowledge of it. The LW is solved in quadra-
tures: the Montroll-Weiss equation [23, 26, 27] gives the
Fourier-Laplace transform of the displacement’s PDF via
F (v) and ψ(τ). Thus the asymptotic evaluation of the
inverse transform in the large-time limit can be used for
deriving the asymptotic scaling laws, studying the uni-
versality and considering other questions. The diffusion
coefficient and the CLT, with the width of the Gaussian
peak given by half the dispersion, are easily derivable,
see [14] and below. The results previously unknown for
the LG can be derived for the LW and then tested on the
LG.
Probably the most robust and at the same time rather
simple prediction of the above LW is,
〈r2(t)〉 = 2
〈
v2
〉
A1t
〈τ〉
(
ln t+ ζ − 2 + C +O
(
t−1/2
))
,(3)
where A1 and ζ are constants characterizing the geo-
metrical properties of the lattice of the scatterers and
C = 0.577215 is the Euler’s constant. Below we call ζ the
crowding parameter since it characterizes how dense the
scatterers are around the particle, becoming infinite when
the infinite corridors become very narrow, and tending
to zero for small scatterers sparsely distributed in space.
This parameter corrects the logarithmic growth of the
diffusion coefficient, which is proportional to the term in
brackets, by a constant. The derivation of Eq. (3) was
done in the SM of [14]. Here we make the significant ob-
servation that the next order correction is of order t−1/2
and is not logarithmic, see Sec. IV. Since the condition
of the negligibility of the correction, t−1/2 ≪ 1 is mild,
then the finite-time diffusion coefficient must be well rep-
resented by a linear combination of the logarithmic (su-
perdiffusive) and constant (normal diffusion) terms. In
contrast, the condition of observability of the purely log-
arithmic growth, which is that the logarithm dominates
the constant term, is rather difficult to realize unless
ζ . 1 (that holds for R significantly below 1/2 see be-
low). This fully fits the results of the LG simulations of
[21]. The authors found that the logarithmic asymptotic
growth cannot be attained in their simulations however
inclusion of the normal diffusion correction provides accu-
rate description of the data. Moreover it was found that
the normal diffusion term may dominate the logarithmic
growth. The reason was traced to the observation that
if Eq. (3) is valid, then the constant in the RHS must
diverge in the limit of narrow corridors. Thus for square
lattice, ζ, considered as the function of the radius R of
the scatterers, must diverge at R → 1/2. We demon-
strate here, using the results of [14], that the divergence
is quadratic, as we already remarked previously. When
1/2−R is finite the constant ζ still can be large. For in-
stance ζ ≃ 9, obtained in [14] for R = 0.4, is rather large
on the logarithmic scale. This results in the existence of
an intermediate normal diffusion regime where t1/2 ≫ 1,
necessary for the validity of Eq. (3), holds but ln t is still
smaller than ζ− 2+C. Thus the LW’s prediction for the
behavior of the LG diffusion coefficient given by Eq. (3)
is in agreement with the LG data. Whether the agree-
ment is also quantitative demands comparison with the
simulations that are outside our scope here.
It is of high interest if the refined CLT of [14] can be
derived directly from the LG mechanics. We give in Sec.
V a strong indication that indeed the refined CLT can be
proved for the LG. We observe that the proof of the CLT
for the LG [13] relies on the observation that the distri-
bution of
∑N
i=1 ξi/
√
N lnN at N → ∞ is Gaussian, see
also [30]. Here ξi are independent identically distributed
random variables whose distribution coincides with that
of ∆, cf. Khintchine-Feller-Le´vy theorem [24, 29]. This
observation does not rule out the possibility that there
5is a factor AN so that the distribution of
∑N
i=1∆i/AN
converges to the Gaussian distribution faster in N . De-
spite that at largest N this factor must be proportional
to
√
N lnN it can be quite different at a finite N . Indeed,
we demonstrate in Sec. V that AN proportional to Lam-
bert function appears in this setting naturally. The use
of this result in the considerations of [13] would produce
the refined CLT for the LG though the detailed proof is
outside the scope of the present paper.
We observe that the considered ν = 2 case of the LW
with the tail ψ(τ) ∝ τ−1−ν is at the border between
the normal diffusion and the superdiffusion. If ν > 2
then 〈∆2〉 < ∞, the usual CLT holds and 〈r2(t)〉 ∝ t
is found from the Gaussian center of the PDF. In con-
trast, if 1 < ν < 2 then 〈∆2〉 =∞ and the superdiffusive
growth of 〈r2(t)〉 ∝ t2/ν is determined by the tail of the
PDF. The PDF in the superdiffusive case is non-universal
in dimension higher than one [22, 23]. The shape of the
PDF’s center is determined by a function characteriz-
ing the microscopic evolution and there is no symme-
try restoration at large times and scales. This poses the
question of how the usage of F (v) other than that in [14]
would change the shape of the PDF’s center, which is
isotropic in the considered case. This question is left for
future work.
Our LW calculation of the farthest tail of the PDF pro-
vides the PDF of r(t) near the cutoff at r = t (we set
V = 1). This cutoff is the maximal displacement which is
reached by the particle that moves with the unit velocity
without collisions during the whole time of the observa-
tion t. The tail is given by a superposition of two power
laws. Its form implies that the integrals for the moments
of order less than two diverge at small distances, whereas
those for the moments of the order higher than two di-
verge at large distances. The name ”infinite density” for
the tail refers to the divergence of the normalization inte-
gral (moment of order zero) at small distances. This den-
sity was introduced previously for the Le´vy walks with
slower than cubic decays of the PDF of τ , see e. g. [31–
33].
The behavior of the integral for the moments weighted
by the infinite density implies that the moments of or-
der smaller than two are provided by the central part of
the PDF described by the refined CLT. In contrast, the
integrals for the moments of order higher than two are
determined by the events with r(t) ≃ t that is events
where the particle made a flight(s) that lasts for the time
comparable with the whole time interval t. This is true
however large t is, despite the decrease of the probability
of these flights with t. Finally the second moment (dis-
persion) is contributed both by the diffusive trajectories
forming the central part of the PDF and by the long
flight events. For this moment there is no typical event
that forms it. The refined CLT and the infinite density
together allow to find all the moments and provide quite
a complete description of the displacement statistics.
Finally we illustrate the statistical significance of one
step of the walk by comparing the results of the LWs
where the particle moves ballistically during the walk’s
steps (sometimes called velocity model) and jumps at
the end of each step similarly to the usual diffusion on
the lattice (jump model). For the usual random walk
the difference between the models is negligible (details of
one step are irrelevant in the long-time, large-scale limit)
but for the Le´vy walk the situation can be different, see
e. g. [31]. We demonstrate that the dispersions of the
two models differ by one half in the constant term in the
brackets of Eq. (3). This difference is negligible at ln t+
ζ ≫ 1 and thus can be disregarded (the condition t1/2 ≫
1 of validity of Eq. (3) guarantees that the difference
is negligible compared with ln t). However the infinite
density tails are ”footprints” of F (v) and differ for the
models. For the velocity model the PDF does not vanish
at r = t, however for the jump model it vanishes since
the particle does not move until the step’s end. This
results in the significant difference of the factor β/2 for
the moments 〈rβ(t)〉 with β > 2. One step matters for
these moments.
The text below is organized in this way. In the next
Section we introduce the definition of the LW and the
Montroll-Weiss equation. Section IV considers the finite-
time diffusion coefficient. Section V provides the refined
CLT for the discrete sum of variables demonstrating how
the Lambert function appears and reduces to the sum
of normal and anomalous diffusion scalings. The next
Section provides the refined CLT for the continuous time
LW by a reduction of the result of [14]. Section VII de-
rives the dispersion of the jump model and compares it
with the velocity model. The next Section derives the
fourth moment of the displacement using the backward
recurrence time (time since the last collision), an object
of its own interest for the LG. Section IX derives the infi-
nite density tail preparing the ground for the calculation
of all the moments in Section IX. We compare the infi-
nite density tails and high-order moments of the velocity
and jump models in Section XI. The Conclusions resume
our findings only shortly since the resume is provided in
this Section. For transparency in the beginning of each
Section we describe the results obtained in that Section.
III. LE´VY WALK MODEL OF THE LORENTZ
GAS
In this Section we introduce the LW model of the LG.
The motion consists of a sequence of independent flights
of random duration τi where i is the flight’s index. Dur-
ing each flight the particle’s velocity vi is constant. Upon
the end of each flight both the velocity and the dura-
tion of the next flight are randomly refreshed. These are
drawn independently with the PDFs F (v) and ψ(τ).
The function ψ(τ) is taken as the distribution func-
tion of the free time of the infinite-horizon Lorentz gas.
This function cannot be described completely however
the asymptotic laws of propagation at large times de-
pend on several robust quantities. The results of [13]
6imply that the tail of ψ(τ) obeys,
ψ(τ) =
2A1
τ3
+O
(
τ−7/2
)
, (4)
with a certain positive constant A1. In the case of two-
dimensional square lattice of circular scatters of radius
R this formula holds at R < 1/2 where distances are
measured in units of the lattice constants. The cubic
tail must disappear when R approaches 1/2 from below
which is described by the observation of [14] that,
A1 =
(1 − 2R)2
πR
, (5)
holds at 1/
√
8 < R < 1/2. This formula guarantees that
the resulting LW’s prediction for the dispersion, given by
Eq. (3),
lim
t→∞
〈r2(t)〉
4t ln t
=
〈
v2
〉
A1
2〈τ〉 =
(1− 2R)2
2πR〈τ〉 , (6)
reproduces the LG formula of [13], where we took 〈v2〉 =
1 since in the LG v2 = 1 is the conserved energy. Thus
the cubic tail must disappear at the opening transition
at R = 1/2 does so quadratically in R − 1/2, cf. [18].
Dependence of A1 on R changes at R < 1/
√
8 where
besides the infinite corridors in x and y directions there
are other infinite corridors. We have at small R that
A1 ∝ R−2, see [13].
The above implies that the Laplace transform,
ψ (u) ≡
∫ ∞
0
exp (−uτ)ψ(τ)dτ, (7)
obeys the asymptotic expansion,
ψ(u) = 1− 〈τ〉u −A1u2 lnu+A2u2 +O(u5/2), (8)
where A2 is a constant. Proper non-dimensionalization of
the argument of the logarithm can be done using ln (〈τ〉u)
instead of lnu and similarly for the formulas below. We
will keep the tradition of having formulas that contain
logarithms of dimensional quantities [13] where in the
final answer dimensions can be restored. The u2 lnu term
in Eq. (8) can be seen by considering the small u behavior
of the third derivative of ψ(u),
d3ψ(u)
du3
= −
∫ ∞
0
ψ(τ)τ3 exp[−uτ ]dτ = −
∫ ∞
0
dτ
u
(9)
exp[−uτ ] d
dτ
[ψ(τ)τ3 ]∼− 1
u
∫ ∞
0
dτ
d
dτ
[ψ(τ)τ3 ]=−2A1
u
,
where the dots stand for solution of ψ(3) = 0 that is
parabolic function. We keep the next order, quadratic
in u term in Eq. (8) because it remains finite when R
approaches 1/2 from below, in contrast with ”leading”
order u2 lnu term that disappears at R = 1/2. This
term describes the contribution of the normal diffusion
events as can be seen by considering the representation
of the crowding parameter, ζ ≡ A2/A1, implied by the
formulas of [14] (who used a different notation),
ζ =
3
2
− C + lim
T→∞
(
1
2A1
∫ T
0
ψ(τ)τ2dτ − lnT
)
,(10)
where C = 0.577215 is Euler’s constant. We introduce
a (non-unique) constant T0 so that ψ(τ) ≈ 2A1/τ3 for
τ > T0 and the events with τ < T0 can be considered as
”normal diffusion events”. Indeed, it was observed in [13]
that if the particle moves for long time without collisions
then it moves in one of the infinite corridors, so that the
separation in normal collisions with nearby scatterers and
motions in the infinite corridors is meaningful. Then we
can write (A2 = ζA1),
A2 = A1
(
3
2
− C
)
+
1
2
∫ T0
0
ψ(τ)τ2dτ −A1 lnT0,(11)
where T0 can be considered as independent of R at
1/
√
8 < R < 1/2. We find that A2 ≈
∫ T0
0
ψ(τ)τ2dτ/2
which is the dispersion of the flight times due to normal
diffusion events. Thus at 1/2−R≪ 1 we can write,
ψ(u)≈1−〈τ〉u+u
2
2
∫ T0
0
ψ(τ)τ2dτ− (1−2R)
2u2 lnu
πR
.(12)
We see that the first three terms in ψ(u) are due to the
normal diffusion events (that also determine 〈τ〉). Long
motions in infinite corridors contribute the last, logarith-
mic, term whose relevance depends on the crowding pa-
rameter that at R close to one half obeys,
ζ ≡ A2
A1
∼ (1− 2R)−2, R→ 1/2. (13)
The logarithm in Eq. (8) is not that large at realistic
times (u and time are inversely proportional) so that
there can be situations where the normal diffusion A2
term dominates the logarithmic term or is comparable
with it. It was found in [14] that ζ ≃ 9 at R = 0.4
so that ζ can be large at R which is not very close to
the finite-infinite horizon threshold. This has significant
implications for the particle’s dispersion considered be-
low. In contrast, A1 ∝ R−2 behavior at small R implies
vanishing of the crowding parameter at small R (strictly
speaking this is a conjecture whose the full proof demands
the study of small R behavior of A2. This is beyond the
scope of this work that does not concentrate on R → 0
limit). Similar considerations can be made for triangular
[13] or other lattices.
The structure of the asymptotic expansion in Eq. (8)
can be understood by considering the reference distribu-
tion ψ0(τ) defined by,
ψ0(τ) =
2
τ3
, τ > 1; ψ(τ) = 0, 0 ≤ τ ≤ 1. (14)
For this function 〈τ〉 = 2 and,
ψ′′0 =2
∫ ∞
1
exp[−uτ ]dτ
τ
=−2Ei(−u)∼−2 (C+lnu) ,(15)
7where Ei(z) is the exponential integral and C = 0.577215
is Euler’s constant. Comparing this with ψ′′0 (u) =
−2A1 lnu − 3A1 + 2A2 we find that for this function
Eq. (8) holds with A1 = 1 and A2 = −C + 1.5. For
this function ψ0(u) + 2 lnu is an analytic function. The
u5/2 term in Eq. (8) comes from the leading order, τ−7/2,
correction to the cubic tail of ψ(τ) at large times [13].
The particle’s displacement in time t is given by the
LW as (here the initial velocity is the velocity of the first
step v1),
r(t) =
N(t)∑
i=1
viτi + vN(t)+1τ
∗, (16)
where N(t) is the number of renewals that occur in
time t. We defined the backward recurrence time τ∗ ≡
t−∑N(t)i=1 τi that gives the time that elapsed since the last
renewal. If N(t) = 0 then t = 0 is considered as the last
renewal and the sums from one to N(t) are defined as
zero. We investigate the PDF P (r, t) of the walker’s dis-
placement r(t) in time t. The Fourier-Laplace transform
of this function,
P (k, u) =
∫ ∞
0
dt
∫
dr exp (−ik · r − ut)P (r, t), (17)
obeys the Montroll-Weiss equation [23, 26, 27],
P (k, u) =
〈
1− ψ(u− ik · v)
u− ik · v
〉
1
1− 〈ψ(u− ik · v)〉 ,(18)
where the angular brackets stand for averaging over the
statistics of velocity and ψ(u) is the Laplace transform
of ψ(τ). We are interested in the asymptotic properties
of the PDF and the moments of r(t) at large times that
correspond to the small argument limit of the inverse
Laplace transform.
The calculations below are done for general velocity
statistics up to restrictions imposed in the beginning of
this Section. As an example we will use the statistics
given by Eq. (2) where the coupling of motions in x and
y directions is due to the common time resource that
these motions split. Thus if ρ(t′, t) is the PDF that the
during the time interval t the particle moved parallel to
x axis during the time t′ then,
P (x, y, t) =
∫ t
0
P (x, t′)P (y, t− t′)ρ(t′, t)dt′, (19)
where P (x, t) is the PDF of one-dimensional version of
our walk and x(0) = y(0) = 0. We will not use this rep-
resentation for not limiting our consideration to Eq. (2)
however it might be of use in future studies. The distri-
bution ρ(t′, t) can be found using the techniques of [28].
A typical realization of the LW is provided in Fig. 1.
IV. DIFFUSION COEFFICIENT AT LARGE
TIMES
In this Section we provide the formula for the displace-
ment’s dispersion that is valid at all times. This is given
in terms of ψ(u) and is an immediate consequence of the
Montroll-Weiss equation. The evaluation at large times
gives Eq. (3).
The finite-time diagonal component of the diffusion
matrix (diffusion coefficient in direction i), see e. g. [15],
can be defined as [13],
Dii(t) ≡ 〈r
2
i (t)〉
2t
, (20)
where i is an index of cartesian coordinates. We have,
〈r2i 〉=−
∂2
∂k2i
[〈
1−ψ(u−ik · v)
u−ik · v
〉
1
1−〈ψ(u−ik · v)〉
]
,(21)
where the derivative is taken at k = 0. We find using
that odd moments of vi vanish that [23],
〈r2i 〉 = 2
〈
v2i
〉 uψ′(u)− ψ(u) + 1
u3[1− ψ(u)] . (22)
Inverse Laplace transform can be used for finding detailed
time dependence of 〈r2i (t)〉 for a given ψ(u). The long-
time asymptotic form is universal and can be obtained
from,
uψ′(u)+1−ψ(u)
u3[1−ψ(u)] =
−A˜1 lnu−A˜1+A˜2+O(u1/2)
u2
, (23)
where A˜i = Ai/〈τ〉 and we used Eq. (8). Using that
inverse Laplace transform of − lnu/u2 is t ln t− (1−C)t
we have,
〈r2i (t)〉=
2
〈
v2i
〉
A1t
〈τ〉
(
ln t+ζ−2+C+O
(
t−1/2
))
. (24)
Summing over i, we find Eq. (3) from the Introduction
with ζ ≡ A2/A1. We have for the case given by Eq. (14),
〈r2i 〉
〈v2i 〉
∼ t ln t− 0.5t. (25)
The results of the simulations are provided in Fig. 2.
The leading order term cannot describe the observations
despite that the simulation was quite long, but including
the correction linear in t fits well, cf. [21] and the next
Section.
V. FAST CONVERGENT CLT
In this Section we consider the question of finding a
factorAN for the rescaled sum
∑N
i=1 ξi/AN of many inde-
pendent identically distributed vector random variables
ξi so that the convergence to the Gaussian distribution
is fastest. We assume that the distribution of ξi comes
from the LW, ξi = viτi.
It is usual to seek for the scaling factor so that the
limiting distribution at N → ∞ is Gaussian without
considering the question of the convergence rate, see
8-60 -50 -40 -30 -20 -10 0 10 20
-40
-20
0
20
40
60
80
FIG. 1: Typical realization of the LW defined by Eqs. (2) and (14). The particle propagates by diffusive-like motions interrupted
by long ballistic flights.
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FIG. 2: The growth of dispersion for the LW defined by Eqs. (2) and (14) with solid line providing the theoretical prediction.
Rare long flights cause visible discontinuities despite averaging over 5× 108 trajectories.
e. g. [24, 29]. The result that the distribution of∑N
i=1∆i/
√
N lnN at N → ∞ is Gaussian belongs to
this category [13]. However in our case of logarithmi-
cally divergent 〈ξ2i 〉 the convergence condition involves
logarithmic factors that are never too large which poses
the question of finding a rapidly convergent form. The
fast convergent CLT for the continuous time was found
in [14] and is considered in the next Section. Here we
demonstrate that the Lambert scaling of [14] is more in-
tuitive in the discrete case. We also provide here the
passage from discrete to continuous time cases that gives
the usual (not fast convergent) CLT, cf. [26, 35].
A. Lambert scaling for discrete LW sum
We consider the case of the LW ξi = viτi and study
the distribution of,
YN =
∑N
i=1 viτi
AN
. (26)
We have for the characteristic function,
PN (k) = 〈exp[ik · YN ]〉 =
〈
exp
(
ik · vτ
AN
)〉N
, (27)
9where we used the independence of the summands in YN .
Performing averaging over τ ,
PN (k) =
〈
ψ
(
u =
ǫ− ik · v
AN
)〉N
, (28)
where infinitesimal ǫ is introduced because the domain of
definition of the Laplace transform ψ(u) is given by com-
plex u with positive real part. We find performing aver-
aging over v in the small argument expansion of ψ(u),
PN (k)≈
(
1−A1(lnAN+ζ−ln (ǫ−ik·v))〈(k·v)
2〉
A2N
)N
,(29)
where we neglected term of order A
−1/2
N , see Eq. (8).
In the study of this formula below we will assume that
ln (ǫ−ik·v) is of order one which is valid in the study of
the central part of the PDF of interest here. We can have
three different situations considered below.
Nearly finite horizon, ζ → ∞.— This is the case of R
close to one half, see Eq. (13). In this case we may use the
usual scaling factor of the CLT, AN =
√
N . We have then
that at N so large that
√
N ≫ 1 however not so large
that lnAN & ζ the usual CLT holds. We find neglecting
in Eq. (29) the logarithmic terms in comparison with
ζ = A2/A1,
PN (k)≈
(
1−A2〈(k·v)
2〉
N
)N
= exp
(−A2〈(k · v)2〉)
×
(
1 +O
(
A22〈(k·v)2〉2
N
))
. (30)
We use here that A2 is finite at R → 1/2 and thus in-
troduces no other parameter in the consideration. We
observe that the (discrete) walker behaves as if it moved
in the LG with finite horizon. Indeed, assuming that the
asymptotic form of A2 at R → 1/2, given by Eq. (12)
applies, we have that,〈
exp
[
ik ·
(
N∑
i=1
viτi
)]〉
=
〈
exp
(
i
√
Nk · YN
)〉
≈ exp
(
−N〈(k · v)
2〉 ∫ T0
0
ψ(τ)τ2dτ
2
)
, (31)
which inverse Fourier transform provides the central part
of the PDF of
∑N
i=1 viτi. This is the usual CLT that
describes normal diffusion obtained by neglecting flights
longer than T0. At 1/2 − R ≪ 1 the motions in the
infinite corridors are too rare for influencing the PDF
appreciably, see Eq. (13). This result holds at lnN ≪ 2ζ
where the factor of two must be kept because of expo-
nential sensitivity on it in terms of N . This domain in
N can be the largest available in the simulations [21].
The infinite horizon becomes relevant only at the largest
N when lnAN eventually becomes comparable with ζ.
We consider first the opposite limit when lnAN is much
larger (and not comparable) than ζ. That limit holds at
N →∞ or at a finite large N when ζ is moderate.
The limit of ζ . 1 or N →∞.— When the scatterers’
radius is well below the finite-infinite horizon threshold of
one half, we have ζ . 1 and the Gaussian PDF becomes
applicable at lnAN ≫ 1. This is also the case of ζ ≫ 1 at
N →∞ which observation however would be obstructed
by very large N involved, see [21] and the discussion in
[14]. We have in these cases at lnAN ≫ max[1, ζ],
PN (k)≈
(
1−A1 lnAN 〈(k·v)
2〉
A2N
)N
. (32)
We fix AN by the condition A
2
N = (NA1/2) lnAN so that
the formula gets closest to the Gaussian similarly to the
case considered above (the prefactor of A1/2 is used for
having transparent correspondence with continuous time
case below). The solution for AN can be written with the
help of the lower of the two real branches of the Lambert
function, W−1(x), as,
A2N =
NA1
4
∣∣∣∣W−1
(
− 4
NA1
)∣∣∣∣ , A2NlnAN =
NA1
2
. (33)
We observe that our assumption lnAN ≫ max[1, ζ] can
be written as |W−1(−4/NA1)| ≫ max[1, ζ]. We find,
PN (k)≈
(
1− 2〈(k·v)
2〉
N
)N
= exp
(−2〈(k · v)2〉)
×
(
1 +O
( 〈(k·v)2〉2
N
))
. (34)
The condition |W−1(−4/NA1)| ≫ max[1, ζ] guarantees
that, unless the numerator contains a (very) large nu-
merical factor, the last line above can be dropped and
we find Gaussian distribution of YN .
The Lambert function provides a compact descrip-
tion of the result and can be reduced to elementary
functions in the considered limit. We observe that the
asymptotic series of W−1(−x) at x → 0 implies that at
|W−1(−4/NA1)| ≫ 1,∣∣∣∣W−1
(
− 4
NA1
)∣∣∣∣ ≈ ln
(
NA1
4
)
+ ln ln
(
NA1
4
)
, (35)
since the remainder of the series is of the order of
ln | lnx|/| lnx| with x = 4/(NA1) which is never much
larger than one at relevant N , see Fig. 3.
If we confine ourselves with accuracy of about twenty
per cent, or if N is (unrealistically) large then we may
neglect the last term in Eq. (35). We find that un-
der the condition |W−1(−4/NA1)| ≫ max[1, ζ] we can
use |W−1 (−4/NA1)| ≈ ln(NA1) and the condition boils
down to lnN ≫ max[1, ζ]. Here we dropped lnA1 term
which is either of order one or diverges weaker than ζ,
see Eqs. (5) and (13). We find A2N ≈ NA1 lnN/
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FIG. 3: Comparison of |W−1(−x)| with its series approximations S1 and S2 that contain one and two terms of the infinite series
representation, respectively. It is seen that S2 provides a good approximation when |W−1(−x)| ≫ 1 however S1 is already quite
reasonable.
is equivalent to the result of [13]. We conclude that,〈
exp
[
ik·
(
N∑
i=1
viτi
)]〉
=
〈
ei
√
(NA1/4) lnNk·YN
〉
≈ exp
(
−A1〈(k · v)
2〉N lnN
2
)
, (36)
which can be used for calculating the center of the PDF
of the sum. The condition of validity of this result,
ln lnN/ lnN ≪ 1, observed in [13], is very stringent (un-
less ≃ 0.2 is considered to be much less than one), how-
ever inclusion of one more logarithm, as prescribed by
Eq. (35), gives a Gaussian distribution under the much
milder conditions.
General case of lnAN+ζ ≫ 1.— This case includes the
above two situations as limiting cases. Eq. (29) becomes,
PN (k)≈
(
1−A1(lnAN+ζ)〈(k·v)
2〉
A2N
)N
, (37)
In this case we fix AN by the condition,
2A2N
lnAN+ζ
=NA1, A
2
N =
NA1
4
∣∣∣∣W−1
(
−4 exp (−2ζ)
NA1
)∣∣∣∣ .
The rest of the steps is similar. Thus the distribution of,
YN =
2
∑N
i=1 viτi√
NA1|W−1(−4 exp (−2ζ) /NA1)|
, (38)
becomes a Gaussian, N−independent distribution,
〈exp[ik · YN ]〉 ≈ exp
(−2〈(k · v)2〉) , (39)
at N obeying |W−1(−4 exp (−2ζ) /NA1)| ≫ 1. We have,〈
exp
(
ik ·
(
N∑
i=1
viτi
))〉
= 〈exp (iANk · YN )〉 (40)
≈ exp
(
−NA1〈(k·v)
2〉|W−1(−2 exp (−4ζ) /NA1)|
2
)
.
The reduction of the Lambert function to elementary
functions is realized via,∣∣∣∣W−1
(
−4 exp (−2ζ)
NA1
)∣∣∣∣ ≈ ln
(
NA1 exp (2ζ)
4
)
+ ln ln
(
NA1 exp (2ζ)
4
)
, (41)
where again we can neglect the last term ifN is extremely
large or the required accuracy is not too high. We find
then that the condition |W−1(−4 exp (−2ζ) /NA1)| ≫ 1
boils down to lnN+2ζ ≫ 1 that interpolates between the
conditions of the cases considered previously. We have
A2N ≈ NA1 (lnN + 2ζ) /4 using which we can simplify
Eq. (38) by stating that the PDF of,
YN =
2
∑N
i=1 viτi√
NA1 (lnN + 2ζ)
, (42)
is approximately Gaussian at lnN +2ζ ≫ 1 as described
by Eq. (39). This result reduces to that of [13] atN →∞
however the practical relevance of the ζ correction can
be most profound. For instance in the case of R = 0.4
with ζ ≃ 9 the value of lnN will never reach 2ζ in the
simulations performed presently. Thus the result of [13]
would not apply in practice, however Eq. (42) would.
The corresponding form of Eq. (40) is,〈
exp
[
ik ·
(
N∑
i=1
viτi
)]〉
≈ exp
(
−A1N(lnN + 2ζ)〈(k · v)
2〉
2
)
. (43)
This equation can be used as the general fast convergent
CLT that works at any ζ, see also the next Section. The
inclusion of the last term in Eq. (41) does not change the
described qualitative picture.
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Using the asymptotic results of [13] on the low argu-
ment behavior of the characteristic function of one flight
displacement ∆, the above results can be generalized to
the LG case of ξi =∆ or other cases of ξi with logarith-
mically divergent dispersion.
B. Passage to the continuous time
The passage from the distribution of the discrete sum
to continuous time is a standard problem, see e. g. [13].
For moderate times this demands the techniques used in
[14], considered in the next Section. However if we are
interested only in the longest times described by t →∞
limit then the passage is straightforward. We can use
that with probability one at t → ∞ there is equality in
distribution,
r(t)
At/〈τ〉
=
∑N(t)
i=1 viτi
AN(t)
, (44)
where we used the law of large numbers limt→∞ t/N(t) =
〈τ〉 for the number N(t) of flights before time t, cf. [23].
We observed that the limiting distribution of rescaled
r(t) coincides with that of the sum,
s(t) =
N(t)∑
i=1
viτi. (45)
This is proved from the Montroll-Weiss equation using
finiteness of 〈τ〉, see [23] and Sec. VII. The motion de-
scribed by s(t) is the jump model described in Sec. II.
The significance of the equality of central parts of distri-
butions of r(t) and s(t) is that at large times the displace-
ment due to the last step of the walk can be neglected.
Though this point could seem obvious, it is wrong for
walks with infinite average τ , see [31]. We conclude that
from Eq. (44) and the results above that the limit in
distribution,
lim
t→∞
r(t)
(t ln t)1/2
= η, (46)
exists and η is a Gaussian random variable. This the
LW counterpart of the LG’s CLT of [13]. Here fixing the
width of the Gaussian distribution with the dispersion of
r(t) is wrong. Indeed, the characteristic function P (k, t)
of r(t) obeys at large times Eq. (36) with N = t/〈τ〉,
P ∼exp
(
−A1〈v
2
i 〉k2t ln t
2〈τ〉
)
=exp
(
−〈r
2
i (t)〉∞k2
4
)
,
where we used 〈(k · v)2〉 = 〈v2i 〉k2 valid for any i, see
Eq. (2), and Eq. (24) at large times. The inverse Fourier
transform gives,
P (r, t) ∼
d∏
i=1
1√
π〈r2i (t)〉∞
exp
(
− r
2
i
〈r2i (t)〉∞
)
, (47)
The denominator in the exponent of this Gaussian PDF
is 〈r2i (t)〉∞ and not 2〈r2i (t)〉∞. Thus if we calculated the
dispersion using this PDF we would find only half the
true value. This doubling effect is known for the Lorentz
gas [9].
The CLT in this form implies that considering the fam-
ily of Le´vy walk models having power-law tails ψ(τ) ∼
τ−1−α the value of α = 2 is singular. For α > 2 we would
have the usual CLT without the doubling effect. Simi-
larly taking the limit of α → 2 in the Le´vy distribution
holding at 1 < α < 2 would not produce the ln t factor.
Thus α 6= 2 and α = 2 cases are different.
The CLT at α = 2 has the degree of universality typical
for the usual situation where the second moment of the
velocity 〈vivk〉 determines the distribution completely. In
contrast, at α < 2 much more detailed information on the
velocity statistics enters the counterpart of the CLT [23].
VI. REFINED CONTINUOUS TIME CLT AND
DOUBLING EFFECT
In this Section we revisit the fast convergent CLT for
the LW derived in [14]. Our purpose to provide the sim-
plified form that makes the result more transparent and
sheds more light on the doubling effect.
We observe that the PDF of N(t)/t is at large times
strongly peaked at 1/〈τ〉. Thus it is highly plausible that
for the description of the central part of the PDF we can
assume equality in distribution,
r(t) =
N=t/〈τ〉∑
i=1
viτi, (48)
which difference from Eq. (44) is that it is assumed to
hold at finite large times. We find from Eq. (40),
〈exp (ik · r(t))〉 ≈
〈
exp

ik ·

N=t/〈τ〉∑
i=1
viτi




〉
(49)
≈ exp
(
− tA1〈(k·v)
2〉|W−1(−4〈τ〉 exp (−2ζ) /tA1)|
2〈τ〉
)
.
This formula was demonstrated to hold rigorously in [14]
who considered the velocity statistics given by Eq. (2)
where 〈(k·v)2〉 = 1/2 for V = 1. It was demonstrated in
[14] that for the two-dimensional LW considered here,
P (r, t) ≈ 1
πξ2(t)
exp
(
− r
2
ξ2(t)
)
, (50)
where,
ξ2(t) =
A1t
〈τ〉
∣∣∣∣W−1
(
−4〈τ〉 exp(−2ζ)
A1t
)∣∣∣∣ , (51)
which is the inverse Fourier transform of Eq. (49).
This formula similarly to Eq. (40) holds at
12
|W−1 (−4〈τ〉 exp(−2ζ)/(A1t))| ≫ 1. It was demon-
strated numerically that Eqs. (50)-(51) provide very
good description of simulations of the LG starting
from moderate times with N(t) ∼ 104 that are readily
attained numerically. This is consistent with the consid-
erations of the previous Section since the Gaussianity
condition |W−1(−4 exp (−2ζ) /NA1)| ≫ 1, for the value
of ζ holding in the simulations of [14], holds starting
from N ∼ 104. In contrast, the CLT of [13] could not
be observed. The main reason for this can be seen
using approximation of the Lambert function by one
logarithmic term. That gives that instead of ξ2(t) in
Eq. (51) we can use,
ξ2(t)≈ A1t〈τ〉
(
ln
t
〈τ〉+2ζ
)
, (52)
provided that ln(t/〈τ〉) + 2ζ ≫ 1 and the next order
correction can be disregarded. We call this formula mixed
CLT since it combines normal and anomalous diffusions.
The reduction to the separate cases of the normal and
anomalous diffusions are obtained in complete similarity
with the studies of the previous Section. We observe
that the simulations of [14] were done at R ≃ 0.4 and
ζ ≃ 9. In this case the regime of [13] that would hold at
ln(t/〈τ〉)≫2ζ is unreachable.
We observe that the dispersion ξ2(t) found using the
Gaussian PDF above is half the full dispersion, given by
Eq. (3) only when the dispersion is dominated by the log-
arithmic term. The corrections to the logarithm destroy
the doubling effect. In the regime of normal diffusion
(not too large time, R close to 1/2 and ζ → ∞), the
dispersion found from Eqs. (50) and (52) coincides with
the full dispersion given by Eq. (3) when only ζ term is
kept.
The result given by Eqs. (50)-(51) is rigorous [14]. In
contrast, our derivation of this result from the discrete
case considered previously is heuristic as it relied on un-
proved Eq. (48). This fits our purposes in the last two
Sections which is simple demonstration of the origin of
Eqs. (50)-(51) and their reduction, given by Eq. (52). In
the next Section we perform the consistent study of the
validity of Eq. (48).
VII. ROLE OF ONE STEP: DISPERSION
The role of rare events in the formation of the disper-
sion can be demonstrated by comparing the dispersion
considered in Sec. IV with that of the jump model intro-
duced after Eq. (45). The PDF Ps(s, t) of s(t) obeys the
Montroll-Weiss equation (see e. g. [23] and references
therein),
Ps(k, u) =
1− ψ(u)
u
1
1− 〈ψ(u − ik · v)〉 . (53)
This differs from Eq. (18) by the structure of the first
term. However both terms have identical behavior at
small u and k,
1− ψ(u)
u
∼
〈
1− ψ(u− ik · v)
u− ik · v
〉
∼ 〈τ〉, (54)
where we used Eq. (8). Consequently the small u and
k behaviors of P (k, u) and Ps(k, u) agree in the leading
order. This implies the equality of long-time (small u)
asymptotic behaviors of the central parts of the PDFs
that describe the most probable events (Fourier trans-
form at small k is close to normalization integral which
is determined by the most probable events). This is the
result that we used in Eq. (44).
However the corrections to the leading order behavior
provide for a difference of the LW and jumps models.
The dispersion of s(t) obeys,
〈s2i 〉=
ψ(u)−1
u
∂2
∂k2i
1
1−〈ψ(u−ik · v)〉 =
〈v2i 〉ψ′′(u)
u(1−ψ(u)) .(55)
We observe that the dispersion depends on ψ′′ in contrast
with the dispersion of r(t) given by Eq. (22). We have,
〈s2i 〉
〈v2i 〉
∼ −2A˜1 lnu− 3A˜1 + 2A˜2
u2
, (56)
whose inverse Laplace transform gives (transform of
− lnu/u2 is t ln t− (1 − C)t),
〈s2i (t)〉 ∼
2〈v2i 〉A1t
〈τ〉
(
ln t+ ζ − 5
2
+ C
)
. (57)
We see comparing with Eq. (24) that in the leading order
at large times 〈s2i (t)〉 = 〈r2i (t)〉. In the next order term
however there is a finite difference between the disper-
sions. Thus the difference in only one step of the walk,
which constitutes the difference of x and s, gives a fi-
nite difference of dispersions at realistic time-scales where
the linear term in t is not negligible. Yet in the regime
ln t+ 2ζ ≫ 1 studied by the mixed CLT the dispersions
will be similar. For instance in the case of R = 0.4 and
ζ = 9 the difference of Eqs. (24) and (57) is negligible.
In contrast, for the model given by Eq. (14),
〈s2i 〉
〈v2i 〉
∼ t ln t− t, (58)
which is significantly different from Eq. (25) unless ln≫
1. Finally we remark that the equality of the central parts
of the PDFs of r and s in the asymptotic regime studied
by the fast convergent CLT can be demonstrated fully
by observing that the derivation of [14] of Eqs. (50)-(51)
does not involve corrections to Eq. (54).
VIII. FOURTH MOMENT AND BACKWARD
RECURRENCE TIME
In this Section we derive 〈r4(t)〉 from the backward
recurrence time Bt. This time is the time interval that
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passed since the last collision until the current moment
t. Thus if the particle moved without any collisions then
Bt = t. Otherwise Bt = t −
∑N(t)
i=1 τi where N(t) is the
number of collisions that occurred during the evolution
time t. The statistics of Bt is derived in [28] for ψ(τ)
whose tail is τ−1−θ with θ < 2. These statistics are
compactly reproduced here for studying the case of θ = 2
not considered in [28].
We observe that the average backward recurrence time
determines the dispersion’s rate of change. We have using
r(t) =
∑N(t)
i=1 viτi + vN(t)+1(t−
∑N(t)
i=1 τi) and r(t) = v1t
for N(t) = 0 that,
d〈r2(t)〉
dt
=2〈r(t)·v(t)〉=2〈v2〉
(
t
∫ ∞
t
ψ(τ)dτ
+
∞∑
N=1
〈(
t−
N∑
i=1
τi
)
θ
(
t−
N∑
i=1
τi
)
θ
(
N+1∑
i=1
τi−t
)〉)
=2〈v2〉〈Bt〉, (59)
where θ(x) is the step function. We decomposed the av-
erage into the sum of contributions of mutually exclusive
events characterized by different N(t). The product of
the step functions guarantees that N collisions occurred
before time t. The first term describes the contribution
of N(t) = 0. It is proportional to 2A1/t at large times
and is negligible. The counterpart of Eq. (59) would also
be useful for the LG itself where correlations of velocities
of different flights decay fast with the number of colli-
sions between them [13]. Similar equation for 〈r4(t)〉 is
considered later.
We derive the statistics of Bt by considering its char-
acteristic function in imaginary argument f(β, t) =
〈exp(−βBt)〉 which is the Laplace transform of the PDF
of Bt (the variable u is reserved for the Laplace transform
in t below). This function depends on t as the variable
that defines Bt. We have decomposing the average into
the sum of contributions of the mutually exclusive events
with different N that,
f(β, t)=e−βt
∫ ∞
t
ψ(τ)dτ+
∞∑
N=1
〈
exp
(
−β
(
t−
N∑
i=1
τi
))
θ
(
t−
N∑
i=1
τi
)
θ
(
N+1∑
i=1
τi − t
)〉
. (60)
We perform Laplace transform in t variable,
f(β, u)=
1−ψ(u+β)
u+β
+
∞∑
N=1
〈∫ ∑N+1
i=1
τi
∑
N
i=1
τi
exp (− (u+β) t
+β
N∑
i=1
τi
)
dt
〉
, (61)
where here and below u is the Laplace transform variable.
Taking the integral over t, averaging over independent
variables τi and summing the geometric series [28],
f(β, u)=
1− ψ(u + β)
(u+ β)(1 − ψ(u)) . (62)
This compact formula contains all the statistics of Bt.
We have for the average,∫ ∞
0
〈Bt〉e−utdt=−∂βf(0, u)= 1
1−ψ(u)
d
du
ψ(u)−1
u
.(63)
This formula reproduces Eq. (22) as seen by performing
Laplace transform of Eq. (59),
〈r2(u)〉 = 2〈v
2〉〈Bt(u)〉
u
=
2〈v2〉
u(1−ψ(u))
d
du
ψ(u)−1
u
= 2〈v2〉uψ
′(u)−ψ(u) + 1
u3(1−ψ(u)) . (64)
We consider deriving a similar representation for the
fourth order moment. We have from d〈r4(t)〉/dt =
4〈r2(t)r(t) · v(t)〉 that,
1
4
d〈r4(t)〉
dt
=〈v4〉t3+
∞∑
N=1
〈
θ
(
N+1∑
i=1
τi − t
)
θ
(
t−
N∑
i=1
τi
)(
N∑
i=1
viτi+
(
t−
N∑
i=1
τi
)
vN+1
)2
(
N∑
i=1
vi · vN+1τi +
(
t−
N∑
i=1
τi
)
v2N+1
)〉
. (65)
We perform averaging over independent vi using
F (−v) = F (v) and introducing 〈vαvβ〉 = Tαβ and
κ = 2trT 2 + 〈v2〉2. We find that,
1
4
d〈r4(t)〉
dt
= 〈v4〉〈B3t 〉+ κ
∞∑
N=1
N
〈(
t−
N∑
i=1
τk
)
τ21
θ
(
t−
N∑
i=1
τi
)
θ
(
N+1∑
i=1
τi−t
)〉
, (66)
where we observed that different terms in the sum over
τ2i are identical. We take another time derivative,
1
4
d2〈r4(t)〉
dt2
= 〈v4〉d〈B
3
t 〉
dt
+ κ
∞∑
N=1
N
〈
θ
(
t−
N∑
i=1
τi
)
τ21
θ
(
N+1∑
i=1
τi−t
)〉
− κ
∞∑
N=1
N
〈
τ21
∫ t
0
δ
(
N∑
i=1
τi − t′
)
(t− t′)ψ (t− t′) dt′〉 , (67)
where we averaged over τN+1 and used θ
(
t−∑Ni=1 τi) =∫ t
0
δ
(∑N
i=1 τi − t′
)
dt′. Performing Laplace transform
over t and using the small times behavior 〈r4(t)〉 ∝ t4
and Bt ∝ t we find,
〈r4〉= 4〈v
4〉〈B3t (u)〉
u
+
4κψ′′ (1−ψ+uψ′)
u3
∞∑
N=1
NψN−1,(68)
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where we introduced 〈B3t (u)〉 ≡
∫∞
0 〈B3t 〉e−utdt. Here
and below equations that give moments of the coordinate
as a function of u must be understood as the Laplace
transform of the corresponding moment. Thus 〈r4〉 in
the equation above is the Laplace transform of 〈r4(t)〉.
We have similarly to Eq. (63),
〈B3t (u)〉=−∂3βf(0, u)=
1
1−ψ(u)
d3
du3
ψ(u)−1
u
.
We obtain summing the series in Eq. (68),
〈r4〉= 4〈v
4〉〈B3t (u)〉
u
+
4κψ′ψ′′ (1−ψ+uψ′)
u3(1− ψ)2 . (69)
We observe that at small u the RHS is dominated by the
〈B3t 〉 term. The leading order behavior of this term at
small u is found using Eq. (8). We obtain,
1
1−ψ(u)
d3
du3
ψ(u)−1
u
≃ A1〈τ〉u3 . (70)
We find that at large times,
∫ ∞
0
〈B3t 〉e−utdt ≃
A1
〈τ〉u3 , 〈B
3
t 〉 ≃
A1t
2
2〈τ〉 , (71)
where the corrections are smaller by a power of t. We
observe that Bt is very different from what it would be
for the fast decaying ψ(t) where the moments of Bt would
be time-independent quantities proportional to powers of
〈τ〉, cf. [28]. The leading order behavior of the last term
in Eq. (69) at small u is,
ψ′ψ′′ (1−ψ+uψ′)
u3(1− ψ)2 ∝
ln2 u
u3
, (72)
which is much smaller than 〈B3t (u)〉/u ∝ u−4 at large
times. Thus,
〈r4(t)〉 ≃ 2A1〈v
4〉t3
3〈τ〉 +O(t
2), (73)
where the t2 correction contains also logarithmic factors.
We conclude that both the second and the fourth mo-
ments of the particle’s coordinate are determined at large
times by the statistics of the backward recurrence time.
This indicates that the study of statistics of Bt might
also be of interest for the LG.
We observe that the fourth moment grows much faster
than the square of the fourth moment which is often re-
ferred as intermittency. This property holds because for
most of the steps the particle advances a little and then
it advances a lot by a long flight in the infinite corridor.
These long flights form the far tail of P (r, t) derived in
the next Section.
IX. INFINITE DENSITY
In this Section we demonstrate that there is the finite
scaling limit defining infinite density I(v),
I(v) = lim
t→∞
td+1P (tv, t), v 6= 0. (74)
We demonstrate that as far as the PDF’s tail is con-
sidered we can take the limit α → 2 from below of the
infinite density tail in the Le´vy walk with ψ(τ) ∼ τ−1−α.
However a certain change of prefactors is needed for get-
ting finite limit: setting α = 2 in the infinite density
tail obtained for 1 < α < 2 in [23, 32] gives ill-defined
expressions.
We observe that (we switch to the argument w so that
there is no confusion with v over which there is averaging
below),
P (tw, t) =
∫
dk′
(2π)d
du′
2πi
exp [itk′ ·w + u′t] P˜ (k′, u′)
=
1
td+1
∫
dk
(2π)d
du
2πi
exp [ik ·w + u]P
(
k
t
,
u
t
)
. (75)
We consider the asymptotic form of P (k/t, u/t) at large
t and fixed k, u using the Montroll-Weiss equation given
by Eq. (18). We observe that,
〈
1−ψ(ut−1−ik · vt−1)
ut−1−ik · vt−1
〉
∼〈τ〉+A1
〈(
u
t
− ik · v
t
)
ln
(
u
t
− ik · v
t
)〉
− A2u
t
, (76)
with corrections of order of 1/t. Similarly (A˜i = Ai/〈τ〉),
[
1−
〈
ψ
(
u
t
− ik · v
t
)〉]−1
∼ t〈τ〉u+
A˜2
〈τ〉
(
1− k
2〈v2i 〉
u2
)
− A˜1〈τ〉
〈(
1− ik · v
u
)2
ln
(
u
t
− ik · v
t
)〉
. (77)
We find from the Montroll-Weiss equation multiplying
Eqs. (76) and (77) that,
P
(
k
t
,
u
t
)
∼ A˜1
〈(
ik · v
u
+
(k · v)2
u2
)
ln
(
1− ik · v
u
)〉
+
t
u
+ A˜2
(
1− k
2〈v2i 〉
u2
)
+
A˜1k
2〈v2i 〉 ln(u/t)
u2
. (78)
The inverse Fourier transform of the last line involves
only terms (δ−function and its laplacian) that vanish at
x 6= 0. We find from Eq. (75) at w 6= 0,
lim
t→∞
td+1P (tw, t) = A˜1
∫
dk
(2π)d
du
2πi
exp [ik ·w + u]
×
〈(
ik · v
u
+
(k · v)2
u2
)
ln
(
1− ik · v
u
)〉
. (79)
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This proves that the limit for I(w) in Eq. (74) is finite.
For finding the integral in Eq. (79) we use the series,
(x− x2) ln(1 − x) =
∞∑
n=3
xn
(n− 2)(n− 1) − x
2. (80)
We find,〈(
ik · v
u
+
(k · v)2
u2
)
ln
(
1− ik · v
u
)〉
=
∞∑
n=2
〈
(−1)n(k · v)2n
u2n(2n− 2)(2n− 1)
〉
+
k2〈v2i 〉
u2
. (81)
We find integrating over u (we discard the last term using
w 6= 0),
I(w) = A˜1
∫
dk
(2π)d
exp [ik ·w] 〈G(k · v)〉
G(y) =
∞∑
n=2
(−1)ny2n
(2n− 1)!(2n− 2)(2n− 1) . (82)
This can be written as I(w) = limα→2 |Γ(1 − α)|Iα(w)
where,
Iα(w) = A˜1
∫
dk
(2π)d
exp [ik·w] 〈Gα(k·v)〉
|Γ(1 − α)| ,
Gα(y) =
∞∑
n=1
(−1)ny2n
(2n− 1)!(2n− α)(2n+ 1− α) , (83)
where we use w 6= 0 for disregarding the n = 1 term in
the series. The function Iα(w) is the infinite density of
Le´vy walk with the tail ψ(τ) ∼ τ−1−α that was found in
[23]. We find switching w with v,
I(v)=
A˜1
vd−1
∫
v′>v
F (v′vˆ)v′d−1
[
2
v′2
v3
− v
′
v2
]
dv′, (84)
where the dependence in the velocity’s PDF F (v) on the
magnitude v and direction vˆ is separated. This result
uses F (v) = F (−v). We have I(v) ≡ 0 for v > nv0 since
F (v) vanishes there.
We consider the infinite density for the velocity distri-
bution given by Eq. (2). We find using d = 2 that,
I(v)=
A˜1θ(V − v)
4
(δ(vx) + δ(vy))
[
2
V 2
v3
− V
v2
]
, (85)
where θ(x) is the step function and we do not set V = 1
for transparency. We conclude from Eq. (74) that the
tail of the distribution of the displacement obeys,
Ptail(r, t)≃ A˜1θ(V t−r)
4
(δ(r1)+δ(r2))
(
2
V 2t
r3
− V
r2
)
,(86)
The consistency of this tail can be seen be considering
the probability of the maximal possible displacement V t.
We have,∫
V t−ǫ<r<V t
Ptail(r, t)dr ≃ A˜1
∫ V t
V t−ǫ
dr1
(
2
V 2t
r31
− V
r21
)
≈ A˜1ǫ
V t2
. (87)
This quantity can also be found directly as,∫ t
t−ǫ/V
ψ(τ)dτ ≈ 2A1ǫ
V t2
(88)
This gives for the contribution of the infinite tail into the
dispersion,
〈r2(t)〉tail≃
∫
r>rc
r2P (r, t)dr ≃ A˜1
2
∫ V t
rc
r21
[
2
V 2t
r31
− V
r21
]
dr1
≃ A˜1
2
[
2V 2t ln(V t)− V 2t] , (89)
where rc is the lower cutoff so that P (r, t) ≈ Ptail(r, t)
for r > rc. Finally using 〈v2〉 = V 2 we find that in the
leading order,
〈r2(t)〉tail = 〈v
2〉A1t ln t
〈τ〉 , (90)
which comparison with Eq. (3) proves that the infinite
density tail contributes one half of the leading order t ln t
term in the dispersion of r(t). However, for the correc-
tions, that are relevant, the doubling effect is no longer
true. This is in accord with the results of Sec. VI.
The leading order term in 〈r2(t)〉tail is not contributed
by the last term in Eq. (86). This does not tell that
this term is negligible since its contribution in the higher
order moments, considered in the next Section, is of the
same order as the first term.
We return to the general F (v) provided by Eq. (84).
Our consideration proves that for the infinite density, in
contrast with the CLT, the limit of α → 2 of Le´vy walk
models with power-law tail ψ(τ) ∼ τ−1−α is regular up
to the infinite constant (Γ(1−α) in the calculation above)
that is absorbed in the constants. In contrast with the
CLT that depends on the statistics of velocity through
〈vivk〉 only, the infinite density repeats the angular struc-
ture of the velocity distribution F (v), see Eq. (84) and
thus is less universal [22, 23]. The infinite density limit is
one of the main results of our work and we hypothesize
that a similar limit exists for the Lorentz gas.
The infinite density limit (84) implies that at large
times,
P (r, t) ∼ 1
td+1
I
(r
t
)
, r 6= 0. (91)
The infinite density describes r ∼ t that are much larger
than the typical r ∼ (t ln t)1/2 described by the CLT.
Thus when we consider the asymptotic form of I(v) at
small v,
I(v)∼ 2A˜1
vd+2
∫ ∞
0
F (v′vˆ)v′d+1dv′, (92)
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the non-normalizability of I(v) (from which the name
of infinite density originates) and hence of P (r, t) in
Eq. (91)) at zero creates no problem because Eq. (91)
does not hold at small r: the normalization integral con-
verges in the region of order (t ln t)1/2 governed by the
CLT. This region shrinks to the point r = 0 after division
by t in the considered large times’ scaling limit. Thus the
limitation r 6= 0 in Eq. (91) is most significant.
X. MOMENTS OF ARBITRARY ORDER
So far we have derived the central part of the PDF
(where the result is a reduction of [14]) and the tail that
extends up to the edge of the PDF’s support (given by V t
for Eq. (2). Thus we do not have the full P (r, t). This is
however not an obstacle for finding the moments 〈rβ(t)〉
which for β 6= 2 are described either by the central part
or by the tail fully.
We consider the contribution of the infinite density in
the moments. We have,
〈|r|β〉 ∼ 1
td+1
∫
I
(r
t
)
rβdr = tβ−1
∫
I(v)vβdv
= A˜1t
β−1
∫ ∞
0
dv
∫
v′>v
dv′F (v′)
[
2
v′2
v3−β
− v
′
v2−β
]
= A˜1t
β−1
∫
dv′
∫ v′
0
dvF (v′)
[
2
v′2
v3−β
− v
′
v2−β
]
, (93)
which is a convergent integral provided β > 2. In that
case the integrals over the power laws are determined by
the upper limits so that the assumption that the moment
is determined by the infinite density tail is self-consistent.
We find,
〈|r|β(t)〉 ∼ A˜1β〈|v|
β〉
(β − 2)(β − 1)t
β−1, β > 2. (94)
Setting β = 4 reproduces the fourth moment given
by Eq. (73). This calculation of the moments is self-
consistent since the moments are determined by r ∼ vtt
where vt is the typical velocity that determines the mo-
ment 〈|v|β〉. Similar tβ−1 scaling of the moments with
β > 2 was derived for the Lorentz gas in [36–38]. Our cal-
culation predicts that the correction to the infinite den-
sity limit are of order 1/t and hence Eq. (94) must be
testable numerically.
In contrast for the moments 〈|r|β〉 with 0 < β < 2 the
integral in Eq. (93) diverges at small |v| or |r|. These
moments are determined by the central part of the PDF
described by the CLT. We have for the velocity model
given by Eq. (2) from Eq. (50) that,
〈rβ(t)〉≈
∫ ∞
0
r1+βe−r
2/ξ2(t) 2dr
ξ2(t)
=Γ
(
1+
β
2
)
ξβ(t),(95)
cf. [14]. It is illuminating to use the reduced form of ξ
given by (52),
〈rβ(t)〉≈Γ
(
1+
β
2
)(
A1
〈τ〉
)β/2(
ln
t
〈τ〉+2ζ
)β/2
tβ/2,(96)
that holds provided ln(t/〈τ〉)+2ζ ≫ 1. This formula
gives half 〈r2(t)〉 in β → 2 limit and for small 2−β needs
refinements. These can be obtained by direct study of
the fractional derivative representation of the moments
〈rβ(t)〉 with 0 < β < 2 in terms of the characteristic func-
tion given by the Montroll-Weiss equation. This study is
beyond our purposes here.
Finally, 〈r2(t)〉 cannot be obtained in this way. This
moment however is found simply in the way provided in
Sec. IV. This finishes the study of the moments.
XI. ROLE OF ONE STEP: TAIL AND
HIGH-ORDER MOMENTS
In this Section we find the infinite density I˜(v) for the
jump model. We demonstrate that it differs from I(v)
found in previous Section and leads to different moments
of order higher than two. Difference in only one step of
the walk changes these quantities appreciably in contrast
with the central part of the PDF and low-order moments
considered in Sec. VII.
We designate the infinite density of the jump model
by I˜(v). The counterpart of Eq. (76) for the jump model
does not include the factors involving k. Correspondingly
Eq. (78) becomes,
P
(
k
t
,
u
t
)
∼ −A˜1
〈(
1− ik · v
u
)2
ln
(
1− ik · v
u
)〉
,
where we dropped terms that are either independent of
k or proportional to k2. We find,
I˜(v) = −A˜1
∫
dk
(2π)d
du
2πi
exp [ik ·w + u]
×
〈(
1− ik · v
u
)2
ln
(
1− ik · v
u
)〉
. (97)
We have using,
(1−x)2 ln(1−x)= 3x
2
2
−x−2
∞∑
n=3
xn
n(n−1)(n−2) , (98)
that,
〈(
1− ik · v
u
)2
ln
(
1− ik · v
u
)〉
.
= −
∞∑
n=2
〈
(−1)n(k · v)2n
u2n(2n− 2)(2n− 1)n
〉
− 3k
2〈v2i 〉
2u2
. (99)
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Thus,
I˜(w) = A˜1
∫
dk
(2π)d
exp [ik ·w]
〈
G˜(k · v)
〉
G˜(y) =
∞∑
n=2
(−1)ny2n
(2n− 1)!n(2n− 2)(2n− 1) . (100)
We observe that G = yG˜′/2 so that (we use summation
convention over repeated indices),
I(w) =
A˜1
2
∫
dk
(2π)d
exp [ik ·w]
〈
ki
∂
∂ki
G˜(k · v)
〉
= − A˜1
2
∫
dk
(2π)d
〈
G˜(k · v)
〉 ∂
∂ki
(
−i ∂
∂wi
exp [ik ·w]
)
= −1
2
∂
(
wiI˜(w)
)
∂wi
= − 1
2wd−1
∂(wd I˜)
∂w
. (101)
Switching to variable v instead of w,
I˜(v) =
2
vd
∫ ∞
v
v′d−1I(v′vˆ)dv′ =
2A˜1
vd
∫ ∞
v
dv′
∫
v′′>v′
dv′′
F (v′′vˆ)v′′d−1
[
2
v′′2
v′3
− v
′′
v′2
]
=
A˜1
vd−1
∫ ∞
v
F (v′vˆ)v′d−1(
2
v′2
v3
− 2 v
′
v2
)
dv′. (102)
where we used Eq. (84). Similar formula in the case of
one-dimensional Le´vy walk with tail ψ(τ) ∼ τ−1−α was
derived in [39].
We see by comparison with Eq. (84) that the infinite
density tails of the jump and velocity (our LW) models
differ in the last term in the integrand. This term is irrel-
evant for dispersion 〈r2(t)〉 in the leading order in accord
with the previous observation that the dispersions of the
two models agree in the leading order at large times. The
corrections however already differ, see Eqs. (24) and (57).
For moments of order β > 2 we find as in Eq. (93),
〈|r|β〉 ∼ 2A˜1tβ−1
∫
dv′
∫ v′
0
dvF (v′)
[
v′2
v3−β
− v
′
v2−β
]
.(103)
We find that the counterpart of Eq. (104) for the jump
model is,
〈|r˜|β(t)〉 ∼ 2A˜1〈|v|
β〉
(β − 2)(β − 1)t
β−1, β > 2. (104)
Thus the moments of velocity model are larger than the
moments of the jump model by a constant factor of
β/2 > 1. Identical result for the moments’ ratio was
found in [39] for one-dimensional Le´vy walk with tail
ψ(τ) ∼ τ−1−α where α < 2. This confirms again the
regularity of α → 2 limit for the tail of the distribution
(up to the constants’ redefinition considered previously).
XII. CONCLUSIONS
We demonstrated that predictions of the Le´vy walk
model of the Lorentz gas agree with all the properties of
the gas known so far. Thus it can be hoped that further
transfer of the LW’s properties to the LG is possible. The
highest interest is in numerical tests of the refined CLT
(which was done for R = 0.4 and is thus less urgent) and
the tail of the distribution that so far was not measured.
The form provided by the LW seems to be almost nec-
essarily true for the LG however the numerical proof is
necessary.
On the theoretical size, the immediate goal is the rig-
orous refinement of the Bleher CLT for inclusion of the
normal diffusion component of the Gaussianity and the
next-order logarithmic term. It seems that the steps of
[13] used with the refined CLT of Sec. V for discrete
sums go through. This leads to the refined CLT however
a detailed study is necessary.
We demonstrated that the growth of the dispersion
and the fourth moment of the particle’s displacement are
determined by the statistics backward recurrence time
Bt. It is of interest to see if Bt can also be of use for the
LG.
Our work seem to complete the theoretical study of
the properties of the LW model of the LG started in [14].
We hope that tests will confirm the theory fully, thus
providing us with a good understanding of this classical
physical model.
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