Abstract. An abundance of high quality data sets requiring heavy tailed models necessitates reliable methods of estimating the shape parameter governing the degree of tail heaviness. The Hill estimator is a popular method for doing this but its practical use is encumbered by several di culties. We show that an alternative method of plotting Hill estimator values is more revealing than the standard method unless the underlying data comes from a Pareto distribution.
Introduction
It is now common in diverse elds such as insurance (McNeil, 1997; Resnick, 1997a) , nance and economics (Jansen and de Vries, 1991), computer science and telecommunications (Leland et al, 1994; Resnick, 1997b) to encounter large, high quality data sets for which appropriate models require heavy tailed distributions. By a heavy tailed distribution we mean a distribution F, which satis es 1 ? F(x) x ? L(x); x ! 1; > 0 (1.1) where L is a slowly varying function satisfying lim t!1 L(tx)=L(t) = 1; for all x > 0:
A basic statistical calibration problem is to estimate the shape parameter based on a sample from the process (X n ) n2N , assumed to be a stationary sequence whose marginal, one-dimensional distribution is F which satis es (1.1). A popular estimator of the so-called extreme value index := ?1 based on X 1 ; : : : ; X n is the Hill estimator obtained as follows. Order the observations as X (1) X (n) and then the Hill estimator based on k + 1 upper order statistics is then H k n ;n P ?! ; provided fX n g is a stationary sequence satisfying one of a broad set of assumptions such as fX n g is iid (Mason, 1982) , fX n g can be written as a nite or in nite order moving average (Resnick and St aric a, 1995), fX n g satis es mixing conditions (Rootzen, Leadbetter, de Haan (1990) ) or if fX n g is an ARCH(1) process (Resnick and St aric a, 1998), a bilinear process (Davis and Resnick (1996) , Resnick and Van den Berg (1998)) or consists of random variables de ned on a Markov chain (Resnick and St aric a, 1998) .
Although consistency holds for all intermediate sequences (k n ) n2N , the performance of H k;n strongly depends on the particular choice of the number k of order statistics. Under suitable second order conditions, a sequence (k opt n ) n2N can be determined such that the asymptotic mean squared error of the Hill estimator is minimized. The practical usefulness of knowing k opt n is limited by the fact that k opt n is determined only up to asymptotic equivalence, only providing a solution minimizing asymptotic mse and there is little guidance available about nite sample behavior. Furthermore, k opt n depends on unknown parameters of F (see Theorem 1 below) and hence has to be replaced by an asymptotically equivalent data-driven choicek opt n using, e.g., a subsample bootstrap method (see Danielsson et al. (1998) ) or a sequential approach where the estimator for the optimal number is de ned in terms of certain stopping times (see Drees and Kaufmann (1998) ). Both procedures require the choice of certain parameters and the choices are arbitrary. For the sequential procedure one must choose the threshold r n and the parameter , while the bootstrap method requires the choice of the subsample size n 1 and of the range of k{values in which one searches for the minimum of the bootstrap statistic. (The latter remark also applies analogously to the heuristically motivated procedure introduced by Beirlant et al. (1996) .) HILL PLOT 3 For these methods, the choices do not matter asymptotically, but in uence the performance of the resulting adaptive Hill estimator for nite samples. It is advisable to have computationally less demanding methods for a variety of applied purposes as well as for the purpose of checking whether these automatic procedures yield a reasonable number k.
Thus, in practice, it is advisable to construct a plot of the points f(k; H k;n ); 1 k n ? 1g called a Hill plot and then the value of is inferred from a stable region in the graph. This is sometimes di cult since the plot may be volatile and/or may not spend a large portion of the display space in the neighborhood of . In fact, it is becoming increasingly clear that the traditional Hill plot is most e ective only when the underlying distribution is Pareto or very close to Pareto. For the Pareto distribution, 1 ? F(x) = ? x ? ; x > 1; > 0; one expects the Hill plot to be close to for the right side of the plot, since the Hill estimator H n?1;n is the maximum likelihood estimator in the Pareto model. This is born out in practice. When only (1.1) holds, however, the Hill estimator is only an approximate maximum likelihood estimator based on observations which are exceedances over X (k+1) divided by the threshold X (k+1) and it is less clear what portion of the plot is most accurate.
Two examples where Hill plotting works well are shown in Figure 1 . The left plot is a Hill plot for 5000 iid observations from the Pareto distribution with = = 1: Notice the right side of the graph clearly indicates the correct value of 1. The right plot is the Hill plot of the Danish large re insurance claim data (see Resnick, 1997a) showing that sometimes the Hill plot can be quite clear and informative for real data.
What do we do when the Hill plot is not so informative? C. St aric a (Resnick and St aric a, 1997)
has suggested a simple device called alt (alternative) plotting. Instead of plotting f(k; H k;n ); 1 k n ? 1g, we construct the altHill plot by plotting f( ; H dn e;n ); 0 < 1g; that is, one uses a logarithmic scale for the k-axis. (Here dn e denotes the smallest integer greater than or equal to n .) This has the e ect of stretching the left half of the Hill plot and giving more display space to smaller values of k. This will clearly not be bene cial when the underlying distribution is Pareto, but as the following plots show, is bene cial in a wide variety of circumstances. Figure 2 displays on the left the traditional Hill plot corresponding to a sample of size 5000 from the symmetric stable ( = 0:2, = 5) distribution alongside the alt-plot which is more revealing. The information in the alt-plot would be further enhanced by applying a smoothing procedure given in Resnick and Starica (1997) . One would have to be paranormal to discern with con dence the true value from the Hill plot. Figure 3 shows on the left a Hill plot from a sample of size 5000 from the distribution of the random variable g(U) where g(x) = x ?1 = log x ?1 and U is uniform on (0,1). For this logarithmically perturbed Pareto distribution F satis es 1 ? F(x) = g ?1 (x) x ?1 = log x; x ! 1; since g(ax ?1 = log x) x=a for all a > 0. The right hand alt-plot shows more clearly the true value of = 1. Finally Figure 4 compares the traditional Hill plot with the alt-plot for a real teletra c data sets consisting of interarrival times of packets in an ISDN network. The alt-plot makes plausible an estimate of = 1:1; the traditional Hill plot is rather uninformative.
The engineering conclusion we emphasize in this paper is that for iid observations whose common distribution has a tail satisfying a second order condition, alt-plotting is superior. See Theorem 2 and the accompanying discussion. For the Pareto distribution, the traditional Hill plot is preferred. However, one never knows in practice what second order tail conditions apply so our rm recommendation is to produce both the traditional and altHill plots and compare them. Hill and altHill plotting are useful complimentary methods which can be added to the heavy tailed analyst's tool box to accompany time honored methods using QQ, residual life and various extreme value plots. We quantify superiority of one plotting method over another in terms of the occupation time of the plots in a neighborhood of the true value of . The percentage PERHILL of time the Hill plot up to H l;n spends in an -neighborhood of the true value is de ned as PERHILL( ; n; l) := 1 l Note that for u = log(l + 1)= log n both statistics are based on the same set fH i;n ; 1 i lg.
Asymptotic results for these two quantities are given in Section 2 which show the superiority of the alt method, unless the distribution is Pareto-like, provided l = l n constitutes a suitable intermediate sequence. In order to capture as much of the whole Hill plot or alt-plot as possible, we will choose l n such that n=l n tends to in nity slower than every power of n, e.g., l n = n= log n. We would prefer results not limited by l or u and have achieved this in the Pareto case. See Theorem 3. However, the regular variation condition (1.1) and its second order re nement (2.2) controls behavior only in the right tail and hence only a ects the Hill plot away from the origin. To control that part of the Hill plot corresponding to order statistics not determined by the right tail, one needs an assumption on the central part and the left tail. We are loath to assume anything about these parts of the distribution for what is essentially a right tail estimation problem and hence in Theorem 2 are left with the alternative of giving results for the plots restricted by l and u.
Results
In the sequel, we assume that iid random variables fX n , n 2 Ng, with common distribution function F are observed. In order to derive the asymptotics of the PERHILL and PERALT statistics, we need second order conditions on the underlying distribution. Drees (1998b) . Most important for our investigations of the asymptotic behavior of the PERHILL and PER-ALT statistics will be the following approximation of the Hill process, which is of interest on its own. uniformly for 1 i l n as n ! 1. Kaufmann and Reiss (1998) established closely related approximations of the Hill process under the assumption that U is normalized regularly varying, but these results are not directly applicable for our purposes, since for small i their bounds, which do not depend on i, may be of larger order than the statistic H i;n ? which is to be approximated. See also Mason and Turova (1994) .
Often it is more convenient to parametrize the Hill process continuously. Note that (2.5) is less accurate than (2.3) for large t and that (2.6) is less accurate for both, small and large t. According to Corollary 1, under condition (2.2) the middle part of the Hill plot can be approximated by the shifted graph of a power function that is perturbed by small random uctuations if the sample size is su ciently large. This fact can be employed to check graphically whether condition (2.2) is ful lled. For example, the Hill plot based on stable random variables ( = ?1) shall have a linear trend, which indeed shows up in the plots of Figure 2 .
From Corollary 1 it is easily seen that the optimal rate of convergence (in terms of the asymptotic mean squared error) is obtained if k 1=2 n jA(n=k n )j tends to a positive constant, e.g. .7) is satis ed by an intermediate sequence, which is unique up to asymptotic equivalence (see discussion item (2) after Theorem 2). The resulting Hill estimator is asymptotically biased, that is, the limiting distribution of the standardized estimator is not centered. This e ect, however, is common in nonregular non-or semiparametric estimation problems like density estimation or regression.
Since the rate of convergence of the optimal Hill estimator is k ?1=2 n , it is natural to examine the asymptotic behavior of PERHILL and PERALT for a neighborhood shrinking with this rate towards the true value . Theorem 2. Suppose that (k n ) n2N and (l n ) n2N are intermediate sequences satisfying (2.7) and l n =k n ! 1, respectively, and let u n := log(l n + 1)= log n. Then for < 0 we have and PERALT(k ?1=2 n ; n; u n ) = O p ( 1 log(l n + 1) ) if < 0, or = 0 and < 1. Hence, if n=l n is of smaller order than every positive power of n (e.g., l n = n= log n), then the rate of convergence to 0 is faster for PERHILL con rming the claimed superiority of the altHill plot. To see this, recall that k 1=2 n jA(n=k n )j ! 1, which is equivalent tõ A(n=k n ) n 1=2 whereÃ(t) := t 1=2 =jA(t)j is a (1=2 ? ){varying function. According to Theorem 1.5.12 of Bingham et al. (1987) , there exists an asymptotically unique inverseÃ , such that k n =n 1=Ã (n 1=2 ) is a ?1=(1 ? 2 ){varying function of n. Hence k n =l n converges to 0 at a faster rate than the slowly varying function 1= log(l n + 1) 1= log n.
This provides a comparison between the two plotting methods when the second order condition (2.2) holds. However, as mentioned above, this excludes a result for the important case of the Pareto distribution, for which we expect traditional Hill plotting is superior. For the Pareto distributions, we have the following result. Theorem 3. Suppose F is Pareto, and n > l n k n ! 1. Then log(l n + 1) log k n (1) When c = 1, the percentage of time the Hill plot spends outside the neighborhood of is 1 ? PERHILL(k ?1=2 n ; n; l n ) = O P (k n =l n ) = o P (1): In contrast, the corresponding percentage for the altHill plot 1 ? PERALT(k ?1=2 n ; n; u n ) = O P ? log k n log l n converges to 0 in probability only if k n is of smaller order than any positive power of n, i.e., if one considers a very large neighborhood of . Moreover, even in this case log k n = log l n converges to 0 more slowly than k n =l n . Hence, the traditional Hill plot spends a nonvanishing percentage of time in the neighborhood of the true value, while almost the whole altHill plot lies outside the neighborhood, thus con rming the superiority of the Hill plot for the Pareto distribution. 3. A Maximal Occupation Time Estimator of the Extreme Value Index In this section we will formalize the heuristic idea to infer from a stable region in the Hill or altHill plot. If one assumes that condition (2.2) holds for some < 0, then, according to Theorem 1, the sequence of Hill estimators H i;n can be approximated by the sum of the unknown extreme value index , a weighted Brownian motion and a monotone bias function, which converges to 0 as i=n converges to 0. Consequently, for i = O(k n ) (i.e. if the bias does not dominate the random error) the standardized error i 1=2 jH i;n ? j= is stochastically bounded, so that for a su ciently large constant a > 0 and a consistent initial estimator~ n of a large percentage of Hill estimators H i;n satis es i 1=2 jH i;n ? j a~ n . On the other hand, for all > 0 the condition i 1=2 jH i;n ? j a~ n is violated for most i k n due to the increasing bias term. Hence, it is natural to estimate the extreme value index by the value such that the time one of the Hill plots spends in such neighborhoods of is maximized. Since, in view of Theorem 2, it is advisable to use the altHill plot, we de nê n := argmax 2R Z u n 0 1 fdn e 1=2 jH dn e;n ? j a~ n g d for some u n 2 (0; 1). Notice that the normalization of the neighborhood ? a~ n dn e ?1=2 ; + a~ n dn e ?1=2 ] with the estimated asymptotic standard deviation~ n dn e ?1=2 of the Hill estimator H dn e;n automatically ensures that for the optimal order n k n the width of the interval is of the order k ?1=2 n considered in Section 2. Employing Theorem 1 and the ideas of the proof of Theorem 2, one can show by lengthy computations that^ n is consistent for with the optimal rate up to a factor that is of smaller order than any positive power of n:
However, for practical applications the nite sample behavior of^ n is more important. To investigate this performance, we have drawn n = 100, 200, 500 and 1000 iid random variables according to the Cauchy distribution ( = 1; = ?2), a Fr echet distribution F 1 (x) = exp(?x ?1 ) ( = 1; = ?1), t -distributions with = 4 and 10 degrees of freedom ( = 1= ; = ?2= ) and a loggamma distribution with density proportional to (log x) 2 x ?4 1 1;1) (x) ( = 1=3; = 0). In addition, we have simulated random variables according to the Pareto distribution with parameter = 1, which does not meet the second order condition (2.2). In the de nition of^ n the parameters are chosen as u n = n + =2],~ n = H 2 p n + ];n and a = 1:5 with n + denoting the number of positive observations.
The simulation results are displayed in Table 1 . For each sample size and each distribution, the rst gure gives the empirical root mean squared error (RMSE) of the estimator^ n based on 1000 simulations. In the second lines, this empirical RMSE is divided by the minimum of the empirical RMSE of all Hill estimators based on a deterministic number of order statistics; the pertaining optimal number will be denoted by k opt;sim n . Hence, these gures measure the loss of e ciency of the new estimator compared with the best possible Hill estimator. Note, however, that the latter cannot be used in applications, since k opt;sim n depends on the unknown underlying distribution. In contrast, in the third lines the RMSE of^ n is compared with the empirical RMSE of a real estimator, namely of the adaptive Hill estimator based on the data driven choicek opt n of the number of order statistics that is de ned in Drees and Kaufmann (1998), Section 3. (For the Pareto distribution these gures are omitted, because the estimatork opt n does not make sense in that case.)
Obviously, the RMSE of^ n decreases as the sample size increases and, as expected, the speed of convergence is lowest for the loggamma distribution, where the optimal rate of convergence k ?1=2 n is a slowly varying function of n. For sample size n = 100 and 200, the loss of e ciency of^ n compared with the best possible Hill estimator is small to moderate if j j is not too small, i.e., for the Cauchy, Fr echet and t 4 -distribution, and, somewhat surprising, also in case of the loggamma distribution, where = 0. For the t 10 -distribution, where is negative but close to 0 (a case that is known to be the most di cult one, see e.g. Beirlant et al. (1999) or Danielsson et al. (1998) ), the RMSE of^ n is about 50% higher than the RMSE of the optimal Hill estimator H k opt;sim n ;n . As the sample size increases, the relative e ciency is improved for the t-distributions, while it deteriorates for the Cauchy and Fr echet distribution.
In most cases the new estimator performs better than the adaptive Hill estimator with estimated optimal number of order statistics for small sample sizes, and the RMSE of both estimators are about the same for sample size n = 500 and 1000. In case of the loggamma distribution, however, the new estimator is clearly superior for all sample sizes. ;n ) and RMSE(^ n )=RMSE(H^kopt n ;n )
As one may expect from Theorem 3, the maximal occupation time estimator^ n based on the altHill plot shows a poor performance for the Pareto distribution, with its RMSE being about twice to three times as big as the RMSE of the optimal Hill estimator.
Finally, it is worth mentioning that one can improve the performance of the maximal occupation time estimator signi cantly if one chooses the constant a larger for large j j and smaller if is close to 0. For instance, for a = 3 the fraction RMSE(^ n )=RMSE(H k opt;sim n ;n ) ranges from 0.75 to 1.11 for the Fr echet distribution and from 0.85 to 1.20 for the Cauchy distribution. The corresponding gures for the t -distribution and a = 1 are 1.06{1.11 ( = 4) and 1.15{1.25 ( = 10). However, such an approach would require a data driven choice of a and thus a more detailed investigation of the asymptotic behavior of^ n , which would go beyond the scope of the present paper and will be considered elsewhere.
Proofs
Proof of Theorem 1. We take up the approach used by Kaufmann and Reiss (1998) . Denote by n , n 2 N, iid standard exponential random variables and de ne S i := P i n=1 n . Recall that U(S n+1 =S i ), 1 i n, are versions of the order statistics X (i) , 1 i n (Reiss, 1989 uniformly for j n i l n . Since j := j log(S j+1 =S j ) de nes a sequence of iid exponential random variables (Reiss, 1989 , Corollary 1.6.11), the famous Koml os{Major{Tusn ady approximation of the partial sum process by a Brownian motion combined with the facts that S i := for su ciently large n and all t n t T n , so that t 1=2^A (n=k n ) A(n=dk n te) 1 2 (t 1=2^t ? ):
Moreover, the uniform convergence theorem gives sup
