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1. INTRODUCTION 
We shall consider the one-dimensional Stefan problem: For a given 
positive constant T, find functions u(x, t) on 0, (where QT = (0, 1) x (0, T)) 
and s(t) on [0, T] satisfying 0 <s(t) < 1 such that 
$(X3 t) = P, ~,,(-G t> in Q% (1.1) 
%(X9 t) = A %&9 0 in Q&, (1.2) 
40, t> =f1(t), u(l,t) =.hw in (0, T), (1.3) 
40) = so, (1.4) 
4G 0) = %(X1 in (0, 11, (l-5) 
u(s(t), t) = 0 in Js,T, (1.6) 
and 
As’(t) = -u&(t)-, t) + ~,(s(~)+, 0 in Js,T. (1.7) 
Here p,, p2 and A are given positive constants, s,, is a constant satisfying 
O<%< 1, (1.8) 
and fi(t), &(t) and u,,(x) are given functions, resp., on [0, 7’1 and [0, 11. The 
symbols Q&, J,,T are used here and later to denote the sets 
Q,z- = {lx, 0 E Qr ; x < s(t)}, Q,‘,, = l(x, 0 E QT; x > 401, 
JSJ = {t E (0, T); 0 < s(t) < 1). 
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We shall henceforth assume that 
(-1)‘-‘.&(t) > 0 a.e. in [0, T], i= 1, 2, (1.9) 
(x - so) &dx) < 0 a.e. in [0, I]. (1.10) 
Problems of this type have been studied extensively in the literature. See, 
e.g., Rubinstein [lo], Friedman [4, 51, Cannon et al. [l] and their references. 
The main purpose of this paper is to give an estimate of the integral 
J = f?+(t))’ I s’(t)13 dt 0 
with a bound depending only on (]u~]]~,~~,~~ and ]]J;.]]L2(0,Tj (i= 1, 2), where 
a > 3/2 and q is a C2 function on [0, l] such that ~(0) = ~(1) = v’(0) = 
q’( 1) = 0. This estimate has two important features beyond that of L3-norm 
of s’(t) in [2]. One is that our bound is independent of La-norm of the data 
uo, f, , f2. The other is that it yields the Holder continuity of s(t) in [0, T] 
even if the curve x = s(t) may hit the fixed boundary x = 0, 1. In conse- 
quence, under the assumption that u. E L’(0, l), fi, f2 E L’(O, T) and 
(I.S)-(1.10) are fulfilled, it is possible to prove the global existence of a 
unique weak solution of (l.l)-( 1.7) which satisfies the conditions (1.6) and 
(1.7) in the classical sense. Cf. [ 1, 31. 
2. MAIN RESULT 
First we introduce the function /?: R + R defined by 
P(r) = P, r for r>O, 
=o for -l.<r<O, (2.1) 
= P2(r + J.1 for r < --A. 
A function U(X, t) on Q, is called a weak solution of (1.1 )-( 1.7) if there 
exists a function u 6 L’(e,) such that 
and the equality 
u(x, t) = P(u(x, 0) a.e. in Q,, 
11 s 
= (wt + w,,) dx dt = VA0 y/,(1, t> -f,(t) w&4 t)l dt 
QT 0 
-1 
1 
uo(x) w(x, 0) dx 
0 
(2.2) 
(2.3) 
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holds for any w E C’(Q,) vanishing for x = 0, x = 1 and t = T. Here, 
b(X) = 
P3dx) for Ogx<s,, 
-A + /3; *uo(x) for s0 < x Q 1. (2.4) 
Cf. [4,5,8]. It is easily checked that for any weak solution u of (l.l)-( 1.7), 
the function u satisfying (2.3) is determined uniquely. The function u will be 
called the auxiliary function of U. 
A pair of functions u(x, t) on Qr and s(t) on [0, T] is called a strict 
solution of (l.l)-(1.7) if (i) u is a weak solution of (l.l)-(1.7), (ii) 
u E C(Qr), (iii) 0 <s(t) < 1 for t E [0, T], (iv) s E CIO, T] n C’(J,,,) and 
(v) the auxiliary function u satisfies the inequalities 
4x, t) > 0 a.e. in QS;r, 
u(x, t) < -A a.e. in Q,‘;,. (2.5) 
Let (u, s) be a strict solution of (l.l)-(1.7). By (2.2) and (2.5), we have 
u =p;‘u and v = --A +/I;‘# a.e., resp., in QS;r and Q,‘rr. Hence, by the 
standard parabolic regularity theorem and (2.3), we see that u E Cm(QS;,) n 
Cm(Q:,), and (1.1) and (1.2) hold. The continuity of u implies (1.6). It is 
well known [9, Lemma 41 that (1. l), (1.2), (1.6) and the condition that 
s E C’(J,,,) imply that U, is continuous in cm Qr and in cr n Q,. 
Therefore, in a standard manner, we see that (1.7) is valid. It is also easy to 
see that (1.4) holds. 
In view of [ 111, we thus have the following 
PROPOSITION 2.1. If (u, s) is a strict solution of (l.l)-( 1.7), then u is 
infinitely differentiable in zr n QT and in zTn Q,, s E CW(Js+T), and 
(l.l), (1.2), (1.4), (1.6) and (1.7) hold. 
Remark 2.2. If in the definition of a strict solution, one replaces the 
condition s E C’(J,,,) by the weak condition that s E WIFP(J) for somep > 2 
and for any open set J in [0, T] such that Jc Js,T, then the above proof of 
Proposition 2.1 works well in this case. See [6, Lemma 4.5 or 1, 
Theorem 2.21. 
We now state our main result. 
THEOREM 2.3. Assume that u, E L’(0, l), J;: E L*(O, T) for i = 1, 2, and 
(l.S)-(1.10) hold. Then, there exists one and only one weak solution u of 
(l.l)-(1.7), and for some s E C[O, T], (u, s) is the strict solution of 
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(1. I)-(1.7). Let q be a C2 function on [0, I] such that q(O) = q( 1) = v’(O) = 
q’(1) = 0. Then, for any a > 3/2, the estimate 
holds, where C is a constant independent of so, uo, f. (i = 1,2). In particular, 
for any v E (0,3/28), the function s is Hiilder continuous with exponent v. 
3. PROOF OF THEOREM 2.3 
We first prove the uniqueness of the weak solution of (1. 1 )-( 1.7) under the 
assumption of Theorem 2.3. From (2.3) it follows that for any weak solution 
u of (l.l)-(1.7) with the auxiliary function u, the equality 
I (wt + w,,) du dr = I( fw,,dsdt-IIuo(x)r(x,O)dr (3.1) QT QT 0 
holds for f(x, t) = (1 -x) f,(t) + xf2(t) and for any w E L2(Q,) such that I+v(, 
w,.. E L2(QT), and the trace of IJI vanishes on the boundary x = 0, 1 and 
t=T. Let G(x,y)=(l-x)y if O<y<x<l, and =x(1-y) if 
0 < x < y < 1. Substituting ~(x, t) = Gc(x, t) = li G(x, y) c( y, t) dy with 
[E C,“(Q,) into (3. I), we get 
11 [ (Gu) 6 - (u -f )C] dx dt = 0. QT 
Since [ E CF(QT) is arbitrary, 
(Gu), = f - u E L2(QT). (3.2) 
Now let u and 6 be two weak solutions of (1. l)-( 1.7) with auxiliary 
functions, resp., v and 6. Let 0 E C’[O, T] satisfy the condition that B(T) = 0, 
B(t) > 0 for t E [0, T) and 0’(t) < 0 for t E [0, T]. We set I,V(X, t) = 
(w(x, t) - fi(x, t)) e(t) where w = Gu and 6 = Gv’. Clearly, ICI, wt, 
vXX E L2(Q,) and the trace of w vanishes on the boundary x = 0, 1 and 
t = T. Substituting this v into (3.1) and the equation corresponding to U; and 
subtracting one from the other, we obtain 
[(u - v’)(W - a), 6 + (V - q(W - a) 8, - (U - u’)(V - 6)8] d.X dt = 0. 
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Using (3.2) and the fact that s; (u - q(w - $3) dx = J”t(w, - $J* dx > 0 and 
8, ,< 0, we get 
i]T 
(u - u’)(u - tT)O dx dt < 0, 
QT 
so that u(x, t) = rZ(x, t) a.e. in Qr., which proves the uniqueness of the weak 
solution. 
Next we shall derive the estimate (2.6) when the data are regular. In 
addition to the hypotheses of Theorem 2.3, we assume for some time that J 
(i = 1,2) and u,, are smooth and the conditions 
inf (-l)‘-ifi > 0 for i=l,2, 
O<t<T 
flP> = u,(O), h(O) = u,(l), o<s,< 1, 
(3.3) 
are valid. Under these assumptions, the problem (1.1~(1.7) has a unique 
classical solution (u, s) satisfying 0 < s(t) < 1 for t E [0, T]. For example, 
see [ 11. 
Let u be the solution of the problem 
ut(x, t) = P, u,,(x, 4 in QT, (3.4) 
u(x, t) = 24+(x, t) on a,QTT (3.5) 
where u+ = max{u, 0) and a,Q, denotes the parabolic boundary of QT. The 
maximum principle implies that u+(x, t) & v(x, t) in QT. 
We define w = Gu. Then it is easy to see that 
w,(x, 4 = -P14G t) + (1 - x>f,(t> in QT. 
Multiplying this by u and integrating over [0, 11, we get 
.l d ’ 
--j w;dx+P, 
2 dt o 
j1 Y* dx =f,(t) 1’ (1 - x)v dx, 
0 0 
and hence 
We define v’E C(QT) by 
(3.6) 
17(x, t) = (4/3,7~t)-“~ j’ e-(x-y)y441’u+(y, 0) dy 
0 
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for (x, t) E [0, 1 ] X (0, T] and v’(x, 0) = u+(x, 0) for x E [0, 11. Then we 
easily see that 
for t E (0, T]. (3.7) 
(The letter C denotes various positive constants here and later.) Let t; be a C’ 
function on [0, l] satisfying c(O) = c(l) = 0, and let v^(x, t) = V(X, t) - 6(x, t). 
Since v^ solves Eq. (3.4) and 0(x, 0) = 0 for x E [0, 11, by the standard 
calculations, we get 
I 
1 
sup v^‘C2 dx < 2/l, 
J’i 
v”‘[; dx dt. 
O<ICT 0 QT 
Combining this with (3.6) and (3.7), we otain 
I l @, q* c* d.x < q-“* ll~oll:. + Ilf*llf2> (3.8) 0 
for c E (0, T]. Since U+ < v, (3.6) and (3.8) give estimates of I(u+ llL2(Q7j and 
Fat:@, t)’ c2 dx. Similar estimates hold true for U- = min{u, O}. Thus we 
(3.9) 
j’ u2c2dx < C (,-“* Ilu,llft + 2 Ilf,ll;+ t E (0, T]. (3.10) 
0 i=l 
From (1.1) and (1.2), using the standard techniques, we get 
d ’ 
z, I 
~‘5;’ dx + PO 
I 
1 
u;[*dx<C 
s 
1 
u ‘[; dx 
0 0 
(3.11) 
where PO = min{j?, ,/3*}. Let a be an arbitrary number satisfying 01 > 3/2. 
Multiplying (3.11) by tap1 and integrating, in view of (3.9) and (3.10), we 
have 
jj 
t =-1u:[2dxdt<C 
l,i 
(t* - *u*[* + t” - ‘u*[:) dx dt 
QT QT 
< c (lluoll:I + i llhll&). 
i=l 
(3.12) 
Let 7 be a function in C’[O, I] satisfying ~(0) = ~(1) = 0. After direct 
computations, we have 
505/42/l 8 
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f j’ u:q2 dx < [u&(t) + , t)2 - u,@(t)-, 0’1 ?(W)’ s’(t) 
0 
I 
1 
u;q2dx$C I 
I 
- co uz s: Q% (3.13) 
0 0 
where c0 = min{&‘,P;‘}. Recall the inequality due to [2]: A Is’(t)] < 
--Jz$s(t)-, t) + u&(t)+, t)]. Multiplying (3.13) by P and integrating, we 
I 
1 
sup t= u;q2dx+A2 
O<I<T 0 I 
’ Pq(~(t))~ Id( dt 
0 
+ !II t=u; q2 dx dt < C li (t”-‘u:q2 + t%:q;) dx dt. (3.14) QT QT 
Assume further that v E C’[O, l] and q,(O) = v*(l) = 0. By (3.12) with 
4 = 4 and with 4 = r,rx, we conclude that for a > 3/2, 
I 
1 
sup ta l&f2 dx + A2 
I 
’ t”tj(s(t))’ Id( dt 
O<I<T 
+ jj” f%v’drdtkC (IMI:lf i llfrl+ 
QT i=l 
(3.15) 
Now we turn to the proof of the existence part of Theorem 2.3. Let 
fi (i = 1,2), s,, and u0 satisfy the hypotheses of Theorem 2.3. We choose 
sequences {fy } (i = 1, 2), {slf 1 and (u;f 1 such that f; and u: are smooth, the 
conditions (1.10) and (3.3) with Ji =f y, so = si and no = U: hold, and 
f; +fi in L2(0, T), 24: + u. in L’(0, l), so” -so for i=l,2 as n+co. Let 
(I(“, s”) be the classical solution of (l.l)-( 1.7) with data f 1 (i = 1, 2), u: and 
sf, and let v” be the auxiliary function of u”. 
We claim that {s”) is equi-continuous on [0, T]. To see this we choose a 
function q in C2[0, l] such that 
I X2 q(x) 50 for x E [0, l/3], for x E (l/3,2/3), = (1 -x)2 for xE [2/3, 11. 
Define F(x) = sz Gus dy for x E [O, 11. The function F is increasing and 
the inverse F-’ : [O,F(l)] + IO, 11 is Holder continuous with exponent 3/7. 
By (3.15), we get 
STEFAN PROBLEM 113 
< IJ tI d -Z+“(t)) dt t2dt 
< ci T t"~(s"(t))2 ds” (t) 3 dt 0 j dt ( )“3 /[;P”dt)ui 
<Cc, (jo%“2dt)n~t,-t2,1-y’ 
for any t,, t, E [0, T], a > 3/2 and 1 <p < 2/a, where C, is a constant 
independent of rt. Therefore, 
I Wl) - s”(t2l Q C” It, - t, I” (3.16) 
for any t,, t2 E [0, T] and v E (0,3/28), where C,, is a constant independent 
of n. This shows that {s”} is equi-continuous. 
Next we show that {u”\ is equi-continuous on any compact subset of Q,-. 
LEMMA 3.1. Let u(x, t) be a C’function on Q 3 (a,, a2) X (b,, b,). Then 
the inequality 
I 
SUP 
bt<t<bz 
Ilux(*, OIIL%I,,nz) + IbtllLqp) 
I 
(3.17) 
holds for any (x, t), (2, ?) E Q such that (x, t) # (2, f), where C is a constmt 
depending only on b, - b, and a, - a,. 
For the proof, see Appendix. It is obvious that (3.17) holds for any 
function u such that u, E L”O(b,, b,; L2(a,, a2)) and ut E L’(Q). 
In view of (3.15), applying Lemma 3.1 to u” in the domain (6, 1 - 6) x 
(6, T) (where 6 is a sufficiently small positive number), we find a constant 
C, independent of n such that 
IU”(X,t)-U”(~,f)(<Cg(lX-~~~2tIt-~l”4) (3.18) 
for all (x, t), (2, t’) E (6, 1 - 6) X (6, 7’) and n E N, Hence, {u”) is equi- 
continuous and uniformly bounded on any compact subset of QT. 
By (3.9), the sequence (u”) is bounded in L2(QT), and so is {u”}. 
Using the standard compactness theorems, we find common subsequences 
of {s”), (u”) and {v”) (which we denote again by the same symbols), and 
functions s E C”[O, T] (0 < u < 3/28), u E C(QT) n LZ(QT) and u E L2(QT) 
such that as n-, 00, 
s”(t) -+ s(t) uniformly on [0, T], 
uyx, t) -+ u(x, t) weakly in L2(QT) and uniformly 
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on any compact subset of QT, 
u”(x, t) + 0(x, t) weakly in L’(Q,). 
Now it is not difficult to see that u is a weak solution of (l.l)-( 1.7) with 
the auxiliary function U. Moreover, the pair (u, S) is a strict solution of 
(l.lt(1.7). Indeed, the estimate (3.15) implies that s E W’*3(J) for any open 
set J such that Jc Js,=. In view of Remark 2.2, it is easily checked that (u, s) 
is a strict solution of (1. I)-(1.7). The estimate (2.6) follows immediately 
from (3.15). 
The proof of Theorem 2.3 is now complete. 
APPENDIX: PROOF OF LEMMA 3.1 
We prove here Lemma 3.1 in the case where Q = (0, 1) X (0, 1). The 
general case is reduced to the special case by an affine change of variables. 
For any (x, t), (2, T) E Q and y E (0, l), 
,< IJ x u,(z, t) dx 1 IJ 
t 
I IJ y + Y ? %(Y,U)d~ + u,(z, i) dz I 
l/2 + u,(y, a)’ do (f - flv2, (A.11 
where Cl = swtE(o,l, IIuA.~ fIIL2c0,Lj. 
Assuming for the definiteness that x > z?, we first consider the case where 
x - x’> l/3. Integrating (A. 1) with respect to y over [Z, x] and dividing by 
x - 2, we get 
)u(x,t)-u(~,~)(~2C,(x-x’J”2+I)UtI(L2(Q)(X-~I-~2If-?(1’2 
<2c, (x-~l”*+3”2((ut(JLz(p)J t-ft”(1’4. (A.21 
Next we assume that x - 2 < l/3 and x < 213. For any 0 < E < l/3, 
integrating over [Y, x + E] with respect to y, and dividing by x + E -2, we 
obtain 
(#(X, t) - u(2,2)1 Q 2C,((x -.?I”2 +&l/2) + &-“2 I(UtI(L2(p)jt - Tp2. 
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We set ~=lt--f71”~/3 (<l/3) or let e-+0 if t=r, to obtain 
lu(x, t) - ~(2, f)l< 2C, Ix -ZIv2 t 3”*(C, t I(u,II~~~~,) (t - f(“4. (A.3) 
Assuming that x -x’ ( l/3 and x > 213, we have also (A.3) in a similar 
manner to the above. (In this case, the integration should be taken over 
[f - E, xl.) 
Thus we have proved Lemma 3.1. 
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