Learning with an artificial neural network encodes the system behavior in a feed-forward function with a number of parameters optimized by data-driven training. An open question is whether one can minimize the network complexity without loss of performance to reveal how and why it works. Here we investigate the learning of the phase transition in the Ising model and find that having two hidden neurons can be enough for an accurate prediction of critical temperature. We show that the networks learn the scaling dimension of the order parameter while being trained as a phase classifier, explaining why the trained network works universally for different lattices of the same criticality.
Machine learning [1, 2] builds a data-driven predictive model of responding a given query, which drastically differs from the conventional approach based on a characterization of the system in question. Performing as a classifier, an artificial neural network can suggest a proper label for an unacquainted input without doing explicit analysis, which is done by training a large set of the network parameters to adapt themselves to already labeled data. In spite of many empirical successes, one intrinsic issue is that the network often works like a "black box" since it is generally difficult to see inside how it reaches at a particular output. Such lack of transparency is due to the high complexity coming out of the interplay between many network parameters. The more complex structure may help increasing flexibility in learning but at the same time makes it harder to understand how it extracts a desired feature from the data. In this paper, we present the opposite extreme of a minimally simple neural network to explain the observed accuracy and universality in its learning of the phase transition in the Ising model.
The ideas of machine learning have been actively applied to problems in classical and quantum physics. For instance, efficient Monte Carlo simulation methods were proposed by integrating machine learning into wavefunction representations [3] [4] [5] [6] [7] [8] [9] [10] and cluster updates [11] [12] [13] [14] [15] [16] . On the other hand, phase transitions have been extensively examined in various schemes of the supervised [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] and unsupervised [32] [33] [34] [35] [36] [37] [38] [39] [40] learning to classify phases, capture topological features, and locate transition points. In particular, the seminar work by Carrasquilla and Melko [17] demonstrated that the neural network trained to classify the phases of the Ising model in the square lattices can actually predict the critical temperature even when applied to the triangular lattices. Remarkably, the network outputs for different system sizes seemingly fell on the same curve in the finite-size-scaling tests.
We explain these behaviors by solving an analytically tractable model of the neural network that we devise to capture a typical structure emerging in the training of large-scale networks. While the number of hidden neurons is reduced to two in our network, the accuracy of locating the critical temperature is comparable to the previous result with 100 neurons [17] . It turns out that the information explicitly encoded in the network is the scaling dimension of the order parameter, indicating the interoperability within the class of the same criticality.
Let us first show the structure that we observe in the network trained in the square lattices (see Fig. 1 ). We consider a typical fully-connected feedforward network with a single hidden layer of 50 neurons between input and output where the sigmoid function normalizes the activation signals. The network is trained by assigning zero (one) to the desired output for the disordered (ordered) phase based on the labeled dataset of 1800 spin configurations per temperature which are sampled from the Monte Carlo simulations [3] with the Ising Hamiltonian H = − i,j s i s j , where s i ∈ {1, −1} is the spin state at site i, and i, j runs over the nearest neighbors. The training dataset includes 229 temperatures distributed with the step size 0.01 in (0.5T c , 1.5T c ) around the exact critical temperature T c = 2/ ln(1 + √ 2). We use TensorFlow [2] to minimize the cross entropy with the L 2 regularization to avoid overfitting [43] .
Two features are notable from the link weights between the input and hidden layers as exemplified in Fig. 1(b) . First, a hidden neuron tends to receive a signal accumulated with almost constant weights of either sign, suggesting that the input {s i } is reduced into its sum ∝ ± i s i . This is consistent with the activation patterns of the hidden neurons observed previously [17, 30] and the concept of the toy model [17] . Second, there are neurons found effectively unlinked with vanishing weights, implying that the size of the hidden layer can be even smaller.
These features are robust at the regularization strength λ > 0.001 for all system sizes examined. The structure partly survives at λ = 0.001, while it fades away as λ gets weaker [43] . We find that the prediction of the transition temperature is consistent at λ > 0.001 for the networks that are trained in the square lattices and examined also in the triangular lattices (see Fig. 1(c) ). In contrast, as λ gets weaker, the accuracy becomes inconsistent in this interoperability test between the different lattices.
Inspired from these observations, we propose a minimal network model by having only two neurons in the hidden layer. The one is linked from the input with a positive constant weight, reading y ∝ i s i , while the other is associated with the opposite sign, reading −y. We need a pair of them to learn the Z(2) symmetry of the Ising model, which is in contrast to the previous toy model [17] . Thus, we write the weight matrix W 1 for the links and the bias vector b 1 for the hidden neurons as
where N is the number of lattice sites, and µ is a bias parameter to be determined by training. The outgoing signals from the hidden layer are normalized through the sigmoid function
We treat the two signals delivered from the hidden to output layer on an equal footing by setting the second weight matrix as W 2 = 4Λ(1, 1) with the bias b 2 = −2Λ on the output neuron. Being activated also with the sigmoid function, the final output is then written as q k = [1 + tanh(Λz k )]/2 for an input {s
i . The pseudo-transition temperature T * can be typically given by q T * = 1/2 where · T denotes an average over the dataset at temperature T . The training of our two-unit network is done by minimizing the cross entropy,
where the reference classifier is given by the Heaviside step function Θ(x) as p 0 ≡ Θ(T − T c ) and
, and ρ T (y) is the density of training data giving y at T . Treating this learning problem analytically, we find that an interesting system-size dependence is encoded in the network parameters Λ and µ. For simplicity, we approximate ρ T (y) ∝ δ(y − m) with the order parameter m ≡ |y| T by ignoring the fluctuations in the input dataset of y. The minimization of L(Λ, µ) then leads to the following coupled equations,
where z m ≡ z(m, µ), and p 1/2 = 1/2 − p 0 . The precise bounds of (T l , T u ) are irrelevant if it is wide enough because the integrands vanish for a large |Λz m |. Thus, the criterion |z m | < ∼ 1/Λ allows us to define the effective bounds as T * ± δT centered at the pseudo-transition temperature T * where z m (T * ) = 0. Below we show that the effective range of a significant T is comparable to the critical window that scales as L −1/ν with the length scale L of the system, which becomes essential to understand the behavior of the trained parameters of Λ L and µ L .
In the area of a small z m around T * , we may express z m for m as z m 
where
, which is indeed confirmed in Eq. (4) . Through the similar procedures, one can also write down the scaling solution of Eq. (4) as
by performing the learning based on the Monte-Carlo datasets. Specifically, we construct the input data distribution ρ T (y) by employing the two-parameter Wang-Landau sampling method for energy and magnetization [4, [43] [44] [45] . This allows us to compute Eq. (2) directly with the predetermined ρ T (y), which makes the minimization numerically straightforward. Figure 2 presents Λ L and µ L obtained in two dimensions (2D) for the different choices of the underlying geometry and temperature range for the learning. In all cases, the trained parameters become increasingly parallel to the lines of
It turns out that although we have only two neurons in the hidden layer, the transition point located in our twounit network is as accurate as the previous estimate with 100 hidden neurons [17] . In Fig. 2(c) showing the outputs of the network SQ1 trained and examined in the square lattices, the extrapolation from T * L finds T * ∞ = 2.267(1) with the exponent ν = 0.94(2) which agrees well with the previous estimate of T c = 2.266(2) with ν = 1.0(2) [17] . Also, the location of T * ∞ is at the crossings between the curves of different L's, leading to the scale invariance in the network outputs at the transition temperature.
The deviation from the exact T c is possibly due to the finite-size effects of the systems accessible in the learning which are apparent in Λ L and µ L at small L's. Since we now know from the analytic results that Λ L and µ L should scale asymptotically with the exponent 2∆ σ , we may try to remove the finite-size effects by extrapolating the network parameters as Λ L = a Λ L 1/4 and µ L = ln 3 + a µ L −1/4 with the expected exponent ∆ σ = 1/8. We have observed that this parametrization provides T * ∞ ≈ 2.269 which is very close to the exact value of T c .
An important implication of our analytic results is that the essential information encoded by the learning is only the exponent ∆ σ of the critical behavior. Thus, after the training is done, one may not be able to distinguish the networks by the system-specific properties of the training datasets, such as an underlying lattice geometry and a location of T c , as long as they are in the same universality class. This implies that one can actually use the network trained in the square lattices for the prediction with the data in the triangular lattices, explaining the previous observation with the 100-unit network in Ref. [17] . Figure 3 shows that locating the precise T c in the thermodynamic limit is not affected by the training-specific values of (a Λ , a µ ) when ∆ σ is fixed. For these tests, the input datasets are prepared for the systems with the sizes up to L = 1024 in the Monte Carlo simulations [3, 43] . The interoperability between the square and triangular lattices is more directly examined in Fig. 3(c) by using the network ExtSQ1 with (a Λ , a µ ) being extrapolated from the SQ1 parameters trained in the square lattices. Testing with the data of the triangular lattices shows an excellent scaling collapse at the exact values of T c = 4/ ln 3 and ν = 1. The explicit use of SQ1 for small L's provides T c ≈ 3.637 [43] which is also comparable to the 100-unit network estimate of T c = 3.65(1) [17] .
Finally, we discuss what happens in practice when the neural network operates on the system with an exponent mismatch. Figure 4(a) shows the case where the network ExtSQ1 with the 2D exponent is applied to the inputs given in 3D cubic lattices. Interestingly, the pseudotransition temperatures T * L show a clean power-law convergence to reach at T * ∞ ≈ 4.4695. It is not a precise T c and with a wrong exponent, but one might say that it is still not too far from the known T c . However, it clearly loses a scale-invariant point of the output curves, and thus a finite-size scaling test is failed. On the other hand, a network parametrized with the known 3D exponent ∆ σ = 0.51815 [47] provides T c = 4.51152(1) with ν = 0.63 (see Fig. 4(b) ) which is in excellent agreement with the previous Monte Carlo estimates [48] .
In conclusion, we have shown that the minimal binary structure with two neurons in the hidden layer is essential in understanding the accuracy and interoperability of a neural network observed in the supervised learning of the phase transition in the Ising model. We have found that the scaling dimension of the order parameter is encoded into the system-size dependence of the network parameters in the learning process. This allows the conventional finite-size-scaling analysis with the network outputs to locate the critical temperature and, more importantly, explains why one neural network universally works for different lattices of the same Ising criticality.
Explainable machine learning aims to provide a transparent platform that allows an interpretable prediction which is crucial for the applications that require extreme reliability. In the learning of classifying the phases in the Ising model, we have attempted downsizing the neural network to reveal a traceable structure which turns out to be irreducibly simple and yet not to lose its performance. This suggests a necessity of further studies to explore interpretable building blocks of machine learning in a broader range of physical systems.
Supplemental Material

A. Training a 50-unit neural network with the L2-regularization
For the training of the 50-unit neural network, we construct the loss function L by combining the cross entropy and regularization terms (for the overview, see Ref. [1] ) as
where the reference classifier p is set to be 1 if the temperature of the input σ T is below T c and 0 otherwise, the network output q is a function of the parameter set (W 1 , W 2 , b 1 , b 2 ) and the input σ T = {s 1 , . . . , s N }, and the last term is the L 2 -regularization with the strength λ which helps to avoid overfitting. The training dataset includes 1800 spin configurations per temperature sampled with the spin-up-down symmetry being imposed in the Monte Carlo sampling processes. The spin configurations are sampled for 229 temperatures regularly space with step size 0.01 in the range of (0.5T c , 1.5T c ), giving the total number of the training data n data = 412200. The minimization is performed by using the Adam optimizer implemented in TensorFlow [2] , and the learning proceeds with the entire training dataset during 30000 epochs at the learning rate 0.0005. The training is done in the L × L square lattices for L = 16, 20, 24, 32, 40. Figure 5 (a) visualizes the weight matrix W 1 of the neural network trained at various values of λ ranging from 0.1 to 0.0001. In the typical validation test of the phase classification with the reserved test dataset of 200 configurations per temperature in the same range, we have very similar success percentages of about 95% for all λ's examined, while slightly higher percentages are found at 0.0005 ≤ λ ≤ 0.01 (see Fig. 5(b) ). However, this simple classification test does not fully validate the actual accuracy and performance of the network for our purpose of investigating its ability of predicting the transition temperature and interoperability with different underlying lattice geometries.
The direct tests of finding the transition temperature with the networks trained in the square lattices are performed with the datasets separately prepared in the triangular and square lattices. The performance shown in these tests seems to be closely related to the existence or non-existence of the plus-minus structure of the weight observed in the weight matrix W 1 which turns out to undergo a crossover from a structured to unstructured one around λ = 0.001. This crossover does not change with the size of the system that we have examined. One way to notice the change of the visibility of the structure is to look at the weight sum of the incoming links of a hidden neuron as exemplified in Figs. 5(c-e) . At λ = 0.005, the plus-minus structure is very clear since all contributing weights to a hidden neuron are of the same sign. While the weight sums are still well separated into plus, minus, and zeros, defects start to appear at λ = 0.001, which is shown by the finite length of the bar in Fig. 5(d) that indicates the contribution of the weights with the opposite sign to the total sum at a given neuron. At the weaker regularizations of λ ≤ 0.0005, the length of the bar tends to get larger to be comparable to the magnitude of the weight sum. The behavior of the pseudo-transition temperatures differs as well at these λ's as shown in Fig. 5(f-h) . The mark at L = ∞ is from the extrapolation with the last three points while the errorbars indicates the combined uncertainty of the three-and four-point fittings. Up to λ = 0.005 of having the clear structure in W 1 , the system-size extrapolation with 1/L is very consistent. At λ = 0.001, the finite-size behavior becomes severe, and below λ = 0.0005, the accuracy of predicting the transition temperature in the triangular lattices becomes poor as λ further decreases, implying that the overfitting to the reference of a step-function-like classification may have occurred during the training with the data in the square lattices at such small λ.
B. Preparing the input dataset of spin configurations and magnetizations
The Monte Carlo simulations with the Wolff cluster update algorithm [3] is used to produce the input dataset for training and testing. The spin configurations and magnetizations are sampled at every N/ N c cluster flips, where N and N c are the number of the lattice sites and the average cluster size, respectively. In the measurement of the output of the extrapolated two-unit network, the first 10000 samples are thrown away during the thermalization, and then 30 bins of 100000 samples are used for the measurements. The error bars are estimated by using the jackknife method, but it turns out that they are much smaller than the symbol sizes in all plots and thus are not shown in the figures of the main paper. We employ the two-parameter Wang-Landau method [4] to generate the joint density of states g(E, M ) of the Ising model by following the standard procedures (for instance, see Ref. [5] and the references therein). The variables E = i,j s i s j and M = i s i cover all possible values of the energy and total magnetization. In all sizes of the system examined, the flatness criterion of the histogram is set to be larger or equal to 0.9, and the stopping criterion of the modification factor is given as ln f < 10 curves in Fig. 2 of the main paper have given without errorbars. Once the joint density of states g(E, M ) is obtained, the distribution function ρ T (y) of the magnetization y to be used to evaluate the two-unit network can be computed at any temperature T as
, where the ferromagnetic coupling J and the Boltzmann constant k B are set to be unity. Figure 6 displays the supplemental figures of finding the transition temperatures with the two-unit neural networks in the square and triangular lattices. The extrapolated network ExtSQ1 is associated with the parameter set (a Λ , a µ ) fitted to those of the network SQ1 that was explicitly trained in the square lattices. In the validation the network ExtSQ1 for the transition temperature with the data in the square lattices, the extrapolation of the pseudo-transition temperatures (T * L along the 0.5-line of the output) provides T * ∞ ≈ 2.269 which agrees very well with the exact value of the critical point T c = 2/ ln(1 + √ 2). On the other hand, in the additional interoperability test of SQ1 with the data in the square lattices, we obtain T * ∞ ≈ 3.637 which is also very comparable to the value of T c = 4/ ln 3 of the exact solution in the triangular lattices.
D. Supplemental figures of locating the transition point
