In this paper, we analyze the jitter and packet loss behavior of Voice over Internet Protocol (VoIP) traffic by means of networks measurements and simulations results. As result of these analyses, we provide a detailed characterization and accurate modeling of these Quality of Service (QoS) parameters. Our studies have revealed that VoIP jitter can be modeled by self-similar processes with short range dependence (SRD) or long range dependence (LRD). The discovery of LRD (a kind of asymptotic fractal scaling) in VoIP jitter was followed by a further work that shows the evidence of multifractal behavior. The implication of these behaviors for VoIP and other interactive multimedia services is that receiver de-jitter buffer may not be large enough to mask the jitter with LRD and multifractal characteristics. On the other hand, we use a description of VoIP packet loss based on microscopic and macroscopic packet loss behaviors, where these behaviors can be modeled by 2-state and 4-state Markov chains, respectively. Based on the above mentioned points, we present a methodology for simulating packet loss. Besides, we found relationships between Hurst parameter (H) with the packet loss rate (PLR); these relationships are based on voice traffic measurements and can be modeled by means of a power-law function, characterized by three fitted parameters. The proposed models can be used to: (i) design a de-jitter buffer, (ii) to implement a synthetic generator of VoIP jitter data traces, where the synthetic jitter data traces can be used as test vectors to carry out the performance evaluation of a de-jitter buffer of VoIP system, and (iii) design effective schemes for packet loss recovery.
Introduction
In this era, the voice can be transmitted by circuit switched (public switched telephone network -PSTN) and packet switched networks (Internet or IP network). Compared to traditional resource-dedicated PSTN, IP network is resource-shared. Therefore, the conditions in the PSTN are totally different from those in the IP network. In the last few years, VoIP has became one of the most attractive and important applications running over Internet, poised to replace the PSTN in the future. There are several advantages in the case of voice transmission using VoIP technology: the reduced communication cost, the use of joined IP infrastructure, the use in multimedia applications, etc. This is also an interesting fact that sending wireless phone calls over IP networks is considerably less expensive than that of sending over cellular voice networks. However, such types of communications must ensure good performance and quality of voice transmissions. Faster wireless networking technologies and more powerful mobile telephones promise to help solve these problems [1] , [2] .
With the currently available technologies, VoIP over mobile networks has not yet got that much popularity.
However, the advantage of such technology is that keeping the wireless network as it is, with a higher Quality-of-Service (QoS) facility, the existing infrastructure of IP networks could be used for serving the users.
If a company owns the Wi-Fi connection, such VoIP communication could be with very low cost. Either WiFi or
WiMAX network or even if any of these are unavailable, cellular technologies could be used to pass the voice traffic to the Internet. This is known as Mobile Voice over IP (mVoIP). mVoIP via cellular services could achieve QoS by prioritizing voice packets over those used for data and other traffic types.
The reality today is that the current Internet provides best-effort services in most of the cases and cannot guarantee the Quality of Service of real-time multimedia applications (such as VoIP). To achieve a satisfactory level of voice quality, the VoIP networks must be designed by using correct traffic models. Traffic modeling comprises the follows steps [3] : (i) Selection of one or more models that may provide a good description of the traffic type. In order to select an adequate traffic model, it is necessary to study the traffic characteristics. The main characteristics of a traffic source are its average data rate, burstiness, and correlation. The average data rate gives an indication of the expected traffic volume for a given period of time. Burstiness describes the tendency of traffic to occur in clusters. Data burstiness is manifested by the correlation function which describes the relation between packet arrivals at different times, and is an important factor in packet losses due to buffer and bandwidth limitations. (ii) Estimation of parameters for the selected model. Parameter estimation is based on a set of statistics (e.g., mean, variance, density function or autocovariance function, multifractal characteristics) that are measured or calculated from observed data traces. The set of statistics used in the inference process depends on the impact they may have in the main QoS parameters of interest. (iii) Statistical testing for election of one of the considered models and analysis of its suitability to describe the traffic type under analysis.
One of the models which has been widely applied in classical teletraffic modeling is the Poisson model. However, the IP networks traffic has different characteristics and the Poisson approximation will be acceptable only under particular conditions [4] . In recent years several types of IP traffic behavior, that can have significant impact on network performance, were discovered [3] : long-range dependence, self-similarity and, more recently, multifractality. Long range dependent traffic produces a wide range in traffic volume away from the average rate. This great variation in the traffic volume leads to buffer overflow and network congestion that result in packet loss and jitter, which directly impact on the quality of VoIP applications.
Amongst the different quality parameters, packet loss is the main impairment which makes the VoIP perceptually most different from the PSTN. A number of studies have shown that packet losses exhibit a finite temporal dependency due to the multiplexing policy on the shared resources such as bandwidth and buffer through the transmission paths in the network. This temporal dependency can be modeled by a finite memory binary model. An example of such a model is the binary Markov chain model [5] , [6] . The objective of packet loss modeling is to characterize its probabilistic behavior.
Motivated by such concerns, we analyze the jitter and packet loss behavior of VoIP traffic by means of networks measurements and simulations results. Furthermore, we provide a detailed characterization and accurate modeling of these main QoS parameters. We basically modeled the QoS parameters of VoIP traffic which could be related with regular VoIP communications over regular wired networks as well as for Mobile Voice over IP (mVOIP) (which functions as an application that runs over any wireless network technology that provides data access to the Internet). Hence, our modeling work is basically relevant to both regular VoIP and mVoIP technologies. These characterization and models can be used by other researches to design and implement de-jitter buffers, synthetic generators of VoIP jitter data traces and effective schemes for packet loss recovery.
The main contributions of this paper are summarized as follows:
1. A rich set of VoIP data traces was collected by means of network measurements.
2. A VoIP jitter model was proposed by self-similar and multifractal models. The paper is organized as follows: Section 2 presents related works. Section 3 provides some mathematical background on the self-similar processes. Section 4 presents the measurements description. In section 5, we discuss the jitter and packet loss behaviors. In section 6, we propose that VoIP jitter can be modeled by self-similar and multifractal models. In section 7, we present a methodology for simulating packet loss on VoIP traffic and propose a new model that allows relating the H parameter with the PLR. Finally, Section 8 concludes the paper highlighting the achievements from this work with possible future use of our findings.
Related Works
There is an extensive amount of works oriented to the studies of Internet traffic. Different studies take a different perspective depending on their specific interest. The Internet research literature contains many analyses of data traffic measurements. However for VoIP, there is very few studies in the literature that report on the analysis of VoIP data traces captured on operational links of the Internet backbone. Such studies are needed in order to build accurate VoIP traffic models, which are a basis for the design of VoIP applications, network engineering and the development of Internet technology. VoIP requires strict QoS levels. The quality of a VoIP call depends mainly on low jitter and packet loss. Based on [7] , QoS requirements for VoIP are constrained as follow: (i) jitter should be less than 40 ms, and (ii) packet loss should be below 3%. We are interested in the measurements, characterization and modeling of these QoS parameters of voice communications over Internet.
In [7] , [8] , [9] the QoS parameters of VoIP applications are studied, though, the relationships between them to assess the overall effects of these parameters are not considered. Therefore, these studies are limited, because the impact of these QoS parameters is analyzed separately of the others. In this work, we show that some QoS parameters are intricately related to each other.
It has been shown through empirical studies that data traffic exhibits self-similar nature and long range dependence (LRD) [10] , [11] , [12] . The presence of LRD, is remarkably universal, and has become an indispensable part of traffic modeling, in particular for TCP/IP traffic in the Internet [13] . Furthermore, the discovery of evidence for multifractal behavior, a richer form of scaling behavior associated with non-uniform local variability, raised hopes that another "traffic invariant" had been found which could lead to a complete, robust model of aggregate wide area network (WAN) traffic over all time scales [13] . The multifractal behavior of network traffic was first noticed by Riedi and Véhel [14] . Subsequently, various studies have addressed the characterization and modeling of multifractal traffic, essentially within the framework of random cascades [15] , [16] , [17] .
On the other hand, in the Internet, packet losses that occur due to temporary overloaded situations, are bursty in nature and they exhibit temporal dependency [5] . So, if packet n is lost, then normally there is a higher probability that packet (n + 1) will also be lost. Consequently, there is a strong correlation between consecutive packet losses, resulting in a bursty packet loss behavior. This temporal dependency can be effectively modeled by a finite Markov chain [5] , [6] .
In previous works [18] , [19] is presented a methodology for simulating packet loss, this methodology is restricted, because it incorporate only one microscopic period of packet loss by using a 2-state Markov chain. In order to generalize this methodology, in this work we proposed to incorporate "n" microscopic periods of packet loss by means of 4-state Markov chain.
In contrast to the above works, in this paper, we analyze VoIP traffic by means of network measurements and simulations results. As result of these analyses, we provide a detailed characterization and accurate modeling of the main QoS parameters at packet level that could help both VoIP and mVoIP technologies.
Mathematical Backgrounds and Preliminaries

Self-Similar Processes
An attractive property of the self-similar processes for modeling a time series of IP traffic is the degree of self-similarity, which is expressed with a single parameter called Hurst parameter. This parameter expresses the speed of decay of the autocorrelation function of the time series. In this section, a brief overview of self-similar processes is given from [10] , [11] , [12] .
Continuous Self-similarity: A real-valued continuous time series
is self-similar with the
, where
Discrete Self-similarity: Let
denotes a discrete time series with mean X μ , variance When considering discrete time series, the definition of self-similarity is given in terms of the aggregated processes, as following: 
Then it is said that t X is self-similar ( ) ss H − with self-similarity parameter ( )
Second-order Discrete Self-similarity: t X is called exactly second order self-similar with Hurst parameter H if the variance and covariance of the aggregated time series are defined by equations (4) and (5), respectively:
The time series t X is called asymptotically second-order self-similar if:
Second-order self-similarity (in the exact or asymptotic sense) has been a dominant framework for modeling IP traffic.
So far role of second-order self-similarity has been discussed but not much has been mentioned about the role of H and limiting values. The definition of long range dependence and its interconnection with the correlation factor ( ) k r will now be discussed.
be the autocorrelation function of t X with self-similarity parameter 1 0
, then the asymptotic behavior of ( ) k r , is given by equation (7):
In particular, if 1 2 
Haar Wavelet-based Decomposition and Hurst Index Estimation
The time series t X can be decomposed into a set of time series [20] , each defined by: i.e.,
These zero mean components
, have three important properties:
1. They synthesize the original time series without loss, i.e.,
2. They are pair wise orthogonal:
3. If t X is exactly self-similar, then the variance of the components comply:
Properties 1, 2 and 3 imply equations (12) and (13):
Then, the variance of the th i component is related to the variance of t X as following: vs. i is equivalent to the wavelet-based diagram proposed in [17] , the Logscale
when using the Haar family of wavelet basis functions
(see [21] ) where:
For a finite-length time series with "L" octaves, the number of octave ( j ) of the LD-Diagram is related to index i of equation (8) , according to equation (17) :
The LD-Diagram of an exactly self-similar time series is a straight line. Then, a linear regression can be applied in order to estimate the Hurst index.
Network Measurements
In order to accomplish our analysis, extensive jitter and packet loss measurements were collected, as follows:
• Test calls were established by a VoIP application called "Alliance Foreign eXchange Station" (FXS) [22] .
• The jitter and packet loss were measured by Wireshark [23] to obtain a set of data traces.
• The measurement scenario was based on a typical H.323 architecture; see Figure 1 .
• The parameter configuration employed in the test calls is shown in Table 1: -Four simultaneous test calls were established between A1/B1, A2/B2, A3/B3 and A4/B4 endpoints, see Figure 1 and Table 1 .
-The configurations used in the test calls are based on two parameters: CODEC type (G.711 and G.729), and voice data length (10ms, 20ms, 40ms and 60ms), see Table 1 .
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-The measurement periods were one hour for each test call (call duration time).
-For each measurement period (one hour), four jitter and packet loss data traces were obtained.
-The four configuration sets contain more than one hundred-thirteen million voice packets corresponding to 710 jitter and 710 packet loss data traces, measured during typical working hours, between 2004 and 2010 [24] . 
Jitter and Packet Loss Behavior
The voice quality of VoIP applications depends on many parameters; such as bandwidth, one way delay (OWD), jitter, packet loss rate, codec, voice data length, and de-jitter buffer size. In particular, jitter and packet loss have an important impact on voice quality. In this section, we describe the jitter and packet loss behavior. 
Jitter
When voice packets are transmitted from source to destination over IP networks, packets may experience variable delay, called jitter. The packet inter-arrival time (IAT) on the receiver side is not constant even if the packet inter-departure time (IDT) on the sender side is constant. As a result, packets arrive at the destination with varying delays (between packets) referred to as jitter. We measure and calculate the difference between arrival times of successive voice packets that arrive on the receiver side, according to RFC 3550 [25] , this is illustrated in Figure 2 . This figure shows the jitter measurement between the sending packets and the receiving packets.
Let K S be the RTP timestamp and K R be the arrival time in RTP timestamp units for packet K . Then, for two packets K and 1 − K , the OWD difference between two successive packets, K and K-1 is given by the equation (2):
where, ( ) On the other hand, the voice data lengths of 10ms, 20ms, 40ms and 60ms are used and the successive voice packets are transmitted at a constant rate, i.e., 1 packet/10ms, 1 packet/20ms, 1 packet/40ms and 1 packet/60ms, respectively. However, when voice packets are transported over IP networks, they may experience delay variations and packet loss. From equation (19) , a relationship between jitter and packet loss can be established using the following equations:
Therefore, if n consecutive packets are lost, ( ) ( ) ( ) ( )
Therefore, equation (21) describes the packet loss effects in the VoIP jitter. The relationship expressed by this equation can be used for simulating packet loss (see section 7.2).
Packet Loss
There are two main transport protocols used on IP networks, user datagram protocol (UDP) and transmission control protocol (TCP). While UDP protocol does not allow any recovery of transmission errors, TCP includes an error recovery process. However, the voice transmission over TCP connections is not very realistic. This is due to the requirement for real-time (or near real-time) operations in most voice related applications. As a result, the choice is limited to the use of UDP which involves packet loss problems. Packet loss can occur in the network or at the receiver side, for example, due to excessive network delay in case of network congestion.
Owing to the dynamic, time varying behavior of packet networks, packet loss can show a variety of distributions. The loss distribution most often studied in speech quality tests is random or Bernoulli-like packet loss. Random loss here means independent loss, implying that the loss of a particular packet is independent of whether or not previous packets were lost. However, random loss does not represent the loss distributions typically encountered in real networks. For example, losses are often related to periods of network congestion.
Hence, losses may extend over several packets, showing a dependency between individual loss events. In this work, dependent packet loss is often referred to as bursty. The packet loss is bursty in nature and exhibits temporal dependency [5] . As noted earlier in the introduction section, if packet n is lost then normally there is a higher probability that packet n + 1 will also be lost. Consequently, there is a strong correlation between consecutive packet losses, resulting in a bursty packet loss behavior. Hence, this temporal dependency can be effectively modeled by a finite Markov chain [5] , [6] . In this work, the 
In the 2-state Markov chain (see Figure 3) 
Figure 3. 2-state Markov chain
The collected data traces in real IP networks can be modeled accurately with a higher number of states, i.e., n-state Markov chains. However, for network planning, a trade off is desirable between very accurate modeling of data traces and a low number of model input parameters, in order to yield a model still usable for network planners with reasonable effort. Therefore, we used a simplification of an n-state chain, i.e., the 4-state Markov chain. Figure 4 The two 2-state chains can be described by four independent transition probabilities (two for each one). Two further probabilities characterize the transitions between the two 2-state chains, leading to a total of six independent parameters for this particular 4-state Markov chain. (27) The probability of the chain to be either in S 1 or in S 3 , which corresponds to PLR, is then Unlike other statistics, the Hurst parameter, although mathematically well defined, cannot be estimated unambiguously from real-world samples. Therefore, several methods have been developed in order to estimate the Hurst parameter. Examples of classical estimators are those based on the R/S statistic [27] (and its unbiased version [28] ), detrended fluctuation analysis (DFA) [28] , [29] , maximum likelihood (ML) [30] , aggregated variance (VAR) [27] , wavelet analysis [17] , etc. In [31] , Clegg developed an empirical comparison of estimators for data in raw form and corrupted in various ways. An important observation is that the estimation of the Hurst parameter may differ from one estimator to another, which makes the selection of the most adequate estimator a difficult task. It seems to depend on how well the data sample meets the assumptions the estimator is based on.
However, through analytical and empirical studies it has been discovered that the estimators that have the best performance in bias and standard deviation, and, consequently, in mean squared error (MSE), are the Whittle ML and the wavelet-based estimator proposed by Veitch and Abry in [17] . From these two estimators, the wavelet-based is computationally simpler and faster [27] [17] .
Motivated by the above points, and following the methodology proposed in [32] to find correlations and long-range dependence, the Hurst parameter is estimated by the wavelet-based estimator [17] ). Figure 5 shows the Hurst parameter of representative jitter data traces to different aggregation levels m. Generally, Hurst parameters larger than 0.5 for all aggregation levels are a strong indication of long-range dependence. It can be observed from Figure 5 These results show that VoIP jitter exhibits self-similar characteristics with short-or long-range dependence, therefore, a self-similar process can be used to model the jitter behavior. However, we can see that the data traces with SRD have higher degree of self-similarity in contrast to the data traces with LRD. In the next section we give an explanation of this behavior.
Multifractal Behavior
The network analysis was transformed by the discovery of scale invariance properties in the data traffic (self-similarity). So also, the presence of long range dependence has become an important part of traffic modeling, in particular for data traffic. The discovery of LRD and weak self-similarity in the VoIP jitter data traces was followed by a further work that shows the evidence for multifractal behavior. The discovery of evidence for multifractal behavior is a richer form of scaling behavior associated with non-uniform local variability, which could lead to a complete and robust model of IP network traffic over all time scales and .
In this section, we review the evidence for multifractal behavior of VoIP jitter. In order to accomplish this analysis, we decomposed the time series of VoIP jitter into a set of time series or components
, as it is defined in equation (8) . The behavior of these components is used to determine the kind of asymptotic fractal scaling. If the variance of the components of a time series is modeled by a straight line, the time series exhibits monofractal behavior. Then, a linear regression can be applied in order to estimate the Hurst parameter. On the other hand, if the variance of the components cannot be adequately modeled with a linear model, then the scaling behavior should be described with more than one scaling parameter, i.e., the time series exhibits multifractal behavior. [33] . In Figure 8 and Figure 9 , we show the components behavior of the collected VoIP jitter data traces. Figure 9 shows the components behaviors of a VoIP jitter data trace that belong to the data sets with LRD. It is observed that the variance of the components of this time series cannot be adequately modeled with a linear model, and the scaling behavior should be described with multiple scaling parameters (biscaling), therefore, this time series exhibits multifractal behavior.
These results show that VoIP jitter with SRD or LRD, exhibit monofractal or multifractal behavior, respectively. This phenomenon explains the behavior of the data traces with SRD and high degree of self-similarity (scale invariance), because the self-similarity is defined for a single scale parameter. On the other hand, the data traces with LRD, exhibit weak self-similarity because have associated non-uniform local variability (multifractal behavior).
Packet Loss Modeling: A Power Law Model
Packet Loss Model Framework
In this paper, a description of VoIP packet loss based on narrow and wide time windows was used. The packet loss behavior over a narrow time window is called here microscopic, and the packet loss behavior over wide time windows is called macroscopic [34] . Microscopic behavior refers to a packet loss period observed on a "time window" W 1 of the packet loss data trace; where, this packet loss period has a specific PLR 1 .
On the other hand, macroscopic behavior refers to a set of microscopic periods (W 1 , W 2 , W 3 , ... , W n ) that are observed on all packet loss data traces; where, each microscopic period has a particular PLR (PLR 1 , PLR 2 , PLR 3 , ... , PLR n ), as shown in Figure 10 (a). Figure 10 (a) illustrates different levels of PLR for each microscopic period. Therefore, the packet losses do not occur homogeneously. Instead, they are concentrated in some time intervals (i.e. the packet loss is bursty). Microscopic behavior can be effectively modeled by a Markov chain with a low number of states [34] . On the other hand, macroscopic behavior can be effectively modeled by a Markov chain with a higher number of states [34] . Here, sub-states represent phases of a given microscopic behavior. Ideally, an n-state Markov chain is required to capture the macroscopic behavior. Especially for network planning, a trade off is desirable between very accurate modeling of data traces and a low number of model input parameters, in order to yield a model still usable for network planners with reasonable effort. Therefore, the 2-state Markov chain proposed in [34] for modeling the microscopic and macroscopic periods was used.
Figures 10(b) and 10(c) show some packet loss patterns extracted from VoIP test calls. In Figure 10 (b), we can see that packet loss behavior is homogeneous, i.e., the packet loss pattern is represented by a microscopic period. On the other hand, in Figure 10 (c) the packet loss is non homogeneous, i.e., the packet loss pattern is represented by a concatenation of two microscopic periods.
In order to simplify this packet loss description, the microscopic periods can be classified in two sets, one for low and one for high packet loss rates. The threshold used to delimit between a low or high level of packet loss, is a function of the perceived quality, good or poor respectively, according to the computed MOS values.
In Figure 10 (b) and Figure 10(c) , the microscopic period with lower packet loss rate is delimited by the solid square, while the microscopic period with higher packet loss rate is delimited by the dashed square.
Methodology for Simulating Packet Loss
The current methodologies for simulating packet loss consist only of generating packet loss patterns by Markov chains of different orders [34] . Therefore, the studies based on this methodology are limited, because the impact of this parameter is analyzed separately from the others. A new methodology to simulate packet loss in two stages is proposed: first, by generating packet loss pattern by a 4-state Markov chain and secondly, by applying this packet loss pattern to a VoIP jitter data trace, i.e., the simulation of the effect of this packet loss pattern in the VoIP jitter by the relationship between packet loss and jitter, as shown in equation (21) .
In order to simplify this methodology and achieve the trade-off between very accurate modeling of data traces and a low number of model input parameters, we consider the following:
• The relationship between packet loss rate and jitter, summarized by equation (21) .
• The description of VoIP packet loss based on microscopic and macroscopic behaviors.
• A set of real jitter and packet loss data traces, where the jitter data traces exhibit self-similar characteristics and the packet loss data traces are homogeneous, as shown in Figure 10(a) . Then, these packet loss patterns can be represented by only one microscopic period with a low level of packet loss rate 0 PLR (near zero).
• In order to incorporate "n" microscopic packet loss periods with high level of PLR, as it is shown in Figure 10 (b), we generated packet loss patterns by means of a 4-state Markov chain. Equation (21) is used to apply the packet loss patterns to t X by the algorithm shown in Table 2 . 
Conclusions and Future Research Direction
In this paper, the jitter and packet loss behavior of VoIP traffic have been analyzed which could be useful both for today's networks and future networks supporting VoIP/mVoIP technologies. As a result of our findings and thorough analyses, a detailed characterization and accurate modeling of the main QoS parameters was provided.
Firstly, we proposed that VoIP jitter can be properly modeled by means of self-similar and multifractal models.
Secondly, a methodology for simulating packet loss on VoIP Jitter was presented. This methodology is based on:
• The relationship between PLR and jitter, summarized by equation (21) .
• The packet loss description of VoIP based on microscopic packet loss behavior (modeled by a 2-state Markov chain) and macroscopic packet loss behavior (modeled by a 4-state Markov chain).
• The self-similar behaviors of VoIP jitter.
Finally, a relationship between the Hurst parameter and the Packet Loss Rate was found, where this relationship can be modeled by means of a power-law function with three fitted parameters, summarized by equation (28) . Simulation results show the effectiveness of our models in terms of MSE.
The proposed models can be used in future to: (i) design a de-jitter buffer, (ii) to implement a synthetic generator of VoIP jitter data traces, where the synthetic jitter data traces can be used as test vectors to carry out the performance evaluation of a de-jitter buffer of VoIP system, and (iii) design effective schemes for packet
