Gradient based optimization techniques in computer-aided history match are increasingly adopted by oil industries, because of the great time saving they can offer over conventional trial and error approaches. However, these methods lead to the identification of a single set of parameters, thus neglecting the inherent non-uniqueness of the solution of the underlying inverse problem. In this paper we propose a new approach that couple a chaotic sampling of parameter space with a local minimization technique. Through the evolution of a non-linear dynamical system, we identify several points to be successively used as initial guesses for a local, gradient based, optimizer. This provides a series of alternative matched models, with different production forecasts, that improve the understanding of the possible reservoir behaviors. The validity of this approach has been proven on a synthetic reservoir derived from a real West Africa field.
Introduction
The search of an optimal set of simulation parameters to match reservoir production and time-lapse seismic data is usually an ill-posed problem. Typically, it requires the minimization of a non-convex, least squares objective function, in a parameter space which is populated by many local minima. Starting from a physically reasonable point, gradient based methods 1,2 allow a fast descent to the closest minimum. The drawback of this approach is potentially twofold. First, an unsatisfactory reduction in the cost function may result. This could only be improved with a re-definition of some of the initial parameters.
Secondly, even when the match is acceptable, only a single forecast scenario is produced.
The non-convex nature of the history match problem can be conceptually better tackled using stochastic global optimization techniques, where parameters space is explored by randomly generated trajectories, until a satisfactory minimum is reached. In this framework, entrapment around local minima is avoided by ad hoc hill-climbing rules. A typical approach of this kind is the well-known simulated annealing method 3 (SA) method, where the uphill moves are accepted in accordance with a thermally driven Metropolis rule. 4 A cooling of the fictitious statistical mechanical system defined in this way guarantees the convergence towards the global minimum.
Many authors have already proposed global minimization approaches, either stochastic or deterministic, in the field of reservoir simulation (see e.g. Ouenes et al. 5 for a review). In particular, Simulated Annealing, 6 the Tunneling Method, 7 Genetic Algorithms, 8 and hybrid approaches 9 seem to be very promising.
Unfortunately however, global convergence-even to an approximation of the solution-usually requires a huge number of iterations. As a matter of facts, this price is often too high for the reservoir history match problem, where the computation of the objective function is mostly expensive.
Intuitively at least, some sort of mating between local and global techniques should lead to a reasonable compromise between the slow convergence of the latter, and the fast, but locally trapped nature of the former. We might think of generating some (short) trajectories in parameters space, which would hopefully get close to some minima of the history match problem. A reasonably selected sample of points on these trajectories could then be used to start a good local gradient-based optimizer. Certainly, this is not an entirely new idea: many minimization libraries employ the technique of multiple starting points. What is new in our approach is the attempt to improve dynamically-and not stochastically-on the "quality'' of these latter: the way in which we hope to achieve this goal will be evident in a moment.
SA, surely the first candidate as global counterpart in a coupled approach, is in our opinion inadequate for our aim, at least in the known implementations. At the beginning of the evolution, when the annealing temperature is high, SA
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Combining Global and Local Optimization Techniques for Automatic History Matching Production and Seismic Data S. Mantica, and A. Cominelli, ENI-Agip; and G. Mantica, INFN-INFM, Università dell'Insubria samples parameters space just as an undirected random walk. It is only the slow descent of the temperature which drives the path towards the global minimum at later times. But even so, the markovian property of SA implies that all the information on the structure of the objective function, obtained all along the minimization path, is discarded. This waste of information is critical when the number of function evaluations is considered a key issue for the problem under study.
We then propose a totally different approach: the initial seeds for the local minimization should be provided by a nonlinear dynamical system, driven by the values of the objective function. This method, originally developed in the context of a fractal reconstruction problem 10 has been applied to simple synthetic history match problems in a previous paper.
11
A trajectory is generated in parameters space according to a non-local rule, by which the point x n+1 is obtained as a function, B λ , of all the previously generated points:
In the above, λ is an external parameter, which will be defined later on. Of course, B λ is constructed also taking into account the values of the objective function f in these points. As it stands, B λ is a deterministic process, just as the gradient method. The difference is that we do not want this process to aim straight at the-supposed-minimum, but rather we would like it to wander in space, spending larger spans of time where the objective function is lower, thereby learning its structure, and effecting better and better guesses of where the global minimum might lie. These guesses should then provide us with the initial points of the gradient technique. We propose to carry out such a complex task via a chaotic system, that is, one whose trajectories have maximal algorithmic complexity, and can therefore encode the structure of the objective function. Within these bounds, the actual implementation, and the definition of the rule B λ , is a matter of problem engineering. We present in this paper a particular realization of this idea, which has performed satisfactorily on the problem at hand.
The paper proceeds as follows: in the next section we review some basic properties of stochastic minimization techniques with particular focus on SA, and we introduce the method of chaotic optimization. Next, we apply the proposed approach on a model problem. Finally, our comments and perspective for future work conclude the paper.
Chaotic Optimization of Complex Systems
To emphasize the properties of chaotic sampling it is worth reviewing-by contrast-some features of SA-type methods. A sequence of points x 1 ,…,x n in parameters space, called accepted points, is iteratively constructed. For short-hand notation, let f 1 ,…,f n be the sequence of values of f in these points: f i =f(x i ). A temperature parameter λ n is also defined. A new search point x * is generated using a random-choice function g, which depends both on λ n and the last accepted point x n : where rnd is a random number generated using a uniform distribution in [0, 1] . During the iterations, the temperature λ n is usually decreased, following a logarithmic rule (classical SA) or an hyperbolic one (fast SA), whenever the corresponding states are considered sufficiently sampled, according to a user-defined criterion.
The SA procedure just outlined has some interesting convergence properties, 12 which ultimately derive from the fact that the neighborhood of any point in parameters space is visited infinitely often in time, but without any estimates on the rate the sequence approaches the solution. This makes the method too costly from a computational point of view for problems, like history match, where the function evaluation is a cpu-time consuming process. Moreover, as it is evident from Eq. 2, only the last accepted point determines the process, and all the previously computed points and related function values are actually discarded.
The approach we adopt here, to the contrary, tries to take advantage from all the collected information, in a fixed, finite number of steps. Consider the dynamical system defined by Eq. 1, where the following properties are verified:
• Both sequences x 1 ,…,x n , and f 1 ,…, f n , contribute to B λ .
• λ is a parameter that plays the same role as the temperature in the SA framework.
• For any λ>0, the motion generated by B λ in parameters space is exponentially unstable.
• At the iteration count n, the motion is attracted by the points with low values of f in the sequence x 1 ,…, x n .
• As λ diminishes, the attracting effect is amplified.
A typical trajectory of a system so defined should, at least in principle, examine closely regions of low objective function. At the same time, the request of exponential instability should suffice to avoid trapping into a local minimum. One could also think of annealing this system, by lowering the parameter λ during the evolution. As a result, the system B λ should build up trajectories in which the parameters space structure of the objective function is encoded. Indeed, in the theory of dynamical systems, it can be proven that an unstable trajectory has maximal complexity: as a consequence, it represents the "best" possible "sampling" of f. Finally, a judicious choice of a subset of the points on the trajectory should give the starting points for a gradient minimization algorithm. The problem remains of deriving a dynamical system with these properties. We adopt here the following implementation: let the set of n points, x 1 ,...,x n , in parameters space be given. The last point, x n , is the present point in the exploration of parameters space.
Define a pseudo-electric charge q i for each of the n points as:
In the above, p<n is a user defined integer. The rationale of the formula is this: a unit, positive charge is associated with the present point of exploration, x n . The other p most recent points are endowed a null charge. This delay on the effect of newly generated states reduces the amount of time spent into any local ball. The remaining points x i , acquire a positive charge when the value of f in x i is larger than that in x n , and a negative one in the opposite instance. Diminishing the value of the cooling parameter λ n greatly enhances the absolute value of the negative charges. It is then clear what we have in mind: we shall move from x n according to the direction of the electrical force exerted on it by the other charges. A potential Q(x) is then computed as:
where ψ is a strictly positive, monotonically decreasing function, here a simple Coulomb 3D type potential, regardless of the dimensionality of the problem:
The force vector F n is then derived as the negative gradient of Q in x n . The point x n+1 is subsequently computed as x n +d n ⋅F n , where d n is the step-size freely defined as a function of n. In this work we have chosen d n as:
where N is the total number of prescribed iterations and d 0 is the initial step size. Note that the definition of Eq. 7 induces a reduction of the step size along iterations.
A similar strategy has been adopted for the computation of the cooling parameter λ n of Eq. 4:
where λ 0 is a user defined parameter.
The motion driven by the potential of Eq. 6, with the distribution of charges given by Eq. 4, is effected until n=N. From the sequence x 1 ,…,x N the subset of k points with lowest f values is then extracted, and used to initialize the gradient minimizer. Of course, this set is purified from the occurrence of pairs of points at smaller euclidean distance in parameters space than a fixed threshold.
Application to Reservoir History Matching
We now apply the Chaotic Optimization technique, as outlined in the previous section for a fully general minimization problem, to reservoir history matching.
The mismatch between measures O=(O
, well production and time-lapse seismic data, and the corresponding computed values C can be defined as a cost function which is a linear combination of a production, f P , and a time-lapse seismic, f S , contribution 13, 14 :
. (9) where α and β are user defined scaling factors. The objective functions f P and f S are defined as the weighted least square distance between C and O:
where O P are N P generic wells data, such as bottom-hole pressures (BHP), gas-oil ratios (GOR) and water cuts (WCT), σ i j are measurements errors and w i j are appropriate weights. In this paper we take the N S seismic data O S to be variations of fluid pressures and saturations at different times for the same cell, assuming the existence of a process able to derive those quantities from time-lapse seismic measurements. For synthetic models, it is always possible to define "time-lapse" pressure and saturations maps, adding in this way some interwells information to the "history" of the system. The effect of this new information is, intuitively, to restrict the spread of the forecast, reducing also the distance between predictions from matched models and predictions from the true model.
The PUNQS-3 Test
Case. The PUNQ-S3 problem 15 has recently become quite popular, as a sort of benchmark for history match and risk analysis methodologies. It is a dynamical reservoir model inspired to a real West Africa field, which has been discretized using a 19x28x5 corner point grid, with 1721 active cells. Strong water support comes from north and south aquifers, while two faults close the reservoir at east and west, and a small gas cap is present at the top of the formation.
An history period, simulating 8 years of production from six wells located close to the gas-oil contact (GOC), was generated by "The Netherlands Organization for Scientific Research" (TNO acronym in dutch language) using geostatistical distributions of porosities and permeabilities. Gaussian noises have been added to the collected well data to reproduce a real measurement process. Then, 8 years of forecast with 5 additional infilling wells have been simulated. The data-set, consisting of noisy well-data, grid structure, permeability and porosity distributions, is available at TNO web site 16 . Based on the PUNQ-S3 data set, we have considered two different but related scenarios: first a traditional history match problem based on production data (P scenario), next the complexity of the calibration is increased by adding time-lapse derived seismic information (SP scenario).
The validation of our approach started from a kriged model of porosities and permeabilities, based on TNO petrophysical information at wells. 
where j is a grid block index in the natural cells ordering.
Given two different Φ i M and Φ l M porosity multipliers the corresponding L i and L l sets obviously do not overlap. A similar definition holds for the transmissibility multipliers.
The complexity of the parameter identification problem was also avoided in this work by adopting a set of parameters, based on Gradzone Analysis, 17 provided us by TotalFinaElf Geosciences Research Centre (GRC).
Traditionally, the Gradzone Analysis process starts from a spectral decomposition of the Hessian of the objective function defined in Eqs. 9 and 10 with respect to a lattice of cell properties, as discussed by Bissel 17 in the case of a production based history match (α=1, β=0). Then, a subset of the eigenvectors is selected on the basis of the relative magnitude of the corresponding eigenvalues. Next, those eigenvectors are interpolated layer by layer and parameters (gradzones) are defined by adding representative cells for the i-th selected eigenvector to the set L i .
In this work, we adopted the gradzones identified by GRC using a generalization of the aforementioned approach in which the available a-priori geological information was also included in the analysis. 18 Working with PUNQ-S3, the prior knowledge can be summarized in a covariance matrix χ for porosity and transmissibility. Then, the gradzones are computed using the modified objective function:
where χ is the prior covariance matrix of the parameters x and x m is the average prior distribution of the latter. , which contain a signature of the geological model (see Fig. 1 ). This set of parameters has been used for both history match scenarios, although no seismic contribution entered in their definition. Nevertheless, as we will show later, we obtain satisfactory results also when we consider pressure-saturations variation maps.
To restrict the evolution of the system into a physically reasonable region, simple bounds, acting as perfectly absorbing surfaces, are imposed on the parameters:
. ……………………………. (13) Matching Well Production Data. Within the boundaries defined in Eq. 13 for the parameters vector x, we generated a chaotic trajectory with N=100 points, using an initial step size d 0 and a cooling parameter λ 0 of 0.85 and 20, respectively. In Fig. 2 we show the resulting objective function f, versus iteration number. The fluctuations in the objective function value decrease towards the end of the trajectory, because of the "cooling" of the system, induced by λ n → 0. In Fig. 2 the arrows mark the points chosen as starting guesses for the local gradient-based minimizer. This choice is based on a clustering strategy, using the potential function Q(x) at the N-th iteration of the chaotic procedure, to identify points lying in different valleys. Finally, the local step of our approach consists in a fine optimization of the solution, in the neighbors of the selected points, using a gradient based algorithm. Fig.3 shows the objective function versus iterations for the local minimization.
As a result, we get three matched models (P1, P2, P3 ). An additional model (P0) has been obtained at the end of a local regression starting from the original, unmatched kriged model.
The behavior of the objective function f versus iteration number, for the four models of Fig. 3 , requires comment: to start with, even if the chaotic starting points give better initial approximation of the solution, all the models seem to converge to a satisfactory value of 0.5 for the objective function. Secondly, the local regressions originated from the chaotic starting points seem to converge to equivalent values, as far as the objective function is concerned. This by no means implies that they will give also equivalent forecasts, as we will momentarily show.
In Fig. 4 we show the cumulative oil productions and average field pressures, for the four matched models and the PUNQ-S3 true model (hereafter PUNQ-S3): all the calibrated models satisfy the minimal requirement of a correct reproduction of reservoir depletion. To discriminate between the models it is then necessary to look at wells behavior. If we compare BHPs versus time at wells PRO-1 and PRO-4 (see Figs. 5 and 6) differences arise. We then consider the matched models as forecast tools, on the full time span of 16.5 years of production. The "real" forecast is in this case represented by the results of PUNQ-S3. Three time dependent field quantities are taken into account: cumulative oil production, average field pressure and field water cut.
Let us start from the most economically relevant quantity: the cumulative oil production of Fig. 7 . It is evident that the model P0, although characterized by the lowest value of the objective function, does not lead to the forecast closest to reality: all other minima offer a better agreement with the PUNQ-S3 results. Moreover, a range of possible cumulative production can be defined by looking at the envelope provided by the curves in Fig. 7 . The spread in the forecast is further enhanced when considering the behavior of the field WCTs of Fig. 8 . The field average pressures depicted in Fig. 9 confirm the capabilities of the matched models to reproduce a reliable forecast. Nevertheless, the differences arising after two years, probably related to the behavior of the field WCT of Fig. 8 , still allow a discrimination between the models. To summarize the results concerning the match of production data, in Table 1 we report the cumulative fluids production mismatch, with respect to PUNQ-S3 results, for the four models at the end of the history period. 
Oil Prod Water Prod Gas Prod
First of all, it has to be noted that wells operate under oil rate constraints. Nevertheless, an agreement in the cumulative oil production is not a trivial result because this also gives evidence that the monitoring constraints (minimum BHP) have not been violated.
The cumulative gas production result is related both to the match of well GOR and BHP. This reflects in the low discrepancies observed in column 3.
The apparently relevant error, especially for cases P3 and P0, for the cumulative water production of column 2 may lead, in this case, to a wrong evaluation of the results. This is simply due to fact that the WCT values are negligible during the history period: only well PRO-11 experienced a water breakthrough (WCT=0.05) at year 8.
In Table 2 we report the cumulative fluids production mismatches at the end of the forecast period.
Table 2-P scenario: mismatch in fluids production (forecast).
Oil Prod Water Prod Gas Prod P1 -1 % -25 % 11 % P2 -3 % -27 % 9 % P3 -3 % -13 % 11 % P0 -10 % -1 % -2 %
The variations in the oil production detail better the spread of the results shown in Fig. 7 . The extent increase for the gas and water productions is due to the fact that the wells operated under oil STC rate constraints. Moreover, gas production which, in this case, is mainly driven by volumetric depletion shows a lower range of variation with respect to water.
Matching Production and Time-Lapse Seismic. Before running the optimization loop for this test case, we generated a proper set of "seismic" observations. First, from the PUNQ-S3 model, surveys of pressure, water and gas saturations have been collected at the initialization (time t 0 ), after 1461 days (t 1 ) and after 1642 days (t 2 ). Then, two sets of variation maps have been created subtracting data at time t 1 from data at time t 0 (∆ 1 ) and data at time t 2 from data at time t 1 (∆ 2 ), thus giving six variation maps to be matched.
For each of these maps the error σ S has been defined as 2% of the maximum absolute variation in the corresponding couple of surveys, without adding any noise (see Table 3 ). Fig. 10 .
There are many differences with respect to the graph of Fig. 2 : first, no kind of stabilization has been reached within the N prescribed iterations. Secondly, the minimum of f is not attained at the end of the run. However, because we are looking for a good sampling of parameters space and not for the solution of the global optimization problem, we did not increase the maximum number of iterations for this test case. Instead, we chose the two points, labeled SP1 and SP2, using the same clustering strategy that was previously outlined. Similarly to what we did for the previous test case, we run three different local regressions starting from SP1, SP2 and from the original unmatched kriged model SP0. In Fig. 11 we report the objective function value versus iteration number for the three local minimization loops. It is quite evident that all the three models converge approximately to the same objective function value. Nevertheless, if we consider the individual contributions to the total objective function for the three cases, as reported in Table 4 , a 4% difference in the production term can still be found, even if the overall differences are negligible.
Before considering the evolution of field quantities it is worth looking at well flowing pressures. Fig. 12 shows a very good agreement with the true data for well PRO-1 during the whole history period, while some differences arise around the fourth year of forecast. On the contrary, for well PRO-4, the plot of Fig. 13 shows pronounced discrepancies between the true data and all the models, starting from the fourth year of history to the end of the forecast. In Fig. 14 we report the cumulative oil productions and field average pressures for the three different matched models. The reduction in the spreading of the curves with respect to Figs. 7 and 9 is evident, apart from the slight difference in the axes range. This is clearly due to the additional information provided by the seismic surveys. The field WCT shown in Fig. 15 strengthens the preliminary conclusions just outlined. The agreement with the true model is, in this case, improved with respect to the results shown in the previous section and the envelope of possible scenarios narrowed. To summarize the results concerning the match of production and seismic data, in Table 5 we report the cumulative fluids production mismatch, with respect to PUNQ-S3 results, for the four models at the end of the history period, to be compared with what given in Table 1 . Oil Prod Water Prod Gas Prod SP1 0 % 7 % 5 % SP2 0 % 12 % 5 % SP0 0 % 9 % 5 % As in the previous case, all the models yield the same cumulative oil production as the true case at the end of the history. A global improvement is observed in the errors for the water and gas productions of column 2 and 3, mainly for case SP0. This behavior is also reflected in the forecast data of Table 6 . It is now interesting to give a qualitative comparison of the errors between computed and observed variations maps for three representative models, namely the unmatched kriged model, the model P1 and the model SP1. It is useful to define, on a cell basis, an error e measuring the mismatch between computed and observed pressure/saturation variation maps:
Considering then a couple of surveys, say survey three and two, maps of errors for pressure and/or saturations may be shown. Then, let us examine the next three figures, which show, for layer 1, maps of errors in pressure variations from survey two to survey three for the original kriged model, for the seismic matched SP1 model and, lastly, for the model P1. In all these three picture shades of gray going from lighter to darker mean increasing errors.
In Fig. 16 the unmatched model gives evidence of an approximately uniform distribution of errors, with higher values around the GOC. In Fig. 17 , because of the additional seismic match, we observe a generalized reduction of the error in the whole layer for the model SP1. The map shown in Fig. 18 , coming from the best match of the production data, is even more interesting. While the matching of the well measures has a sort of side effect in the reduction of the error roughly around the GOC, many cells far from that area show a strong increase of the error. These cells probably do not affect the history data and then, during the regression, their properties may vary randomly, or even be sacrificed to improve quality of the runs around the wells. Nevertheless, cells which are in some sense "redundant" to match the wells production data may condition the predictive capability of a model, as the comparison of Tables 2 and 6 shows. 
Conclusions
In this paper we have proposed a coupling of chaotic optimization and gradient based techniques, for the nonconvex problem of computer-aided history matching production and seismic data.
Chaotic optimization is a new method, derived from dynamical system theory, that has proven to be a valid alternative to classical approaches in providing starting points for a local minimization routine.
We have presented numerical results showing the advantage of this approach over simple local techniques in supplying different possible matched models for the reservoir forecast. In the case of matching only production data, our method leads to a spread in the forecast even if a Bayesian approach has not been included. Adding seismic inter-wells information decreases this spread, as physical intuition suggests.
The capability of this method in sampling parameters space will be further investigated by deriving cumulative distribution functions for the fluid productions at the end of the forecast period, as outlined in Floris et al. 
