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ABSTRACT
This paper discusses the modelling of systems for active structural acoustic control. The finite element method
is applied to model structures including the dynamics of piezoelectric sensors and actuators. A model reduction
technique is presented to make the finite element model suitable for controller design. The reduced structural
model is combined with an acoustic model which uses the radiation mode concept. For a test case consisting
of a rectangular plate with one piezo patch the model reduction technique is validated. The results show that
the an accurate prediction of both the structural and acoustic response is predicted by the reduced model. The
model is compact requiring small simulation times, which makes it attractive for control system design. Finally
the control performances for both structural and acoustic error criteria are presented.
Keywords: Active Structural Acoustic Control, piezoelectric materials, Finite Element Method, model reduc-
tion.
1. INTRODUCTION
Over the past decades, active control methods have become valuable tools besides passive methods for atten-
uation of structure borne sound. In active noise control the sound field introduced by a vibrating structure
is cancelled using a control system with one or several speakers and error microphones. There are a number
examples where this method is successfully applied, but noise reduction in a large spatial domain, here referred
to as global control, is hard to achieve. In other words, it is only possible to create a small ”quiet zone”. A more
promising method for global control which was first introduced by Fuller1 is active structural acoustic control
(Asac). In this method the actuators are directly attached to the structure, and a reduction of the radiated
sound is achieved by changing the vibrational behaviour of the structure. Furthermore, often a control system
is used with sensors which measure vibrations rather than acoustic pressure. Piezoelectric materials are often
used in Asac as actuators and sensor, mainly because they can be bonded directly on the structure, and do
not need a back support. Part of the research carried out worldwide focuses on modelling of Asac systems.
With such a model the performance of a control algorithm can be determined a priori, or, it can be used to
determine optimal sensor and actuator locations. For a small number of structures, such as rectangular plates,
the dynamical behaviour can be described with analytical models (e.g. in Dimitriadis2). Unfortunately, this
is not the case for many practical problems. Since active control is more valuable in the low frequency region,
the Finite Element Method (Fem) can be applied for such problems. Furthermore, it is then possible to create
models which include the actuator and sensor dynamics. This is in contrast to most analytical models.
This paper presents a method for developing models which describe the dynamical behaviour of structures
with piezoelectric actuators and sensors. Fem models inherently have many degrees of freedom, and require
therefore large simulation times. This is very impractical for control system design. A model reduction technique
based on modal superposition is presented with special emphasis on the choice of the reduced base. The reduction
technique is validated for a test case consisting of a rectangular plate with one piezoelectric actuator. A model to
predict the sound radiation of the structure is added to the structural model. This work considers flat structures,
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and therefore the Rayleigh integral is used for evaluation of the acoustic field. The concept of radiation modes
is applied for an efficient evaluation of the radiated sound power. For the test case optimal control performances
are presented for both structural and acoustic error criteria.
2. MODELLING OF ASAC SYSTEMS
In this section the Fem modelling approach of an arbitrary structure with piezoelectric sensors and actuators
is presented. A model that describes the sound radiation of the structure will be introduced in Sect. 3. The
linear Fem equations of motion for a coupled structural-piezoelectric system are given by[
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where u is the vector with the nodal structural displacements and rotations, and φ is the vector with nodal
voltages. Matrices Muu, Cuu, and Kuu are respectively the structural mass, damping and stiffness matrix.
The piezoelectric coupling arises in the piezoelectric stiffness matrices Kuφ and Kφu = KTuφ and the dielectric
stiffness matrixKφφ. The external loads are stored in f , i.e. the vector with nodal structural forces, and g, which
is the vector with nodal electrical charges. The symbols ˙ and ¨ denote the first and second time derivatives.
The main assumption made in the derivation of Eqs. (1) is that the electrical field behaves quasi-statically.
This explains why the mass and damping matrix only contain structural contributions. Note that u contains
the nodal displacements of the structure as well as the nodal displacements of the piezoelectric material. There
exists various formulations for beam, plate and solid piezoelectric finite elements, of which an overview can be
found in Benjeddou.3
2.1. Model Reduction
In general Fem models contain a large number of degrees of freedom (Dof). This feature makes such models
not suitable for the design of a controller, since control system design is often an iterative procedure which
requires many simulations. In this section a model reduction technique is presented for a dynamical system
described by Eqs. (1). In a control setup piezoelectric materials can be used either as actuator or sensor. In
case the patch is used as actuator the electrode potential is prescribed, whereas for a sensor the potential is
free.∗ It is convenient to divide the vector with the nodal voltages into two parts: φ = {φp φf}T, where φp is
the vector with prescribed nodal voltages, and φf contains the free nodal voltages. Substitution of this vector
into Eqs. (1) gives⎡
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For ease of writing the damping forces are omitted in this equation. The reduction method discussed here is
a mode superposition method. To perform a modal analysis the electrical Dof are eliminated from the system.
With the third row in Eqs. (2) the free voltages can be written in terms of the displacements, the free charges,
and prescribed voltages:
φf =
(
Kffφφ
)−1 [
gf −Kfφu u−Kfpφφ φp
]
. (3)
Substitution of this equation into the first row in Eqs. (2) results to an equation of motion in terms of the
structural displacements, i.e.
Muu u¨+Cuu u˙+Kuu u = f
 , (4)
where the effective stiffness matrix Kuu is defined as,
Kuu = Kuu −Kfuφ
(
Kffφφ
)−1
Kfφu . (5)
∗The charge can also be used as sensor signal, but this will not be discussed in this work.
The effective force vector f is defined as
f = f −Kfuφ
(
Kffφφ
)−1
gf −Kpuφ φp , (6)
where Kpuφ = K
p
uφ −Kfuφ
(
Kffφφ
)−1
Kfpφφ. This equation shows that all applied electrical loads, i.e. nodal charges
and prescribed nodal voltages, are transformed to structural loads. It will be clear that once the structural
response is determined, the free voltages can be calculated with Eq. (3). If necessary, the nodal charges
corresponding with the prescribed voltages can be calculated with the second row in Eqs. (2).
In the mode superposition method, the response is expanded in terms of the undamped eigenvectors or mode
shapes (modes) of the problem. In case the undamped free vibration is considered (f = 0), and harmonic time
dependency is assumed (u = uˆ ejωt)†, Eq. (4) reduces to the generalized eigenvalue problem:
ω2Muu uˆ = Kuu uˆ , (7)
where ω is the angular frequency of vibration. The solution of this eigenvalue problem comprises n angular
eigenfrequencies ωi and corresponding eigenvectors uˆi (i = 1 . . . n), where n is the total number structural Dof
in the model. The matrix with natural eigenfrequencies and the modal matrix with structural responses are
defined as
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The mode shapes are normalized with respect to the mass matrix, thus satisfying
ΨTuMuu Ψu = I , (9)
ΨTuK

uu Ψu = Ω
2 , (10)
where I is the identity matrix. The modal responses of the free voltages follow from Eq. (3) for the unforced
case, i.e. gf = φp = 0. The modal matrix with electrical responses is thus defined as
Ψf = −
(
Kffφφ
)−1
Kfφu Ψu . (11)
Following the method of modal superposition, the solution of Eq. (4) is written as
u =
n∑
i=1
uˆiqi = Ψu q , (12)
where q is the column vector with modal participation factors or generalized co-ordinates. Substitution of this
solution into Eq. (4) and multiplying through by ΨTu leads to the generalized equation of motion:
I q¨+ 2ΞΩ q˙+Ω2 q = ΨTu f
 , or, (13)
q¨i + 2ξiωi q˙i + ω2i qi = uˆ
T
i f
 , i = 1 . . . n . (14)
It is here assumed that the damping is classical, which implies that the modal damping matrix Ξ is diagonal,
i.e. Ξ = diag(ξi) with ξi the modal damping ratio for mode i. The notation in Eqs. (13) and (14) is not valid
if the damping is not classical, although a transformation to generalized co-ordinates is still possible. Often it
is the goal to determine the response in a limited frequency band ω ∈ [0, ωb]. Conveniently, it is not necessary
to take into account all modes of the system for modal superposition. A good estimate of the response in the
frequency range of interest is obtained when only a small number of mode shapes is taken into account. When
m eigenfrequencies and eigenvectors are included with m  n, the structural response in the frequency domain
is approximated by
uˆ ≈
m∑
i=1
uˆi uˆTi f

−ω2 + 2jξiωi ω + ω2i
. (15)
†j =
√−1 is the imaginary unit.
2.2. Residual Flexibility
A consequence of truncating the modal expansion is that it can lead to errors in prediction the response near
the anti-resonance frequencies, or in control theory referred to as zeros .4 This is because the mode shapes with
eigenfrequencies outside the frequency range of interest also contribute to the frequency response in the range
[0, ωb]. This contribution is especially significant in the off-resonance regions. The concept of residual flexibility
improves the accuracy of the truncated expansion. It is most easily explained when considering the frequency
domain response. The exact solution of Eq. (4) when all variables show harmonic time dependency can be
written as
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i=m+1
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uˆTi f

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. (16)
In the case of standard modal reduction, the second right-hand-side term is neglected (see Eq. (15)). Since the
maximum frequency in the range of interest [0, ωb] is much smaller than the natural eigenfrequencies for modes
satisfying i > m, the system response is well approximated by
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
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+
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In this approximation the high frequency modes (i > m) contribute statically to the system response, whereas
the low frequency modes (i ≤ m) respond dynamically. The second right-hand-side term is called the residual
flexibility. In general only the eigenfrequencies and corresponding mode shapes for i = 1 . . .m are calculated
when a modal analysis is performed with a Fem package. The residual flexibility can be expressed in terms of
the static response and low frequency mode contributions. The modal expansion of the static response simply
follows after inserting ω = 0 into Eq. (16). Now the approximate solution becomes
uˆ ≈
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i=1
uˆiuˆTi f

−ω2 + 2jξiωi ω + ω2i
+ u0 −
m∑
i=1
uˆiuˆTi f

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. (18)
Solution uˆ is now written in terms of modes i = 1 . . .m and the static response u0. So the cost for a more
accurate approximation is that a static response analysis has to be performed. The approach was here explained
for a structure which has no rigid body modes. For a discussion on systems with rigid body modes, the reader
is referred to Preumont.4 In matrix-vector notation, Eq. (18) reads
u ≈ Ψ˜u q˜+ u0 − Ψ˜u Ω˜−2 Ψ˜Tu f , (19)
where Ω˜
−2
= diag(ω−2i ). In this equation the ˜ symbol indicates that only modes 1 . . .m are included. If this
equation is inserted into Eq. (3) and some terms are rearranged, the following expression for the response of
the free voltages is found:
φf ≈ Ψ˜f q˜+ φf0 − Ψ˜f Ω˜
−2
Ψ˜
T
u f
 , (20)
where φf0 is the vector with the static response of the free voltages.
2.3. State Space Representation
The foregoing model is rewritten in state space form since this form is more convenient for control system
design. The general state space representation of any linear dynamical system is given by
x˙ = Ax+Bv , (21)
y = Cx+Dv . (22)
The modal participation factors are used to define state vector; i.e. x = {q˜ ˙˜q}T. The input vector containing all
external inputs acting on the system, i.e. forces, charges and prescribed voltages is defined as v = {f gf φp}T.
The system matrix and input matrix are defined as
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Here the output vector is defined as y = {u φf}T. The nodal displacement vector is here an output, but the
velocity or acceleration can also be used. The corresponding output and feedthrough matrix are given by
C =
[
Ψ¯u 0
Ψ¯f 0
]
, D =
[
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]
−
[
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]
Ω¯−2
[
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T
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]
, (24)
The residual flexibility is accounted for in the feedthrough matrix. In matrices U0 and Φ0 every column i
represents the static response when input i is equal to one whereas all other inputs are zero. In general, the
number of inputs and outputs are much smaller than the number of Dof in the model. In the foregoing this
aspect was not accounted for, i.e. the modal matrices contain the response of all Dof. The state space model
can be written more compact when only those parts of the modal matrices are included which correspond with
input or output Dof. The results presented in the next section were determined with a state space model
implemented in such a way.
2.4. Test Case Results
The model reduction method is validated for a test case consisting of a clamped rectangular plate with one
surface bonded piezoelectric patch actuator, see Fig. 1. The plate dimensions are 490× 245× 1.2 mm3 and the
piezo is of size 50× 30 × 1.0 mm3. Other test case properties are listed in App. A. Harmonic analysis results
of the reduced models with and without residual flexibility are compared to results obtained with the full Fem
model, i.e. directly solving Eq. (1). The model was constructed in the commercial finite element packageAnsys.
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Figure 1: Clamped rectangular plate with one piezoelectric patch.
The plate is modelled with linear quadrilateral shell elements (Shell63). In Ansys no shell type elements with
piezoelectric coupling are available, and therefore the piezo patches are modelled with linear cubic solid elements
(Solid5). In order to couple the solid and shell elements coupling conditions are introduced equivalent with
perfect bonding between the plate and the piezo patch. The state space formulation of the reduced model
has been implemented in Matlab/Simulink. Besides the eigenfrequencies and modeshapes also piezoelectric
stiffness matrices are required to define the reduced model. A number of routines to import the Ansys model
data and results were implemented in Matlab.
The frequency response functions (Frf) for two load cases are considered. In the first case the plate is
excited with a point force acting in the z-direction, whereas the piezo patch is short circuited. The force is
applied at co-ordinates (x, y) = (75, 158) mm. In the second case the plate is excited by a prescribed voltage
applied to the top electrode of the piezo patch, whereas the bottom electrode is grounded. It is noted that the
point force location and the piezo patch location were chosen such that all mode shapes in the frequency range
up to 500 Hz are excited. A total of 12 eigenfrequencies and mode shapes were included in the reduced model.
The results for the first load case are shown in Fig. 2. Figure 2(a) shows the transfer between the point force and
the transverse displacement at the location where this force is applied. It can be observed that for both reduced
models the transfer function near the resonance frequencies is accurately described. Near the anti-resonance
frequencies, i.e. the zeros, the reduced model including residual flexibility shows a better correspondence. One
should be aware of the fact that the number of zeros and the corresponding frequencies are unique for every
response point. Because in Fig. 2(a) the response point is equal to the excitation point, between every pair of
resonances an anti-resonance frequency is present.
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Figure 2: Transfer functions between point force and plate response.
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Figure 3: Transfer functions between piezo voltage and plate response.
Figure 2(b) shows the transfer between the point force and the transverse displacement at the center of the
piezo patch. The effect of residual flexibility is negligible in this case as the three lines are nearly identical. The
difference introduced by the residual flexibility is given by
∆uˆ = u0 −
m∑
i=1
uˆiuˆTi f

ω2i
, (25)
where the first right-hand-side term is the static response and the second right-hand-side term is the contribution
of the low frequency modes to the static response. This equation shows that the residual flexibility effect will
be significant if the static response is of the same order as the dynamic response, and, the static response is
not well expanded in terms of the lower modes. Since for this load case the static response is the much larger
near the point location than near the piezo patch location, the residual flexibility effect is more clearly visible
in Fig. 2(a). Figure 3 shows the results for the second load case. The residual flexibility effect is most clearly
observed in Fig. 3(b). If this effect is not included, the error in the prediction of the anti-resonance frequencies
is reasonable. In Fig. 3(b) the mismatch between the reduced models is much smaller. As for the first load
case, this is because the corresponding response point is not close to the piezo patch. The results clearly show
that the residual flexibility can improve the accuracy of the modal expansion, particularly for transfer functions
with coinciding excitation and response points.
3. SOUND RADIATION MODEL
In order to investigate the performance of different control strategies a model that describes the interaction of
the structural vibration and the radiated sound field must be available. The radiated sound power is often used
in Asac as performance metric for the controller. The time-averaged radiated acoustic power through an area
S can be expressed as
W¯ =
1
2
Re
(∫
S
p(rs) v∗n(rs) dS
)
, (26)
where p(rs) and vn(rs) denote respectively the surface pressure and the normal velocity on the structure at
position vector rs. The normal velocity distribution is known from the analysis described in the previous section.
It is hereby assumed that the vibration of the structure is not affected by the surrounding medium. There are
several methods available to obtain the acoustic pressure, such as the boundary element method and finite
element method. These are especially suited to analyse sound radiation of complex structures. In the current
work the analysis is restricted to a plate in an infinite baffle. In that case the Rayleigh integral can be used to
model the acoustic field.
3.1. Rayleigh Integral Method
The Rayleigh integral5 is given by
p(r) =
jωρ0
2π
∫
S
vn(rs)
e−jk|r−rs|
|r− rs| dS , (27)
where ρ0 is the mean density of the acoustic medium, k = ω/c0 is the acoustic wavenumber with c0 the
undisturbed speed of sound. Because there is normally no closed form solution available, the Rayleigh integral
and thus the expression for the radiated sound power are discretised. The surface is divided into l elementary
radiators (pistons) of equal size. It is assumed that the velocity and pressure fields across each radiator are
constant. Then Eq. (26) reduces to the summation
W¯ =
Se
2
Re
(
vHn p
)
, (28)
where p and vn are the vectors with the surface pressure and normal velocity of the elementary radiators, Se is
the surface of an elementary radiator, and subscript H denotes the Hermittian. Discretisation of the Rayleigh
integral leads to a linear relation of the form
p = Zvn , with Zij =
jωρ0Se
2π
e−jk|ri−rj |
|ri − rj | , i, j = 1 . . . l . (29)
The pressure is here evaluated on the surface, meaning that the diagonal elements of impedance matrix Z are
singular (i = j). The expression for the time-averaged radiated sound power now becomes
W¯ =
Se
2
Re
(
vHn Zvn
)
= vHn Rvn , (30)
where R is the radiation resistance matrix. This matrix is given by
R =
ω2ρ0S
2
e
4πc0
⎡
⎢⎢⎢⎢⎢⎣
1 sin(kr12)kr12 · · ·
sin(kr1l)
kr1l
sin(kr21)
kr21
1 · · · ...
...
...
. . .
...
sin(krl1)
krl1
· · · · · · 1
⎤
⎥⎥⎥⎥⎥⎦ . (31)
where rij = |ri− rj |. Because only the real part of the impedance matrix is used for evaluation of the radiation
resistance matrix, no singularity is present.
3.2. Radiation Modes
Below coincidence, i.e. kL < 1 with L the characteristic length scale of the plate, the structural modes do not
contribute independently to the radiated sound power. Above coincidence, the structural modes radiate more
or less independently. Asac normally focuses on the low frequency range. Thus a controller designed to reduce
vibrations will not necessarily reduce the sound radiated by a structure. A set of vibration patterns can be
defined which do contribute independently to the radiated sound power, the so called radiation mode shapes.6–8
The radiation modes follow from a singular value decomposition of the radiation resistance matrix R:
R = ΣTΛΣ , (32)
where Σ is the real matrix with radiation modes, stored row-wise, and Λ is the real diagonal matrix with
radiation efficiencies. Both matrices depend on frequency. An interesting aspect is that the radiation efficiencies
fall off very rapidly with increasing mode order. This makes it possible to predict the radiated sound power
with only a small number of radiation modes:
W¯ ≈ vHn Σ˜
T
Λ˜ Σ˜ vn , (33)
where Σ˜ and Λ˜ now include only a small number of modes and efficiencies. The fact that only a small number
of modes is required is also interesting from a control point of view: a reduction of the participation of only a
small number of radiation modes will give an optimal control performance.
3.3. Structural-Acoustic Model
In order to evaluate the radiated sound power, the normal velocity distribution on the plate is required. The
normal velocity can be obtained from the state space model, but then all nodal normal velocities must be
included in the output vector, which leads to a large model. Alternatively, the normal velocity can be obtained
while neglecting the residual flexibility, or vn = Ψ˜u,n ˙˜q. Matrix Ψ˜u,n is that part of the modal matrix Ψ˜u
corresponding with the normal displacements. Then the radiated sound power is approximated by
W¯ ≈ ˙˜qHQTΛ˜Q ˙˜q , where Q = Σ˜ Ψ˜u,n . (34)
Matrix Q can be calculated in advance. Every column in Q represents a structural mode shape expanded
in terms of the radiation modes. Although not done here, it is also possible to combine the structural state
space model with a state space representation of the radiation model.9, 10 Figure 4 compares three ways of
computation of the radiated sound power due to a unit voltage applied to the piezo actuator (no point force).
In the first approach the velocity distribution is evaluated including residual flexibility and the radiated sound
power is calculated with Eq. (28) (solid line). The second method uses the same velocity vector, but the
sound power is now determined with Eq. (33) using only 5 radiation modes (dash-dot line). The third result is
obtained with Eq. (34), thus neglecting the residual flexibility, again using 5 radiation modes (dashed line). All
results were obtained with a structural model with 12 modes. The main conclusion that can be drawn is that
it is allowed to approximate the radiated sound power by Eq. (34). It was shown in Sect. 2.4 that the effect
introduced by the residual flexibility can be significant when point responses are considered, and furthermore,
especially near the anti-resonance frequencies. In other words, it is a local effect. Since the vibration of the
whole plate area contributes to the acoustic field, the effect of residual flexibility is negligible for the radiated
sound power.
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Figure 4. Comparison of three ways to calculate the sound power radiated by the plate when a unit voltage is applied
to the piezo patch.
4. STRUCTURAL-ACOUSTIC CONTROL
With the model presented in the foregoing sections, the control performance of several error criteria is inves-
tigated. Optimal control theory is applied to derive the control law which minimizes a certain error criterion.
This is certainly a simplified controller model, but there exist efficient and robust algorithms for realising it in
practice.11 The results presented here are again obtained for the test case defined in Sect. 2.4.
4.1. Optimal Control Theory
Optimal control theory determines the optimal response with respect to a quadratic error criterion when control-
ling a linear system (see for instance Nelson and Elliott11). It gives the optimal control performance, irrespective
of the control algorithm, in case of a quadratic cost function. The frequency domain response of a linear system
subjected to a number of a disturbance and control inputs can be written as
y = Hd fd +Hc fc , (35)
where y is the vector with outputs which are minimized, e.g. plate displacements, sensor voltages or pressures.
Vectors fd and fc are the disturbance and control input vectors, respectively, and, Hd and Hc are transfer
matrices which relate the disturbance and control inputs to the response. Note that fd and fc can contain both
structural and electrical inputs. The error criterion is defined as
J = yHWy + β fHc fc , (36)
where V is the performance weighting matrix and β is a control effort penalty. The control input vector which
minimizes objective equation (36) is given by
foptc = −
(
HHc WHc + β I
)
HHc WHd fd . (37)
4.2. Control Performance
It was already mentioned that radiated sound power is an interesting error criterion for Asac. However, it is
not easy to measure this quantity in practice. Therefore, the performance of two more realistic error criteria
is investigated. The first criterion uses sensors at discrete locations on the plate which measure the normal
displacement us. Obviously also velocity or acceleration sensors can be used. The second criterion uses a
number of pressure sensors in the near-field of the plate ps. For both cases 6 sensors are used, see Fig. 5.
The pressure sensor grid has an offset of 0.1 m with respect to the plate surface. The radiated sound power
zpressure sensors
y
displacement 
sensors
x
Figure 5: Schematic layout of displacement sensors and pressure sensors.
W¯ is also used as error criterion, in order to judge the performance of the more realistic sensor layouts. The
error criteria are summarized in Table 1. The table furthermore gives the output and weighting matrix used for
calculation of Eq. (36) for each criterion. The pressure ps is determined using the assumption that the residual
flexibility effect is negligible. Because there is an offset between the plate surface and the measurement grid,
the impedance matrix Zs relating ps to the normal plate velocity is not singular.
Table 1: Error criteria, corresponding output and weighting functions.
Objective J Output y Weight W
uHs us us I
pHs ps ˙˜q Ψ˜
H
u,nZ
H
s Zs Ψ˜u,n
W¯ ˙˜q QTΛ˜Q
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Figure 6: Comparison of radiated sound power reduction for different error criteria.
Results are presented for the same test case as discussed in Sect. 2.4. The point force is the primary or
disturbance input (amplitude=0.1 N). The secondary or control input is the voltage applied to the piezo patch.
For all objectives the control penalty β is set to zero. Figure 6 compares the reduction in radiated sound sound
power which is realized for the different criteria. The results show that compared to the passive response a
significant reduction is achieved for all criteria. The line for minimization of W¯ (solid line) shows that the
reduction at the resonance frequencies varies. This is because the controllability of a mode depends on the
piezo patch location, and is thus different for all modes. A remarkable aspect is that the minimization of the
pressure at only 6 locations (dashed line) results in a reduction of the radiated power which is nearly equal to
the reduction if W¯ is minimized. The reduction which is achieved when minimizing the normal displacement
shows a significant reduction at the resonance frequencies. But an increase of radiated power is observed in
some off-resonant regions. In these frequency ranges the plate vibration is significantly reduced. The radiated
sound power does however increase because the structural modes do not radiate independently.
5. CONCLUSIONS
A modelling approach for active structural acoustic control with piezoelectric actuators and/or sensors was
presented. The finite element method is applied to make the method suitable for complex structures which
cannot be modelled analytically. A model reduction technique was presented and validated for a setup consisting
of a plate with one piezoelectric patch actuator. Simulation results showed that the concept of residual flexibility
can improve the accuracy of the reduced model significantly. The structural model is coupled with an acoustic
model based on the Rayleigh integral. The radiation modes concept is applied and the results showed that the
radiated sound power is well described when only a small number of radiation modes is accounted for. The
combined structural-acoustic model is a compact model requiring small simulation times. This makes the model
useful for control system design. The model was applied to evaluate the control performance of several error
criteria. Both structural and acoustic error criteria showed a significant improvement of the radiated sound
power. The use of only a small number of pressure sensors showed a reduction in radiated sound power which
nearly equals the optimal performance.
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APPENDIX A. TEST CASE PROPERTIES
The results presented in this paper were obtained with the dimensions and material parameters given in Tables
2 and 3.
Table 2: Plate properties (see also Fig. 1).
Parameters Value
Dimensions (lp,x × lp,y × tp) 490× 245× 1.2 mm3
Density 2710 kgm−3
Young’s modulus 70.0 · 109 Nm−2
Poisson’s ratio 0.3
Table 3: Piezo patch properties (see also Fig. 1).
Parameters Value
Dimensions (lpe,x × lpe,y × tpe) 50× 30× 1.0 mm3
Location (xpe, ype) 260, 90 mm
Density 7760 kgm−3
Elasticity coeff. (SE11, S
E
33, S
E
12, 1.68, 1.90, −0.57,
SE13, S
E
44, S
E
66) −0.71, 5.10, 4.50 (·10−11) m2 N−1
Piezoelectric coeff. (d31, d33, d15) −2.14, 4.23, 6.10 (·10−10) mV−1
Dielectric coeff. (T11, 
T
33) 9.82, 7.54 (·10−9) Fm−1
