versus H!: G ::...~F. Unfortunately, as we shall show in Section 4, this is not practical. The uniformly most powerful level a test of H~versus H! is the "no data" test which rejects H~with probability a, regardless of the data.
The reason for this is that for any pair (F,G) satisfying H!, there is a sequence of pairs (F,G n ), n =1,2,..., satisfying H! which converge to (F,G) in such a way that the power of any test at (F,G) is the limit of the powers at (F,G n ). Since (F,G n ) satisfies H!, this limit must be at most a. The proof of this fact suggests that the difficulty may be that G(x) may be less than F (x) for most x's but G(x) may be slightly greater than F(x) for some x in the tail of the distributions. Thus, although P(Y ::.. x) =I -G(x) ::.. I -F(x) = P(X ::.. x) for most x's, G is not stochastically larger than F. In this paper we consider null and alternative hypotheses which are similar to H! and H! but which circumvent this troublesome tail behavior and allow the development of a reasonable level a test.
Specifically, in this paper we consider testing on which F(x) and G(x) are to be compared. The relationship described in H.
is the same as that which defines stochastic ordering except that the inequality is required to hold only for x £ [a,b] The rejection region for test T can be related to the empirical cdf,
These conditions define a step-shaped region as shown in Figures Test T was originally derived using the intersection-union (IU) method of test construction. This method was used as early as 1952 by Lehmann. More recently the method has been used by a variety of authors including Gleser (1973), Sasabuchi (1980) , Cohen and Marden (1983) , Berger (1984a) and Berger (1984b) . The method has not always been identified as the IU method. Some properties of the test T that we have developed using the IU methodology will be discussed in the next section. If in addition, for some j satisfying I~j~J, there exists an x such that F(x) = PJ then test T has size exactly 01, that is (3.1) is true with equality. as the cdf of the probability measure which puts mass p J + v on the point c J Berger (1982) , and Cohen and Marden (1983) . It is interesting to note that the following results does not require test T to have size exactly ex.
The distribution F may be discrete and the test may have size less than ex and still the test will be UMP in this class of tests. Consider a monotone, permutation invariant rejection region which is not a subset of the region in (2.2). Let (y 1I."'y n) be a point in this rejection region which does not satisfy all the inequalities in (2.2). Fix j, I " j " J such that the inequality in (2.2) involving y (J) is not satisfied. Note that
First we will show that for any v £ (0,1), G v £ H o and hence, by Theorem 3.1, On the other hand, by the Glivenko-Cantelli Theorem, the empirical cdf converges to G(x) uniformly on [a,b] with probability one. Thus, if
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