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ABSTRACT
To integrate strategic, tactical and operational decisions, the two-stage optimization has been widely
used to guide dynamic decision making. In this paper, we study the two-stage stochastic programming
for complex systems with unknown response estimated by simulation. We introduce the global-local
metamodel assisted two-stage optimization via simulation that can efficiently employ the simulation
resource to iteratively solve for the optimal first- and second-stage decisions. Specifically, at each
visited first-stage decision, we develop a local metamodel to simultaneously solve a set of scenario-
based second-stage optimization problems, which also allows us to estimate the optimality gap. Then,
we construct a global metamodel accounting for the errors induced by: (1) using a finite number of
scenarios to approximate the expected future cost occurring in the planning horizon, (2) second-stage
optimality gap, and (3) finite visited first-stage decisions. Assisted by the global-local metamodel, we
propose a new simulation optimization approach that can efficiently and iteratively search for the
optimal first- and second-stage decisions. Our framework can guarantee the convergence of optimal
solution for the discrete two-stage optimization with unknown objective, and the empirical study
indicates that it achieves substantial efficiency and accuracy.
Keywords Simulation optimization, two-stage stochastic programming, Gaussian process metamodel, dynamic
decision making
1 Introduction
In many applications, such as high-tech manufacturing, bio-pharmaceutical supply chains, and smart power grids
with renewable energy, we often need to integrate the strategic, tactical and operational decisions. For example, in
the semiconductor manufacturing, the managers need to consider the facility planning and the ensuing production
scheduling. The planning decision is made “here and now", and the production scheduling is a “wait and see" decision,
which depends on the investment decision and also the realization of demand. To guide the dynamic decisions making,
in this paper, we consider the two-stage stochastic programming,
min
x∈X
G(x) ≡ c0(x) + Eξ
[
min
y∈Y(x)
q(x,y, ξ)
]
(1)
where x denotes the first-stage action, e.g., the investment decision, y denotes the second-stage decision, e.g., production
scheduling, ξ denotes the random inputs, e.g., demands, X and Y(x) represent the feasible decision sets. The overall
cost includes the investment cost and the expected production cost occurring in the planning horizon.
The existing two-stage optimization approaches often assume that the response function q(x,y, ξ) is known [1, 2, 3, 4].
For example, it can be a linear or mixed-integer function. However, for many complex real systems, the response
function could be unknown. For example, in the semiconductor manufacturing, the production processes can involve
thousands of steps and the production cost function is unknown [5]. We resort to simulation for the unknown response
under different scenarios ξ and decisions (x,y). Thus, in this paper, we consider the two-stage optimization via
simulation (OvS).
∗Corresponding author: w.xie@northeastern.edu
ar
X
iv
:1
91
0.
05
86
3v
1 
 [m
ath
.O
C]
  1
3 O
ct 
20
19
Compared to the classical two-stage optimization with the known response function, such as two-stage stochastic linear
programming problems, there exist additional challenges to solve the two-stage OvS listed as follows.
1. When the response function is known, various algorithms exploiting the structural information haven been
developed in the optimization community to search for the optimal solution, including Benders decomposition
algorithm and stochastic decomposition [6, 7, 8, 9]. However, they cannot be employed and extended to the
two-stage OvS of interest.
2. It is computationally demanding to solve the two-stage OvS. For complex stochastic systems, each simulation
run could be computationally expensive. In addition, there could exist high prediction uncertainty and the
number of scenarios used by the Sample Average Approximation (SAA) to approximate the expected future
cost needs to be large [10, 4]. Hence, there exists tremendous computational burden.
3. It is challenging to search for the optimal first-stage solution. Given limited computational resource, we often
cannot find the true optimal second-stage decisions, which leads to the optimality gap. Thus, besides the finite
sampling error introduced by SAA, this optimality gap can further lead to a biased estimate of the expected
future cost.
Hence, in this paper, we introduce a new simulation optimization approach that allows us to efficiently solve the
complex two-stage OvS problems.
Notice that the problem of interest is different with the existing black-box OvS problems studied in the simulation
literature [11, 12, 13, 14, 15]. Existing studies tend to focus on the stochastic one-stage OvS,
min
x∈X
Eξ [f(x, ξ)] . (2)
Given a feasible decision x, the system unknown mean response, denoted by Eξ [f(x, ξ)], can be assessed by simulation.
Various simulation optimization algorithms are proposed to solve one-stage OvS; see Henderson and Nelson [16] for
a review. In particular, metamodel-assisted optimization approaches can efficiently employ the simulation resource
for the search of optimal solution [16, 17]. When there is no strong prior information on the mean response surface,
the Gaussian process (GP) can be used to characterize the remaining metamodel estimation uncertainty. To balance
exploration and exploitation, Sun et al. [15] proposed a GP based search (GPS) algorithm for discrete optimization
problems, and it can efficiently use the simulation resource and guarantee global convergence.
Inspired by those one-stage metamodel assisted approaches, in this paper, we propose a global-local metamodel-
assisted two-stage OvS. Specifically, at each visited first-stage action x, we construct a local GP metamodel for
qx(y, ξ) ≡ q(x,y, ξ) so that we can simultaneously solve a large set of second-stage optimization problems sharing
the same first-stage decision x. Then, built on the search results from the second-stage optimization problems, we
further develop a global metamodel accounting for various sources of errors. Assisted by the global-local metamodel,
we introduce a two-stage optimization via simulation approach that can efficiently employ the limited simulation budget
to iteratively search for the optimal first- and second-stage decisions. Here, suppose each simulation run could be
computationally expensive, say taking about a few days.
Therefore, the main contributions of this paper are as follows.
• We propose a global-local metamodel accounting for the finite sampling error introduced by using a finite
number of scenarios to approximate the expected future cost and also the bias introduced by the optimality gap
from the second-stage optimization.
• Assisted by the global-local metamodel, we develop a two-stage optimization via simulation approach that can
simultaneously control the impact from various sources of error and efficiently employ the simulation budget
to search for the optimal first- and second-stage decisions.
• Our approach can guarantee global convergence as the simulation budget increases. The empirical study also
demonstrates that it has good and stable finite-sample performance.
The rest of the paper is organized as follows. Section 2 gives the literature review of relevant studies on two-stage
stochastic programming and metamodel-assisted simulation optimization. We formally state the problem of interest in
Section 3. We develop a global-local metamodel-assisted two-stage OvS approach for complex stochastic systems in
Section 4. We study the finite sample performance of our approach in Section 5, and conclude the paper in Section 6.
2 Background
To integrate strategic, tactical and operational decisions, the classical two-stage stochastic optimization was introduced
[1, 2]. Since the introduction, it has been applied to a wide range of areas, including electricity marketing [18, 19, 20]
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and the capacity expansion problem [21, 22, 23]. In the classical two-stage stochastic optimization, the second-stage
response function is assumed to be known, e.g., a linear function [1, 2] or a mixed integer one [18, 19, 20]. Various
algorithms have been proposed in the stochastic optimization community to solve it, such as two-stage linear program
and two-stage mixed-integer program. To obtain the optimal solution, they typically exploit the structural information.
For example, the L-shaped algorithm was proposed by Van Slyke and Wets [24], and further developed in [25, 26, 7].
The Stochastic Decomposition (SD) algorithm was proposed in Higle and Sen [8, 9].
However, for many real-world complex systems, e.g., semiconductor production systems and global bio-pharma supply
chains, the second-stage response function is often unknown and the system outputs can be predicted through simulation.
Therefore, the problem becomes a two-stage stochastic optimization via Simulation (OvS). In these situations, the
classical algorithms cannot be easily extended.
In the simulation community, OvS is an active research area. With recent technology advances, OvS offers a convenient
way to support the decision making for a variety of complex stochastic systems and it has gained ever increasing
importance [27, 28]. The existing OvS studies extensively focus on the one-stage OvS problems, including the ranking
and selection [16], the random search algorithm [29], the COMPASS algorithm [13, 30], the simultaneous perturbation
stochastic approximation (SPSA) algorithm [11]; see Fu [17] for a comprehensive review.
However, existing simulation-based optimization algorithms are typically developed for one-stage OvS problems in
(2). To the best of our knowledge, there is no rigorous algorithm proposed for two-stage stochastic OvS in the general
situations. Different from the one-stage optimization, two-stage stochastic programming exhibits some unique features:
the first-stage optimization problem is stochastic and it depends on the results from second-stage optimization, while
the second-stage optimization problems are conditional on the realizations of random events and they are deterministic.
For the two-stage OvS, the estimation of expected cost is required. In many situations, the possible scenarios representing
the second-stage uncertainty are too many or even infinite. Then, the sampling approach, SAA, uses a set of scenarios
to approximate the expected future cost [31]; see more discussion about SAA in [32, 33, 34]. However, the SAA often
introduces the finite sampling error. To accurately estimate the second-stage expected cost and control the impact
of finite sampling error, a large scenario size is required [4]. In addition, the expected objective in (1) relies on the
second-stage optimal solutions. Without strong prior information on the second-stage response function, such as
linearity, given a tight computational resource, there exists the optimality gap.
For real-world complex stochastic systems, each simulation run could be computationally expensive. Thus, it is
important to efficiently employ the tight simulation budget to search for promising first-stage decisions, while controlling
the finite sampling error introduced by SAA and the optimality gap induced in the second-stage black-box optimization.
In this paper, we propose a metamodel-assisted framework for two-stage optimization in (1). When there is no strong
prior information on the system response function, the Gaussian process metamodel is often used to provide a global
prediction. In the past decades, it has received great attention in both deterministic and one-stage stochastic simulation
optimization; see for example [12, 14, 35, 15]. Jones et al. [12] introduced Kriging for deterministic OvS problems.
Sun et al. [15] developed the GPS algorithm that employs Stochastic Kriging models introduced by Ankenman et
al. [36] for stochastic discrete optimization via simulation (DOvS). It can guarantee the global convergence, and also
demonstrates good finite sample performances.
Notice that this paper is fundamentally different with our previous study in [37]. Here, we propose a simulation
optimization approach that can efficiently solve the discrete two-stage optimization for complex stochastic systems
with unknown second-stage response function. The study in [37] focused on a generalized two-stage dynamic decision
model with nested risk measures, such as the conditional value-at-risk (CVaR). For a given decision policy, a metamodel-
assisted approach was introduced to efficiently assess the nested system risk, and further delivered a credible interval
(CrI) quantifying the simulation estimation error.
3 Problem Description
In this section, we describe the problem of interest. To guide the dynamic decision making for complex stochastic
systems, we consider the two-stage stochastic programming with unknown response estimated by simulation,
min
x∈X
G(x) ≡ c0(x) + Eξ
[
min
y∈Y(x)
q(x,y, ξ)
]
(3)
where x represents the first-stage decision with the feasible set, denoted by X , and y represents the second-stage
decision with the feasible set Y(x) depending on x. Suppose that both c0(x) and q(x,y, ξ) are continuous, and the
sets X and Y(x) are discrete and finite. The random input variate ξ follows the probability model, denoted by F (ξ),
characterizing the prediction uncertainty. The first-stage decision x is made prior to the realization of ξ and the
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second-stage decision y is made after the uncertainty is revealed. That means given any feasible first-stage decision x
and a scenario ξ , we need to solve a second-stage optimization problem,
Q(x, ξ) ≡ min
y∈Y(x)
q(x,y, ξ), (4)
which leads to the optimal decision, denoted by y?(x, ξ). For simplification, suppose that there is a unique optimal
first-stage decision, denoted by x? = arg minx∈X G(x), with the objective G(x?).
For complex stochastic systems, such as global biopharma supply chains and semiconductor manufacturing, both cost
functions G(x) and qxi(y, ξ) ≡ q(xi,y, ξ) at any xi ∈ X are often unknown, which can be estimated by simulation.
Here, we use a semiconductor production facility investment as an illustrative example. We consider the planning
horizon with T time periods, say T quarters. Given the first-stage decision xi, i.e., the capacity of production facility
investment, and the realization of demands ξ = (ξ1, ξ2, . . . , ξT ) in the planning horizon, we want to find the production
scheduling decision y = (y1, y2, . . . , yT ) minimizing the operational cost qxi(y, ξ) =
∑T
t=1 ct(xi, yt, ξt), where ξt
and ct(·) for t = 1, 2, . . . , T represent the accumulated demand and the cost occurring in the t-th time period. The
optimal second-stage decision depends on the investment decision xi and also the realized demands ξ . Since the
semiconductor production could involve thousands of processing steps, each simulation run for qxi(y, ξ) could be
computationally expensive. Notice that the scenario aggregation and decision discretization could be used to reduce the
complexity of second-stage optimization; see the similar strategies recommended for approximate look-ahead models
in [38].
For some xi ∈ X , the second-stage program could be infeasible, i.e., Y(xi) is empty [3]. To avoid this issue, we
assume that the problem of interest has relatively complete recourse, i.e., for every xi ∈ X and every scenario ξ ∈ Ξ,
the second-stage recourse problem is always feasible, where Ξ denotes the scenario set.
If the scenario set Ξ only contains J scenarios {ξ1, . . . , ξJ} with known probabilities {p1, . . . , pJ}, then the expectation
in Objective (3) becomes Eξ [Q(xi, ξ)] =
∑J
j=1 pjQ(xi, ξj), where J is a finite integer. In this case, for each first-stage
decision xi, only J second-stage optimization problems in (4) need to be solved.
However, in many situations, ξ is continuous or the number of possible scenarios is astronomical. At any visited xi ∈ X ,
the SAA with N(xi) number of scenarios can be used to approximate the expected future cost in (3),
G¯c(xi) ≡ c0(xi) + 1
N(xi)
N(xi)∑
j=1
qxi(y
?
ij , ξ ij) (5)
with ξ ij
i.i.d.∼ F (ξ) for j = 1, 2, . . . , N(xi); see the introduction of SAA in [10, 33, 39]. The superscript c in (5)
indicates that the objective is estimated based on the “correct" optimal second-stage decisions y?ij ≡ y?(xi, ξ ij).
Differing with the existing two-stage optimization studies in the literature that assume the response qxi(y, ξ) known
[21, 22, 23, 10], for each first-stage decision xi and scenario ξ ij , the second-stage optimization in our study is a
black-box scenario-based deterministic optimization problem. Given finite computational assignment, there often exists
an optimality gap introduced by using the estimated optimal solution, denoted by ŷ?ij ,
δ(xi, ξ ij) ≡ qxi(ŷ?ij , ξ ij)− qxi(y?ij , ξ ij). (6)
In addition, the forecast uncertainty of ξ occurring in the planning horizon could be large. For example, in the
semiconductor and biopharma manufacturing, we frequently introduce new products and it is challenging to precisely
predict their demands [5, 40, 41, 42]. For the power grids with high renewable energy penetration, it is challenging to
provide an accurate forecast of the wind and solar power generation when we make the unit commitment scheduling
decision for the day-ahead market [18, 19, 20]. Thus, it could require a large number of scenarios, N(xi), to accurately
estimate the expected future cost. It is computationally prohibitive to solve a large number of black-box second-stage
optimization problems, minyij∈Y(xi) qxi(yij , ξ ij) for j = 1, 2, . . . , N(xi).
When we solve the two-stage optimization in (3) for complex stochastic systems via simulation, there are some important
observations described as follows.
Observation (1): The objective function values G(x) and G(x′) tend to be similar when the first-stage
decisions x and x′ are close to each other.
Observation (2): For each first-stage action xi, when we use SAA to approximate the expected cost, there
are N(xi) second-stage optimization problems needed to be solved. Under situations with high prediction
uncertainty, N(xi) is required to be large so that we can accurately estimate the expected cost. Each scenario-
based second-stage optimization is a black-box deterministic optimization problem and it is time-consuming
to solve them separately. Also each simulation run could be computationally expensive.
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Observation (3): When we search for the optimal first-stage decision, we need to consider errors induced
by: (a) the finite sampling error introduced by SAA, (b) the second-stage optimality gap, and (c) finite visited
first-stage decisions.
4 Global-Local Metamodel-Assisted Two-Stage Optimization
Considering the unique properties of stochastic programming with unknown response, in this section, we introduce
a global-local metamodel-assisted two-stage optimization via simulation. It can efficiently employ the simulation
budget, denoted by C, to solve the two-stage optimization problem in (3) for complex stochastic systems. We first
present the local metamodel assisted second-stage optimization in Section 4.1. At each visited first-stage decision
xi ∈ X , we construct a GP metamodel for qxi(y, ξ). The metamodel uncertainty is characterized by the GP posterior
distribution, denoted by GPxi and let q˜xi(·, ·) ∼ GPxi . In the paper, the notation ·˜ denotes the posterior sample
or random function/variable. To overcome the challenges stated in Observation (2), we utilize the local metamodel
GPxi to simultaneously solve the N(xi) second-stage optimization problems, minyij∈Y(xi) qxi(yij , ξ ij) for j =
1, 2, . . . , N(xi). The local metamodel also allows us to estimate the optimality gap from the second-stage optimization.
Then, in Section 4.2, based on the search results for the second-stage optimization, we develop a global GP metamodel
for G(x) = c0(x) + Eξ
[
miny∈Y(x) q(x,y, ξ)
]
. It accounts for: (1) finite sampling error induced by SAA, (2) the bias
caused by the second-stage optimality gap, and (3) prediction error induced by only finite decision points visited. It can
capture the spatial dependence of the response surface G(·) stated in Observation (1).
Assisted by the global-local metamodel developed in Sections 4.1 and 4.2, we propose the two-stage optimization via
simulation in Section 4.3 that can balance exploration and exploitation through simultaneously controlling all sources
of errors. It can efficiently employ the computational resource to iteratively solve for the optimal first- and second-stage
decisions. As the simulation budget goes to infinity, in Section 4.4, we can show that the proposed optimization
procedure can guarantee the global convergence to G(x?).
4.1 Local Metamodel Assisted Second-Stage Optimization
At any visited design point xi, in this section, we introduce a local metamodel assisted algorithm for solving the second-
stage simulation optimization problems. Specifically, we first construct a GP metamodel for qxi(·, ·) in Section 4.1.1.
Then, for each scenario ξ ij , we plug it into the local metamodel and the posterior sample path q˜xi(y, ξ ij) is utilized
to predict the response at any y ∈ Y(xi). Thus, we solve the scenario-based second-stage optimization problems,
minyij∈Y(xi) qxi(yij , ξ ij) and further estimate the optimality gap δ(xi, ξ ij) for j = 1, 2, . . . , N(xi) in Section 4.1.2.
Since the local metamodel qxi(·, ·) can leverage the information collected from all scenarios at xi, it can efficiently
solve the second-stage optimization problems.
4.1.1 Local Metamodel Construction
For notational simplicity, let z ≡ (y, ξ). The cost occurring in the planning horizon can be modeled as a realization of
GP,
qxi(z) = β0 +M(z).
It consists of two parts: a global trend β0 (note that β0 can be replaced by a more general trend term f(z)>β without
affecting our method) and a zero-mean GP, denoted by M(z), modeling the spatial dependence of the response function
qxi(z). The covariance function of the GP is Cov(M(z),M(z
′)) = σ2R(z, z′), where σ2 is the variance and R(·) is
the correlation function. Our previous study [43] demonstrates that the product-form Gaussian correlation function has
the good performance and also easy to implement. Thus, it is used in the empirical study
R(z− z′|φ) = exp
− d∑
j=1
φj(zj − z′j)2
 (7)
where d is the dimension of z and the parameters φ = (φ1, . . . , φd) control the spatial dependence.
Denote K1 design points at xi by Pxi ≡ {mz1,mz2, . . . ,mzK1}, and the corresponding simulation outputs by
QPxi = (qxi(mz1), qxi(mz2), . . . , qxi(mzK1))
′. Define mZ as the matrix of Kp prediction points. Let R(mZ, ·)
represent the K1×Kp spatial correlation matrix between K1 design points and Kp prediction points mZ. Let R be the
K1 ×K1 correlation matrix across all K1 design points and let R(mZ,mZ) represent the Kp ×Kp spatial correlation
matrix between Kp prediction points . Then, given the simulation outputs QPxi , the remaining uncertainty of the local
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metamodel at mZ is characterized by the updated Gaussian process, denoted by GPxi(q̂xi(mZ), s2xi(mZ)), with
mean
q̂xi(mZ) = β̂0 · 1Kp×1 +R(mZ, ·)′R−1(QPxi − 1K1×1β̂0), (8)
and variance-covariance matrix
s2xi(mZ,mZ) = σ
2{R(mZ,mZ)−R(mZ, ·)′R−1R(mZ, ·) (9)
+[11×Kp − 1′K1×1R−1R(mZ, ·)]′[1′K1×1R−11K1×1]−1[11×Kp − 1′K1×1R−1R(mZ, ·)]},
where β̂0 = (1′K1×1R
−11K1×1)
−11′K1×1R
−1QPxi . The unknown parameters σ and φ are estimated by the maximum
likelihood approach; see Sacks et al. [44] and Jones et al. [12].
4.1.2 Second-Stage Optimization and Optimality Gap Estimation
At any visited first-stage candidate xi ∈ X , when SAA is used to estimate the expected future cost, it could be
computationally expensive to solve N(xi) black-box second-stage optimization problems separately. Assisted by the
local metamodel built for qxi(·, ·) in Section 4.1.1, we can simultaneously solve all N(xi) second-stage optimization
problems: y?ij = arg miny∈Y(xi) qxi(y, ξ ij) with j = 1, 2, . . . , N(xi). Specifically, by plugging in each scenario
ξ ij , the metamodel GPxi(q̂xi(·, ξ ij), s2xi(·, ξ ij)) provides the posterior prediction of the system response for any
untried decision y ∈ Y(xi), which is used to guide the search for y?ij . Given the current estimated optimal solution,
denoted by ŷ?ij , we want to efficiently employ the simulation resource to reduce the optimality gap, δ(xi, ξ ij) =
qxi(ŷ
?
ij , ξ ij)− qxi(y?ij , ξ ij). Thus, in the next search iteration, we want to find the promising point yij ∈ Y(xi) that
can reduce the optimal gap the most and run simulation there.
Since the response surface qxi(·, ξ ij) is unknown, motivated by the Efficient Global Optimization (EGO) algorithm
[12], the criteria used to guide the sequential search for the optimal solution y?ij is based on minimizing the expected
optimality gap or maximizing the expected improvement (EI). The unknown second-stage response surface is modeled
by the posterior sample path q˜xi(·, ·) ∼ GPxi(q̂xi(·, ·), s2xi(·, ·)). Following [12], given the current optimal solution
ŷ?ij , the EI at any untried point yij ∈ Y(xi) can be defined as
Eq˜xi (yij ,ξij) [I(yij , ξ ij)] ≡ Eq˜xi (yij ,ξij)
[
max
(
qxi(ŷ
?
ij , ξ ij)− q˜xi(yij , ξ ij), 0
)]
= ∆ · Φ
(
∆
sxi(yij , ξ ij)
)
+ sxi(yij , ξ ij) · ϕ
(
∆
sxi(yij , ξ ij)
)
(10)
where Eq˜xi (yij ,ξij) [·] denotes the expectation over the remaining metamodel uncertainty at (yij , ξ ij) with
q˜xi(yij , ξ ij) ∼ N(q̂xi(yij , ξ ij), s2xi(yij , ξ ij)). Here, we set ∆ ≡ qxi(ŷ?ij , ξ ij) − q̂xi(yij , ξ ij), and represent the
PDF, CDF of standard normal distribution with ϕ(·), Φ(·) respectively. The greater Eq˜xi (yij ,ξij) [I(yij , ξ ij)] is, the
more promising the untried point yij could be. Hence, to efficiently search for the true optimal y?ij , we find the point
which gives the maximum EI,
yEIij = arg maxyij∈Y(xi)Eq˜xi (yij ,ξij) [I(yij , ξ ij)] (11)
and then run simulation there; see the second-stage optimization search procedure in Section 4.3.
In addition, the local metamodel can be used to esimate the second-stage optimality gap, δ(xi, ξ ij) = qxi(ŷ
?
ij , ξ ij)−
qxi(y
?
ij , ξ ij) for j = 1, 2, . . . , N(xi). Specifically, the unknown response surface qxi(·, ·) is modeled by a sample path
of Gaussian Process GPxi . For each scenario ξ ij , the local metamodel GPxi can be used to estimate the expected
optimality gap E[δ(xi, ξ ij)|ξ ij ], where the conditional expectation is over the metmodel uncertainty. Basically, as
the metamodel uncertainty increases especially at the promising area, the expected optimality gap also increases.
To estimate E[δ(xi, ξ ij)|ξ ij ], we first generate a posterior sample path q˜(b)xi (·, ·) ∼ GPxi(q̂xi(·, ·), s2xi(·, ·)) for b =
1, . . . , B, where q̂xi and s
2
xi are specified by (8) and (9). Then, we can use q˜
(b)
xi (y, ξ ij) to predict the response for any
y ∈ Y(xi), and calculate the b-th realization of the optimality gap,
δ(b)(xi, ξ ij) = max
(
0, qxi(ŷ
?
ij , ξ ij)− q̂?ijb
)
with q̂?ijb = min
y∈Y(xi)
q˜(b)xi (y, ξ ij).
Thus, we can estimate E[δ(xi, ξ ij)|ξ ij ] with
Ê[δ(xi, ξ ij)|ξ ij ] = 1
B
B∑
b=1
δ(b)(xi, ξ ij). (12)
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4.2 Global Metamodel Development
Based on Observation (1) described in Section 3, suppose that the unknown response surface G(x) = c0(x) +
Eξ
[
miny∈Y(x) qx(y, ξ)
]
is a realization of GP. Given the results from the second-stage optimization, we develop a
global GP metamodel for G(x), which will be used to guide the search for the optimal decision x? in Section 4.3.
For any xi ∈ X , the optimal response from the j-th scenario Gj(xi) ≡ c0(xi) + minyij∈Y(xi) qxi(yij , ξ ij) can be
written as,
Gj(xi) = G(x) + (xi, ξ ij), (13)
where the mean zero random error (xi, ξ ij) represents the deviation of Gj(xi) from the expected cost G(xi) =
E[Gj(xi)]. However, the optimal solution for the second-stage optimization, y?ij = arg minyij∈Y(xi) qxi(yij , ξ ij), is
unknown. Since only the current optimal estimate ŷ?ij is available, we can observe G˘j(xi) ≡ c0(xi) + qxi(ŷ?ij , ξ ij).
Thus, we rewrite the optimal response from the j-th scenario as Gj(xi) = G˘j(xi)− δ(xi, ξ ij) with the optimality gap,
δ(xi, ξ ij) = qxi(ŷ
?
ij , ξ ij)− qxi(y?ij , ξ ij). Combining with (13), we have
G˘j(xi)− δ(xi, ξ ij) = G(xi) + (xi, ξ ij). (14)
As noted in Section 4.1.2, given any scenario ξ ij , since qxi(·, ·) has the remaining metamodel uncertainty, our belief on
unknown optimality gap δ(xi, ξ ij) is treated as a random variable with conditional expectation E[δ(xi, ξ ij)|ξ ij ]. Thus,
δ(xi, ξ ij) can be expressed as
δ(xi, ξ ij) = E[δ(xi, ξ ij)|ξ ij ] + ′(xi, ξ ij), (15)
where ′(xi, ξ ij) is defined as a zero-mean random variable characterizing the variability of δ(xi, ξ ij) given ξ ij and it
is induced by the local metamodel uncertainty of qxi(·, ξ ij). By plugging (15) into (14) and then rearranging terms, we
obtain
G˘j(xi)− E[δ(xi, ξ ij)|ξ ij ] = G(xi) + (xi, ξ ij) + ′(xi, ξ ij). (16)
At each xi, given N(xi) scenario results from solving the second-stage optimization problems, we obtain the expected
optimality gap adjusted SAA estimate for G(xi),
G¯(xi) =
1
N(xi)
N(xi)∑
j=1
{G˘j(x)− E[δ(xi, ξ ij)|ξ ij ]}
= c0(xi) +
1
N(xi)
∑N(xi)
j=1
{
q(xi, ŷ
?
ij , ξ ij)− E[δ(xi, ξ ij)|ξ ij ]
}
(17)
with ξ ij
i.i.d.∼ F (ξ) for i = 1, 2, . . . ,K and j = 1, 2, . . . , N(xi). Let e¯(xi,Di) = 1N(xi)
∑N(xi)
j=1 [(x, ξ ij)+
′(xi, ξ ij)],
where Di = {ξ ij : j = 1, . . . , N(xi)} represents the finite scenarios set at xi. Then, from Equation (16), we get
G¯(xi) = G(xi) + e¯(xi,Di).
Suppose the unknown response surface G(x) is a random sample path of a GP, denoted by W(x) = µ0 + W (x),
characterizing the uncertainty of our belief on the underlying G(x). Thus, at any xi ∈ X , we can model the summary
simulation output G¯(xi) with
G¯(xi) = [µ0 +W (xi)] + e¯(xi,Di). (18)
Since the mean zero error e¯(xi,Di) considers the aggregated impact from many factors or results from the N(xi)
scenarios, we can assume that it follows the normal distribution by applying the general central limit theory (CLT).
Note that µ0 in (18) can be replaced by a more general trend term, i.e., f(xi)>µ.
Denote the design points with Po ≡ {x1,x2, . . . ,xK}. Let G¯Po = (G¯(x1), G¯(x2), . . . , G¯(xK))′. The bootstrap can
be used to quantify the estimation variance of G¯(xi) for i = 1, . . . ,K. Specifically, in each t-th iteration, we draw with
replacement N(xi) outputs from {G˘j(x)− E[δ(xi, ξ ij)|ξ ij ] with j = 1, . . . , N(xi)} and calculate the sample mean,
denoted by G¯(t)(xi). Repeat this procedure for T times. We can estimate the variance of G¯(xi), denoted by Vii, by
using the sample variance from these T bootstrap samples G¯(1), . . . , G¯(T ). For unknown E[δ(xi, ξ ij)|ξ ij ], we plug
in the estimate Ê[δ(xi, ξ ij)|ξ ij ] obtained from (12). Then, without CRN, the covariance matrix of G¯Po is a diagonal
matrix V with the i-th diagonal term equal to Vii. Given G¯Po and V , we can construct the global metmaodel to guide
the search for x?.
Represent the spatial covariance function as Cov(W (x),W (x′)) = τ2r(x,x′), where τ2 denotes the variance and
r(x − x′;φ) denotes the correlation function with parameters φ. The Gaussian correlation function is used in our
empirical study. For any prediction point mX? ∈ X , denote the spatial covariance vector between mX? and
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design points by Σ(mX?, ·), and denote the variance-covariance matrix between design points by Σ. Given the
simulation outputs, the remaining uncertainty of the cost function G(mX?) can be characterized by a GP, denoted by
G˜(mX?) ∼ GPo(Ĝ(mX?), s2(mX?)), with mean
Ĝ(mX?) = µ̂0 + Σ(mX?, ·)′[Σ + V ]−1(G¯Po − µ̂0 · 1) (19)
and variance
s2(mX?) = τ
2 − Σ(mX?, ·)′[Σ + V ]−1Σ(mX?, ·) + η′[1′(Σ + V )−11]−1η (20)
where µ̂0 = [1′(Σ + V )−11]−11′(Σ + V )−1G¯Po and η = 1− 1′(Σ + V )−1Σ(mX?, ·); see the detailed information
about the stochastic kriging in Ankenman et al. [36]. The maximum likelihood estimates (MLEs) for τ2 and φ are used
for prediction.
4.3 Global-Local Metamodel Assisted Two-Stage Optimization via Simulation
Built on the global-local metamodel developed in Sections 4.1 and 4.2, we propose a two-stage optimization via
simulation. Notice that before using either local or global metamodel for the optimal search, we need to verify the
GP assumption; See Jones et al. [12] and Huang et al. [14] for the detailed discussion. The procedure of proposed
global-local metamodel assisted two-stage OvS includes the main steps described in Algorithm 1. In Step (1), we
specify the simulation budget C, the initial relative EI threshold α0, the growth factor g, the number of replications
n0, and set the iteration index k = 1. Denote D
(k)
x as the set of first-stage design points visited at the k-th iteration
and denote S(k)x as all design points that have been visited until the k-th iteration, S(k)x =
⋃k
s=1D
(s)
x . We generate
the initial set of design points for the global GP metamodel D(k)x with k = 1 by using the maximin Latin Hypercube
Design (LHD) [12, 14]. In the empirical study, we use the “10d" rule for the number of initial design points [14]. For
each xi ∈ D(k)x , we allocate n0 scenarios. Following Kim and Nelson [45] and Tsai et al. [46], we set n0 = 10 in the
empirical study.
Then, we iteratively solve the second- and first-stage optimization. At the k-th iteration, we solve the second-stage
optimization problems y?ij = arg miny∈Y(xi) qxi(y, ξ ij) with j = 1, 2, . . . , N
(k)(xi) for each xi ∈ D(k)x in Step (2).
Here, α(k)(xi) is the relative EI threshold which controls the stopping criteria for second-stage optimal search. For
any design point that is visited for the first-time, xi ∈ D(k)x and xi /∈ S(k−1)x , we set α(k)(xi) = α0 and generate
N (k)(xi) = n0 scenarios. Since too large α0 could lead to unreliable optimization results and too small α0 could
cause wasting the effort on unpromising candidates, we set α0 = 0.1 in the empirical study. Then, we use LHD to
generate the design points of (y, ξ) evenly covering the space Y(xi)×Ξ, run simulations, and construct the initial local
metamodel GPxi(q̂xi(·, ·), s2xi(·, ·)) by using (8) and (9). For each revisited design point, i.e., xi ∈ {D(k)x ∩ S(k−1)x },
we increase the number of scenarios N (k)(xi) and reduce the threshold α(k)(x) to simultaneously control the impact
from finite sampling error and second-stage optimality gap. Inspired by Lesnevski et al. [47, 48], for the t-th visited
first-stage action x ∈ X with t > 1, the relative EI threshold for second-stage optimization is set to be α0g− t−12 and
the accumulated number of scenarios is set to be dn0gt−1e. Thus, for the design point x revisited in the k-th iteration,
we add N (k−1)(x)(g − 1) additional scenarios. Following Lesnevski et al. [47], we set g = 1.5.
In Step (2.2), we search the optimal solutions for those new generated scenarios ξ ij by using the local metamodel,
ŷ?ij = arg minyij∈Y(xi)q̂xi(yij , ξ ij). (21)
In Step (2.3), we first check the stopping criteria for each scenario ξ ij with j = 1, . . . , N (k)(xi),
maxyij∈Y(xi) Eq˜xi (yij ,ξij) [I(yij , ξ ij)]
|qxi(ŷ?ij , ξ ij)|
≤ α(k)(xi) (22)
with Eq˜xi (yij ,ξij) [I(yij , ξ ij)] obtained by (10). We move those scenarios satisfying the stopping criteria (22) to the
set Uxi that inlcudes all terminated scenarios. For the remaining scenario ξ ij with ξ ij /∈ Uxi , to efficiently reduce the
optimality gap, we find the point yEIij giving the maximum EI,
yEIij = arg max
yij∈Y(xi)
Eq˜xi (yij ,ξij) [I(yij , ξ ij)] . (23)
We add the point (yEIij , ξ ij) to the set Pxi that includes all design points for the local metamodel GPxi and run
simulation there. Then, we update the metamodel by using (8)–(9) and also update ŷ?ij . We repeat this procedure
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ALGORITHM 1: The Procedure for Global-Local Metamodel-Assisted Two-Stage OvS.
Step (1): Initialization.
Step (1.1) Specify the simulation budget C and the growth factor g. Initialize the iteration index k = 1, the EI threshold α0 and the
number of replications n0.
Step (1.2) Use the maximin LHD to generate the initial first-stage design point set D(k)x evenly covering the decision space X and
set S(k)x = D(k)x . Let N (k)(xi) = n0 for xi ∈ D(k)x .
Step (2): Solve the second-stage optimization problems for design points visited at the k-th iteration, xi ∈ D(k)x . Reset the
collection of finished second-stage scenarios, Uxi = ∅.
Step (2.1): Update the relative EI threshold α(k)(xi) and the number of scenarios N (k)(xi) for xi ∈ D(k)x .
if xi /∈ S(k−1)x (first visited design points) then
Set α(k)(xi) = α0 and N (k)(xi) = n0. Generate new scenarios {ξij}N(xi)j=1 . Use LHD to generate the second-stage design
point set Pxi evenly covering the space of (y, ξ), denoted by Y(xi)× Ξ, and run simulations there. Construct the initial local
metamodel GPxi(q̂xi(·, ·), s2xi(·, ·)) by using (8) and (9).
else
Set α(k)(xi) = α(k−1)(xi) · g− 12 . Generate N (k−1)(xi)(g − 1) new scenarios and let N (k)(xi) = N (k−1)(xi) · g.
end
Step (2.2): For each new generated scenario ξij , use the local metamodel GPxi to search ŷ?ij by using (21).
Step (2.3): Check the stopping criteria (22) for each scenario ξij with j = 1, . . . , N (k)(xi) and move the terminated ones to the set
Uxi . If |Uxi | = N (k)(xi), stop the second-stage optimization for xi. Otherwise, continue the optimal search for each remaining
scenario ξij /∈ Uxi .
while |Uxi | < N (k)(xi) do
for 1 ≤ j ≤ N (k)(xi) and ξij /∈ Uxi do
(a) Find yEIij by using (23).
(b) If
Eq˜xi (yij ,ξij)[I(y
EI
ij ,ξij)]
|qxi (ŷ?ij ,ξij)|
≤ α(k)(xi), then terminate the optimal search for scenario ξij and set Uxi = Uxi
⋃{ξij}.
Otherwise, run simulation at (yEIij , ξij) and add it to Pxi . Update the local metamodel for qxi(·, ·) based on Pxi by using
(8)–(9) and update (ŷ?ij , ξij).
end
end
(c) Estimate E[δ(xi, ξij)|ξij ] by (12).
Step (3): Solve the first-stage optimization.
Step (3.1): Construct/Update the global metamodel GPo(Ĝ(·), s2(·)) by using (19) and (20). Find the current optimal decision,
x̂?(k) = arg min
x∈S(k)x
G¯(x).
Step (3.2): If the simulation budget C is exhausted, stop the search procedure and report x̂?(k). Otherwise, construct the sampling
distribution f (k+1)(x) for x ∈ X by (24) and use it to generate a new set of design points D(k+1)x with size |D(k+1)x | = s. Update
the set of design points S(k+1)x = S(k)x
⋃
D
(k+1)
x . Set the iteration index k = k + 1 and return to Step (2)
for all scenarios ξ ij that have not been terminated. If all N(xi) optimization problems meet the stopping criteria,
|Uxi | = N(xi), we terminate the second-stage optimal search for xi in the k-th iteration and estimate E[δ(xi, ξ ij)|ξ ij ]
by using (12).
In Step (3), we solve the first-stage optimization. Given the results from second-stage optimization, we construct/update
the global GP metamodel GPo by using (19)–(20) and find the current optimal decision, x̂?(k) = arg minx∈S(k)x G¯(x).
The optimal search terminates when the simulation budget C is exhausted. Otherwise, we generate a new set of design
points D(k+1)x , set the number of iteration k = k + 1 and then loop back to Step (2) for solving the second-stage
optimization problems at any xi ∈ D(k+1)x . The EI criterion used in the second-stage optimization was originally
introduced for the deterministic simulation and it is appropriate for the stochastic cases; see Huang et al. [14] and Quan
et al. [35]. Thus, following Sun et al. [15], we construct a sampling distribution,
f (k+1)(x) =
Pr{G˜(x) < G¯(x̂?(k))}∑
xi∈X Pr{G˜(xi) < G¯(x̂?(k))}
, (24)
where G˜(·) ∼ GPo(Ĝ(·), s2(·)). Since Pr{G˜(x) < G¯(x̂?(k))} is the posterior possibility that the point x ∈ X achieves
a better objective value than the current optimal, the normalized probability mass function f (k+1)(x) reflects the
potential of point x. The sampling distribution f (k+1)(x) is used for generating a new set of first-stage design points
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D
(k+1)
x for the next (k + 1)-th iteration with the size |D(k+1)x | = s. Following Sun et al. [15], we set s = 5 in the
empirical study. Notice that if the first-stage solutions x drawn in the early iterations are promising, they are more
likely to be selected again and we invest more simulation budget there to get more accurate estimation on G(x). On
the other hand, if such first-stage candidate solutions are inferior, they are less likely to be selected again. Thus, the
proposed algorithm can efficiently utilize the simulation budget to search for the optimal solution x?.
4.4 Convergence of Global-Local Metamodel Assisted Two-Stage OvS
In this section, we provide the theoretical guarantee of the convergence for the proposed global-local metamodel assisted
two-stage OvS. The results are given under following assumptions:
1. The response θ(x,y, ξ) ≡ c0(x) + q(x,y, ξ) is bounded for any x ∈ X , y ∈ Y(x) and ξ ∼ F (ξ). There
exists a bound M such that ‖q‖Hφ(X ) ≤ M , where Hφ(X ) denotes the reproducing kernel Hilbert space
(RKHS) of correlation function Rφ(z, z′) (z ≡ (y, ξ)) on (Y(x),Ξ).
2. The first- and second-stage feasible sets are finite, i.e., |X | <∞ and |Y(x)| <∞ for any x ∈ X .
3. The spatial variance for first- and second-stage GP is strictly positive, i.e., σ2 > 0 and τ2 > 0.
4. The MLEs for σ2 and τ2 and φ are consistent under some regularity conditions [49].
The main result is shown in Theorem 1 and detailed proofs are provided in the appendix.
We start with Lemma 1 showing that the number scenarios allocated to any x ∈ X goes to infinity as the number of
iterations or the simulation budget goes to infinity, N (k)(x) → ∞ w.p.1 as k → ∞. Then, the finite sampling error
reduces to zero.
Lemma 1. Suppose that the metamodel-assisted optimization approach proposed in Algorithm 1 is used to solve the
two-stage optimization problem (3) and Assumptions 1–4 holds. Then N (k)(x)→∞ w.p.1 k →∞ ∀x ∈ X .
Furthermore, since the second-stage optimization search is based on the expected improvement. In the proposed
algorithm, we gradually reduce the second-stage optimality gap through controlling the threshold of relative expected
improvement. Then, in Lemma 2, we can show that the expected improvement for any unobserved second-stage
decision y is positive and bounded. By letting the threshold α(k)(x) gradually decreasing to zero as k →∞, all untried
points will eventually be simulated. It implies that we eventually visit all possible solutions in Y(x) when k is large and
the optimality gap becomes zero.
Lemma 2. Suppose that the metamodel-assisted optimization approach proposed in Algorithm 1 is used to solve the
two-stage optimization problem (3) and Assumptions 1–4 holds. Then δ(x, ξj)→ 0 w.p.1 as k →∞ ∀x ∈ X .
Theorem 1 shows that our two-stage optimization approach can guarantee the global convergence as the simulation
budget C goes to infinity. Since it simultaneously reduces the finite sampling error introduced by SAA and the error
induced by the second-stage optimality gap to zero, we have a consistent performance estimator as the simulation
budget goes to infinite, G¯(x)→ G(x) as N(x)→∞ for any x ∈ X . Then, following the proof in Sun et al. [15], we
can show that G¯(x̂?)→G(x?) w.p.1 as the budget C →∞ or the number of iteration k →∞.
Theorem 1. Suppose that Assumptions 1–4 holds and the metamodel-assisted optimization approach proposed in
Algorithm 1 is used to solve the two-stage optimization problem (3). Denote x? as the true optimal solution, i.e.,
G(x?) = arg minx∈X G(x). Let x̂?(k) be the optimal decision obtained in the k-th iteration with the objective estimate
G¯(x̂?(k)). Then, G¯(x̂?(k))→G(x?) w.p.1 as the simulation budget C →∞ or the iteration k →∞.
5 Empirical Study
In this paper, we consider two-stage stochastic programming for complex systems with unknown second-stage response
surface. The existing simulation optimization approaches typically consider one-stage optimization. In addition, to
the best of our knowledge, the two-stage stochastic programming approaches typically assume the response surface
qx(y, ξ) known; see the literature review in Section 2. Thus, in this section, we compare the finite sample performance
of proposed global-local metamodel assisted two-stage OvS with two methods, including a random sampling SAA
approach and the deterministic look-ahead (DLH) policy model solved by using the state-of-art simulation optimization
approach, called Gaussian process-based search approach (GPS) proposed in [15].
For the random sampling SAA approach, without any prior information about the optimal first- and second-stage
decisions, suppose that all first-stage solutions have equal probability to be optimal. Also at any given first-stage
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decision, all second-stage solutions have equal probabilities to be the best. Thus, in this approach, we randomly
generate N1 first-stage candidate solutions, {x1,x2, . . . ,xN1}. At each solution xi with i = 1, 2, . . . , N1, we generate
N2 scenarios {ξ i1, ξ i2, . . . , ξ iN2}. For each scenario ξ ij with j = 1, 2, . . . , N2, we randomly generate C/(N1N2)
second-stage solutions and select the best one as the optimal ŷ?ij . Then, for each visited first-stage solution xi with
i = 1, 2, . . . , N1, we aggregate the results from all N2 second-stage optimization problems, and obtain an estimate
of the objective value, G¯(xi) = c0(xi) +
∑N2
j=1 qxi(ŷ
?
ij , ξ ij)/N2. The first-stage solution giving the best objective is
selected, x̂? = arg minxi∈{x1,x2,...,xN1} G¯(xi).
For the deterministic look-ahead policy model (see the description in [38]), we consider
min
x∈X ,y∈Y(x)
GD(x,y) ≡ c0(x) + Eξ [q(x,y, ξ)] , (25)
which can be used for stochastic control [50]. Then, the Gaussian process-based search approach (GPS) proposed in [15]
is used to efficiently solve the optimization problem in (25). Specifically, we model the unknown mean response surface
GD(·) with a GP metamodel having the spatial variance denoted as σ2GPS . Then, following the simulation optimization
proposed in [15], we develop a sampling distribution to efficiently guide the search for the optimal decisions of (x,y).
In each iteration, the sampling distribution is used to generate m promising decisions of (x,y). At each selected (x,y),
we assign r independent scenarios of ξ . We repeat this search procedure until reaching to the computational budget.
To study the finite sample performance of proposed framework and compare it with the random sampling SAA and
the deterministic look-ahead approach with GPS, we consider two examples, including a simple two-stage linear
optimization problem and a supply chain management example.
5.1 A Two-Stage Linear Optimization Problem
We first consider a two-stage linear stochastic optimization example from Ekin et al. [6],
min
0≤x≤3
G(x) = −3x+ E[Q(x, ξ)] with Q(x, ξ) = min
y≥0
{ξy : 0.5x+ y ≤ 5} (26)
where ξ follows the lognormal distribution with mean 0 and variance 1. It is easy to see that the first-stage optimal
solution is x? = 3. Notice that the objective function in (26) is monotonic in x, which means that the closer a solution
x is to the true optimal x? = 3, the better quality it has. Thus, we can examine the algorithm’s performance by directly
checking the value of optimal first-stage decision x̂?. To study the performance of our approach, we pretend that the
objective function is unknown, and it is estimated by simulation. We discretize the solution spaces of x and y with an
increment 0.01. In our optimization procedure, we set the initial threshold for the second-stage relative optimality gap
α0 = 0.1 and set the initial number of scenarios n0 = 10.
We study the performance of proposed global-local metamodel assisted two-stage OvS, random sampling SAA approach,
and deterministic look-ahead policy with GPS (DLH-GPS) under different simulation budget C = 600, 1000, 2000.
For the random sampling SAA approach, we consider two representative settings for N1 and N2: N1 = 10, N2 = 10
and N1 = 10, N2 = 20. For the GPS, we set m = 10, r = 10 when the budget C = 600, 1000 and set m = 13, r = 10
when C = 2000. Following the setting of Section (5.1) in [15], we set the spatial variance of the GP to be σGPS = 5.
Table 1 records mean and standard deviation (SD) of x̂? obtained by using these approaches. The results are estimated
based on 100 macro-replications. Given the same simulation budget, our method and deterministic look-ahead with
GPS provide much higher quality solutions in terms of means and standard deviations of x̂?. They deliver x̂? very
close to x? = 3 with all three budget levels. By contrast, the optimal decision obtained by the random sampling SAA
approach has low quality and high estimation uncertainty, and it shows only a small improvement as C increases.
Table 1: Mean and SD of x̂? obtained by three candidate approaches
Our approach DLH-GPS Random sampling SAA
(N1 = 10, N2 = 10)
Random sampling SAA
(N1 = 10, N2 = 20)
mean SD mean SD mean SD mean SD
C = 600 2.91 0.07 2.91 0.07 2.69 0.28 2.67 0.27
C = 1000 2.92 0.05 2.92 0.06 2.68 0.29 2.67 0.31
C = 2000 2.94 0.04 2.93 0.05 2.73 0.22 2.73 0.22
We also examine the estimation accuracy of G¯(x̂?), the estimator of corresponding objective G(x̂?) of the obtained
optimal solution x̂?. Since for each x̂? with G(x̂?) = −3x̂?, we can calculate the relative estimation error rE ≡
|G¯(x̂?)−G(x̂?)|
G(x̂?) · 100%. Table 2 documents mean and SD of rE in % obtained by using these three approaches. Our
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Table 2: Mean and SD of relative estimation error rE ≡ |G¯(x̂?)−G(x̂?)|/G(x̂?) · 100% (in %).
Our approach DLH-GPS Random sampling SAA
(N1 = 10, N2 = 10)
Random sampling SAA
(N1 = 10, N2 = 20)
mean SD mean SD mean SD mean SD
C = 600 5.4 3.0 5.5 3.2 24.2 5.0 23.1 5.6
C = 1000 5.0 2.9 5.2 2.8 24.1 6.0 21.7 6.2
C = 2000 4.0 3.0 4.0 3.0 22.1 4.0 22.0 6.0
method can provide reliable estimates of G(x̂?). The random sampling SAA method shows its deficiency in the
objective value estimation accuracy and it has only a small improvement as C increases.
In addition, we further study the two-stage linear optimization problem in (26) and note that ξy is monotonically
increasing in y for ξ > 0. Since ξ follows the lognormal distribution, it means that the optimal value y? doesn’t
depend on ξ. That explains why the proposed global-local metamodel assisted two-stage OvS demonstrates the similar
performance with the deterministic look-ahead approach with GPS.
5.2 A Supply Chain Management Example
In this section, we use a supply chain management example to study the performance of our approach. It is inspired
by our research collaboration with a bio-pharmaceutical manufacturing company. The company produces various
commercial and clinical products, which requires some common vital raw materials, including soy and other chemical
raw materials. For simplification, we only consider the soy raw material and one type of raw chemical material used
for producing the key clinical product. The company orders soy and chemical raw material from outside vendors.
While the chemical raw material can be fast-delivered, due to the regulations and long testing cycles, soy has long lead
time. Since the clinical demand has high prediction uncertainty [42], the company faces high fluctuations in the total
cost. Thus, the company is interested in finding the first-stage soy ordering decision x and the second-stage decisions
y = (u, s, S), including production scheduling u and inventory control for the raw chemical material (specified by
(s, S) review policy), to minimize the expected overall cost.
Considering the long lead time of soy delivery, the company first forecasts the clinical demand and places the soy order
x in advance. Suppose that x is within the range [0, 5000] with an increment 20. Then, after the clinical demand is the
realized, the company needs to make two types of decisions: the inventory control for the chemical material and the
daily production decision u. Due to the fast-delivery nature, the company excises the daily review (s, S) policy for the
chemical raw material satisfying 100 ≤ s < 400, 200 ≤ S < 500 and s < S. Here, we consider a variety of choices:
(s, S) = (100, 200), (100, 300), (100, 400),(100, 500), (200, 300),(200, 400),(200, 500),(300, 400), (300, 500), and
(400, 500). For simplification, suppose that the chemical raw material orders have zero lead time.
The production planning horizon has four weeks, and each week has five work days. Let D = (d1, d2, d3, d4), where
di denotes the aggregated clinical demand occurring in the i-th week with i = 1, 2, . . . , 4. If the production can not
fully meet the demand di, the unmet demand will be subcontracted at a much higher price Pc per unit. If the company
produces more than needed, the additional products will be stored with the holding cost as Pe per unit. The goal is to
minimize the expected total cost,
min
x∈X
G(x) ≡ Psx+ ED
[
min(s,S,u)
∑4
i=1
(
Pr ·
∑5
j=1 oij + Pc · h−i + Pe · h+i
)]
S.t. h−i = max(di − h+i−1 − 5u, 0) ∀i
h+i = max(h
+
i−1 + 5u− di, 0) ∀i
Iij = max(Ii,j−1 − u+ oij , 0)
oij =
{
S − Iij , Iij ≤ s,
0, Iij > s.
0 ≤ u ≤ x/20, u is an integer,
where Ps and Pr are the unit ordering costs for soy and chemical raw material, h+i denotes the inventory left at week
i, h−i denotes the unmet demand for week i, oij and Iij denote the raw chemical material ordering decision and the
inventory in the j-th day of i-th week. Let starting chemical raw material inventory I10 = 100. Thus, the second-stage
production cost at the i-th week consists of the ordering cost for the fast-delivery chemical, the subcontract and inventory
costs. Let the soy ordering price Ps = 10, the chemical ordering price Pr = 5, the inventory cost Pe = 5 and the
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Table 3: Maximum absolute relative difference for G(x) estimation.
NB 10
2 5× 102 103 5× 103 104 5× 104
relativeError 9.1% 3.5% 3.2% 0.6% 0.3% 0.2%
penalty Pc = 100. For the deterministic look-ahead policy, we solve the optimization problem,
min
x,s,S,u
GD(x, s, S, u) ≡ Psx+ ED
[∑4
i=1
(
Pr ·
∑5
j=1 oij + Pc · h−i + Pe · h+i
)]
.
We apply Gaussian process-based search approach (GPS) with same setting as 5.1 except the standard deviation of the
Gaussian process σGPS = 15 following Section (5.2) in [15].
Given any x, since there is no closed-form of G(x), we use SAA with NB scenarios to correctly estimate the mean
response, which will be used to assess the performance of optimal solutions obtained by the different candidate
approaches. To determine the proper sample size NB so that we can accurately estimate the objective G(x), we did
a side experiment by running 10 macro-replications. In each macro-replication, we randomly generate a first-stage
action x (with equal probability at each solution). Then, we generate NB second-stage problems. For each second-stage
problem, we exhaustively go through every combination of y and thus find the corresponding second-stage optimal
decisions. For various choices ofNB , we record the relative difference error |G¯(x)−G(x)|/G(x), whereG(x) denotes
the objective value by 105 second-stage samples. Suppose 105 is large enough and the finite sample estimation error is
negligible. The maximum relative error for different choices of NB obtained from 10 macro-replications is recorded in
Table 3. We observe that NB = 5000 has the maximum relative error not exceeding 1%. Balancing the computational
cost and the accuracy, we use NB = 5000 to evaluate the objective value for x.
Moreover, by conducting the side experiment, we obtain the true response surface G(x) against soy order x for
cases with σ = 10, 20, 30. We get the optimal cost: G(x?) = 9912 for σ = 10, G(x?) = 10625 for σ = 20, and
G(x?) = 11484 for σ = 30.
Then, given the same simulation budget, we compare the results obtained from proposed global-local metamodel assisted
two-stage OvS, the random sampling SAA approach, and DLH-GPS. Denote mean and SE of G(x̂?) obtained by our
approach as E(G?g) and SE(G
?
g), respectively. Let nm represent the number macro-replications, E(G
?
g) ≡ E[G(x̂?)]
and SE(G?g) ≡ SD(G?g)/
√
nm, where SD represents the standard deviation (SD) of optimal objective estimate obtained
from each macro-replication. Denote mean and SE of G(x̂?) obtained by the random sampling SAA approach as
E(G?n) and SE(G
?
n). Denote those obtained by the DLH-GPS approach as E(G
?
s) and SE(G
?
s). In Tables 4–6, we
record the results obtained from these approaches when C = 600, 1000, 2000 and d ∼ N(150, 102), N(150, 202) and
N(150, 302). They are based on nm = 100 macro-replications. The mean of G(x̂?) tends to decrease as the budget
C increases. The results in Tables 4–6 show that our approach significantly outperforms the DLH-GPS and random
sampling SAA approaches. It leads to much smaller expected cost and SE. Moreover, we also see the mean of G(x̂?)
increases as the variance of demand increases for all approaches. It agrees with the real-world fact that the higher
prediction uncertainty of demand results in higher cost of production scheduling and inventory control.
Table 4: Performance statistics of G(x̂?) when di ∼ N(150, 102)
Our approach DLH-GPS Random Sampling SAA
(N1 = 10, N2 = 10)
Random Sampling SAA
(N1 = 10, N2 = 20)
E(G?g) SE(G?g) E(G?s) SE(G?s) E(G?n) SE(G?n) E(G?n) SE(G?n)
C = 600 12004 151 13087 224 16083 428 15917 428
C = 1000 11836 148 12217 227 15789 369 15408 368
C = 2000 11290 104 11906 295 15380 405 14605 313
Table 5: Performance statistics of G(x̂?) when di ∼ N(150, 202)
Our approach DLH-GPS Random Sampling SAA
(N1 = 10, N2 = 10)
Random Sampling SAA
(N1 = 10, N2 = 20)
E(G?g) SE(G?g) E(G?s) SE(G?s) E(G?n) SE(G?n) E(G?n) SE(G?n)
C = 600 12135 173 13066 217 16462 427 16188 421
C = 1000 11905 97 12965 163 16342 371 15753 371
C = 2000 11771 82 12272 199 16316 416 15391 324
In addition, we define the relative estimation error as r∆Gγ ≡ {E[G(x̂?γ)]−G(x?)}/G(x?) = [E(G?γ)−G(x?)]/G(x?)
with γ = g, s, n representing the results obtained by proposed global-local metamodel assisted two-stage OvS,
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Table 6: Performance statistics of G(x̂?) when di ∼ N(150, 302)
Our approach DLH-GPS Random Sampling SAA
(N1 = 10, N2 = 10)
Random Sampling SAA
(N1 = 10, N2 = 20)
E(G?g) SE(G?g) E(G?s) SE(G?s) E(G?n) SE(G?n) E(G?n) SE(G?n)
C = 600 12601 97 13507 217 17103 438 16657 423
C = 1000 12522 125 13378 155 16684 368 16063 357
C = 2000 12236 66 12929 189 16815 415 15995 322
DLH-GPS and random sampling SAA approach respectively. The true optimal solution x? is obtained by the side
experiments. For the case with d ∼ N(150, 202), even with a very tight budget C = 600, our approach can identify the
promising solutions. The average objective value obtained by our approach is 12, 135 and we have r∆Gg = 14.2%,
r∆Gs = 23.0% and r∆Gn = 54.9%, 52.4% for two random sampling SAA settings respectively. It shows our
approach outperform DLH-GPS by 9% and random sampling SAA by about 40%. As C grows, the performance of our
approach significantly improves. When C = 1000, our method delivers the optimal solution with the objective value
equal to 11, 905. We get r∆Gg = 12.0%, r∆Gs = 22.0% and r∆Gn = 53.8%, 48.3% for two random sampling SAA
settings. The results suggest that our approach outperforms the deterministic look-ahead approach with GPS by 10%
and the random sampling SAA method by about 40%. The similar performance is also observed when d ∼ N(150, 102)
and N(150, 302). When the variability of the demand increases, it requires a larger simulation budget to search for the
optimal solution. According to Tables 4–6, we see the estimate E(G?g) obtained by our algorithm converges to the true
optimum faster than the other competitors.
Furthermore, in order to better understand the convergence behavior obtained from the proposed approach, we plot
G(x̂?(k)) with respect to the number of iterations k. We record the results from 10 representative runs in Figure 1. They
indicate that our algorithm can quickly search for the optimal solutions. In addition, the average overhead computational
cost from our approach is 0.8 seconds per simulation run when C = 600, 1000, and 2 seconds when C = 2000. Since
we consider the situations where each simulation run could be computationally expensive, the overhead is negligible.
Figure 1: Ten representative sample path plots of G(x̂?(k)) versus the index of iteration k for the supply chain
management example with σ = 20
In addition, we study the performance of proposed approach as the dimension of second-stage decisions y increases.
Specifically, we modify the supply chain management example by allowing more flexible production and inventory
decision making. Let u1, u2 and (s1, S1), (s2, S2) represent the daily production and inventory control decisions made
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in the first and second two weeks. Then we replace the constraint 0 ≤ u ≤ x/20 in (27) with
0 ≤ u1 + u2 ≤ x/10.
We consider the daily inventory review policy (si, Si) for the chemical raw material satisfying 100 ≤ si < 400,
200 ≤ Si < 500 and si < Si with i = 1, 2. Thus, as we change from y = (u, s, S) to y = (u1, u2, s1, S1, s2, S2), the
dimension and complexity of second-stage optimization problem also increase. Under the same parameter setting as
Section 5.2, the results obtained from our algorithm, DLH-GPS and random sampling SAA approaches are summarized
in Table 7. We can see that the proposed global-local metamodel assisted two-stage OvS still delivers the optimal
solution with smaller expected cost in all budget levels than the other two algorithms.
Table 7: Performance statistics of G(x̂?) with the increased size of second stage when di ∼ N(150, 202)
Our approach DLH-GPS Random Sampling SAA
(N1 = 10, N2 = 10)
Random Sampling SAA
(N1 = 10, N2 = 20)
E(G?g) SE(G
?
g) E(G
?
s) SE(G
?
s) E(G
?
n) SE(G
?
n) E(G
?
n) SE(G
?
n)
C = 600 12948 221 13532 362 17007 443 16730 440
C = 1000 12621 292 13339 353 16687 405 16184 408
C = 2000 12606 193 13282 297 16510 385 16160 439
5.3 The effect of α0 and n0
Comparing with one-stage optimization studied in the simulation literature, in two-stage stochastic programming, the
optimality gap from the second-stage optimization impacts the search performance. Thus, we study the effect of α0 in
this section. The relative EI threshold α0 impacts the exploitation and exploration trade-off. When α0 is large, our
proposed algorithm turns to put less effort for second-stage optimization for each scenario. When α0 is small, we could
spend more efforts to search for the second-stage optimal solution for each scenario.
Here, we empirically study the effect of α0. Tables 8 and 9 provide the results for the examples in Sections 5.1 and
5.2 when α0 = 0.05, 0.1, 0.2. Table 8 indicates the choice of α0 has relative less impact on the optimization for the
two-stage linear optimization problem. Table 9 provides mean and SE of G(x̂?) for the supply chain management
example when di ∼ N(150, 202). All three settings can deliver near-optimal x̂? while the SD of x̂? obtained from
α0 = 0.1 is slightly smaller than the other two settings.
Table 8: For the two-stage linear optimization problem, mean and SD of x̂? when α0 = 0.05, 0.1, 0.2.
α0 = 0.05 α0 = 0.1 α0 = 0.2
mean SD mean SD mean SD
C = 600 2.90 0.07 2.91 0.07 2.90 0.07
C = 1000 2.91 0.07 2.92 0.05 2.93 0.06
C = 2000 2.93 0.06 2.94 0.04 2.93 0.07
We also conduct the experiments studying the impact of n0 by using both examples. Tables 10 and 11 provide the
corresponding results when n0 = 10, 20 under the same parameter setting. Table 10 doesn’t show significant difference
between n0 = 10 and 20 in all three budget levels for the two-stage linear optimization problem. In the supply chain
management example, however, we see better result for n0 = 20 according to Table 11. In general, n0 plays an
important role in the trade-off between exploitation and exploration. When ξ has higher uncertainty and the complexity
of the response surface G(x) is lower, we could require a larger number of initial scenarios, n0. Without strong prior
information, we would recommend starting with n0 = 10.
6 Conclusion
In this paper, we propose a global-local metamodel assisted two-stage OvS that can efficiently employ the tight
simulation budget to solve the stochastic programming for complex systems. In particular, for each visited first-stage
decision, we construct a local metamodel which allows us to simultaneously solve all second-stage optimization
problems sharing the same first-stage decision. Then, based on the second-stage optimization results, we construct a
global metamodel accounting for the finite sampling error from SAA and the second-stage optimality gap. Assisted by
the global-local metamodel, we develop a two-stage optimization approach that can efficiently employ the simulation
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Table 9: For the supply chain management example, mean and SE of x̂? for α0 = 0.05, 0.1, 0.2 when nm = 100,
n0 = 10 and di ∼ N(150, 202)
α0 = 0.05 α0 = 0.1 α0 = 0.2
E(G?g) SE(G
?
g) E(G
?
g) SE(G
?
g) E(G
?
g) SE(G
?
g)
C = 600 13230 269 12135 173 12343 180
C = 1000 13040 133 11905 97 12063 158
C = 2000 12093 153 11771 82 11724 137
Table 10: For the two-stage linear optimization problem, Mean and SD of x̂? when n0 = 10, 20
n0 = 10 n0 = 20
mean SD mean SD
C = 600 2.91 0.07 2.91 0.07
C = 1000 2.92 0.05 2.94 0.07
C = 2000 2.94 0.04 2.94 0.08
Table 11: For the supply chain management example, Mean and SD of x̂? for n0 = 10, 20 when nm = 100, α0 = 0.1
and di ∼ N(150, 202).
n0 = 10 n0 = 20
E(G?g) SE(G
?
g) E(G
?
g) SE(G
?
g)
C = 600 12135 173 11711 83
C = 1000 11905 97 11666 132
C = 2000 11771 82 11192 66
budget to iteratively solve for the optimal first- and second-stage decisions. The empirical studies demonstrate that our
algorithm delivers superior and stable optimal decisions. The proposed methodology may lay the groundwork for future
research on two-stage risk-averse stochastic simulation optimization.
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A Nomenclature
List of Symbols
Empirical Study
(s, S) the daily review (s, S) policy for the raw chemical material.
E(G?g) mean of G(x̂
?) obtained by the proposed global-local metamodel assisted two-stage OvS algorithm.
E(G?n) mean of G(x̂
?) obtained by the random sampling SAA approach.
E(G?s) mean of G(x̂
?) obtained by the DLH-GPS.
SE(G?g) standard error of G(x̂
?) obtained by the proposed global-local metamodel assisted two-stage OvS algorithm.
SE(G?n) standard error of G(x̂
?) obtained by the random sampling SAA approach.
SE(G?s) standard error of G(x̂
?) obtained by the DLH-GPS.
σGPS spatial standard deviation of the Gaussian process metamodel in the DLH-GPS algorithm.
C simulation budget.
di the aggregated clinical demand occurring in the i-th week with i = 1, 2, 3, 4.
h+i the inventory left at week i.
h−i unmet demand for the i-th week.
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Iij the raw chemical material inventory in the j-th day of i-th week.
N1 number of observed first-stage solutions for the random sampling SAA approach.
N2 number of scenarios generated at each visited first-stage decision for the random sampling SAA approach.
NB number of scenarios used to accurately estimate the objective G(x) at any x.
nm number of macro replications.
oij raw chemical material ordering decision in the j-th day of i-th week.
Pc unit penalty cost for unmet demand.
Pe unit inventory holding cost.
Pr unit ordering costs for chemical raw material.
Ps unit ordering costs for soy.
r∆G the relative error between estimated optimal cost and and true optimum.
Functions
G¯c(x) SAA estimator for any visited x with N(x) number of scenarios.
δ(xi, ξ ij) optimality gap δ(xi, ξ ij) ≡ qxi(ŷ?ij , ξ ij)− qxi(y?ij , ξ ij)
GPo(Ĝ(mX?), s2(mX?)) the global Gaussian process metamodel at prediction points mX? with mean Ĝ(mX?)
and variance s2(mX?).
GPxi(q̂xi(mZ), s2xi(mZ)) the local Gaussian process metamodel at the prediction points Z.
W(·) the global GP metamodel, defined asW(·) ≡ µ0 +W (·)
Eq˜xi (yij ,ξij) [I(yij , ξ ij)] the expected improvement (EI) for any untried point yij ∈ Y(xi) given the current optimum
ŷ?ij .
Φ CDF of standard normal distribution
ϕ PDF of standard normal distribution
F (ξ) probability distribution function of ξ , characterizing the prediction uncertainty.
f (k+1)(x) sampling distribution used for generating a new set of first-stage design points for the next (k + 1)-th
iteration.
G(x) objective function of the two-stage stochastic programming.
M(z) GP model with mean zero.
q(x,y, ξ) second-stage response function
Sets
Po the set of first-stage design points.
Pxi the set of second-stage design points at xi.
Uxi the set of finished second-stage scenarios at xi.
X feasible set of first-stage decisions
Y(x) feasible set of second-stage decisions depending on x
Ξ the scenario set containing all possible ξ .
D
(k)
x new first-stage design point set generated at k-th iteration.
S
(k)
x first-stage design point set accumulated until the k-th iteration, i.e., S(k)x = S(k−1)x
⋃
D
(k)
x .
Variables
α(k)(xi) the relative EI threshold for any xi controlling the stopping criteria for second-stage optimization. For the
t-th visited first-stage action x ∈ X with t > 1, the relative EI threshold for second-stage optimization is set to
be α0g−
t−1
2 .
α0 the initial relative EI threshold.
β0 the global trend in local metamodel.
ξ random input/scenarios
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QPxi the corresponding simulation outputs at given design points Pxi .
x? optimal first-stage decision
x first-stage decision
y? optimal second-stage decision
y second-stage decision
µ0 the global trend in global metamodel.
φ parameter of correlation function controlling the spatial dependence.
σ2 the spatial variance of correlation function of global metamodel.
τ2 the spatial variance of correlation function of local metamodel.
q˜xi(·, ·) the posterior sample from the estimated GP, i.e. q˜xi(·, ·) ∼ GPxi(q̂xi(·), s2xi(·)).
N(x) number of scenarios assigned to design point at x
n0 initial number of scenarios allocated to each visited design point.
V K ×K diagonal covariance matrix of G¯Po = (G¯(x1), G¯(x2), . . . , G¯(xK))′, where Po ≡ {x1,x2, . . . ,xK}
denotes the global metamodel design points.
B Proof of Proposition 1
Proposition 1. Let d(x) ≡ minx′∈X {|x− x′|}. Then, we have the prediction variance s2(x) ≥ τ2[1− r(d(x))]2 and
the lower bound is zero if d(x) = 0.
Proof. Let ω = (Σ + V )−1
[
Σ(x, ·) + 1
(
1−1′(Σ+V )−1Σ(x,·)
1′(Σ+V )−11
)]
, λ = 1−1
′(Σ+V )−1Σ(x,·)
1′(Σ+V )−11 and η = 1 − 1′(Σ +
V )−1Σ(x, ·). We first show that ω has nice property∑Ki ωi = 1. Since Σ(x, ·)′(Σ + V )−11 and 1′(Σ + V )−11 are
scalars, we have
ω ′1 =
[
Σ(x, ·)′ + 1′
(
1− 1′(Σ + V )−1Σ(x, ·)
1′(Σ + V )−11
)]
(Σ + V )−11
= Σ(x, ·)′(Σ + V )−11+
(
1− 1′(Σ + V )−1Σ(x, ·)
1′(Σ + V )−11
)
1′(Σ + V )−11
= 1.
Let ωi denote i-th element of ω . Then, for the prediction variance, we derive the lower bound as follows,
s2(x) = τ2 − Σ(x, ·)′[Σ + V ]−1Σ(x, ·) + η′[1′(Σ + V )−11]−1η
= τ2 − Σ(x, ·)′(Σ + V )−1Σ(x, ·)− λ [1− 1′(Σ + V )−1Σ(x, ·)]
= τ2 + λ− Σ(mx, ·)′(Σ + V )−1Σ(x, ·)− λ1′(Σ + V )−1Σ(mx, ·)
= τ2 + λ−ω ′Σ(x, ·)
= τ2 + [Σ(x, ·)′ + λ1′]ω − 2ω ′Σ(x, ·)
= τ2 +ω ′(Σ + V )ω − 2ω ′Σ(x, ·)
≥ τ2 +ω ′Σω − 2ω ′Σ(x, ·)
= τ2
1 + K∑
i=1
K∑
j=1
ωiωjr(xi,xj)− 2
K∑
i=1
ωir(x,xi)

≥ τ2
1 + K∑
i=1
K∑
j=1
ωiωjr(x,xi)r(x,xj)− 2
K∑
i=1
ωir(x,xi)
 (27)
≥ τ2
[
1−
K∑
i=1
ωir(x,xi)
]2
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≥ τ2[1− r(d(x))]2. (28)
Step (27) follows because the correlation function r(·) satisfies r(x1−x2) ≥ r(x−x1)r(x−x2) for any x,x1,x2 ∈ X .
Step (28) follows by applying
∑K
i ωi = 1. Notice that τ
2[1 − r(d(x))]2 = 0 if x is one of design points, i.e.,
d(x) = minx′∈X {|x− x′|} = 0.
C Proof of Lemmas 3, 4 and 5
Lemma 3, 4 and 5 will facilitate the following proofs of convergence.
Lemma 3. Suppose that the global-local metamodel-assisted OvS approach proposed in Algorithm 1 is used to solve
the two-stage optimization problem (3). For any x ∈ X , if f (k)(x) ≥ c infinitely often (i.o.) for some constant c > 0,
then N (k)(x)→∞ w.p.1 as k →∞.
Proof. The proof follows by applying Lemma (1) in [15].
Lemma 4. Suppose that the global-local metamodel-assisted OvS approach proposed in Algorithm 1 is used to solve
the two-stage optimization problem (3). Then N (k)(x̂?(k))→∞ w.p.1 as k →∞.
Proof. The proof follows by applying Lemma (2) in [15].
Lemma 5. Suppose that the global-local metamodel-assisted OvS approach proposed in Algorithm 1 is used to solve the
two-stage optimization problem (3) with finite first- and second-stage decision spaces, i.e., |X | <∞ and |Y(x)| <∞
for any x ∈ X . Then we have lim infk→∞ G¯(x̂?(k)) > G(x?)− ν for any ν > 0 w.p.1. It’s equivalent to show
Pr{G¯(x̂?(k)) < G(x?)− ν i.o.} = 0.
Proof. Following the proof of Lemma (3) in [15], at the end of each iteration, for any x ∈ X , we add additional scenarios
to x such that the number of scenarios at x is at least N (k)(x̂?(k)). Let n(k)(x) = maxx∈X
(
N (k)(x̂?(k)), N (k)(x)
)
and denote G¯ with additional scenarios as G¯a(x) = 1
n(k)(x)
∑n(k)(x)
j=1 {G˘j(x)− E[δ(x, ξj)|ξj ]}.
Given finite decision space |X | <∞, when we use the Stochastic kriging global metamodel searching for the optimal
first-stage decision, Lemma 4 states that n(k)(x)→∞ as the iteration k →∞ or the simulation budget C →∞. Since
n(k)(x) = dn0gt(x)−1e, the number of revisits t(x)→∞ as k →∞, which further implies α(k)(x)→ 0 as k →∞.
By applying Lemma 2, we can show δ(k)(x, ξj)
a.s.→ 0 as k →∞.
Let G¯c(x) ≡ 1
n(k)(x)
∑n(k)(x)
j=1 Gj(x) with Gj(x) = c0(x) + q(x,y
?, ξj). For any ν > 0, since G¯a(x), G(x) and
G¯c(x) are all finite, by applying the triangle inequality, we have
|G¯a(x)−G(x)| = |G¯a(x)− G¯c(x) + G¯c(x)−G(x)|
< |G¯a(x)− G¯c(x)|+ |G¯c(x)−G(x)|
< ν, as k →∞. (29)
The inequality in (29) follows because: (1) |G¯c(x) −G(x)| < ν/2 holds by applying n(k)(x) → ∞ and the strong
law of large numbers; and (2) |G¯a(x)− G¯c(x)| < ν/2 holds by applying δ(k)(x, ξ)→ 0. That means G¯a(x)→ G(x)
w.p.1 as k →∞. Since G(x?) = minx∈X G(x) ≤ G(x), we have
Pr{G¯a(x) < G(x?)− ν i.o.} = 0
as k →∞. Hence, with |X | <∞ and minx∈X G¯a(x) ≤ Pr{G¯(x̂?(k)), we have
Pr{G¯(x̂?(k)) < G(x?)− ν i.o.} ≤ Pr{min
x∈X
G¯a(x) < G(x?)− ν i.o.}
≤
∑
x∈X
Pr{G¯a(x) < G(x?)− ν i.o.} = 0.
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D Proof of Lemmas 1 and 2
Proof. (Lemma 1) It suffices to prove Pr{limk→∞N (k)(x) < N} = 0 ∀x ∈ X ,∀N > 0. By Lemma 5, for all x ∈ X ,
Pr{ lim
k→∞
N (k)(x) < N} = Pr{ lim
k→∞
N (k)(x) < N, lim inf
k→∞
G¯(x̂?(k)) > G(x?)− ν}
for any ν > 0. Let Ω(x) = {limk→∞N (k)(x) < N, lim infk→∞ G¯(x̂?(k)) > G(x?) − ν}. It suffices to show that
Pr{Ω(x)} = 0 for all x ∈ X .
Without loss of generality, we can follow Sun et al. [15] to set a predetermined large positive constant M such that
|G¯(x)| < M . Thus, we have |µ̂0| = [1′(Σ + V )−11]−11′(Σ + V )−1|G¯Po | ≤ M . Since Σ is symmetric positive
definite and V is diagonal positive definite, we can apply eigendecomposition to Σ such that Σ = QΛQ′, Q−1 = Q′.
Furthermore, by Woodbury identity [51], [Λ +Q−1V Q]−1 = Λ−1−Λ−1Q′(V −1 +QΛ−1Q−1)−1QΛ−1 holds. Then,
we have the following inequality,
1′[Σ + V ]−11 = 1′[QΛQ′ + V ]−11
= 1′Q[Λ +Q−1V Q]−1Q′1
= 1′Q
[
Λ−1 − Λ−1Q′(V −1 +QΛ−1Q−1)−1QΛ−1]Q′1 (30)
= 1′QΛ−1Q′1− 1′QΛ−1Q′(V −1 +QΛ−1Q−1)−1QΛ−1Q′1
≤ 1′QΛ−1Q′1 (31)
≤ 1′[QΛQ′]−11
≤ 1′Σ−11. (32)
Step (30) follows by applying Woodbury identity. Step (31) follows because (V −1 + QΛ−1Q−1)−1 is symmetric
positive definite. Thus we also have
Ĝ(x) = µ̂0 + Σ(x, ·)′[Σ + V ]−1(G¯Po − µ̂0 · 1)
≤ M + 2 · Σ(x, ·)′[Σ + V ]−11 ·M
≤ M(1 + 2τ21′Σ−11).
The last step follows by applying (32). Notice that τ2Σ−1 is correlation matrix defined by the set of first-stage design
points Po with |Po| = K. Denote this correlation matrix as
RPo⊆X ≡

r(x1,x1) r(x1,x2) . . . r(x1,xK)
r(x2,x1) r(x2,x2) . . . r(x2,xK)
...
...
...
. . .
r(xK ,x1) r(xK ,x2) . . . r(xK ,xK)
 .
By |X | < ∞ from Assumption 2, there is only finite number (2|X | − 1) of those correlation matrices. Then, let
dmax = minPo⊆X {1 + 21′RPo1}, we have Ĝ(x) ≤Mdmax for any x ∈ X and k > 0.
For any first-stage design point x that has been observed, without loss of generality, we can follow Sun et al. [15]
to assign a small positive variance, say σ2min, to bound the prediction uncertainty, s
2(x) ≥ σ2min to guarantee the
exploration for those design points. For any first-stage design point x that has not been observed, since the feasible
set X is discrete, by applying Proposition 1, we get s2(x) ≥ τ̂2[1 − r(d)], where d = minx,x′∈X {|x − x′|}. By
Assumptions 3 and 4, τ̂2 is the ML estimate of τ2 > 0 and it is consistent. Thus, when k is large, there is  > 0 such
that τ̂2 ≥ τ2 −  > 0. Let s2 = (τ2 − )[1− r(d)] and σ ≡ min(σmin, s). Then, we have s(x) ≥ σ, depending only
on X , φ, correlation function r.
Therefore, for any x ∈ X and ω ∈ Ω(x), there exists K(ω) such that ∀k > K(ω), G¯(x̂?(k)) > G(x?)− ν. For any
k > K(ω), let c = G(x
?)−ν−Mdmax
σ . Since c <
G¯(x̂?)−Ĝ(x)
s(x) , we have
Pr{G˜(x) < G¯(x̂?)} = Pr
{
G˜(x)− Ĝ(x)
s(x)
<
G¯(x̂?)− Ĝ(x)
s(x)
}
≥ Pr
{
G˜(x)− Ĝ(x)
s(x)
< c
}
= Φ(c) > 0
where Φ(·) is the CDF of a standard normal random variable. Then we have
f (k)(x) ≥ 1|X |Φ(c) > 0.
By applying Lemma 3, we can get Pr{Ω(x)} = 0 for all x ∈ X .
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Proof. (Lemma 2)
Lemma (1) states that N (k)(x)→∞ for all x ∈ X as the iteration k →∞ or the simulation budget C →∞. Notice
that N (k)(x) = dn0gt(x)−1e, the number of revisits t(x)→∞ as k →∞. That means α(k)(x)→ 0 as k →∞.
Let Θ(k)j (x) ≡ {yj ∈ Y(x) | yj has been visited at iteration k} denote a set including all visited points in the local
search for j-th scenario ξj in k-th iteration. For any yj ∈ Y(x) if yj /∈ Θ(k)j (x), the expected improvement is strictly
positive,
Eq˜x(yj ,ξj) [I(yj , ξj)] ≡ Eq˜x(yj ,ξj)
[
max
(
qx(ŷ
?
j , ξj)− q˜x(yj , ξj), 0
)]
> 0,
otherwise Eq˜x(yj ,ξj) [I(yj , ξj)] = 0. Notice that 0 < qx(yj , ξj) ≤ qmax < ∞ for any x and yj (qmax exists since
q(x,y, ξ) is finite continuous function). From Assumption 1, we have ‖q‖Hφ(X ) ≤ M . Let κ(x) ≡ xΦ(x) + ϕ(x).
By applying Assumption 2 and Proposition 1, we have s2x(yj , ξj) ≥ σ2[1 − R(d)] > 0 for yj /∈ Θ(k)j (x), where
d = minx∈X ;y,y′∈Y(x){|y − y′|} is the smallest distance between two second stage decision points. By Assumption 4,
under some regularity conditions, MLE τ̂2 is consistent. Thus when k is large enough, there is  such that σ̂2 ≥
σ2 −  > 0 by Assumption 3. Then we have s2 = (σ2 − )[1 − R(d)] depending only on ξj , R, X and Y(x). By
applying Lemma 8 in [52], we have
Eq˜x(yj ,ξj) [I(yj , ξj)] ≥ σκ(−M/σ)sx(yj , ξj) ≥ σκ(−M/σ)s > 0.
Thus, since α(k)(x)→ 0 as k →∞, ∃k0 > 0 such that for any yj ∈ Y(x)/Θ(k)j (x) and k > k0 we have
Eq˜x(yj ,ξj) [I(yj , ξj)] ≡ Eq˜x(yj ,ξj)
[
max
(
qx(ŷ
?
j , ξj)− q˜x(yj , ξj), 0
)]
> α(k)(x)qmax.
According to the stopping criteria for second-stage optimization (22), we eventually run simulations at all yj ∈
Y(x)/Θ(k)j (x) as α(k)(x) → 0. Then by the definition of second-stage optimality gap, for k > k0, we have zero
optimality gap for any ξj ,
δ(k)(x, ξj) = qx(ŷ
?
j , ξj)− qx(y?j , ξj) = min
y∈Θ(k)j (x)
qx(y, ξj)− min
y∈Y(x)
qx(y, ξj) = 0
for j = 1, 2, . . . , N(x). It also implies δ(x̂, ξj)
a.s.→ 0 as k →∞ because
Pr{ lim
k→∞
δ(x̂, ξj) = 0} = 1.
E Proof of Theorem 1
Proof. Recall G(·) is the objective function, G(xi) = c0(xi) + Eξ [q(xi,y?(xi, ξ), ξ)]; G¯c(xi) is the SAA of G(x)
without the optimality gap, G¯c(xi) = c0(xi) + 1N(xi)
∑N(xi)
j=1 q(xi,y
?(xi, ξ ij), ξ ij); and G¯(xi) is the SAA of G(x)
with the optimality gap, G¯(xi) = c0(xi) + 1N(xi)
∑N(xi)
j=1 {q(xi, ŷ?(xi, ξ ij), ξ ij)− E[δ(x, ξ ij)]}. For any ν > 0, since
G¯(x), G(x) and G¯c(x) are all finite, by applying the triangle inequality, we have
|G¯(x)−G(x)| = |G¯(x)− G¯c(x) + G¯c(x)−G(x)|
< |G¯(x)− G¯c(x)|+ |G¯c(x)−G(x)|
< ν (33)
as k → ∞. For the last inequality in (33), as k → ∞, |G¯c(x) − G(x)| < ν/2 holds by applying Lemma 1, i.e.
N (k)(x)→∞ and the strong law of large numbers, while |G¯(x)− G¯c(x)| < ν/2 holds by applying Lemma 2. Thus,
for any x ∈ X w.p.1., we have
Pr{|G¯(x)−G(x)| > ν i.o.} = 0 (34)
as k →∞.
After that, we want to bound |G¯(x̂?(k)) −G(x?)|. Two cases can happen: either G¯(x̂?(k)) ≤ G(x?) or G¯(x̂?(k)) >
G(x?). When G¯(x̂?(k)) ≤ G(x?), notice G(x?) ≤ G(x̂?(k)) since G(x?) is the optimal objective value. Then, we
have
G¯(x̂?(k)) ≤ G(x?) ≤ G(x̂?(k))
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which leads to
|G¯(x̂?(k))−G(x?)| ≤ |G¯(x̂?(k))−G(x̂?(k))| ≤ max
x∈X
|G¯(x)−G(x)| (35)
When G¯(x̂?(k)) > G(x?), notice G¯(x?) ≥ G¯(x̂?(k)) since G¯(x̂?(k)) is the current optimal estimate. Then, we have
G(x?) < G¯(x̂?(k)) ≤ G¯(x?)
which leads to
|G¯(x̂?(k))−G(x?)| ≤ |G¯(x?)−G(x?)| ≤ max
x∈X
|G¯(x)−G(x)|
Hence, we have
|G¯(x̂?(k))−G(x?)| ≤ max
x∈X
|G¯(x)−G(x)| (36)
By applying (35) and (36), for any ν > 0, we have
Pr{|G¯(x̂?(k))−G(x?)| > ν i.o.} ≤ Pr{max
x∈X
|G¯(x)−G(x)| > ν i.o.}
≤
∑
x∈X
Pr{|G¯(x)−G(x)| > ν i.o.}
= 0 (37)
as k → ∞. By Assumption 2, the inequality (37) holds by applying Equation (34). Thus, the convergence follows,
G¯(x̂?(k))→G(x?) w.p.1 as the budget C →∞ or the iteration k →∞.
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