We study the Darboux integrability of a differential system in R 5 with parameters coming from a chemical reaction model. In particular, we find all its Darboux polynomials and exponential factors and we prove that it is not Darboux integrable.
Introduction and statement of the main result
Consider an n-dimensional polynomial differential system of degree d ∈ Ṅ x = P (x),
x ∈ R n , (1.1)
where P (x) = (P 1 (x), . . . , P n (x)), P i ∈ C [x] , and the dot denotes derivative with respect to the independent variable t.
A function H(x) is a first integral of system (1.1) if it is continuous and defined in a full Lebesgue measure subset Ω ⊆ R n , is not locally constant on any positive Lebesgue measure subset of Ω and moreover is constant along each orbit in Ω of system (1.1). If H is C 1 and we name X the vector field associated to system (1.1), then we have
System (1.1) is C k -completely integrable in Ω if it has n − 1 functionally independent C k first integrals in Ω. Recall that k functions H 1 (x), . . . , H k (x) are functionally independent in Ω if the matrix of gradients (∇H 1 , . . . , ∇H k ) has rank k in a full Lebesgue measure subset of Ω.
For an n-dimensional system of differential equations the existence of some first integrals reduces the complexity of its dynamics and the existence of n − 1 functionally independent first integrals solves completely the problem (at least theoretically) of determining its phase portrait. In general for a given differential system it is a difficult problem to determine the existence or non-existence of first integrals.
During recent years the interest in the study of the integrability of differential equations has attracted much attention from the mathematical community. Darboux theory of integrability plays a central role in the integrability of the polynomial differential systems since it gives a sufficient condition for the integrability inside a wide family of functions.
We highlight that it works for real or complex polynomial differential systems and that the study of complex algebraic solutions is necessary for obtaining all the real first integrals of a real polynomial differential system.
A Darboux polynomial of (1.1) is a polynomial f ∈ C[x] such that X (f ) = P 1 ∂f ∂x 1 + · · · + P n ∂f ∂x n = kf, where x = (x 1 , . . . , x n ) and k ∈ C[x], which is called the cofactor of f , has degree at most d − 1, where d = max{deg P 1 , . . . , deg P n } is the degree of system (1.1). An invariant algebraic surface is a surface given by f = 0. Note that it is invariant by the dynamics in the sense that if a trajectory starts on the surface it does not leave it.
An exponential factor of (1.1) is a function F = exp(g/f ), with f, g ∈ C[x], such that
where L ∈ C[x], which is called the cofactor of F , has degree at most d − 1. It is widely known that in this case f is a Darboux polynomial of (1.1) and that X (g) = kg + Lf , where k is the cofactor of f .
A Darboux first integral H has the form
where f 1 , . . . , f p are Darboux polynomials, F 1 , . . . , F q are exponential factors and λ i , µ j are complex numbers, for i = 1, . . . , p and j = 1, . . . , q.
The following result, proved in [7] explains how to find Darboux first integrals.
Proposition 1.1. Assume that a polynomial differential system of degree m admits p Darboux polynomials f i with cofactors k i , i = 1, . . . , p, and q exponential factors exp(g j /h j ) with cofactors L j , j = 1, . . . , q. Then, there exist λ i , µ j ∈ C not all zero such that
if and only if the function given in (1.2) is a Darboux first integral of the polynomial differential system.
The Darboux theory of integrability relates the number of Darboux polynomials and exponentials factors of the differential system with the existence of a Darboux first integral, see for example [11] . We recall that a Darboux first integral is a product of complex powers of Darboux polynomials and exponential factors.
The main aim in this paper is to study the Darboux integrability of a cubic differential system that belongs to R 5 and has an important contribution in Chemical Reaction Network Theory (CRNT). A chemical reaction network N = (S, C, R) is defined as a set of species S, a set of complexes C and a set of reactions R between complexes; each complex is a combination of species. It is here assumed that a reaction occurs according to mass-action kinetics, that is, at a rate proportional to the product of the species concentrations in the reactant or source complex. The set of reactions together with a rate vector give rise to a polynomial system of ordinary differential equations. We refer the reader to [8, 9, 10] In this paper, our purpose is to show, by following an example (see system (1.4) below), how to apply the Darboux theory of integrability to obtain nontrivial and nonlinear algebraic and Darboux first integrals. Indeed, we consider the following reaction network appearing in [10] :
By employing the common assumption that reaction rates are of mass-action type, the concentrations change with time according to the following system of ordinary differential equations:ẋ
where c 1 , c 2 , c 3 , c 4 are positive constants. This is a good example to work with since the system belongs to R 5 , it is cubic and some nice objects are found, such as six exponential factors and a Darboux first integral. In [10] the positive steady-state solutions of this system are studied. Here we go deeper in the study of this system by studying its Darboux integrability. We believe that the techniques used in this paper, such as reduction of one dimension of the system, can be used for studying other CRN systems and, in general, polynomial differential systems of high dimension.
We shall deal in this paper with this differential system. We shall study its Darboux integrability by characterizing its Darboux polynomials and exponential factors. In the following theorem, which is our main result, we prove that there just exist two Darboux first integrals (one polynomial and one Darboux), one invariant algebraic surface of degree one and six exponential factors. As far as we know in all papers dealing with CRN models, the authors search only linear first integrals. More complicated first integrals demand a deeper study, and in general, are very difficult to detect if the system is not Hamiltonian, which is the case. Note that we are finding a first integral (which is not linear) and one invariant algebraic surface, i.e., two new invariant objects which provide some light in the reduction of the dimension of the system and on its qualitative behavior. (c) It has six exponential factors:
with a i ∈ C, i = 1, . . . , 6.
(d) It has the (non-rational) Darboux first integral
(e) It is not Darboux completely integrable.
As far as we know, in the papers about CRN only linear first integrals are searched, since more complicated first integrals demand a deeper study. Our aim in this paper is to provide an example where we find additional (not linear) first integrals in order to give some light in the reduction of the dimension of the system.
In order for the reader to follow the proofs of the paper that sometimes demand large expressions, we have added an appendix with a worksheet of mathematica with the computations that solve the PDE appearing in the paper.
Statement (e) follows immediately from statements (a)-(d), since there is no way to construct two additional Darboux first integrals functionally independent of H 1 , H 2 . This assertion follows because there is no non-zero linear combination of the cofactors of the Darboux polynomials and exponentials factors of the system equal to zero. In particular, it is clear that the system has not rational first integrals. Hence, we need to prove only statements (a), (b), (c) and (d). We shall prove them separately.
Proof of statement (a)
Straightforward computations show that H 1 is a first integral of (1.4). The restriction of system (1.4) to H 1 = h is the differential systeṁ
Let Y h be the corresponding vector field. For simplicity we shall write Y instead of Y h because there is no possible confusion. Next lemma shows that (2.6) has no polynomial first integrals.
Lemma 2.1. System (2.6) has no polynomial first integrals.
Proof. Let g(x 1 , x 2 , x 3 , x 4 ) be a polynomial first integral of degree m ∈ N of system (2.6).
We
, where g i is a homogeneous polynomial of degree i, with g m ≡ 0. The differential equation corresponding to the terms of degree m + 2 of
, where we have introduced
. Indeed we shall prove in a while that
Concerning the terms of degree m + 1 we have the differential equation
from which we get
whereḡ m−1 is an arbitrary function. Since the logarithm must be removed, we have
where we have introduced X 3 = X 2 − x 3 , as we stated above. Hence we get g m−1 = g m−1 (x 3 , X 1 , X 2 ). Next we deal with the differential equation corresponding to the terms of degree m. We obtain
where G m−2 is a rational function andḡ m−2 is an arbitrary function. We must remove the logarithm, hence a PDE must be solved. We obtain
A new logarithm appears. To remove it we must take
and therefore g m−1 (x 3 , X 1 , X 2 ) = g m−1 (X 1 , X 3 ). Now back to the expression of g m−2
we have
Since g m−2 is to be a polynomial, x 2 ((c 2 + c 4 )X 1 + (c 4 − 2c 2 )X 3 ) and c i > 0 for all i, we have m = 0. Then g is a constant and the lemma follows.
Remark 2.2. The sequence of resolution in the proof of Lemma 2.1 will be used later on for other purposes.
After Lemma 2.1 we can prove statement (a) of Theorem 1.2. Let f be a polynomial first integral of (1.4) which is not a function of H 1 . Note that in view of Lemma 2.1, when H 1 = h, the restricted system has no polynomial first integrals, so a polynomial first integral f if it exists, when H 1 = h must be zero. By the Nunstelletstaz theorem, there exists a power j (which may be zero) so that H 1 − h must divide f , so we write
we have g ≡ 0, which is a contradiction with the assumption (H 1 − h) H . Hence such f cannot exist and therefore statement (a) of Theorem 1.2 follows.
Proof of statement (b)
We start the study of the Darboux polynomials of system (1.4) by simplifying the general expression of the cofactor of any Darboux polynomial.
Taking the homogeneous part of degree m + 1 of the equation X (f ) = kf and using the Euler theorem of homogeneous functions for f m we get the equation
The general solution of this equation is
and C m is an arbitrary function. In order to get a polynomial the exponent of the exponential must be a constant and the exponents of x 2 and 2x 1 −x 2 must be non-negative integers.
Therefore we must take k 11 = −c 1 n 1 and k 7 = −2c 1 n 2 , where n 1 , n 2 ∈ N ∪ {0}, and
Since this is to be a polynomial of degree m, we take
where P n is a homogeneous polynomial of degree n ∈ N ∪ {0}, n ≤ m − n 1 − n 2 .
Renaming the coefficients of k, the proposition follows. Its cofactor is k = −c 3 x 4 .
Proof. It follows after easy computations.
Next lemma shows that there are no more Darboux polynomials, and thus it finishes the proof of statement (b) of Theorem 1.2.
Lemma 2.5. System (1.4) has no irreducible Darboux polynomials of degree greater than one.
Proof. Let F be an irreducible Darboux polynomial of system (1.4) and let f = F H1=h .
We recall that F = c 2 − c 3 x 3 is a Darboux polynomial of system (2.6). Consider system (2.6) restricted to F = 0:
Note that f is an irreducible Darboux polynomial of system (2.6). Let g be the Darboux polynomial of (2.7) corresponding to f restricted to F = 0; that is, g = f | F =0 . Let m ∈ N ∪ {0} be the degree of g. We have:
The expression of the cofactor of g can be deduced from Proposition 2.3. We write g = m i=0 g i (x, y), with g i a homogeneous polynomial of degree i, g m ≡ 0. We shall prove that m = 0.
From (2.8), the equation of degree m + 2 becomes, after canceling a common factor
, withḡ m a homogeneous polynomial of degree m − n 1 − n 2 . The equation of degree m + 1 of (2.8) is
from which we obtain
whereḡ m−1 is a homogeneous polynomial of degree m − n 1 − n 2 − 1. Since the logarithm must be removed, we have k 2 = k 4 = 0. Hence
The equation of degree m of (2.8) is
We obtain
whereḡ m−2 is a homogeneous polynomial of degree m − n 1 − n 2 − 2, P m−2 is a homogeneous polynomial and E m−2 (ḡ m ) = 0 is the following PDE with unknownḡ m :
where we have written X 1 = x 2 − 2x 1 and X 2 = x 1 + x 4 for simplicity. This (homogeneous) equation has the solution
where n 3 , n 4 ∈ N ∪ {0} are such that m − Since the logarithm in the expression of g m−2 above must be removed, we fix this expression forḡ m to cancel E m−2 .
We note that this expression holds for c 4 = 2c 2 . The case c 4 = 2c 2 will be considered later on in this proof. The equation of degree m − 1 of (2.8) is
We do not write the expression of g m−3 because it is too long. In this expression there is a logarithm that must be removed. Its coefficient provides a PDE with unknownḡ m−1 :
From this new differential equation we can obtain the expression ofḡ m−1 . To facilitate the computations we use the Euler Theorem of homogeneous functions:
We can solve the homogeneous part of this PDE to obtain
whereḠ m−1 is an arbitrary function. Now replacingḠ m−1 (X 2 ) byḠ m−1 (X 1 , X 2 ) and replacing n 3 by its value, that can be obtained from (2.9), we can compute the expression
where C m−1 is a constant. The coefficients of the logarithms must vanish in order to have a polynomial, so we have some conditions on the coefficients of the system and on the exponents: either 3(m − n 4 ) + 5n 1 − 4n 2 = 0 and c 2 + c 4 = 0, or m = n 2 /2 + n 4 and n 1 = n 2 /2. The first case does not hold since c 2 , c 4 > 0. Hence the second case is the only one to be considered. From (2.9) we get (c 4 − 2c 2 )(n 2 + n 3 ) = 0. Since we are assuming c 4 = 2c 2 , we have n 2 = n 3 = 0, and thus n 1 = 0 and n 4 = m. After this, we have g m = (x 1 + x 4 ) m and
To ensure that this is a polynomial, we must take k 1 = 0 (just dividing and equaling the remainder to zero). Now
, so we fix
to finally obtain a polynomial. Now we have, for g m−2 ,
To obtain a polynomial we must take m = 0.
Next we consider the case c 4 = 2c 2 . We start over and, with similar arguments, we obtain k 2 = k 4 = 0, k 0 = −c 2 (n 1 + 3n 4 ), n 2 = 2n 1 and n 1 = m − n 4 (there is no n 3 but we are keeping the previous notation). We have
Then n 4 = m. We also obtain
We need again k 1 = 0, and then
Hence C m−1 = 0. Finally we have
Again we must take m = 0.
So we have proved that m = 0; that is, deg g = 0. Thus f restricted to F = 0 is a constant. Write f = c + F jf , where c is that constant, j ∈ N andf is a polynomial such that F f . We note that c = 0 since f is irreducible.
Taking into account this expression of f , we check the equation Y(f ) = kf , where k is the cofactor of f : Applying the arguments in the proof of Lemma 2.1 and taking into account that k is linear (from Proposition 2.3 and because n 1 = n 2 = 0), we get thatf is a (nonzero) constant, sayf = β. Hence f = c + βF . Since c = 0, this is a contradiction with Lemma 2.4.
Proof of statement (c)
We consider system (1.4) restricted to H 1 = h; that is, we consider system (2.6). The following result characterizes the exponential factors of system (2.6) of the form exp(g),
Lemma 2.6. Let exp(g), with g ∈ C[x 1 , x 2 , x 3 , x 4 ], be an exponential factor of system (2.6). Then g is a linear combination of
Proof. Since exp(g) is an exponential factor of system (2.6), g satisfies
where k is its cofactor and the k i are complex numbers. Assume that g is a polynomial of degree m ∈ N, with m ≥ 3. We write it as sum of its homogeneous parts
, where g i is a homogeneous polynomial of degree i and g m ≡ 0. The right hand side of (2.11) has degree two, hence its left hand side must also have degree two. Since m ≥ 3, the computation of g m , g m−1 and g m−2 follows in the same way as the proof of Lemma 2.1. Therefore we get m = 0, which is a contradiction.
Hence m ≤ 2. Easy computations show that g is a linear combination of x 3 , x 2 − 2x 1 ,
Remark 2.7. In particular, the functions appearing in statement (c) of Theorem 1.2 are exponential factors.
In view of Lemma 2.6, if E = exp(g) is an exponential factor of system (2.6), then g writes as (1.5) and the cofactor of E has the form
where
and
We shall use these expressions later on in the proof of Lemma 2.9.
We go back now to system (1.4). Since it has only one Darboux polynomial and one polynomial first integral, if it has an exponential factor, then it must be of the form exp(f /(F n Q(H 1 ))), with n ∈ N ∪ {0} and Q ∈ C[H 1 ]. Next we prove that the expression of an exponential factor of this form cannot contain a power of F in the denominator of the exponent.
Lemma 2.8. Suppose that system (1.4) has an exponential factor E = exp(f /(F n Q(H 1 )),
, n ∈ N ∪ {0}, F f and Q a polynomial. Then n = 0.
Proof. Suppose that n > 0. Let L be the cofactor of E. Since X (Q(H 1 )) = 0, we have
.
see Lemma 2.4. Therefore
Since n > 0, equation (2.13) on H 1 = h and F = 0 becomes
wheref is the restriction of f to H 1 = h and F = 0. This means thatf is a Darboux polynomial of system (2.7) with cofactor −nc 3 x 4 = 0. In view of the proof of Lemma 2.5 this is a contradiction, which comes from the assumption n = 0. Therefore n = 0 and the lemma follows.
The following result completes the proof of statement (c).
Lemma 2.9. Let E = exp(f /Q(H 1 )) be an exponential factor of system (1.4), with Q ∈
We write the cofactor k of exp(f /Q(H 1 )) in the variables x 1 , x 2 , x 3 , x 4 , H 1 as follows:
where k i ∈ C for all i. We also write Q and f as polynomials in H 1 :
where d j ∈ C and f j ∈ C[x 1 , x 2 , x 3 , x 4 ]. Since E is an exponential factor, f satisfies
Evaluating (2.14) on H 1 = 0, we have that exp(f 0 ), with f 0 = f | H1=0 , is an exponential factor of system (2. 
Proof of statement (d)
Let H be a Darboux first integral of system (1.4). Then it must be of the form H = where L is the cofactor of exp(g), see (2.12). Solving (2.15) we get λ = 3a 1 c 2 /c 3 , a 2 = a 3 = −a 1 and a 4 = a 5 = a 6 = 0. Therefore statement (d) follows.
