Visualization of high-fidelity scientific simulations with highdimensional inputs and outputs is an important task. Existing highdimensional data visualization approaches generally assume a substantial amount of data are available or can be generated as needed. However, many of these simulations can be very computationally intensive, taking minutes or hours to run. Analysis and visualization of such expensive simulations poses a challenge. Statistical emulators are frequently used to approximate simulations for statistical analyses. In this work, we propose a visualization tool for an emulator of the simulator and describe how emulators can be used to create effective visualization systems. We choose Gaussian process emulators for this purpose as they enable fast and accurate prediction with uncertainty information. Using these predictions, we design a system that enables visualization of high-dimensional input and output spaces of complex physics simulations. Users of our system can get a detailed understanding of the uncertainties associated with the emulator predictions in both input and output space for a high-dimensional simulation.
INTRODUCTION
Scientist across domains frequently use computationally intensive simulations to plan and understand their experiments. Despite recent advances in supercomputers, these simulations can still be very time consuming and it is often impractical to run simulations at every desired input setting. This is particularly true for tasks like data analysis and visualization in time sensitive situations like those encountered at limited access experimental facilities such as the SLAC National Accelerator Laboratory for shock physics experiments.
Emulators, statistical approximations to simulators, are an alternative to the existing work-flow. Emulators can quickly and accurately predict simulation output at untried inputs. Using this tool, domain experts can see which regions of input space produce output close to the experiment in near real-time. This makes the work-flow faster and facilitates new research and advancement. Gaussian process (GP) based emulators have gained popularity due to their fast and accurate prediction capabilities.
The role of visualization in such a data analysis pipeline is very important. After creating a high fidelity emulator, there are two tasks that warrant specialized visualization tools. First, a visualization tool could provide guidance about new simulations based on importance criteria. Second, visualization could be used to understand emulator prediction uncertainty. Simple yet descriptive visualizations can pro-* e-mail: ayan@lanl.gov † e-mail: krmoran@lanl.gov ‡ e-mail: earl@lanl.gov § e-mail: ahrens@lanl.gov vide the domain scientists with clear knowledge of the uncertainties of the system and how much to trust the emulator.
In this work, we address the visualization of shock physics experiments using a Gaussian process-based emulator. Using this robust emulator, we propose a visualization tool that provides detailed uncertainty quantification and visualization solutions for exploring the dataset and guiding the simulation scientists to new input parameters for next batch of simulation runs. Our proposed solutions should be applicable to other high-dimensional dataset that have similar data processing and visualization needs.
This work makes two contributions. First, we propose an interactive exploration tool for understanding how the input parameters are associated with prediction uncertainty of an emulator of a computationally extensive high-dimensional simulator. Second, we create a visualization system for understanding the GP-based emulation uncertainties in the high-dimensional output space.
RELATED WORK
Our proposed approach is closely related to the areas of uncertainty quantification and visualization, high-dimensional data visualization, and software emulation.
Uncertainty and Ensemble Visualization: In the past decade, uncertainty analysis and visualization has become an important research topic. The initial methods of uncertainty visualization were thoroughly discussed by Pang et al. [29] . Since then, researchers have proposed many techniques on this topic. We refer readers to the survey works by Potter et al. [30] , Brodlie et al. [4] , and Bonneau et al. [2] for an extensive survey of the recent uncertainty visualization methods.
High-dimensional Data Visualization: Visualization for highdimensional datasets is also an active area of research. Methods like PCA [19] and MDS [9] are frequently used to reduce the dimension of the data and project it into a more convenient space for user viewing and interaction. Scatter plot matrices [8] provide a high-dimensional view of the data in which relationships could be explored. Interactive Parallel Coordinate Plots (PCP) [17] , a popular method for high-dimensional data exploration, are currently included in many visualization tools. The star-glyphs [34] method is another popular approach. Researchers have also looked into creating continuous representations of discrete scatter plots [1, 23] and parallel coordinates [24] for enhanced perceptual effectiveness. Similarly, in this work we propose to create continuous representations of the sparsely sampled high-dimensional input space for visualization and user interaction.
Model Emulation and Gaussian Processes: Statistics has long been interested in approximating computationally intensive computer simulations for inference. McKay et al. [26] introduced the Latin hypercube and present a comparison of approaches for choosing the best inputs in order to analyze the output of a computer code. Sacks et al. [31] developed the concept of using a Gaussian process to approximate an intensive simulation. Jones et al. [20] use a GP to approximate an expensive black box function and sequential design to maximize the function. Kennedy and O'Hagan [21] introduce a Bayesian approach that approximates the expensive computer code using GPs, accounts for systematic discrepancies between 2018 IEEE Scientific Visualization Conference (SciVis) 21-26 October 2018, Berlin, Germany U.S. Government work not protected by U.S. copyright [6] shock physics simulations. The colors of the simulation generated curves are chosen based on k-means clustering of these output curves to show the trends. The corresponding experiment is shown in black.
the code and reality, and estimates the distribution of inputs that aligns simulations with data from physical experiments. Higdon et al. [14] present a Bayesian approach suitable for multivariate simulator output; this is the emulation method used in our work. Gaussian process emulators have been successfully used in a number of application areas, including cosmology [22] , satellite navigation [27] , and accelerator modeling [15] . Spline approaches (e.g. Francom et al. [11] ) and filtering methods (e.g. [13] ) have also been used for emulation. GPs have also recently been applied in the visualization community [32, 33] .
PROBLEM OVERVIEW
This work is motivated by an application to shock physics. Materials scientists study the different deformation properties of a given material by sending a shock wave through it. The output of these experiments [3, 25, e.g.] and simulations [5-7, e.g.] is a time-series of velocity values, called a velocity profile or velocimetry curve. Examples of these curves are shown in Figure 1 (simulations shown in multiple colors, experiment in black) where wrought aluminum alloy Al-5083 was used to impact another Al-5083 metal block. The simulations, based on the FLAG [5, 6] hydrodynamic code, produce velocity profiles for an ensemble of input combinations. FLAG allows the direct manipulation of the five Johnson-Cook strength model [18] parameters (listed as A, B,C, X n , andX m ), three shear modulus parameters (listed as G 1 ,δ 1 and δ 2 ), and three more input parameters, that describe the experimental impact velocities of the material that generate the shock wave (listed as v 1 , v 2 and v 3 ); thus exposing to users a total of 11 tunable parameters. Using this accurate but time-consuming simulation, it takes hours to generate 1000 velocity profiles on powerful supercomputers (e.g., Moonlight supercomputing environment with 308 Intel Xeon E5-267 nodes and 4928 CPU cores).
Given this simulation, we propose the use of GP-based emulators to create a visualization system that will help users:
1. Explore uncertainties in the functional output associated with regions of the high-dimensional input parameter space.
2. Effectively visualize uncertainties related to the emulation. 3. Select input parameter combinations for the next simulation run.
EMULATION WITH GAUSSIAN SPATIAL PROCESSES
Gaussian processes [35] are a popular choice for emulators [12, [14] [15] [16] 22] . Our emulation strategy follows the one laid out in [14] for multivariate simulation output. A vector of simulation outputs y (here, velocity values at selected time stamps) is modeled as
The vector µ and scalar δ are an overall mean and scaling parameter, respectively. The matrix K is the set of orthogonal basis functions, obtained via singular value decomposition (SVD) of the standardized simulation output matrix. Each entry in the vector w represents the weight applied to the corresponding basis vector for the particular simulation output y. Different weights applied to the bases yield different shaped velocimetry curves. The weights for each basis vector are modeled with a Gaussian process independently of the weights for other basis vectors. Each GP treats observed input-output pairs as observations from a multivariate Gaussian distribution. Conditioning operations give a predicted mean and variance for the weights at new unobserved inputs given the observed simulation runs [35] . Gaussian processes have a number of hyperparameters that require estimation; we follow the Bayesian estimation approach in [14] .
Uncertainty Quantification
An important component of our emulation approach is the ability to provide uncertainty quantification; although the simulation itself is deterministic, the output at new inputs is not known. Uncertainty appears in the Bayesian GP approach via two sources:
Distributional Uncertainty
Assume we have fixed the GP hyperparameters (we use the posterior mean, but other choices are defensible). By modeling each component of w as independent zero-mean Gaussian process we are able to obtain a closed form solution for the distribution of each basis weight at new input points via conditional normal theory as described in [35] . The conditional (on the simulation runs) mean of w for a particular basis vector at a new input point is a weighted average of the w for that basis vector at simulation points, with weights depending on the GP hyperparameters and the distance between the new input point and each simulation input point. The conditional variance also depends on both the GP hyperparameters and these distances. Predictions have lower uncertainty at new inputs that are close to observed simulations. This shrinks to zero as a new input approaches an observed simulation. We can describe the analytic form of the distribution of y at new inputs. Let M w (V w ) be the vector (diagonal matrix) containing the conditional means (variances) for each basis weight. Based on Gaussian theory and Equation 1, the mean of the output is δ KM w . The covariance matrix for a whole output vector, i.e. the covariance matrix relating output points over time at a given (shared) input, is given by δ 2 KV w K . If the length of w is less than the length of y, as is the generally the case so as to represent y using a reduced set of bases for computational purposes, this matrix will be degenerate. However, at a given time index we can still generate samples and/or compute desired quantiles using this distribution.
Using the GP-based emulator, we can offer scientists multiple visualizations of the distributional uncertainty inherent in the model. As shown in Figure 3 (b) and 3(e), we can get samples (curves shown in yellow) instead of only the mean prediction (shown in red). Also, using the covariance matrix, we can get a closed form estimate of the uncertainty along the curve as shown in Figure 3(a) and 3(d) . Finally, for each prediction, a scalar estimate of uncertainty can be produced using this same covariance matrix by taking the sum of the diagonal entries as shown in Figure 2 (more details regarding the visualization are given in next section).
Parameter Uncertainty
Fixing the GP hyperparameters, as described above, ignores hyperparameter uncertainty in the model. A subtly different set of hyperparameters implies a GP model having slightly different behavior. To incorporate both distributional and hyperparameter uncertainty, we can use samples of the hyperparameters produced during GP training. For each sample, a mean and variance for each basis weight are available in closed form as described above. Thus, for a given sample we can take a single draw of each of the weights and use them to construct the output function according to Equation 1. The resulting set of samples of y incorporates both hyperparameter and distributional uncertainty and can be used to compute desired posterior quantities. This approach comes with more computational expense, as matrix quantities that depend on the GP hyperparameters must be computed for each sample (rather than once, as when the GP hyperparameters are fixed).
VISUALIZATION SYSTEM AND RESULTS
We develop a visualization system that uses the fast predictions and uncertainty calculations from our GP-based emulator to provide guidance to the users for effective data exploration.
Visualization of Input Space
As mentioned in Section 3, two tasks important to users are exploring uncertainties associated with the high-dimensional input parameter space and deciding at what region of the input space to next run the simulator. To allow users to perform these tasks, in our designed visualization system we allow for an interactive exploration of the input space. In this exploration mode, starting from the set of available sparse data samples we first compute a continuous representation of the input space (e.g., Figure 2(a) ). Since the emulator makes fast predictions of the output and provides the uncertainty about those predictions, we can now use the emulator to sample the input space much more densely and compute the uncertainty at all these points. In our shock physics example, we made predictions at between 20,000 and 50,000 input parameter combinations depending on the available time.
To facilitate user interaction and exploration of this highdimensional input space, we use PCA-based dimensionality reduction on these new input parameter combinations and project them down to the 2D plane (note that pairs of inputs could also be used). PCA-based methods have the advantage of fast computation and are an oft-used dimension reduction technique. In the reduced PCA space, we map uncertainty (the closed form summary uncertainty of an emulator-predicted output corresponding to an input, computed as discussed in Section 4.1.1) to colors for each sampled location and create a continuous high-resolution 2D image. Using a suitable colormap, users can visually explore the regions of the input space that have high or low uncertainty due to their previously chosen sparse number of simulator runs. They can also interact with this image by selecting regions of interest (e.g., hot-spots showing pockets of high uncertainty) using a lasso-based selection tool, and get a Parallel Coordinate Plot (PCP) view of the high-dimensional input combinations that correspond to the user's selection.
An example of this is shown in Figure 2 (a). In this figure, users have selected three regions of the input space with high output uncertainty; the corresponding PCP view reveals the selected input parameter combinations. Using our tool, users can save these selections in a text file (e.g., for use in running future simulations), clear the current selections, or undo the last selection. Although using exploration of input space remains the primary goal of this visualization technique, the same tool could be applied for the output space as well with some modification. Due to properties of the emulator, the input space near the boundary in Figure 2 (a) is expected to have higher output uncertainty. As can be seen in this figure, there are regions of high uncertainty even towards the center of the input space. These high uncertainty regions indicate where users may want to generate more simulator runs.
Visualization of Prediction Uncertainty
The other important task is to explore the uncertainty in the emulator prediction; how certain are we of the velocity profiles for a new input? To address this, we treat each predicted output curve (i.e., the mean prediction from the emulator) as a high-dimensional vector and use PCA-based dimensionality reduction (similar to the idea presented in streamline variability plots [10] ) to present the results to the users in a 2D scatter plot view. In this view, each scatter plot point represents the projection of the mean predicted output curve to the 2D PCA-space, and similarity of the curves are represented by their proximity in this lower dimensional space. For uncertainty exploration, the color (and/or size) of these projected points are modulated according to the total uncertainty estimate as quantified by the GP emulator as discussed in Section 4.1.1. Examples of such PCA-space output exploration is shown in Figure 2(b) . In this case, we have chosen to show around 200 data points that were held out from the available 1000 data samples. These hold-out samples allow us to compare the emulator output to the simulation to assess accuracy. As users working in the PCA-space may find it less intuitive than working with the original velocimetry curves, curve selection in the PCA-space is followed by visualization in the original high-dimensional output space.
After the users have selected one or more points from the PCA space, we provide two different forms of uncertainty visualization in our proposed system that is linked with the previous PCA window. First, our emulator can provide the estimate of uncertainty at each (e) Visualization of the all the mcmc sampled curves with highlighted boundary.
(f) Visualization of the uncertainty using curve boxplots. Figure 3 : Example of uncertainty visualization on the predicted curves. Here, the black curves are the simulation generated curves (ground truth) and the predicted curves are color-mapped to their prediction uncertainty. It is visible that for the cases shown in figure a-c, the prediction has higher accuracy and the GP-emu returns low uncertainty for the different regions of the predicted curves. Compared to this, the case shown in figure d-e, they consist of high prediction uncertainty in different regions of the predicted curves and the GP emulator accurately highlights this.
time point of the predicted velocimetry curve (as mentioned in Section 4.1), and we use that information to modulate the color and thickness of mean predicted curves for easy identification of their uncertain segments. Second, using our emulator, we generate a collection of randomly sampled curves for each input which are used to provide a visual understanding of the spread of the uncertainty in the prediction. For visualizing such ensemble curves, multiple techniques already exist in the visualization literature. We chose to use spaghetti plots and curve boxplots [28] in this work. As an initial visualization, spaghetti plots provide a good visualization of the randomness and spread of the curves. We use curve boxplots to provide a concise visualization of the spreads, spatial bands, and outliers in the set of random velocity profiles. To show trends in these ensemble profiles, the clustering-based approach as presented in streamline variability plots [10] could also be used.
Examples of the prediction uncertainty exploration are provided in Figure 3 . To generate these results, out of the available 1000 simulations, we used 800 as the training set for the emulator. We used the remaining 200 simulations for prediction and uncertainty analysis. The number of basis components was set to 15 for an explained variance of around 99.99%. To represent a predicted curve at a given set of input points we generated 150 samples from the emulator; these samples are shown visually in the spaghetti plots and were used to create the curve boxplots. We give users options on what type of confidence band and how many outliers to show in the curve boxplots. The default was set to two bands showing the top 20% and 75% and three outliers.
In Figure 3 , we have chosen to show two different user selections from the previously mentioned PCA spaces as examples. Please note that here we show the simulated curves along with the emulator predictions for illustrative purposes, but in most real uses these ground truths will not be available. In Figure 3 , the first row represents a case where the emulator prediction has low uncertainty. Figure 3(a) shows the color-mapped segments for run id 20 of the test set. Using the color-mapped curve segments, it is easy to visualize that the predicted curve has low prediction uncertainty in most of its regions. Comparing it with the corresponding simulated output (shown in black), we can see that indeed the low uncertainty amounted to low error in prediction. The corresponding spaghetti plot is presented in Figure 3 (b) that shows the general spread of the random MCMC curve samples. The curve boxplot for these random curve samples are shown in Figure 3(c) . The prediction uncertainty can be well estimated from these visualizations. The next set of results, presented in Figure 3(d)-3(f) , show a case where the emulator exhibits high uncertainty for predicting run id 22. In this case, the emulation result was not very accurate, but the emulator was able to highlight the regions of high uncertainty successfully. This is a very desirable feature for our domain experts. emulator predictions which have high/low prediction uncertainty, and explore the prediction uncertainty for each individual predicted curve.
In the future, we would like extend this system such that it can handle 2D and 3D scientific datasets so we can apply it in other existing applications. We would also like to apply this system to analyze other popular visualization methods, e.g., streamlines, pathlines, isocontours etc. Finally, we would like to handle multi-resolution, time-varying ensemble datasets.
