Metrics commonly used to assess the energy efficiency of data centres are analysed through performing and critiquing a case study calculation of energy efficiency. Specifically, the energy efficiency metric Power Usage Effectiveness (PUE), which has become a de-facto standard within the data centre industry, will be assessed. This is achieved by using open source specifications for a data centre in Prineville, Oregon, USA provided by the Open Compute Project launched by the social networking company Facebook. The usefulness of the PUE metric to the IT industry is critically assessed and it is found that whilst it is important for encouraging lower energy consumption in data centres, it does not represent an unambiguous measure of energy efficiency. 
developed to operate at higher processing speeds resulting in the associated waste heat dissipated by a typical rack increasing from 1 kW to 12 kW [1] . A survey by the Uptime Institute in 2012 found that the average rack density to be slightly lower at 8.4kW, although their highest surveyed rack was 24kW [2] . Together with an increase in the number of servers due to societal demand, electricity consumption both for computing and ancillary building services in data centres worldwide has led to a higher level of CO 2 emissions.
In 2011, it was reported that data centres consume 1.1% -1.5% of worldwide electricity [3] with estimates
showing that up to 2% of global CO 2 emissions can be accounted for by the IT sector [4] . A number of studies conducted on energy consumption and efficiency in data centres have estimated that they consume 40 [5] , 15 [6] or 10-30 times [7] more energy per square foot compared to commercial office space. Similar studies on 14 data centres by the Lawrence Berkeley National Laboratory (LBNL) found energy consumption was between 120-940 W/m 2 [8] whereas only 50-100 W/m 2 was consumed in a typical commercial office space [9] . Assessing the energy consumption of processes and facilities such as data centres is of key importance if green house gas emissions from electricity generation are to be reduced. In order to measure the energy efficiency of data centres, metrics are a useful tool. However these metrics need to be fit for purpose [10] as inappropriate ones can act as a barrier to increased energy efficiency [7] .
The Power Usage Effectiveness Metric
A range of metrics are currently available to assess data centres, however there is one particular metric that has over time become a de-facto industry standard. The
Power Usage Effectiveness (PUE) metric introduced in
2006 [11] and promoted by the Green Grid (a non-profit organisation of IT professionals) in 2007 [12] has become the most commonly used metric for reporting the 'energy efficiency' of data centres [7, 13, 14] . The PUE is useful to present the proportion of energy which is actually used to operate the IT equipment with respect to the total power draw of a facility, and is defined in equation (1) . A partial PUE (pPUE) [15] can be used to assess the energy use of individual systems (such as cooling) compared to the IT load.
PUE = Total Facility Energy /IT Equipment Energy
Although it is named the 'power' usage effectiveness, the metric actually measures the energy use of the data centre. Yuventi and Mehdizadeh suggest adjusting the name of PUE to Energy Usage Effectiveness or EUE to avoid any confusion between power and energy measurements [16] . Only an instantaneous value gives the power usage, however the PUE needs to be measured over a year, hence it measures energy. The PUE is used at the design stage of projects to present a data centres' potential 'energy efficiency' then used post construction to aid in energy costing and monitoring the use of power.
However, during the design stage accurate measurement is not possible and hence advertised PUE values are purely estimation. The metric has however still become a marketing tool, with owners/designers using it to promote the potential 'efficiency' of their data centre.
A PUE of 1 would be an ideal number; however this is not theoretically possible as it will always take some form of energy consumption to support the IT equipment.
There is currently not enough data to illustrate the PUE of data centres on a world-wide scale [7] however, some smaller studies have been completed. 70% of 115 respondents in one particular study were aware of their PUE and an overall average value of 1.69 was reported [17] . A similar study for 22 data centres found PUE values of between 1.33 and 3 with an average value of 2.04 [6] . However neither of these studies provides detailed information regarding the locality of each facility, the scale of the operations within them, or how the energy consumption assessment was carried out.
A more in depth analysis of energy consumption was provided in [1] which assesses the energy consumption of a small data centre in Linköping, Sweden. Unfortunately, the energy consumption assessment of this data centre was only conducted during the coldest month of the year.
A short assessment period was also used in [10] , with the power requirement for the IT equipment only being taken over one month. Clearly, it is important to record the PUE over a representative period so that a realistic annualised average can be obtained, as demonstrated hypothetically in [16] and discussed in [18] . We now describe the case study PUE measurement that uses data published in the Open Compute Project [20] . This project provides information and specifications for a data centre based in Prineville, Oregon in the USA.
The data centre is operated by the social networking the energy efficiency of a data centre and problems with using the PUE metric.
The Energy Consumption of the IT Servers
Measurement of the PUE requires the energy consumption of the servers to be accounted for. Whilst the Open Compute specifications do not indicate how much power is required to serve the total IT load in the data hall, the power supplied to each custom built server (further details of which can be found on the Open
Compute website [21] ) is given as 450 W (this power will also supply the internal fans in the server units). It is also known that 30 servers are supported in each rack, the racks being arranged in groups of three, termed as 'triplet racks' [22] . This leads to a maximum rating of 40.5 kW per triplet rack. However, there is no indication in the specifications as to how many of these triplet racks or servers there are in the entire facility, information which would make comparing energy use easier. Due to this, the energy consumption of the servers and the PUE will be estimated for one triplet rack. This does not account for other services, for example switches or storage, and is the best estimate possible with this limited information.
A server's power draw varies over time and they rarely operate at 100% of their rated power. They will also rarely operate at a full 100% CPU utilization, sometimes operating at a value as low as 10% [23] .
Despite the variation though, an idle server (very low to zero CPU utilization) will still use a significant proportion of its rated power [24] . This proportion can be as high as 60% [25] . Without any usage data, we make the conservative assumption that the servers discussed above draw a continual 60% of the rated power, this
gives an annual energy consumption of 212,868 kWh/annum per triplet rack. Using a peak value of 60% is a significant assumption to make (although the sensitivity of this will be examined below), given that the servers will not be using this level of power continuously throughout the year; however this assumption needed to be made given the limited amount of information provided in the Open Compute documents. Without direct access to the power use of the IT equipment, it is difficult to make an accurate prediction. This highlights a crucial inaccuracy that can arise from estimating the energy consumption or PUE for a data centre still in the design phase. The sensitivity of the PUE value to the assumed IT load is analysed in Section 3.5.
Energy Consumption of the Air Handling and Cooling Systems
Energy costs for cooling and distribution of the air to maintain integrity of the electrical components can be significant. Depending on site location, air conditioning can consume a significant fraction of the energy required to run the ancillary services. In the case of the Prineville data centre, cooling is achieved through air-side economisation, where filtered outside air is delivered directly to the servers, and a high pressure misting system provides evaporative cooling and humidification. The facility uses hot aisle containment, with the air being delivered to the cold aisles through a series of rooms which house filters, misting jets, and fans [22] .
Air Distribution -The Power Required to Operate the Fans
Air delivered to and from the servers will experience a series of pressure drops, for example due to filtration, distribution to the cold side through vents and down aisles, and (similarly) through the return path. This will depend heavily on the design of the data centre (e.g. flow paths, duct sizes, distribution tiles).
The other significant pressure drop is across the rack server itself. Manufacturers generally specify on-board fans to ensure a low net pressure drop from the front to the back; one of the costs of cooling high density electronics is the energy associated with accelerating air to high velocities to affect the necessary heat transfer per triplet rack [26] . Along with pressure drop values for the whole system, the design air flow rate can be used to determine the total power required to operate the air distribution system. Open compute state that the filters in use have a pressure drop of 67 Pa at an air flow of 2.54 ms -1 [22] . If additional pressure drops due to fans and air distribution were provided then the total energy requirement could be calculated.
However, detailed information about pressure drops and also room layout are not available. Therefore it is not possible to calculate the power required to provide air distribution within the data centre. Energy consumption for air distribution is therefore incorporated into the estimated energy use of the evaporative cooling system in the following section.
The Energy Consumption of the Evaporative Cooling System
Electronic components have increased failure rates when operating above or below allowable temperature and humidity levels [27] . The ASHRAE TC 9.9
guidelines recommend a delivery temperature range of 18°C-27°C and a humidity range of 5.5°C dew point to 60% relative humidity and 15°C dew point [28] , although the maximum allowable envelope within ASHRAE is actually wider than this. Data centres which employ airside economisation take advantage of a recent expansion of the recommended ASHRAE operating envelope, as they allow ambient outside air to be delivered directly to the servers for a greater proportion of the year. Whilst there is an associated increase in expected failure rates associated with operating outside the allowable envelope, ASHRAE provide factors which show that this increase is actually very low especially, especially for regions such as North America [28] .
In order to calculate the energy consumption of the cooling system, weather data must be used for the local area. Data from the same weather station given in the Open Compute specifications was used for this case study (sourced from [29] ). The data used is a Typical
Meteorological Year data set for Redmond, Oregon. 
Given that;
For 0°C < T < 63.0°C; P s =
610.78exp. [17.269T/(237.3+T)]
For T < 0°C; P s =
610.78exp. [21.874T/(265+0.9615T)]
Equations (5) and (6) made to a data centre in Bedford, UK which uses evaporative cooling and requires 4kW for the air distribution fans and high pressure pumps when the misting system is in operation [34] .
Using the figures provided for the Bedford facility, and given that the water flow rate in Prineville is 3.8 times higher, it could be approximated that 119 W is required to operate the misting pumps and air distribution fans for each triplet rack. This gives a total predicted consumption of 893 kWh/annum per triplet rack. Since the data in [34] incorporates air conditioning and air distribution, the figure above is increased to incorporate the 14.2% of the year when the misting system is not in operation, giving a consumption of 1,048 kWh/annum.
This will be a slight over estimate in energy requirements, since the droplet misting is not required, however filtration will still be required to maintain a clean environment within the data centre.
Miscellaneous and Other Loads on the Electrical System

Lighting
The data centre uses LEDs which are much more energy efficient than incandescent lamps. Power is delivered to them through network cables rather than electrical wires, a method known as Power over Ethernet.
Material is saved through the reduced need for electrical wiring providing an additional environmental benefit.
Using Power over Ethernet, energy consumption for the LED lamps can be included in the denominator of the PUE, reducing its value when compared to more traditional lighting arrangements. Whilst there is a reduction in the energy consumption due to the use of LED lamps, there may be an additional decrease in the PUE by including the lighting in the denominator. This is one of the ways that the PUE metric can be used incorrectly.
Electrical Losses
The power distribution system in a typical data centre will incur losses of energy through inefficiencies in its 
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The values computed above are now used in Equation 
Sensitivity Analysis
Despite the assumptions that needed to be made, the above PUE analysis provides a good estimate of the published value from Open Compute. In this section a brief sensitivity analysis of the effect of these assumptions on the calculated PUE is carried out. The PUE is defined as the total energy use divided by the energy consumed by the IT equipment (W IT ). Total energy consumption is equal to the total amount of energy used by the equipment and infrastructure in the facility (W T ) plus the energy losses due to inefficiencies in the power delivery network (W L ), hence;
In a typical data centre the total energy consumption, Then the IT equipment was investigated by decreasing the power draw of the servers to 20% and increasing it to 80%. Within each scenario, only one parameter was changed. When it came to decreasing the utilisation of the IT equipment, the cooling and air distribution power requirements were not scaled down to account for the lower IT load, as this does not always happen in data centres [37] . 
Therefore;
Equation (10) highlights the fact that whatever energy savings are made in the data centre, the power distribution efficiency and IT load will still have a significant effect on the overall PUE value.
The sensitivity analysis also demonstrates that the PUE should be used with caution due to the effect of IT load changes. For example, if the IT load increases through improved utilisation, the PUE will reduce in spite of the increased overall power consumption in the data centre. This highlights the fact that a reduced PUE can predict that a data centre is operating more efficiently even though its overall energy consumption has increased, and vice versa. This is one of the PUE's main limitations as an energy efficiency metric. 
Benefits
Measuring the energy efficiency of a data centre is 
Limitations
Through the study of PUE, it is clear that there are some issues involved with the metric. Measurement of the PUE involves accounting for the energy consumption of a number of different systems. It has been found that unless direct access to data and information is provided, detailed measurement of the PUE is a difficult task. .
Whilst the Open Compute project is open source, there
was not sufficient information to conduct a detailed recalculation of the PUE and hence the calculation could only be done based upon one triplet rack.
It is crucial that an accurate IT load is used for the PUE, and that it is not based upon the rated power use of the equipment [38] . Accuracy in the IT load is one of the major factors affecting the measurement of the PUE metric, as utilisation of the servers has an important effect on IT energy consumption and hence the overall PUE value. The sensitivity analysis showed that the PUE will tend to increase if the IT load decreases and the cooling system is not scaled back to account for this change.
Careful use of virtualization where servers are progressively loaded to capacity could allow some servers to be switched off [39] . This will reduce energy consumption (although unless the cooling system power is reduced the PUE will increase).
The PUE does not accurately reflect the overall energy efficiency of a data centre as it does not include the efficiency of power use in the IT equipment. A data centre with a low PUE but with low server utilisation can be less efficient overall than a facility with a higher PUE value and a higher server utilisation.
Problems can also arise with the reporting of the PUE centre to be completed. However the data centre in this study is a special case and has a unique design, leading to low energy consumption by the cooling system. Due to this, the energy use of the cooling system has little effect on the PUE value. The case study also illustrates the ease of simplifying the PUE calculation to achieve a good value, something which may occur during the design
process.
The sensitivity analysis shows that once a data centre has made significant energy savings through reducing cooling system power requirements (as in the case of the data centre assessed in this work), the efficiency of the power supply network and the IT load will have the largest effect on the PUE value. The analysis also highlights problems with the relationship between changing IT loads and the PUE value, demonstrating that the PUE metric must be used with caution. This is due to the fact that energy saving measures such as virtualization can actually increase the PUE, falsely implying a less energy-efficient operation.
The PUE metric has over time become a marketing tool to present the overall energy efficiency of a facility.
Despite the fact that PUE values cannot be directly would suggest that a careful examination of the unit cost of operation will lever efficiency gains. This will allow data-centre operators to balance responsiveness and resilience in a holistic sense. 
