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The Materials Genome Initiative, a national effort to introduce new materials into the market faster
and at lower cost, has made significant progress in computational simulation and modeling of
materials. To build on this progress, a large amount of experimental data for validating these
models, and informing more sophisticated ones, will be required. High-throughput experimentation
generates large volumes of experimental data using combinatorial materials synthesis and rapid
measurement techniques, making it an ideal experimental complement to bring the Materials
Genome Initiative vision to fruition. This paper reviews the state-of-the-art results, opportunities,
and challenges in high-throughput experimentation for materials design. A major conclusion is that
an effort to deploy a federated network of high-throughput experimental (synthesis and characteri-
zation) tools, which are integrated with a modern materials data infrastructure, is needed. VC 2017
Author(s). All article content, except where otherwise noted, is licensed under a Creative
Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
[http://dx.doi.org/10.1063/1.4977487]
INTRODUCTION
Materials are technology enablers, and the discovery
and commercialization of advanced materials is crucial to
solving major challenges in technological innovation, eco-
nomic growth, and the environment. In 2011, President
Obama announced the Materials Genome Initiative (MGI),1
a national effort to introduce new materials into commerce
more quickly (by a factor of 2, i.e., from about 10–20 years
to about 5–10 years) and at a lower cost. The MGI approach
requires contributions in three critical areas: computational
tools, experimental tools, and digital data. Since its incep-
tion, the MGI has made significant progress in predicting the
structure and properties of new functional materials through
computational simulation and modeling. To build on this
progress, experimental data for validating these models, and
informing more sophisticated ones, will be required. High-
throughput experimental (HTE) methodologies2–10 typically
employ combinatorial materials science techniques wherein
materials “libraries” are synthesized and characterized to
rapidly determine structural, physical, and chemical proper-
ties. Due to their ability to rapidly establish relationships
between composition, structure, and functional properties,
HTE methodologies are uniquely suited as the experimental
complement of computational simulation and modeling.
Today’s global challenges, e.g., advanced manufactur-
ing, dependence on critical raw materials, and climate
change, underscore the urgent need for novel materials solu-
tions (Table I). Advances in HTE methodologies have been
successfully demonstrated in every class of technologically
important materials, and it has been demonstrated that HTE
can lead to the discovery and deployment of new materials
at unprecedented speed and low cost.4,5,7,9,11–15 However,
according to the results of a recent HTE workshop,16 full
realization of the MGI vision will require the integration of
experiment, computation, and theory, open access to high
quality digital data and materials informatics tools, and an
educated workforce.a)E-mail: martin.green@nist.gov
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This paper reviews the opportunities and challenges fac-
ing the use of HTE for materials innovation. Advances in
new materials for the energy, electronics, chemical, aero-
space, and defense sectors will provide technology solutions
and drive economic growth. Ultimately, a strong and wide-
spread MGI community will establish a “materials super-
highway” to address the urgent, high impact, and materials-
constrained challenges facing the nation.
SUMMARYOF THIS PAPER’S CONCLUSIONS AND
RECOMMENDATIONS
Major conclusions to be discussed in detail in this paper
are as follows:
• Critical technologies such as energy production and utili-
zation, microelectronics, and catalysis await immediate
materials solutions through the discovery and develop-
ment of higher performance photovoltaic (PV), thermo-
electric, energy storage, fuel cell, semiconductor, and
catalytic materials.
• Existing United States Government-funded MGI-related
materials design programs (Table II), while producing
excellent research, lack optimized coordination, resulting
in underdeveloped opportunities and capabilities in data
collection, curation, and analysis; although most elements
of the required MGI infrastructure exist, distributed over
government (as well as academic and industrial) laborato-
ries, there are few mechanisms for interaction.
• Widespread utilization of HTE methodologies is required
to inform and validate computational MGI efforts.
• HTE methodologies are uniquely suited to rapidly gener-
ate the large volumes of high quality materials data
required to populate materials properties databases.
• Standards for library synthesis, characterization, and data
curation (e.g., library architectures, data formats, and
informatics) are crucial for effective and widespread use
of HTE investments.
Key recommendations are as follows:
• Enable broad access to HTE methodologies and data.
• Establish collaborations that accelerate commercialization
in critical advanced materials arenas including electronic
materials, catalysts, and energy-related materials.
• Establish HTE facilities, physical or virtual, centralized or
distributed, where researchers can implement a total MGI
approach for critical and enabling classes of materials.
• Develop new library design and characterization techni-
ques that extend the scope of HTE methodologies beyond
just composition space:
• Include measurement and characterization of surfaces
and interface properties (e.g., transport, electronic, pho-
non, and grain boundary effects).
• Focus efforts on specific properties relevant to end-use
applications of new materials, e.g., reliability of inte-
grated device structures.
• Create libraries that include variations in processing
parameters.
OPPORTUNITIES
Energy generation: Photovoltaics
Immediate materials solutions are needed in the area of
energy production, in particular, photovoltaics (PV). The PV
industry has undergone tremendous growth and restructuring
over the past decade and is currently dominated by Si-based
polycrystalline or single-crystal wafer technologies. A few other
thin film materials systems, such as CdTe and Cu(In,Ga)Se2
(CIGS), are also being manufactured at large scale. In addition,
the emergence of hybrid organic-inorganic perovskite PV
absorber materials30 is revolutionizing PV research and develop-
ment. However, more progress is needed in increasing the effi-
ciency, reducing the cost, and improving the reliability of the
established and emerging PV technologies, all within the bound-
ary conditions of using scalable manufacturing processes and
non-critical chemical elements. This requires material innova-
tion in light absorbers, electrical contacts, and other layers and
components of PV cells and modules, all applications that can
benefit from the HTE approach.
A major challenge for HTE PV research is that solar
cells are very sensitive to processing conditions and materi-
als interactions; this is one example of the need to extend
HTE research beyond composition space. Screening of proc-
essing conditions is important because process-dependent
defects and microstructure control the lifetime of photo-
excited charge carriers, which limits the performance of
solar absorbers. HTE screening of materials interactions (in
addition to individual materials) is also important because
solar cell performance depends on band offsets and recombi-
nation velocities at the interfaces between PV absorbers and
contacts. Hence, an HTE approach to measure the effects of
a variety of processing conditions and materials interactions
TABLE I. Timely discovery and commercialization of advanced materials
technologies are crucial to addressing major national and global challenges.
Major challenges Materials solution
National security Low-weight, high-strength
transportation materials
Extended life batteries
Radiation detecting materials
Solar powered military equipment
High sensitivity magnetometer materials
Dependence on
critical raw materials
Reliably available catalysts
and permanent magnets
High-temperature turbines
Climate change High-efficiency, low-cost solar cells
Strong, increased-efficiency wind turbines
Materials for CO2 absorption,
capture, and chemical conversion
Fuel cell and solar fuels catalysts
Materials for CH4 storage,
conversion, and utilization
Chemical and biological sensors
Electronics demand Smaller, higher-performance transistors
Atomic control over device interfaces
Economic growth Cost-effective materials for increased
U.S. production and manufacturing
New hardware and materials-based technologies
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TABLE II. Selected list of current United States Government-funded materials design programs
Name Lead institution(s) Mission Government support
Center for the Computational Design
of Functional Layered Materials
(CCDM)17
Temple University Develop, apply, and
validate theoretical methods
to calculate the electronic
structure of materials
Department of Energy
Princeton University
Duke University
Rice University
North Carolina State University
Brookhaven National Laboratory
University of Pennsylvania
Drexel University
Northeastern University
Center for Computational Materials
Design (CCMD)18
Penn State University Educate next generation
of scientists and engineers
with industrially relevant
perspective to contribute to
materials design
National Science Foundation
Georgia Institute of Technology
Boeing
Carpenter
Gulfstream
Medtronic
United States Army
Center of Excellence on Integrated
Materials Modeling (CEIMM)19
The Johns Hopkins University Collaborative, multidisciplinary
research and educational program
to foster foundational advances
in computational and experimental
methodologies
Department of Defense
(Air Force Research
Laboratory)
University of Illinois
(Urbana-Champagne)
University of California
(Santa Barbara)
Wright-Patterson Air Force Base
Pratt and Whitney
GE Aviation
Lockheed-Martin
Boeing
Simpleware
Scientific Forming Technologies
Center for Hierarchical Materials
Design (CHiMaD)20
Northwestern University Accelerate materials discovery
and commercialization by design
and development
of hierarchical methods
and materials
Department of Commerce
(National Institute of
Standards and Technology)
University of Chicago
Argonne National Laboratory
Questek Innovations
ASM International
Fayetteville State University
Center for Materials in Extreme Dynamic
Environments (CMEDE)21
California Institute of Technology To design, optimize, and fabricate
material systems exhibiting
revolutionary performance in
extreme dynamic environments
Department of Defense
(Army Research Laboratory)University of Delaware
Drexel University
The Johns Hopkins University
Morgan State University
New Mexico Institute of Mining and
Technology
North Carolina Agricultural and
Technical State University
Purdue University
Rutgers University
University of North Carolina
(Charlotte)
University of Texas (San Antonio)
Washington State University
Center for Next Generation of Materials
by Design: Incorporating Metastability
(CNGMD)22
National Renewable Energy Laboratory Transform the discovery of
functional energy materials
through multiple-property
searching, incorporation
of metastable materials into
predictive design, and development
of theory to guide
materials synthesis.
Department of Energy
University of California (Berkeley)
Colorado School of Mines
Harvard University
Lawrence Berkeley National Laboratory
Massachusetts Institute of Technology
Oregon State University
SLAC National Accelerator Laboratory
Center for Theoretical and
Computational
Materials Science (CTCMS)23
National Institute of Standards
and Technology
Establish materials models in
support of materials measurement
and data
Department of Commerce
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is needed. The same argument applies to other alternative
energy technologies where highly integrated, microstructure-
dependent multilayer devices are used, such as solid state
batteries31 or solid oxide fuel cells.32
Recently, progress has been made in addressing the HTE
challenges of PV materials processing. For example, HTE
screening of substrate temperature and target-substrate dis-
tance has been demonstrated for Cu3N
33 and Cu2O
34,35
absorbers, as well as ZnO36 and In2S3
37 contacts. Methods for
screening processing parameters rely on intentional continu-
ous or discrete temperature gradients across the substrates dur-
ing library synthesis,38,39 as shown in Fig. 1(a). HTE
screening has also addressed materials interactions through
the fabrication of combinatorial PV device libraries with
intentional composition and thickness gradients in one layer
(e.g., absorber or contact) of a multi-layer stack (Fig. 1(b)).
Such HTE research has been performed for a range of solar
cell absorber materials, from quite mature (e.g.,
Cu(In,Ga)Se2,
40,41 to emerging (e.g., Cu2ZnSnS4
42 and
CuSbSe2
43), to very novel (e.g., Co3O4
44 and Cu2O
45). For
some of these absorbers, the PV efficiency was correlated
with quasi-Fermi level splitting determined from photolumi-
nescence mapping.42 However, more work is needed on spa-
tially resolved characterization of other photo-excited charge
carrier properties, such as bulk minority carrier lifetime or sur-
face recombination velocity.
Energy conversion: Thermoelectrics
The recovery of waste heat using thermoelectric devices
represents an enormous opportunity for materials innovation
to impact energy utilization. In the United States, the
TABLE II. (Continued.)
Name Lead institution(s) Mission Government support
Exascale Co-design Center for
Materials in Extreme Environments
(ExMatEx)24
Los Alamos National Laboratory Establish interrelationship
among algorithms,
software, and hardware
required to develop
a simulation framework
for modeling materials
under extreme environments
Department of Energy
Lawrence Livermore National
Laboratory
Oak Ridge National Laboratory
Sandia National Laboratory
Stanford University
California Institute of Technology
Inorganometallic Catalyst
Design Center (ICDC)25
University of Minnesota Computationally guided Department of Energy
Argonne National Laboratory discovery of a new class of
energy-science-relevant
catalytic materials and the underlying
structure-function relationships
Clemson University
Dow
Northwestern University
NuMat Technologies
Pacific Northwest National
Laboratory
University of California (Davis)
University of Washington
Joint Center for Artificial
Photosynthesis (JCAP)26
California Institute of Technology Create the scientific foundation for
a scalable technology
that converts carbon dioxide,
water, and sunlight
into renewable transportation fuels
Department of Energy
Lawrence Berkeley National Laboratory
University of California
(Irvine and San Diego)
Stanford University
SLAC National Accelerator Laboratory
Nanoporous Materials
Genome Center (NMGC)27
University of Minnesota Discover and explore
microporous
and mesoporous materials
Department of Energy
(Basic Energy Sciences)University of California (Berkeley)
Rice University
Northwestern University
Georgia Institute of Technology
Cornell University
Washington State University
Lawrence Berkeley
National Laboratory
Predictive Integrated Structural
Materials Science (PRISMS)28
University of Michigan Establish a unique scientific
platform to accelerate predictive
materials science for structural metals
Department of Energy
Rational Design of Advanced
Polymeric Capacitor Films29
University of Connecticut
University of Akron
Design of new classes of polymeric
materials with high dielectric constant
and high breakdown strength
for application in high voltage and
high energy density capacitor
technologies
Department of Defense
(Office of Naval Research)
Columbia University
Pennsylvania State
University
Rensselaer Polytechnic Institute
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industrial sector consumes approximately one third of all
energy, roughly 32  1015 (quadrillion) Btu per year. Of this
amount, between 5 and 13 quadrillion Btu per year are lost
as waste heat via streams of hot exhaust liquids and gases, as
well as through heat conduction, convection, and radiation
from manufacturing equipment and processes.46 Indeed,
“…the United States is the Saudi Arabia of waste heat.”47
Recent studies have shown that for the United States alone,
annual potential for electrical energy recovery from waste
heat could be in the multi-terawatt range.48 Although ther-
moelectric devices have significant potential to recover
waste heat from industrial processes, commercially available
devices are only about 5% efficient. Therefore, discovery of
higher efficiency thermoelectric materials using HTE is criti-
cal to enabling the practical recovery of waste heat.
Materials that exhibit a large Seebeck coefficient, high
electrical conductivity, and low thermal conductivity are
considered candidates for use in thermoelectric applica-
tions;49,50 optimizing these transport properties improves the
energy conversion efficiency. The efficiency and perfor-
mance of thermoelectric power generation are proportional
to the dimensionless figure of merit, ZT, of the material.
ZT¼ S2rT/k, where T is the absolute temperature, S is the
Seebeck coefficient, r is the electrical conductivity, and k is
the thermal conductivity. High-throughput instruments capa-
ble of locally and rapidly measuring Seebeck coefficients at
room51,52 and elevated temperatures53 have been con-
structed. Further, high-throughput measurements of thermal
effusivity, from which thermal conductivity can be derived,
have also been carried out, using either time domain54 or fre-
quency domain thermoreflectance.55 Thus, ZT can be
obtained through HTE techniques; however, the power fac-
tor, equal to S2r, is also a suitable figure of merit and can be
obtained more readily because it does not require measuring
thermal conductivity. Figure 2, illustrating research per-
formed on the Ca3Co4O9 system,
56 shows the compositions
on the library film that exhibit the highest power factors.
HTE approaches have been applied in the search for new
thermoelectric materials by diffusion annealing of bulk materi-
als,57 unidirectional solidification,58 and the use of composi-
tionally graded thin films.51,53,55,59 Thus far, only a limited
number of pseudo-binary and -ternary thermoelectric systems
have been investigated using HTE: (Zn,Al)O,51 Ca3Co4O9,
56
Co-Ce-Sn,55 PbTe–Ag2Te–Sb2Te3,
58 MgxSiyGe1-y,
59
CoSb3–LaFe4Sb12–CeFe4Sb12 and Sb2Te3–Bi2Te3.
53
Energy storage: Battery materials
Energy storage materials such as in Li ion batteries rep-
resent another opportunity for the HTE approach. The expo-
nential growth of computer processing power, combined
with the laws of physics expressed through quantum
mechanics, has made it possible to design new materials
from first principle physics using supercomputers. In the
mid-2000s, the development of high-throughput computa-
tional methods and software infrastructure was pioneered
and applied to the discovery of novel energy storage materi-
als.60,61 Importantly, HTE synthesis and measurement
FIG. 1. (a) Schematic of a combinatorial heater for achieving continuous
temperature gradients orthogonal to composition gradients. A small piece of
metal is inserted between the heater plate and the glass substrate and (b)
combinatorial photovoltaic device library with mutually orthogonal gra-
dients in thickness and composition of the absorber. Each solar cell on the
library has an individual front contact and a common back contact.
FIG. 2. (a) Electrical conductivity, (b) Seebeck coefficient, and (c) power factor of the composition-spread (Ca1xySrxLay)3Co4O9 film (0< x< 1/3 and
0< y< 1/3). Reproduced with permission from Appl. Phys. Lett. 91, 3 (2007). Copyright 2007 AIP Publishing LLC.56
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techniques were also developed, which enable rapid valida-
tion and benchmarking of simulation and modeling data.62,63
Thousands of candidate Li-ion intercalation materials were
screened for suitable properties such as phase stability, ionic
diffusivity, capacity, and volume expansion. Several novel
compounds were identified and subsequently synthesized
and tested, including a monoclinic form of LiMnBO3,
64 lay-
ered Li9V3(P2O7)3(PO4)2,
65 Cr-doped LiVO2,
66 and a new
class of Li3MPO4CO3 (M¼ transition metal) materials,
which are unconventional in that they mix two different
polyanion groups (phosphate and carbonate).67
Building upon the “Materials Project” infrastructure,68
the Joint Center for Energy Storage (JCESR) launched a high-
throughput computational search for multivalent ion intercala-
tion compounds as well as novel electrolyte formulations.
Multivalent intercalation cathodes can exhibit very high
energy density compared to their Li-ion counterparts, creating
the materials innovation challenge of identifying host struc-
tures with sufficient ionic mobility. Systematically searching
through redox-active cations and mobile multivalent species,
Liu et al.69,70 predicted reasonable overall performance for
Mg and Ca in the Mn oxide spinel structure (Fig. 3), as well
as in the Cr, Ti, and Mn sulfide spinels. Furthermore, Rong
et al.71 formulated multivalent ionic mobility design rules as a
function of structure type and coordination environment.
Indeed, sluggish yet reversible Mg intercalation in Mn oxide
spinels was subsequently proven72 and, excitingly, recent
work73 experimentally demonstrated well-behaved Mg inter-
calation in the cubic TiS2 spinel. The latter material yielded a
voltage of 1.2 V and a capacity of 200 mAh/g upon cycling at
60 C, almost double the energy density of the best perform-
ing multivalent cathode to date.74 Voltage and diffusivity
measurements of both materials agreed with the predicted
behavior. For liquid electrolyte energy storage applications,
the JCESR-led “Electrolyte Genome”75,76 was developed to
design novel molecular formulations for beyond-Li ion tech-
nologies. For example, an in-depth study of Mg electrolyte
decomposition elucidated that strong ion pairing in Mg elec-
trolytes, coupled with the multiple-electron charge transfer
reaction at the negative electrode, leads to concentration-
dependent interfacial decomposition reactions. Recent experi-
mental work on ionic liquid Mg electrolytes77 similarly found
that rational design of solvation structures is crucial to
realizing novel systems with improved stability. Similar
high-throughput computational efforts to search for more sta-
ble solvents for Li-air battery applications have also been
undertaken.78
Furthermore, there is a growing interest in solid state
energy storage, and novel compounds exhibiting superfast
Li-ion conduction have been predicted via high-throughput
computations,79 and subsequently synthesized.80,81 HTE has
thus far focused on solid state electrolytes, with a strategy of
small compositional changes within one structure or com-
pound family. For example, Beal et al.82 screened solid solu-
tion compositions in Li3xLa2/3-xTiO3 for fast Li conductivity
and Yada et al.83 identified promising highly conducting
dielectric interlayers for solid state Li batteries in the Li-Nb-
Ta ternary oxide system.
Microelectronic materials
Over the last two decades, the number of elements (and
therefore new materials) used in silicon microelectronics
manufacturing has jumped from twelve to over fifty, as
shown in Fig. 4. As device dimensions approach a few
atomic layers, electronic wave functions and materials prop-
erties are dominated by surfaces and interfaces and can no
longer be estimated from bulk behavior. The ability to under-
stand and build lower power switches such as tunneling
field-effect transistors, as well as interconnects with lower
resistance, is fundamentally linked to an accurate under-
standing of atomic scale interfaces. A wealth of detailed
experimental data will drive the design of complex three
dimensional structures on the atomic scale. HTE has enabled
advances in the microelectronics industry through develop-
ment of advanced gate stack materials (high-j gate dielec-
trics and metal gate electrodes) and ferroelectric,
piezoelectric, multiferroic, and magnetic oxide materials.4
Many developments in the semiconductor industry require
continuous advancement in materials, multilevel thin film
stacks, and their associated properties. From dimensional
scaling, traditional lithography has transitioned to multi-
patterning, leveraging the confluence of deposition and etch
during exposure. For example, low temperature atomic layer
deposition (ALD) spacers with differing etch rates are uti-
lized for pitch division strategies. These require screening of
unique ALD ligands and ALD process parameters along
with comparative etch rates and materials compatibility.
Selective deposition further opens up ways to reduce pattern-
ing and integration costs.84
Traditional solution-based high-throughput techniques
have been adapted to screen for new resist formulations,85
but some of the materials challenges associated with extreme
ultraviolet lithography include advanced resists beyond
FIG. 3. The computed average voltage vs. gravimetric capacity for intercala-
tion of A¼Zn, Ca, Mg, Y, and Al in various M2O4 spinels up to composi-
tion AM2O4. The redox-active metal is marked next to each point. Dashed
curves show the specific energy of 600 Whkg1, 800 Wh kg1, and 1000
Whkg1, respectively. The spinel LiMn2O4 and olivine LiFePO4 data
points are also marked on the plot for comparison. Reproduced with permis-
sion from Energy Environ. Sci. 8(3), 964–974 (2015). Copyright 2015 The
Royal Society of Chemistry.69
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traditional chemically amplified resists. HTE must be applied
to develop metal oxide resists that provide improved sensi-
tivity, minimal line edge and line width roughness, and etch
resistance.
Another emerging device area is 2D materials86 such as
transition metal dichalcogenides,87 ferroelectric materials for
negative-gate-capacitance field effect transistors,88 tradi-
tional field effect transistors, ferroelectric-dynamic random
access memory cells,89 resistive random access memory
cells,86 Mott field effect transistors,86 and chalcogenide-
based memories,86 where specific materials properties are
leveraged in conjunction with device behavior to enable tran-
sistor scaling of novel memory devices. Applying HTE
methodologies in the aforementioned areas requires the means
to process the materials in dimensionally and compositionally
controlled thin film stacks, using relevant processing tools
such as sputtering or ALD, and appropriate thermal budgets.
Further, early device prototypes and test vehicles must be
employed to more accurately and adequately assess their ini-
tial properties. Additionally, more advanced materials char-
acterization techniques must be employed to understand the
materials properties in conjunction with electrical characteri-
zation and analysis. For example, to tailor the ferroelectric
behavior of HfO2-based materials for a particular device
application, one must be able to quantitatively understand
the statistically relevant control parameters such as precursor
ligand, oxidant, underlying substrate, doping/alloying spe-
cies and concentration, electrode materials, thermal history,
and annealing conditions. Such an approach is in keeping
with the aforementioned need for HTE libraries to include
FIG. 4. Advances in materials innovation are critical to continued growth of the semiconductor industry: (a) the fraction of research and development spending
by the semiconductor industry associated with traditional “scaling” vs. advanced materials development for a 12 year span of Moore’s Law scaling, highlight-
ing the critical nature of accelerating materials development for commercialization and (b) Periodic Table of the Elements, showing the elements used for
semiconductor manufacturing from the 1980s to today. The rapid increase in the breadth of advanced materials must be considered when developing new semi-
conductor devices.
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processing variables, as opposed to simply composition, as
library parameters.
Sustainable alloys for vehicular applications
The development of Low Density High Entropy Alloys
(LDHEAs) could provide an important advancement in automo-
tive fuel efficiency, and the utility of an HTE platform for explo-
ration of these advanced materials has recently been
demonstrated.90 Once candidate materials are identified, gradi-
ent film libraries can be rapidly synthesized and characterized at
every composition point across the film. These libraries can then
be screened for basic structural (e.g., phase, composition (as
shown in Fig. 5), grain size) and mechanical properties (e.g.,
hardness using nano-indentation), as well as subjected to incre-
mental anneals to gain insight into phase stability as a function
of temperature and their correlation with mechanical properties.
LDHEAs have the potential to provide dramatically
improved specific yield strength with a concomitant
improvement in the balance between strength and ductility
of metals, corrosion resistance, and reduced sensitivity to
processing conditions. However, the complex and nuanced
materials and process-phase space for LDHEAs make
screening and optimizing bulk alloys much more time con-
suming than for traditional alloys. The HTE approach has
the potential to screen broad compositional regions of com-
plex alloys quickly, thereby significantly accelerating their
development and optimization.
Catalysts
The field of catalysis spans a broad range of applications,
as optimized catalysts are often needed to realize efficient,
selective chemical reactions in applications ranging from
medicine to renewable fuels. In the context of HTE and the
establishment of structure-property relationships, catalysis
research may be conceptually separated into small-molecule
and solid-state-materials categories. The deep roots and con-
tinued prevalence of HTE in pharmaceutical research enable
efficient exploration for small molecule functionalization in
medicinal chemistry91 and reaction discovery in synthetic
chemistry.92 Due to the role that molecular structure plays in
facilitating a chemical reaction, structure-activity relationships
are prevalent in small molecule catalysis and motivate integra-
tion of HTE methods with descriptor-based catalyst design
from statistical or theoretical computation.93 Indeed, a hall-
mark achievement in the catalysis field resulted from a Dow
Chemical Corporation computation-guided HTE program that
yielded the now industrialized process for synthesizing
InFuseTM olefin block copolymers (OBCS). This two-year
project produced new theoretically predicted materials (at
times more than 1600 individual polymerization reactions
were evaluated during a three-week period), optimized pro-
duction, and rapidly commercialized a new class of polymers
now made at scales exceeding 108 pounds per year.94
Implementations of HTE in basic catalyst research are
typically focused on their discovery and informatics.
Currently, there are rapidly increasing efforts in solid-state
heterogeneous catalysis due to its importance to a variety of
emerging technologies, especially renewable energy technol-
ogies where earth-abundant catalysts are highly desir-
able.12,95 The quality of HTE catalyst screening has
significantly improved due to the recent development of
HTE electrochemical cells96–98 and detection of reaction
products for both gas-phase catalysis99,100 and electrocataly-
sis,101 which is critical for identification of catalysts with
high selectivity. The discovery of heterogeneous catalysts
requires particular implementations of HTE strategies for
establishing structure-property relationships (of course, this
same complexity argument applies to other classes of materi-
als, e.g., photovoltaic materials); while materials properties
such as band gap energy and superconducting critical tem-
perature correspond to a particular composition and crystal
structure, mixed-phase materials can enable new reaction
pathways in catalysis due to effects such as spillover and
catalyst-support interactions.102 As a result, the materials
search space includes vast combinations of elements in high-
dimensional composition spaces. An emerging application of
HTE is the mapping of composition-activity relationships to
discover composition spaces that exhibit unique catalytic
properties, followed by the evaluation of computational pre-
dictions using such results.103 The state-of-the-art with
respect to experimental throughput has been reported by
Haber et al.104,105 where thousands of mixed metal oxides
(Fig. 6) were screened as electrocatalysts for the oxygen evo-
lution reaction, a critical component of electrolysis and solar
fuels technologies. An HTE-discovered quinary oxide cata-
lyst was found to contain nanoparticles of two different
phases with atomically sharp interfaces, demonstrating the
importance of phase mixtures in optimizing performance.106
Because catalytic activity can strongly depend on mor-
phology and the support material, novel implementations of
HTE are often required to discover deployable catalysts, as
demonstrated in the optimization of electrocatalyst particle
size and supports,107,108 and discovery of nanoparticle alloy
electrocatalysts, with direct integration into an operational
fuel cell.109 The need to bridge the traditional gap between
FIG. 5. Example of data richness (com-
position, measured using energy disper-
sive spectroscopy) for a quaternary
AlCrTiZn alloy (E1,2,3,4¼ elements)
generated from one gradient deposition
on one library sample.
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discovery and deployment underscores the immediate impact
of HTE,104 and as recently demonstrated by combinatorial
integration of catalysts into solar fuels photoanodes, fabrica-
tion of device components can yield surprising discoveries
and enhancements in performance.110,111 The suite of HTE
techniques in the catalysis field comprise perhaps the most
advanced technology for rapid characterization of surfaces
and interfaces, which directly addresses the key recommenda-
tions from the HTE workshop.16 An added benefit of the use
of HTE is the potential to explore atypical catalyst-support
formulations, which can result in significant increases in both
catalytic performance and mitigation of deactivation mecha-
nisms, an often overlooked aspect of catalyst design.112,113
Sensors
Sensor materials and devices have a long history in HTE
because the complex interactions that dictate their performance
and reliability are best optimized using high throughput techni-
ques.7 Factors affecting the performance of sensor materials
may include physical integrity of the multilayer devices, film
microstructure, and contamination levels. Further, the opera-
tion and reliability of sensors may be sensitive to humidity and
temperature. HTE can be used to rapidly characterize varia-
tions in sensor response, as well as validate optimal sensor
designs. Sensors are essentially transducers, used to convert a
signal of one type (chemical, electrical, optical, etc.) into a sig-
nal of another type. In mechanical sensors changes in mass on
a cantilever device,114 for example, may be sensed as a deflec-
tion, by optical means such as a laser.115 Further, electrical
sensors may undergo changes in resistance or capacitance as a
result of, for example, a sensor-chemical interaction.116
The majority of sensors explored by HTE have been
made of polymers, due to the relative ease and low cost of
fabrication. Of these, the most common polymers utilized
were formulated with fluorescent materials for fast optical
responses or conductive polymers for fast electrical
responses. Semiconducting metal oxide sensors that exhibit
changes in electrical resistance as a result of chemical reduc-
tion, for example, have also been developed. Growth in the
nascent “Internet of Things”117 will accelerate development
of entire new classes of sensors, which in turn will require
advanced electronic technologies including flexible, post-
CMOS (e.g., graphene) devices.
CHALLENGES FOR HTE
The HTE approach consists of three major steps, shown
in Fig. 7: (a) hypothesis-driven design and synthesis of a
“library” sample with variations in the materials parame-
ter(s) of interest118–121 (typically composition); (b) rapid,
local, and automated interrogation of the library for the prop-
erties of interest;53,122–128 and (c) analysis, mining, display,
and curation of the resultant data.129–131 Each step presents
current challenges that must be overcome before HTE meth-
odologies can be widely deployed.
High-throughput synthesis and characterization of
materials libraries
Library synthesis and metrology tools are often expen-
sive and not readily available commercially and therefore
FIG. 6. High-throughput screening of 5456 metal oxide electrocatalysts for
the oxygen evolution reaction, demonstrating the discovery of Ce-rich cata-
lysts comprised of an intimate mixture of ceria and transition metal oxide
catalysts (from Haber et al.105).
FIG. 7. Typical examples of the three components of a high-throughput experiment. (a) Library synthesis (for a high dielectric constant oxide system).
Reproduced with permission from Schenck et al., Thin Solid Films 517(2), 691–694 (2008). Copyright 2008 Elsevier S.A.;132 (b) local and rapid measurement
of the property of interest (for a thermoelectric oxide system), Reproduced with permission from Appl. Phys. Lett. 91, 3 (2007). Copyright 2007 AIP
Publishing LLC;56 and (c) rapid cluster analysis of diffraction spectra taken from a Ni-Ti-Cu library, Reproduced with permission from Zarnetta et al.,
Intermetallics 26, 98–109 (2012). Copyright 2012 Elsevier Ltd.133
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not accessible to most materials researchers. Currently, HTE
libraries and measurement tools are primarily designed with
the goal of materials discovery and optimization; therefore,
composition is the most common variable HTE parameter.
Further, library samples are not usually deposited using the
processing tools and conditions eventually required to pro-
duce the intended material or device. Library design must
evolve so that the libraries increasingly represent the actual
materials and processing conditions that the selected materi-
als will be exposed to during device production. Solar cells,
fuel cells, and transistors, for example, all require the inte-
gration of multiple materials with different functionalities.
These devices all contain numerous interfaces, such as the
p-n junction in photovoltaics, or the solid-water catalytic
interface in photoelectric water splitting. The properties of
these interfaces are the defining functional properties of the
devices enabled by the constituent materials. Therefore,
HTE techniques should be additionally applied to processing
parameters, interface engineering, and performance of multi-
layer stacks/devices. Foundational demonstrations of HTE
screening for integrated materials have been made in the
fields of photovoltaics37,134 and solar fuels.135 To further the
evolution of HTE technologies for component-level materi-
als development, it is necessary to develop HTE metrologies
that measure interface properties (e.g., electronic, magneto-
electric, and photonic) and grain boundary effects on device
performance and reliability.
Library synthesis and metrology tools require dedicated
staff to operate, calibrate, and maintain them. HTE charac-
terization tools for composition and materials structure, e.g.,
X-ray fluorescence and X-ray diffractometers, are available
at synchrotron beam lines and some laboratories, but HTE
methods to characterize surfaces, interfaces, or chemical
bonding are not widely deployed. Finally, while HTE syn-
thesis tools have been optimized for the production of thin
films, many new bulk materials are in demand, including
lightweight structural materials for transportation and rare
earth-free magnetic materials for electrical power generation
in direct-drive wind turbines. There is, therefore, a need
for the development of HTE bulk materials synthesis
techniques.
Data curation and analysis and databases
For HTE to effectively address MGI goals, the ever
increasing amount of data generated must be curated, ana-
lyzed, and mined to transform it into knowledge. The HTE
workshop report16 recognized HTE methodologies to be
uniquely suited to rapidly generate the large volumes of
high-quality data required to populate materials databases.
Currently, a lack of high quality materials data, and the diffi-
culty of accessing that data, presents a barrier to the MGI
scheme.129 Many experimental and computational materials
property databases exist (see Table III for a partial list), but
often the data are not in an interoperable format nor they are
certified, vetted, or validated. Most importantly, the metadata
is often incomplete or absent, making it difficult to search
and compare available data.
The HTE workshop report16 also noted that opportuni-
ties and capabilities in data capture, curation, and analysis
are underdeveloped. The problems broadly affecting the
community are as follows: (i) instrument output data formats
are diverse, poorly described, and often not machine read-
able except by vendor-specific software and (ii) material
measurement data are complex, with conditions and varia-
bles unique to a specific body of research. While many data
repositories have flourished for specific techniques, such as
high-throughput calculations,65,139,168 general file reposito-
ries tailored to materials science,169 with rich metadata,170
would benefit the broader materials community.171–174
Additionally, while for-profit materials information manage-
ment and analysis providers are available to the materials
community,144,175–177 a deliberate effort must be mounted to
develop community data and metadata standards to enable
widespread, interoperable data exchange.178
NIST’s179 Information Technology180 and Material
Measurement Laboratories,181 for one, are developing soft-
ware underpinning the “Materials Innovation Infrastructure,”
including the “Materials Resource Registry (MRR)”182 and
the “Materials Data Curation System (MDCS).”183,184 The
MRR allows global searches for resources (e.g., a HTE data
repository), where each resource may have different access
protocols. The MDCS is designed to enable community data
and metadata standards and allows a search for individual
results across distributed networks of HTE repositories,
based on MDCS software.
Distributed experimental tools and data platforms
Many instances of HTE facilities and data platforms
exist (see examples in Table II), but they are distributed over
government, academic and industrial enterprises, with few
mechanisms for interaction. Currently, there are no national
physical facilities dedicated to a comprehensive and sus-
tained (one- to five-year) HTE approach for novel materials
discovery and commercialization. A major goal, therefore,
should be an effort to deploy a federated network of high-
throughput synthesis and characterization tools and reposito-
ries and registries for experimental data, which enable inte-
gration with the existing infrastructure for computational
materials science. A “HTE Materials Virtual Laboratory
(HTE-MVL)”185 would accelerate the development of new
materials via HTE methodologies, integrated computational
tools, and a data infrastructure that complements and accel-
erates the research process. The library synthesis and sample
characterization equipment, as well as the data registries,
would be geographically distributed in such a model.
The HTE-MVL could be the platform for a national or
international infrastructure that functions as illustrated in
Fig. 8, in which the virtual laboratory is created by adopting
and integrating a number of localized HTE synthesis and
characterization tools as well as materials data infrastructure
tools. Most of the data tools are open-source and currently
exist or are under active development. The virtual laboratory
would be deployed in stages starting now, and could, for
example, be an enabling concept for the US DOE’s recent
Energy Materials Network programs,186 e.g., LightMAT,
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TABLE III. Partial list of computational and/or experimental materials property databases.
Name Owner Content Fee? (Y/N)
Aerospace Structural
Metals Database (ASMD)136
CINDAS LLC Properties of 255þ high strength, lightweight alloys N
Automated Interactive Infrastructure
and Database for Computational
Science (AiiDA)137
Ecole Polytechnique Federale
de Lausanne (Switzerland)
The Bosch Research
and Technology Center (USA)
Informatics infrastructure to manage,
preserve, and disseminate the simulations,
data, and workflows of computational science.
N
ASM Online Databases138 ASM International Metals and alloys databases
(e.g., phase diagrams, mechanical
properties, corrosion, and
micrographs)
Y
Automatic Flow for Materials
Discovery (AFLOW)139
Duke University Property data for 1 500 000
materials, as well as 150 000 000
calculated properties
N
Citrination140 Citrine Structure-property-process
relationships for over
17 million materials
N
CRC Handbook of Materials
Properties141
CRC Press Comprehensive physical and structural
properties data for engineering materials
Y
Crystallography Open Database
(COD)142
Materials Design Open-access collection of 300 000 crystal
structures of organic, inorganic,
metal-organic compounds and minerals
N
Electrolytic Genome143 Joint Center for Energy
Storage Research (DOE)
Project to accelerate the discovery of
battery electrolytes by computer
simulation and experimental validation
N
Granta Data Series144 Granta Extensive catalog of property data for
a wide range of materials classes
Y
Hydrogen Storage Materials Database145 Department of Energy Properties data for adsorbents,
chemical hydrides, metal hydrides
N
Infotherm146 John Wiley and Sons Thermodynamic and physical
properties of organic, inorganic,
and organometallic compounds
Y
Inorganic Crystal Structure
Database (ICSD)147
Fachinformationszentrum
Karlsruhe—Leibniz Institute
for Information Infrastructure (FIZ)
177 000 peer-reviewed
inorganic crystal structure data
entries including atomic coordinates
Y
MARVEL148 Swiss National Science Foundation Accelerated design and discovery of
novel materials via a materials informatics
platform of database-driven,
high-throughput quantum simulations
N
Materials Database (MatDB)149 National Renewable Energy Laboratory Computational materials database focusing
on materials for renewable energy
applications such as photovoltaic materials,
catalysts, thermoelectrics; Also, DFT relaxed
crystal structures, thermochemical properties,
and quasiparticle energy calculations
providing accurate band-gaps
and dielectric functions
N
Materials and Processes Technical
Information System (MAPTIS)150
NASA Physical, mechanical, and environmental
properties for metallic and
non-metallic materials used in
space and aerospace applications
N
Material Property Data (MatWeb)151 MatWeb Data sheets of polymers, metals,
ceramics, semiconductors, fibers,
and other engineering materials
N
Material Properties Database and
Estimation Tool (MatDat)152
Matdat.com Metals properties databases with 800
datasets on steels, aluminum alloys,
titanium alloys, weld materials,
and other alloys
N (additional
data for purchase)
The Materials Project153 Lawrence Berkeley National Laboratory Access to computed information on known
and predicted materials, as well as
analysis tools to design novel materials
N
MedeA154 Materials Design Inc. Software package for atomistic scale
simulation of materials properties,
using ICSD, Pearson and
Pauling databases
Y
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CaloriCool, and ElectroCat. Data infrastructure products
could be integrated with HTE research equipment through-
out the lifecycle of the traveling combinatorial sample
library. Member institutions, responsible for the synthesis
and characterization of sample libraries, would have to
deploy systems for (i) laboratory information management,
(ii) domain-specific and/or user-defined structured data
and metadata management, and (iii) endpoints to a data
transfer grid. Features (i) and (ii) can be addressed by two
similar open-source efforts, the Integrated Collaborative
Environment187 (ICE) and the Timely and Trustworthy
Curating and Coordinating Data Framework188 (T2C2),
which are developing robust and comprehensive platforms
to automate data capture and accelerate materials research
within a large facility. If a member institution already has
a system for feature (i) but lacks a system for feature (ii),
the Materials Data Curation System183,184 (MDCS) could
complement an existing infrastructure. Finally, Globus171
is well suited for transfer of data among institutions,
including the user’s home institution.
A dedicated HTE Resource Registry, which would be
discoverable from the NIST Materials Resource Registry182
(MRR), would allow for global tracking of all data/metadata
associated with a given library sample. A registry record for
a sample library would enumerate unique resolvable identi-
fiers (e.g., handles189) for all data/metadata records associ-
ated with the sample library. Note that a handle is merely a
pointer to a dataset, which could be private and behind a fire-
wall. Furthermore, a single handle would be assigned to the
sample library registry record, which would enable one-step
discovery of all data and metadata associated with a sample
library. HTE instruments would also be registered, which
would enable optimal design of experiment across the feder-
ated network of instruments and institutions. Furthermore,
the handles associated with samples and instruments could
be transformed into Quick Response190 (QR) codes, as
shown in Fig. 9. This would enable the development of new
tablet applications that enable automated association of the
sample library to new measurement data, thus integrating an
electronic lab notebook device with the laboratory data
TABLE III. (Continued.)
Name Owner Content Fee? (Y/N)
Microelectronics Packaging
Materials Database (MPMD)155
CINDAS LLC Properties of 1025þ electronics
packaging materials
Y
NIMS Materials Database (MatNavi)156 National Institute of
Materials Science (Japan)
Scientific and engineering materials
database including crystal structures,
diffusion data, creep and fatigue data
N
NIST Alloy Data157 National Institute of
Standards and Technology
Thermophysical property data
with a focus on unary, binary,
and ternary metal systems
N
NIST Data Gateway158 National Institute of
Standards and Technology
Properties data for a broad range
of materials and substances
from many different
scientific disciplines
N (additional data
for purchase)
Novel Materials Discovery
Laboratory (NOMAD)159
European Union Center of Excellence Materials Encyclopedia, Big-Data Analytics
and Advanced Graphics Tools
for materials science and engineering
N (additional data
for purchase)
Open Quantum Materials
Database (OQMD)160
Northwestern University DFT calculated thermodynamic
and structural properties
for 475 000 materials
N
Pauling File161 Material Phases Data System (MPDS) Phase diagrams, crystal structures,
and physical properties
databases for inorganic compounds
Y
Pearson’s Crystal Data (PCD)162 ASM International Crystal structure database for
inorganic compounds,
including 165 000 chemical formulas
Y
Materials Phases Data System
Prospector163 UL Materials and ingredients search
engine offering technical information
for commercial products
N (additional data
for purchase)
SpringerMaterials164 Springer Nature Physical and chemical properties
of 250 000 materials and chemical systems
Y
Substances and Materials
Databases (Knovel)165
Elsevier Mechanical, chemical, corrosion, etc.,
properties data for a wide range
of materials and coatings
Y
Thermodynamics Research Center166 National Institute of Standards
and Technology
Thermodynamic properties tables, thermophysical
properties data, models, and standards
for a wide variety of compounds,
binary mixtures, ternary mixtures,
and chemical reactions
N (additional data
for purchase)
Thermophysical Properties
of Matter Database (TPMD)167
CINDAS LLC Thermophysical properties
of 5000þ materials
Y
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infrastructure.191 A number of opportunities exist for making
HTE data (at least for the case of publically funded data) dis-
coverable, accessible, and interoperable. At a high level,
HTE repositories and registries would be discoverable via
the NIST MRR.182 Individual HTE datasets would be search-
able at the individual HTE repositories and registries, with
faceted search optimized for the HTE community. In terms
of accessibility, a number of centralized resources allow for
FIG. 9. Illustration of automation-
assisted management of HTE samples,
data, and physical infrastructure: (a) the
“HTE Materials Virtual Laboratory,”
also shown in Fig. 8, (b) an automated
laboratory information management
system, and (c) tablet application for
automated sample/data management.
FIG. 8. Schematic illustration of a HTE Materials Virtual (HTE-MVL) Laboratory.
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data dissemination,172,176 including one that is based on the
Globus infrastructure.192,193 However, individual HTE
research groups may wish to deploy and maintain their own
repositories, and the MDCS184 software could enable them
to do so. Finally, to enable interoperability, NIST is develop-
ing modular community data standards and coordinating
adoption among various projects, including MDCS,184
ICE,187 and T2C2.188
Informatics
When materials registries, repositories, and curation sys-
tems are in place and networked, the materials community
will encounter an exponential growth in the volume of acces-
sible data. For example, the National Synchrotron Light
Source II at Brookhaven National Laboratory is expected to
generate between 15 and 20 petabytes of materials data per
year.194 Appropriate application of machine learning195 tech-
niques will be critical to capitalize on the scientific value of
such large data volumes. Analysis can be performed by the
vast array of machine learning algorithms that have success-
fully extracted actionable knowledge in a range of fields
including social networks,196 genetics,197 and finance.198
Similarly, it can be used to mine materials data, for example,
composition-structure relationships, from large amounts of
computational and experimental materials data, as is illus-
trated in Fig. 10. The benefits of machine learning for accel-
erated materials data analysis have already been realized,
with numerous studies showing the great potential for
research and discovery.199–201 These studies include a wide
range of materials analysis challenges including crystal
structure202–204 and phase diagram130,205–207 determination,
materials property predictions,208,209 micrograph analy-
sis,210,211 development of interatomic potentials212–214 and
energy functionals215 to improve materials simulations, and
on-the-fly data analysis of high-throughput experiments.216
Educational component
Scientific initiatives have been efficient drivers to train
and educate future workforces. The multidisciplinary
Nanotechnology Initiative217 is a good example and model
for MGI. The classroom is a necessary element of the MGI,
where a comprehensive Lab-to-Market-to-Classroom (LMC)
paradigm218 allows for the delivery of practical, hands-on
MGI-type content. The LMC concept builds upon the effec-
tiveness of interactive, project-based learning,219 which are
strongly student-driven and ideal for instilling MGI princi-
ples in students. HTE methodologies present a substantial
educational opportunity, i.e., the potential to invest in syn-
thesis, measurement, and data science for materials discov-
ery and commercialization, for the next generation of
materials scientists. Universities are crucial for a diverse and
flexible MGI-ready workforce. Opportunities in this area
include open access educational resources such as web-
based video tutorials on experimental best practices, experi-
mental and data-driven materials courses, and MGI lectures,
all based on emerging materials problems. Further, creating
opportunities for students and faculty to contribute in indus-
try and government labs will strengthen the “lab-to-market”
pipeline by exposing them to development and production
challenges, providing academic expertise in industrial set-
tings, and promoting commercialization of university
research. This can be facilitated by providing access to the
HTE-MVL in an analogous way as for other national user
facilities (e.g., synchrotron beamlines and neutron sources).
Data Science (data acquisition, curation, database construc-
tion, data mining, and machine learning algorithms) has
been identified as a critically missing element in current
materials science curricula.
PATH FORWARD
The authors propose the following strategic action items
to enable HTE, a key component of the MGI, to significantly
FIG. 10. Example of informatics meth-
odologies applied to the Fe-Ga-Pd sys-
tem. Reproduced with permission from
Kusne et al. Nanotechnology 26(44),
444002 (2015). Copyright 2015
Creative Commons (license available
at https://creativecommons.org/licenses/
by/3.0/legalcode).130
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contribute to accelerated materials discovery and commer-
cialization (these action items are the opinions of the authors,
not necessarily the organization they represent):
(1) Identify critical technologies that are currently materials-
constrained, such as cost-effective batteries, ultra-high
temperature metals for turbines in next-generation natu-
ral gas power plants, low cost and high efficiency solar
cells, low power multiplexed sensors for flexible elec-
tronics, CO2 hydrogenation and selective methane oxida-
tion catalysts, chemical and biological sensors, and earth
abundant substitute materials for critical elements.
(2) Establish key specific targets for desired materials prop-
erties and performance and fund a “HTE Materials
Virtual Laboratory” with dedicated teams and infrastruc-
ture for tackling specific materials topics that hold prom-
ise for immediate impacts (e.g., within three years).
(3) Enable user access to the HTE-MVL through an on-line
submission process. A flexible array of manufacturing
grade HTE tools should be available to academic groups
and the larger community, especially small companies
and startups with the need for rapid progress; access to
such a system could foster a “lab-to-fab” culture for this
segment of the community.
(4) Ensure that data science and management are integral to
the HTE-MVL and connected to the best computational
tools for large data analysis, including machine learning.
All data sets and databases should be interoperable,
incorporate an application programming interface (API),
and use common formats, analysis protocols and infor-
matics platforms.
(5) Establish HTE standards. Standardized R and D plat-
forms (both physical and virtual) for testing libraries and
metrology tools will be required. Standard library for-
mats should be developed.
(6) Develop new chemical and physical HTE metrologies
within the HTE-MVL. Further, HTE versions of standard
characterization tools, such as x-ray fluorescence,
micron-scale x-ray beams, atom probes, XPS, and in situ
synthesis monitoring, for example, are needed.
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