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Acoustic levitation is a powerful method which enables objects to be levitated in mid-air
using sound waves. The introduction of phased array levitator (PAL) has expanded the ca-
pability of acoustic levitation. The PAL allowed the levitated objects to be manipulated
more dynamically in a three-dimensional field and opened up avenues for new applications
of acoustic levitation. Whilst the interest in the acoustic levitation is high, the dynamic
behaviour of the levitated spherical particles has not been explored in-depth, and a linear
stiffness model of remains standard in the field.
Therefore, this thesis aims to understand the underlying dynamics of a particle levitated in
a PAL, and thereby improve the positioning performance of the particle. A single-axis PAL
with two opposed emitting arrays was utilised for this thesis, and a numerical model was
developed to predict the acoustic radiation force inside the levitator. A one-dimensional dy-
namic model was constructed using the numerical model to simulate the dynamic motion of
particle in the PAL, and it was experimentally validated. It was found that there are position-
ing inaccuracies in the PAL, and was found to affect the dynamic response of the system.
The effects and implications of these inaccuracies were demonstrated via the development of
numerical simulations, and calibration schemes were developed to minimise the effect of the
deviation.
Both the numerical models and calibration methods in this thesis can be generalised to be
applied to other forms of acoustic levitation, and the results presented here will lay the foun-
dation for the current development of acoustic levitators. This case was confirmed by the
application of the findings to the practical development of acoustophoretic volumetric dis-
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The vibration of matter occurs at every level, from the smallest scale of subatomic parti-
cles and atoms to large solid structures such as bridges and buildings, to fluids. One of the
most familiar vibrations for humans in daily lives is sound: the vibrations that travel through
media such as air. Sounds surround us, and we interact with them in various ways. For
example, many biological species use sounds to communicate and alert each other, and the
early human civilisation also created musical instruments and devices for communication and
entertainment.
Thus, it was natural for humans to keep exploiting the mechanisms of sound for the benefit
of human society, and acoustics (the study on the properties of sound) is an active field of
research in both natural and applied science. From the late 19th century to the early 20th
century, scientists began to realise that sound could be used to generate remote forces, called
the acoustic radiation forces [1–5]. Such force has a large potential to benefit human society
further, and can be utilised to achieve stable levitation of objects in mid-air.
An acoustic radiation force can be generated in many ways, and various methods have been
proposed over the last century such as resonant, non-resonant single-axis classical levitators,
resonant chambers, and near-field system such as squeeze film and acoustic streaming-based
levitators [6–12]. These levitators allow levitation of a wide range of objects in various shapes
and mass and were utilised as specimen holders in various applications. For example, NASA
utilised acoustic levitators to hold liquid droplets inside the space shuttle in the 80s and
90s [13, 14], and Argonne National Laboratory studied amorphization of molecular liquids of
pharmaceutical drags using an acoustic levitator [15] in 2011. For applications as a specimen
holder; the stability of the levitated particle plays a significant role in the accuracy of the
analysis. It is common for these acoustic levitators to be placed in an open environment
where air current and thermal fluctuation induced by the heating of electronics may result in
random oscillation of the particle. As the ability of the levitator to adjust its position in these
early form of levitators were limited, it was challenging to implement systems that minimise
random oscillation of a levitated particle.
This problem may finally be addressed by the introduction of a phased array levitator (PAL).
A phased array is an array of transducers which utilises the interference property of the
waves to generate or steer the field, and Ochiai et al. were the first to demonstrate a PAL with
1140 ultrasonic transducers to achieve dexterous manipulation of particles in mid-air. In the
following year, Marzo et al. achieved the first single sided acoustic levitation in mid-air, and




In 2017, Marzo et al. published an open-source acoustic levitation system, “TinyLev” [16]
and this allowed a wide range of researchers to utilise static acoustic levitator for their re-
search [17–20]. Marzo et al. further published “Ultraino”; the open-sourced version of PAL
in 2018 [21] and some researchers are already beginning to utilise the published phased array
into their research [22]. Therefore, we can easily imagine that “Ultraino” will similarly invite
and encourage researchers across the field to develop further applications of acoustic levita-
tion with a PAL. Current applications [20, 23], along with desired future applications [24,
25], of a PAL already demands a high particle velocity and precise particle positioning and
understanding the dynamics of acoustic levitation is critical in determining the performance,
characteristics and limitations of the system. In addition, whilst it is possible to formulate a
system that minimises the particle oscillations without the full knowledge of the dynamics
(such as minimal control synthesis [26]): it is highly desirable to have a good understanding
of the system to formulate a control system.
The dynamics of acoustic levitation has been investigated in some acoustic levitators such as
resonant-chamber and near-field levitation. However, the dynamics of levitated solid particles
in air using a PAL has not yet been investigated. While the most similar system to a PAL is
a classical single-axis acoustic levitator; the dynamics of a levitated particle in this system is
not explored in-depth, despite it being one of the most commonly utilised acoustic levitators
in the field. The linear stiffness model is still a widely accepted method in the acoustic
levitation, but its limitation and the range of applicability have not yet been identified [12].
Therefore this thesis aims to identify the underlying dynamics of a levitated solid particle
in a PAL and improve the dynamic positioning performance of the PAL. This will lay the
foundation for the development of a control system for a static application such as specimen
holder, and as the basis of numerical simulation for the future application of a dynamic
acoustic levitator. In order to achieve this aim, the objectives of the thesis were set to:
• Construct numerical forward model which can predict that acoustic pressure field in-
side the acoustic levitator, and thereby the acoustic radiation force.
• Construct a one-dimensional dynamic model of a particle levitated inside a PAL and
explore the range of validity of the ‘linear stiffness model’ in acoustic levitation.
• Design and establish experimental apparatus and set up to accurately track the position
of the levitated particle, and therefore the dynamic response of the system.
• Validate a one-dimensional dynamic model against experimentally obtained data and
identify and hypothesise the limitations in the dynamic model.
• Develop hybrid dynamic models which quantitatively and qualitatively demonstrates
the validity of the proposed hypothesis.
• Develop a trajectory calibration scheme to improve the static trajectory of the particle.
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• Apply the findings above to the development of a novel application of acoustic levita-
tion: an acoustophoretic volumetric display.
1.2 Thesis Outline
Chapter 2
In § 2, a review of the published literature is presented. The literature review covers the
acoustic radiation force, the types of acoustic levitators, dynamics of levitated objects, appli-
cations of the levitators and the implications of nonlinear responses in systems.
Chapter 3
In § 3, the experimental consideration and numerical simulation of the acoustically levitated
particle are introduced. Specifically, the PAL that is utilised throughout the rest of the the-
sis is introduced, and its method of controlling the position of the particle will be described
in full. An equivalent setup is numerically simulated using MATLAB, and the methods of
obtaining the empirical values for the numerical simulation will also be described. Further-
more, the particle tracking system which is also utilised throughout the thesis is introduced,
and its setup, calibration and the method of extracting the particle position from still images
is described.
The experimental setup was developed in collaboration with Dr. Asier Marzo from UpnaLab
in Universidad Pública de Navarra in Spain, and the acoustic levitators shown in this thesis,
together with the FPGA controller is the work of Dr. Marzo. The numerical simulation,
particle tracking system (with setup and calibration scheme), and other experiments described
in this Chapter are the work of the author, whilst components such as Appendix A-B were
designed by the author and manufactured by Mr. Stephen Isles in the Faculty of Engineering
Workshop.
Chapter 4
In § 4, a one-dimensional dynamic model of the levitated particle is introduced, and the un-
derlying forces in the system are described. The acoustic radiation forces are described in
terms of the linear and nonlinear stiffness equation, and the validity of the linear stiffness
model is tested. The governing equations are introduced and the method of predicting the
system response using the numerical continuation toolbox, COCO is described, and the re-
sponses using linear and nonlinear stiffness models are determined. The results are compared
against experimentally obtained data, and nonlinear stiffness model is found to be in an excel-
lent match with the experimental results. The nonlinear stiffness model is further utilised to
predict the softening behaviour of the system, and the occurrences of period-doubling bifur-
cations are also predicted. The experiment was repeated again in the vicinity of the predicted
point in the numerical simulation, and the occurrences of the period-doubling bifurcation in
the acoustic levitator are experimentally confirmed.
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Chapter 1. Introduction
The work presented in this chapter was published in Applied Physics Letters as “Nonlinear
trapping stiffness of mid-air single-axis acoustic levitators” [27] and texts and figures were
reproduced from [27] with the permission of AIP Publishing. The author led the development
of the numerical simulation, executed experiments, analysed and discussed the results from
the numerical simulation and experimental results.
Chapter 5
In § 5, experimental observations demonstrate that the trajectory of the particle is offset
from the desired path. The cause of this deviation is attributed to the shift in the static
equilibrium points that were not numerically predicted. The static equilibrium point shift
was quantified, and its significance was identified. The sources of the static deviation were
hypothesised, and one of the hypotheses (reflection from the phased array) was explored in
detail. A numerical simulation which replicates the effect in the hypothesis was developed
and was qualitatively validated. A calibration scheme was then developed to compensate
for the shift of the equilibrium points and was implemented in both a 2D and 3D field. The
effectiveness of the calibration scheme was quantitatively and qualitatively demonstrated.
This work was presented in ‘IEEE International Ultrasonics Symposium 2018’, in the format
of oral, poster, and conference paper as “Trajectory Optimization of Levitated Particles in
Mid-air Ultrasonic Standing Wave Levitators” (IEEE IUS 2018 Best Student Paper in Phys-
ical Acoustics group) [28] and published in Applied Physics Letters as “Acoustophoretic
volumetric displays using a fast-moving levitated particle” [29]. Texts and figures in this
chapter are reproduced with the permission of IEEE and AIP Publishing. The contributions
of the author were to lead the identification and quantification of the static deviation in the
experimental setup, the development of reflection included acoustic pressure simulation and
the development of the calibration scheme for the trajectory improvements.
Chapter 6
In § 6, the findings from the previous chapters are applied in the development of a new ap-
plication as a free-space volumetric display, and the sources of the performance degradation
in the proposed system were identified. The concept of the volumetric display along with
the setup for the proof-of-concept device is described in full. Two modes of display, vector
and raster graphics are described, and its differences are highlighted. The static trajectory
calibration procedure used in § 5 is utilised to improve the rendered quality of the volumet-
ric display. A significant horizontal movement of the particle was observed, which was not
predicted via numerical simulation, and a hypothesis was developed that the static deviations
has initiated horizontal movements. A hybrid model which incorporates the static deviation
into the dynamic simulations was proposed, and its validity was quantitatively and qualita-
tively demonstrated. Furthermore, the current limitations of the system are determined with
potential solutions to each limitation.
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This work was published in Applied Physics Letters as “Acoustophoretic volumetric dis-
plays using a fast-moving levitated particle” [29]. This work was carried out using the com-
putational facilities of the Advanced Computing Research Centre, University of Bristol -
http://www.bris.ac.uk/acrc/. The texts and figures in this chapter are reproduced with the
permission of AIP Publishing. The contents in this chapter were also presented in ‘Rank
Prize Funds Symposium on the Parallels between acoustics and EM radiation in structured
materials’ as “Acoustophoretic volumetric displays using a fast-moving levitated particle”
(Early Career Researcher Best Paper Award). The idea of “Acoustophoretic Volumetric Dis-
play” was proposed by Dr. Asier Marzo, and the proof-of-concept device (acoustic levitator,
RGB LED light controller) was developed by Dr. Marzo. The author contributed to iden-
tify the sources of the image quality degradation through experimentation, designed specific
trajectories for vector and raster graphics, experimentally demonstrated the feasibility of the




Chapter 2 Literature Review
In this chapter:
• The method of calculating acoustic radiation force is reviewed, starting from the physical
origin of radiation pressure.
• Gor’kov potential is introduced with an example calculation for a simple 1D planar stand-
ing wave system.
• Various methods of generating acoustic radiation force are introduced and categorised into
either classical and phased array acoustic levitators.
• Literature on the dynamic behaviour of acoustically levitated objects is reviewed.
• Demonstrated and proposed applications of acoustic levitators are reviewed, with a specific
focus on PAL.
• Relevance and importance of understanding nonlinear dynamic behaviour in the dynamic
system are reviewed.
2.1 Acoustic Radiation Force
When a particle is located in an acoustic field; the acoustic radiation force could be exerted
to the particle. This acoustic radiation force is generated through the interaction of sound
and particle and it can be generated both in liquids and gas. This force arises by considering
the non-zero time averaged pressure field, and the concept of radiation pressure will be first
introduced.
2.1.1 Non-zero Time Average
The majority of the acoustic problems are solved in a linear domain, and three physical
equations are required to describe the motion of fluid when it is assumed to be inviscid and
non-heat conductive. The first equation is the exact continuity equation [30],
∂ρ
∂ t
+∇ · (ρv) = 0 (2.1)










p = p(ρ) (2.3)
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which expresses the pressure in terms of the fluid density. In the absence of acoustic waves,
the field is static (v0 = 0) and has constant pressure (p0), and density (ρ0). When a wave
propagates in the fluid medium, the total field (p, v, ρ) is a summation of the unperturbed
field (p0, v0, ρ0) and a first-order perturbation (p1, v1, ρ1) in a linear acoustic sense. However,
it requires the consideration of nonlinear terms to evaluate the effect of acoustic radiation
force [31]. Thus, the second-order effect (p2, v2, ρ2) is included in the calculation [12, 32]:
ρ = ρ0 +ρ1 +ρ2 (2.4)
v = v1+v2 (2.5)
p = p0 + p1 + p2 (2.6)








will be obtained by only keeping the second order terms [12]. As the acoustophoretic motion
is the result of radiation force averaged over a full oscillation cycle; only the time average of



















−ρ0 〈(v1 ·∇)v1〉 (2.9)
The first term on the right hand side of equation 2.9 is zero due to the fact that “second-order
velocity is periodic for a time-harmonic field, and its decomposition in Fourier series results
in a sum of sinusoidal waves and a constant. The time average of these sinusoidal waves and
the time derivatives of the constant are both zero” [12]. By utilising the linearised version of





and substituting 2.10 together with identities p1 = c20ρ1, ∇(p
2
1) = 2p1∇p1, and ∇(v1 ·v1) =










This equation is the governing second order time-averaged acoustic radiation pressure.
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FIG. 2.1. Boundary of acoustic radiation force calculation for (a) rigid object and (b)
compressible object
2.1.2 Acoustic Radiation Force and Torque on Objects
The acoustic radiation force acting on a rigid object of arbitrary shape and size can then be
calculated by taking the surface integral around the levitated object. The method of calcu-
lating the acoustic radiation force depends on the boundary of the object as illustrated in
Fig. 2.1. For a rigid objects in a fixed position, the surface integral of second order time-





where n is the normal vector, S is the surface of the object. On the other hand, if the object
is compressible and the object surface can move, the acoustic radiation force is evaluated by







ρ0 〈(n ·v1)v1)〉dS (2.13)
Along with acoustic radiation force, acoustic radiation torque is applied to the object, and
Maidanik derived a general expression for acoustic radiation torque in 1958 [35] using the
conservation of linear momentum, similarly to the derivation method of acoustic radiation




dS · 〈r×u〉 (2.14)
where the integral is taken over the surface S(R), u and r are the fluid velocity, and position
vector, respectively. The evaluation of the acoustic radiation torque is important for stability
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analysis when the object is not spherically symmetric [9, 37, 38], or when acoustic vortex is
used for levitation [39].
2.1.3 Gor’kov Potential
Whilst these formulation allows us to effectively evaluate acoustic radiation force: it requires
calculation of both the incidental and scattered wave from the object and it can be cumber-
some. Thus, one of the most commonly utilised expression to evaluate acoustic radiation
force is Gor’kov potential, which is valid for a spherical particle immersed in an ideal fluid
and has radius much smaller than the wavelength (r λ ) [40]. The acoustic radiation force













where f1 = 1− κpκ0 , f2 =
2(ρ̃−1)
2ρ̃+1 , and ρ̃ =
ρp
ρ0
. ρ is density, κ = 1
ρc is compressibility with
c being the speed of sound, p1,in and v1,in are incident pressure and velocity fields, respec-
tively. Subscript 0 represents the properties of the fluid medium and p of the particle [32,
40]. Therefore, this Gor’kov potential only needs to evaluate p1,in and v1,in which can be
calculated easily without utilising finite element model or complex analytical solutions.
Example: Calculation of Acoustic Radiation Force in Plane Standing Wave Field
Here an example of evaluating acoustic radiation force in a 1D plane standing wave field in z
axis is demonstrated. The pressure field in the 1D planar standing wave is expressed by [32]:
p1,in = p0 cos(ωt)cos(kz) (2.17)
where p0, ω , k = ωc0 are pressure amplitude, angular frequency, and the wave number, respec-
tively.


































2.2. Types of Acoustic Levitators
By substituting 2.20 and 2.21 to 2.16:









The acoustic radiation force is then:










acoustophoretic contrast factor. Acoustophoretic contrast factor determines where the sub-
merged particle settles in the acoustic wave. If the contrast factor is smaller than 0, it goes to
the anti-node, and if the contrast factor is larger than 0, the particle settles to the node of the
pressure field. For the case of particle levitated in air, the majority of the object is considered
to be hard in comparison to air: making the contrast factor positive, and particle settles to the
node of the field.
2.2 Types of Acoustic Levitators
Various methods of generating acoustic radiation force has been proposed by many reser-
achers and “Kundt’s tube”, one of the most classical demonstration device in acoustics for
standing wave is also an acoustic levitator. The demonstration of Kundt’s tube usually con-
sists of a clear tube with a speaker attached at the end, and the standing wave is visualised
with fine powders/particles [1]. These particles accumulate at the nodes of the standing wave
and light objects can be levitated using this method [41]. However, the first levitation of
objects with acoustic radiation forces is credited to Bücks & Müller in 1933 [4] who demon-
strated the levitation of alcohol droplets using vibrating quartz and a reflector. The droplets
were used as a means to visualise the position of the nodes and to determine the oscillation
frequency of the quartz accurately.
Since then, many researchers worked on the development of acoustic levitators, and the cur-
rent mid-air acoustic levitator can broadly be classified to two types of category, as shown
in Fig. 2.2. The acoustic levitators can be categorised into ‘Classical’ and ‘Phased Array’
levitators (PAL). The classical acoustic levitators referred to here are mid-air acoustic lev-
itator designed prior to 2014, and usually utilises a ‘bolt clamped Langevin transducer’ to
generate an acoustic pressure field. On the other hand, PAL is constructed by an array of
off-the-shelf low power transducers and uses the phase difference between each transducers
to generate acoustic pressure field by using the constructive/destructive interference property
of the wave.
2.2.1 Classical Acoustic Levitator
A classical acoustic levitator can further be classified into single/multi axis and near-field
levitators. A single / multi axis levitator usually consists of a combination of the transducer
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Standing wave caused by  
multiple revibrating waves. 
Reflected wave is limited to 
primary reflection. 
Cushioning effect caused by 
squeezed film.
Acoustic streaming pushes the 
air from the space. 
Standing wave forms between 
the object and transducer. 
Phase from each transducer is 
adjusted to create acoustic trap.
Achieves single sided levitation 
by forming twin, vortex, or bottle 
trap.
FIG. 2.2. The class, subcategory, and types of mid-air acoustic levitator, and the underlying
working principle for each levitator. n = {1,2,3, · · ·} is an integer.
and a reflector, or; two opposed transducers, whereas, the levitator itself acts as a reflector in
near-field levitator.
Single / Multi Axis Acoustic Levitator
A single / multi axis acoustic levitator can further be classified into a resonant and non-
resonant system. The resonance state refers to the volume between the transducers and reflec-
tors, and the resonant levitator is achieved by the superposition of multiple ‘reflected’ waves
in between the transducer and reflector. The distance between the two needs to be finely
adjusted to match the resonance mode of the cavity (for a plane standing wave, the distance
between the two components needs to be an integer multiple of a half wavelength) [42] for
‘resonant single-axis acoustic levitator’. The resonant single-axis acoustic levitator, as shown
in Fig. 2.3 is one of the earliest design of single-axis acoustic levitator [10, 43, 44], and it
is advantageous in a case where a strong acoustic radiation force is required. The resonance
of the volume allows a heavy object to be levitated in space. For example, resonant single-
axis levitator can levitate high-density material such as liquid mercury or iridium, which is
very challenging in non-resonant single-axis acoustic levitator [8]. A multi-axis acoustic lev-
itator is constructed using multiple Langevin transducers enabling multi-axis manipulation.
Multi-axis manipulation with 21 Langevin transducers was demonstrated by Foresti et al. in
2013 [23]. Whilst the transducers are aligned in a format of an array, it is not a phased ar-
ray as only the amplitude of the voltage was modulated to achieve transportation. Another
example of multi-axis levitator was demonstrated by Hong et al. where the acoustic vortex
generated by 6 Langevin transducers was utilised to levitate particles [45]. Furthermore,
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FIG. 2.3. Single-axis resonant acoustic levitator demonstrated by Whymark. Reprinted
from [10] with the permission of Elsevier.
Clough et al. and Sracic et al. demonstrated two-axis and three-axis acoustic levitators using
4 and 6 Langevin transdcuers, respectively; improving the stability of the levitated particle in
mid-air [46, 47].
A close variant of resonant single / multi axis levitator is a closed resonant chamber which
was extensively developed by NASA and their collaborators for use on various space mis-
sions [48–52]. A closed resonant chamber utilises the resonance of the chamber to levitate
objects. The levitator developed by NASA Jet Propulsion Lab (JPL) utilised three ‘com-
mercial speaker drivers’ [53] and the speakers generated audible frequency acoustic waves
(100-4000 Hz for levitators described by JPL [53]). Experiments utilising a closed resonant
chamber was performed in Space Shuttle missions STS-50 and STS-51-B in 1992 and 1985,
respectively [13, 14]. The experiment was conducted by Wang in STS-51-B, and Trinh in
STS-50 and they contributed significantly to understand the liquid droplet rotation and os-
cillation using acoustic levitation [48–52]. The dynamics involved with the closed resonant
chamber was also investigated by Rudnick & Barmatz in 1990 [11] and their contributions
will be described in § 2.3.
On the other hand, a ‘non-resonant’ levitation is achieved by the superposition of two or more
counter-propagating waves, and the distance between the transducer and reflector/transducer
does not need to be fixed with an integer number of half wavelengths. Rey proposed the
development of non-resonant acoustic levitator in 1978 [55], but it was not until 2007 when
Kozuka et al. demonstrated that a set of two transducers can levitate particles without hav-
ing resonant volume [56]. Similarly, Andrade et al. demonstrated a non-resonant levitator
(Fig. 2.4) with a concave reflector and transducer in 2015 [54].
Near-field Levitator
The configuration of the near-field levitator is very similar to the resonant single-axis acous-
tic levitator. However, the levitated object itself acts as a reflector in a near-field acoustic
levitator, and the object levitates at the near field of the transducer. According to Hansen,
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FIG. 2.4. Non-resonant acoustic levitation of particles. Reprinted from [54], with the
permission of AIP Publishing.
FIG. 2.5. Squeeze film levitation using flexual travelling wave. Reprinted from [7], with
the permission of Elsevier.
the near-field is the “region close to a source where the sound pressure and acoustic particle
velocity are not in phase” and it is limited to region within “a wavelength of the sound or
equal to three times the largest dimension of the sound source” [57]. There are three types
of near-field acoustic levitation, and those are squeeze film, acoustic streaming, and standing
wave.
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Squeeze Film levitation The near-field levitation that utilises squeeze film levitation in
mid-air was first published by Hashimoto et al. [58] in 1995. The squeeze film levitation
is classified as acoustic levitation as the levitation is achieved by “time-averaged pressure
higher than surrounding” and this time-averaged pressure is generated by the vibrating sur-
face squeezing “the compressible fluid that occupies the clearance between the planes” [59].
Using this method, Hashimoto et al. levitated objects ranging from 0.0076 to 0.1049 kg
using a longitudinal vibration mode at the distance of 20 to 500 micrometre [58]. Similarly,
Hashimoto et al. demonstrated that flexual vibration (where the vertical displacement of the
plate is uniform along the horizontal axis, but oscillatory in the vertical axis) of a rectangular
plate can also be utilised to achieve levitation [6]. The rectangular plate had dimensions of
695 mm by 220 mm and a Langevin transducer was attached at one end of the rectangular
plate. It was demonstrated experimentally that, for a stable levitation on flexual vibration
mode, the specimen needs to be longer than 1.5λ of the flexual vibration mode.
The non-contact transportation of objects was also demonstrated using squeeze-film levita-
tion through the generation of a flexual travelling wave along vibrating plates [60], as shown
in Fig. 2.5. Here, two Langevin transducers were attached at both ends of the plate and
one transducer generated whilst the other was set to absorb it. A velocity of 0.7ms−1 was
reported by the authors, and the change in the thickness of plate induced change in the dis-
placement amplitude of the plates. Many authors have since developed and analysed various
types of squeeze-film levitator [7, 59, 61–64] and recent advances enabled researchers to
levitate non-planar objects such as spheres [65] and cylindrical objects [66].
Acoustic Streaming Near field levitation with acoustic streaming is achieved by gener-
ating acoustic streaming in the clearance between the object and transducer surface. This
causes the air to be carried out from the space between the two surfaces: generating time-
averaged pressure in the gap, and object is attracted by atmospheric pressure [67]. For exam-
FIG. 2.6. Acoustic streaming induced near-field acoustic levitation causes air between the
clearance between the plates out. (a) Levitation of streaming induced leviation. Reprinted
from [67], with the permission of Elsevier. (b) Modelled view of the setup, not to scale.
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ple, Takasaki et al. demonstrated that a disk with a diameter of 2-4 mm with a thickness of
0.05 mm can be levitated at the distance of 30-50 micrometre using Langevin type transducer
with the resonance frequency of 21 kHz, as shown in Fig. 2.6. In contrary to the near-field
acoustic levitation where a large object is required for levitation; the inverted near-field acous-
tic levitator requires the objects to be small in order to achieve successful levitation [12].
FIG. 2.7. Near-field standing wave levitation. A standing wave forms between the trans-
ducer surface and the reflector. Reprinted with the permission from [68]. Copyright 2017,
Acoustical Society of America.
Standing Wave This levitation method can levitate objects larger than the wavelength by
generating a standing wave between the transducer and the reflector. The clearance between
the transducer and reflector is at the state of resonance, and acoustic radiation force on the
object is “substantially increased” at that point [12]. This was first observed by Clair in
1941 [69], but the application to the acoustic levitator in mid-air was first published by Why-
mark [10] in 1975 where a brass disc with a diameter of 5 cm was levitated at a distance of
half-wavelength from the transducer. This near-field standing wave acoustic levitation was
studied in detail by Zhao & Wallaschek in 2011 and demonstrated the levitation of compact
disc (CD) in air. More recently, Andrade et al. demonstrated the stable levitation of large
polystyrene ball (with a diameter of 50 mm) [70] using three Langevin transducers with 25
kHz. The transducers were aligned such that the surface the sphere is approximately λ2 from
the surface of the transducers, and as the transducer is aligned to be geometrically centred:
it generates vertical and axially convergent acoustic radiation force. In 2017, Andrade et.
al. also demonstrated acoustic levitation of a curved paper (27.7 by 71 mm) with mass of
2.3 gram using a flexual vibration of the rectangular plate [68], as shown in Fig. 2.7. It was
levitated near λ2 from the surface of the transducers and demonstrated that the curved surface
of the paper could provide horizontally convergent force for stability.
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2.2.2 Phased Array Levitator
Phased array levitator (PAL) is the latest method of achieving acoustic levitation, and utilises
an array of low-cost parking sensors to generate an acoustic pressure field. Whilst driving
one Langevin transducer requires a high-power amplification (typically a magnitude of 102
Watts), the power consumption of phased array (with all transducers combined) are typically
an order of magnitude less, at 100 -101 Watts [71].
FIG. 2.8. Example of phased array acoustic levitator with 4 phased array configured for
three-dimensional manipulation. Adapted from [72], licensed under CC BY 4.0.
Single / Multi Axis Levitator
Here, it is defined that the single and multi axis levitator for PAL is distinguished by the
configuration of the levitator and not the ability for a particle to move in multi-dimensional
movement. Therefore, a levitator is called a single-axis levitator when the pair of phased ar-
rays or reflector is configured in one single axis. On the other hand, when additional phased-
array was placed orthogonal to the original one, it will be referred to as multi-axis PAL. It
is also generally assumed that the single / multi axis levitator is a ‘non-resonant’ acoustic
levitator as it does not usually require the separation distance between the phased-array or
reflector to be an integer multiple of wavelength constant, as in classical resonant acoustic
levitators, and the reflection from the transducer surfaces are considered minimal in majority
of the cases.
One of the first mid-air PAL was published by Ochiai et al. in 2014 which had 4 phased
arrays set up as shown in Fig. 2.8. This type of acoustic levitator is assumed to be a non-
resonant multi-axis levitator, and only the incident wave from the transducer is considered
during the manipulation. The setup demonstrated by Ochiai et al. was operated by an FPGA
board, which can simultaneously emit signals to each transducer with different phases. By
specifying the focal point of the transducer array and thus modulating the phase of each trans-
ducer, it enabled dynamic manipulation of the particles. The authors demonstrated levitation
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of an expanded-polystyrene ball with radius up to 2.0 mm, and simultaneous trapping of the
particle was also demonstrated.
In 2017, Marzo et al. published a single-axis acoustic levitator, ‘TinyLev’ on an open-access
basis [16]. TinyLev could be considered to be a simplified PAL with a fixed phases, and uses
the geometry of the levitator to focus the field. This simplified the electronics of the levita-
tors, and it can be operated using a commercially available micro-controller board; making
the setup affordable (approximately 60 GBP in total) and can easily be built at home [73].
More recently, Marzo et al. published ‘Ultraino’, an open-source phased array system which
allows multiple transducers to be controlled similarly to Ochiai et al. [72]. The methods of
manufacturing the phased array levitator that is utilised throughout this thesis is also publicly
available in ‘Ultraino’.
The single-axis PAL can also be achieved with a combination of phased array and a reflector;
similarly to Langevin transducer system. Using this method, Watanabe et al. [74] and An-
drade et al. [75] demonstrated the contactless transportation of the liquid droplets. Contrary
to Foresti et al. [23], the liquid droplets were transported by manipulating the phase, and
not the amplitude of the transducers. In 2019, Inoue et al. demonstrated the levitation of a
larger than wavelength object, using two opposing phased arrays, each with 996 transduc-
ers [38]. The stable levitation of a 3.5λ diameter sphere, and a rectangular octrahedron with
side length of 5.9λ were demonstrated by the authors. Moreover, the dynamic capability
of the acoustic levitator to manipulate particle is increasing every year, and most recently,
Marzo & Drinkwater demonstrated “Holographic acoustic tweezer” which achieved up to 27
simultaneous manipulation of particles using standing wave levitator with two phased array,
each with 256 transducers [76].
Single Beam Acoustic Levitator
Single-beam acoustic levitation is often referred to as ‘acoustic tweezers’, and it is inspired
by the works of Noble Laureate, Ashkin on optical tweezers in the late 20th Century [77, 78].
The first single-beam acoustic levitation was demonstrated using an underwater transducer by
Lee at al. in 2009 [77]. Lee et al. utilised a press focused 30 MHz single-element transducer to
trap liquid droplets and only generated horizontal acoustic radiation force (the liquid droplet
was placed under an acoustically transparent membrane, and the buoyancy of the droplet
provided vertical force). In 2016, Baresch et al. published the first single-beam acoustic trap
in water which can provide both vertical and horizontal acoustic radiation force [78]. It was
achieved by utilising an ultrasonic emitter (1.15 MHz) with 127 elements, and it generated
a focused acoustical vortex with a topological charge of -1. The first single-beam acoustic
levitation of particle in the air was achieved by Marzo et al. in 2015 [79], as shown in Fig. 2.9.
Marzo et al. utilised optimisation algorithms to obtain the optimal acoustic field that can
achieve stable levitation of object. The optimisation function was defined to maximise the
Laplacian of the Gor’kov potential and minimise the modulus of the pressure:
O(φ 1, ...,φ j) = wp|p|−wxUxx−wyUyy−wzUzz (2.24)
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FIG. 2.9. The levitation of expanded polystyrene ball using single beam acoustic levitator.
Adapted from [79], licensed under CC BY 4.0.
where φ j, U and w represents phase of each transducer, Laplacian of Gor’kov potential and
weighting constants, respectively and subscripts, p, x, y and z represent the pressure, and di-
rection in Cartesian axes, respectively. By varying the weighting constants, the optimisation
function will converge to different acoustic traps, and Marzo et al. identified that there exists
three types of acoustic trap which can stably levitate the particle in their setup (i.e. twin, vor-
tex and bottle trap). It was demonstrated that the position of the particle can be manipulated
by summing the phase required to focus at a point (focal point) and the acoustic lens:
φ = φlens +φ f ocal (2.25)
where φlens and φ f ocal are the phase distribution on the transducer array required for gener-
ating acoustic lens and focal point, respectively. This method of identifying the phase dis-
tribution required to achieve stable levitation at a given point, can be applied not only in the
single-sided acoustic levitator but in any other variant of PAL [21]. Marzo et al. also achieved
the levitation of particles larger than the wavelength (diameter of 1.88λ ) using single-beam
acoustic levitator by utilising acoustic vortexes [39]. The acoustic vortex was generated us-
ing a PAL consisting of 192 transducers, and the stability of the particle was obtained by
switching between the clock-wise and anti-clockwise vortex at a constant time step.
Whilst the particle manipulation is predominantly achieved by the manipulation of phase at
the side of transducer array, the manipulation of phase can also be achieved by using acoustic
metamaterials. An acoustic metamaterial is defined by a property that “achieves effects not
found in nature as means to address long-standing engineering challenges in acoustics” [80].
The context and forms of metamaterial may differ amongst the applications of acoustics but
in the field of acoustic levitation, it is used most frequently to manipulate the phase of the
acoustic pressure field emitted by acoustic transducers.
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For example, Franklin et al. [81] and Melde et al. [82] demonstrated an acoustic lens which
physically attached itself to the acoustic transducers, and the phase of propagating acoustic
wave was varied by changing the thickness of the acoustic lens. Memoli et al. similarly
demonstrated the manipulation of acoustic waves in air in 2017 using ‘metamaterial bricks’
where the phase delay was achieved by guiding the wave through geometrical features in
the bricks [83]. More recently, the metamaterial bricks were adapted to ‘bend’ the acoustic
pressure field [84], and levitated an EPS particle above a large obstacle.
2.3 Dynamics of Acoustically Levitated Objects
Since the first demonstration of acoustic levitation, the behaviour of objects levitated under
the influence of acoustic radiation force has been studied in detail by many researchers. There
are a number of studies on the dynamics of levitated liquid droplets, ranging from the study
of the internal flow of acoustically levitated droplets [85] to the droplet shape oscillation [48,
49, 74, 86, 87]. The dynamics of near-field levitated objects has also been investigated by
Ilsar & Bucher in 2017 [88], and a feedback controller have also been implemented by Ilsar
et al. [89] in the same year.
Some of the earliest studies in the instability of solid particles was published by Rudnick &
Barmatz in 1990 for a resonant chamber based acoustic levitator [11]. In a resonant chamber,
the presence of the levitated particle generates a shift in the resonance frequency, arising
in a velocity-dependent acoustic radiation force. With the increase in velocity, the acoustic
radiation force acts as a negative damping force and causes an instability of the particle. In
2019, Andrade et al. demonstrated the occurrence of particle instability experimentally and
showed that the particle instability can occur within resonant ‘single-axis’ classical acoustic
levitator [44].
In 2005, Aboobaker et al. modelled the movement of particles in acoustic manipulator in
liquids with flow field [90]. The primary acoustic radiation force, along with the secondary
acoustic radiation force was also calculated in multi-particle settings, and the particle trajec-
tory was predicted under such settings. Xie & Vaneeste similarly solved the dynamics of
particle under the influence of acoustic radiation force from the first principles in 2014 [91].
They demonstrated that the acoustically manipulated particle in a plane standing wave in the
liquid is driven by acoustic radiation pressure, Basset force, inertia (with added mass) and
viscous drag:
(M+M′)ẍ = Frad,lin +Fdrag +FBasset (2.26)
where M′ is the added mass, Frad,lin is the linearised acoustic radiation force, Fdrag is the
viscous drag, and FBasset is a force caused by the “temporal delay in boundary layer develop-
ment as the relative velocity changes with time” and “the value of the Basset force depends
on the acceleration history up to the present time” [92]. However, it is considered to be negli-
gible in gas-particle flow [93]. Thus, Basset force is not considered in the acoustic levitation
system where a solid particle is levitated in mid-air [11, 44, 88, 94]. The relevancy of each
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force was discussed by Xie & Vaneeste, considering the different regime of dynamics, and
the governing equations of dynamics were discussed in detail for fluids.
In 2012, Foresti et al. studied the stability of levitated spherical and ellipsoidal particles in
various viscosity, and demonstrated that the stability of the levitated particle is dependent on
the sign of radial acoustic radiation force [95]. In 2014, Pérez et al. experimentally studied the
dynamics of the acoustically levitated sphere in ‘single-axis’ classical acoustic levitator [96].
The dynamics of the levitated particle in mid air was considered as:
mẍ =−b2ẋ|x|−b1ẋ− kx−mg (2.27)
where kx is the linearised acoustic radiation force (using Hooke’s Law of linear spring stiff-
ness), mg is the gravitational force, and b1 and b2 are constants for linear/nonlinear damping
[96]. These constants were experimentally obtained, but no clear justifications were made
regarding the usage of quadratic damping in the system.
In 2017, Hong et al. investigated the dynamics of a water droplet levitated in a multi-axis
classical levitator, with assumption that “the gradient of the force-distance curve near the ar-
ray centre is near-linear” and “object-trap system to be a simple mass-spring oscillator” [45].
2.4 Applications of Acoustic Radiation Force
The acoustic radiation force has found use in a wide range of applications from chemistry,
biology, to human-computer interactions. One of the most popular branch of acoustic manip-
ulation has been in the liquid-based acoustic manipulators. Particle manipulation in liquid
has been studied extensively [81, 82, 97–102] and has been applied to as a “lab-on-a-chip”
device. Lab-on-a-chip is “a class of device that integrates and automates multiple laboratory
techniques into a system that fits on a chip” [103], and some functions are already investi-
gated by many researchers as particle separators, filters and as patterning devices [104–111].
Moreover, near-field acoustic levitators have found applications as an ultrasonic motor [7],
a contactless stage [112], a clutch [113] and a bearing [114]. However, in this section, the
application of ‘resonant’ classical acoustic levitator and PAL in mid-air will be discussed. As
shown in Fig. 2.10, the applications of acoustic levitator can be put on a scale from static to
dynamic, and the applications in the dynamic regime are beginning to be made possible with
the usage of PAL.
2.4.1 Specimen Holding (Classical Levitator)
Since the demonstration by Bücks & Müller [4] in 1933, acoustic levitators have continued
to be utilised as a specimen holder. As previously mentioned, NASA-funded research con-
tributed significantly to the development of the acoustic levitator at its initiation and used ‘res-
onant chamber’ classical acoustic levitator in space shuttle missions [49]. On these missions,
the resonant chamber was utilised to hold specimen inside the space shuttle, and allowed the
investigation of the “surface tension-dominated equilibrium shapes of rotating drops” with
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Contactless
Production Line
FIG. 2.10. Applications of acoustic levitators in real-world. On the left hand side are appli-
cations that do not require particle to move, and on the right are dynamic applications. In a
dynamic applications, the particle needs to be transported or controlled inside the levitator
to achieve the target.
reduced gravitational acceleration [49]. In addition, Trinh & Hsu proposed a method of utilis-
ing acoustic levitators to measure density using the ‘linear spring’ assumption of the acoustic
levitator [51]. Classical acoustic levitators have also been utilised by biologists to analyse
the blood samples. Puskar et al. demonstrated “Raman acoustic levitation spectroscopy of
red blood cells” in 2007 [115] with a ‘single-axis’ resonant classical acoustic levitator as
shown in Fig. 2.11, and Hosseinzadeh et al. analysed the shape oscillation of blood samples
FIG. 2.11. Levitation of blood sample during Raman spectroscopy. Reproduced from
[115], with the permission of Royal Society of Chemistry.
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in 2018 [116]. Moreover, Argonne National Laboratory studied amorphilization of molecu-
lar liquids of pharmaceutical drags using single-axis resonant acoustic levitator [15] in 2011,
and Tsujino & Tomizaki utilised ’single-axis’ resonant classical acoustic levitator to hold
the specimen in place during X-ray protein crystallography [117]. Bierstedt et al. utilised
the levitator to confine laser-induced plasmas in air [118]. In 2013, Foresti et al. developed
“contactless multidrop manipulator” using an array of Langevin transducers [23]. The input
voltage into each transducer was varied to shift each droplet from one transducer to another,
and stable levitation of multiple near-spherical droplets with a volume of 0.1 to 10 microlitre
was demonstrated. Moreover, the authors demonstrated the merging of two droplets of the
water droplets and demonstrated DNA transfection in mid-air.
2.4.2 Specimen Holding (PAL)
Since the publication of ‘TinyLev’ in 2017 [16], it is beginning to replace single-axis clas-
sical acoustic levitator as a specimen holder and Morris et al. utilised acoustic levitation
during the macromolecular crystallography with X-ray [17]. Whilst a classical acoustic lev-
itator can provide sufficient forces to hold the specimen in mid-air, it is “complex to set up
accurately” [17] and TinyLev offers significant simplification of the system. Moreover, as
TinyLev utilises less power than the classical acoustic levitator; samples receive negligible
heating, and thus free from excessive evaporation [71].
Moreover, Yurduseven et al. characterised 340 GHz Imaging radar using acoustically levi-
tated water droplets [18] in 2019. If the target is suspended using a rigid object during the
measurement of point-spread-function (PSF); the “reconstructed PSF pattern includes not
only the contribution of the point scatterer but also the objects that are used to suspend the
point scatterer at its position” [18]. By suspending the target in mid-air using acoustic levita-
tion, the scattering from the ‘holder’ will be removed and can achieve better analysis on the
scattering pattern.
Acoustic levitation enables the levitation of objects without being limited by the physical
properties, and it is one of the strongest points of acoustic levitation in comparison to the
other forms of levitation such as magnetic, optical, or electrostatic methods. Works by Cox
et al. [37] and Inoue et al. [38] demonstrate methods of levitating objects of non-spherical ge-
ometry with more flexibility than previously achieved and the ability to manipulate particles
for acoustic levitators are continuing to improve.
The application of ‘Ultraino’ [18] with individual control of transducers may allow these
researchers to automate the specimen handling process, suppress unwanted oscillation by air
current or thermal fluctuations during the analysis, and may further allow new studies using
acoustic levitation. For example, Ultraino may allow doppler effect of droplets in new radar
system (similarly to Yurduseven et al. [18]) by moving the droplets away or towards the radar.
The automation of specimen handling has already been studied by Andrade et al. [75] and
Watanabe et al. [74] in 2018; demonstrating the contactless transportation and merging of
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droplets using 40 kHz ultrasonic phased array and suggested potential application in the field
of biology, analytical chemistry and pharmacy.
2.4.3 Additive Manufacturing
The ability to merge and combine objects in mid-air enables the generation of physical ob-
jects in space, and there are on-going studies on using this ability to develop additive manu-
facturing methods or new human-computer interfaces (HCI). For example, in 2014, Harkness
& Goldschmid of “The Boeing Company” filed a patent on “free-form spatial 3-D printing
using part levitation” in 2014 where they suggested a component could be fabricated by an
additive manufacturing process whilst being levitated in air [24]. Similarly, Ryan et al. of
“Siemens Energy, Inc.” filed a patent on the “Acoustic manipulation and laser processing of
particle for repair and manufacture of metallic components” in 2016 [25]. Melde et al. has
achieved such ‘acoustic fabrication’ using acoustic manipulation; however, it is in a liquid-
based system and buoyancy of the particle assists favourably to ease the process of acoustic
fabrication. The assembly system in mid-air have not yet been realised (or not publicly
available to the best of author’s knowledge); these patents from the manufacturing sector
demonstrate the interest of the industry in the application of acoustic levitation in additive
manufacturing.
FIG. 2.12. Micro-manipulation device with electromagnetic coils and acoustic levitator.
Reprinted from [19], with the permission of IEEE. c© 2019 IEEE
2.4.4 Contactless Production Line
A similar but different application is to utilise PAL in a contactless production line. In this
application, multiple components are assembled by levitating and controlling the orientation
of each component. One of the first micro-assembly line in a mid-air acoustic levitator was
developed by Youssefi & Diller who demonstrated a hybrid device of electromagnetic coil
24
2.5. Nonlinear Behaviour of Dynamic System
and TinyLev, as shown in Fig. 2.12 [19]. In the device, the levitation was achieved by the
acoustic levitator, and the orientation of the components was controlled by magnetic forces.
Assembly of “Inuksuk figure” with a dimension of 3 by 3 mm was demonstrated by authors
by glueing seven components together in mid-air.
2.4.5 Human Computer Interface (Display)
Whilst additive manufacturing aims to generate a component by bonding multiple particles
together, the application of acoustic levitation in HCI promotes reconfigurability of the gen-
erated shape. The position and the movement of the particle are utilised to transmit informa-
tion, and one of the first attempts using the acoustic levitator was demonstrated by Ochiai et
al. [119] in 2014. Ochiai et al. levitated particles in a multi-axis PAL and shapes (e.g. letters,
star) were outlined by levitated particles. In 2016, Sahoo et al. demonstrated a proof-of-
concept device for “a mid-air display based on the electrostatic rotation of levitated Janus
objects” [120]. Multiple particles were levitated in a grid pattern with PAL, and the colour
painted on the particle was utilised to represent information. Moreover, Uno et al. levitated
an assembly of coil and LED light using acoustic levitation [121] and utilised the move-
ment of the assembly to transmit information. Similarly, Freeman et al. and Bachynskyi
et al. demonstrated ‘Point-and-Shake’ [122] and ‘LeviCursor’ [123] respectively in 2018,
which highlights the interest from the computer science field in utilising the movement of the
particle as the feedback to the human inputs.
Most recently, ‘Holographic Acoustic Tweezer (HAT)’ [76] was developed by Marzo &
Drinkwater; enabling the simultaneous control of multiple particles using PAL. Up to 27 par-
ticles were controlled simultaneously, and the minimum distance of separation achieved by
the authors was 1.4λ between each particle. This minimum separation distance demonstrates
the challenge in creating re-configurable particle clusters; as it is limited by the Rayleigh cri-
terion [3] and the close proximity of two focal points distorts the pressure field.
2.5 Nonlinear Behaviour of Dynamic System
Oscillation is unavoidable in many systems, and structures which did not properly consider
the vibrational characteristic in design could perform poorly [124] or fail in a catastrophic
manner [125]. Determining how these oscillation occur in acoustic levitation can be critical
as the ability to control the position or velocity of the particle depends on how well the
dynamic system is understood. As mentioned in § 2.3, the linear assumption on the dynamics
of acoustic levitators remain popular model, and utilises the linearity of the acoustic radiation
force at the vicinity of the equilibrium point to linearise the force field. For example, for an
acoustic radiation force in 1D plane standing wave field, the acoustic radiation force has a
sinusoidal profile as demonstrated by 2.23 and Fig. 2.13 shows the acoustic radiation force as
calculated by 2.23. Here, parameters were assumed to be 4πΦ(κ̃, ρ̃)kr3 = 1, k = 2π fc0 where
f = 40000Hz and c0 = 340ms−1, and gravitational force were set to zero for simplicity. In
scuh a simplfied case, the equilibrium point of the levitated particle is at the origin of the
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FIG. 2.13. 1D Acoustic radiation force of 1D plane wave standing wave, and linearly
approximated acoustic radiation force (given gravity force is zero).
graph, and a linear fit was taken at the vicinity of the equilibrium point. Using the Hooke’s
law, the gradient of the linearised acoustic radiation force in Fig. 2.13 gives the stiffness
of the ‘spring’, and can be used to determine the resonance frequency and the frequency
response function of the system (given damping force is also linear) by taking the Laplace
transform [126]. However, as the PAL is beginning to be utilised in a dynamic applications,
the assumption that the particle stays at the vicinity of the equilibrium point is beginning to
not hold true. As the particle begin to move in a larger displacement inside the acoustic trap,
it will inevitably reach the regions where the linear assumption in Fig. 2.13 does not hold.
As the result, the dynamic equation of interest begins to take the form of:
ẋ = F(t,x, p), t ∈ [T0,T0 +T ] (2.28)
where T0, T , x, F and p are initial time, time interval length, a vector of state variables,
nonlinear function and vector of problem parameters, respectively. This equation cannot be
solved by simply taking the Laplace transform of the system, and will require more advanced
methods to analyse the response of the system.
One of the most commonly utilised methods of analysing nonlinear system is ’numerical
continuation’. Numerical continuation method is a numerical method which allows inves-
tigation of the behaviour of a dynamic system as a function of problem parameters [127].
It analyses the dynamic equation by perturbing the initial solution using the problem pa-
rameters and applies descent method such as Newton’s method to reach the next solution
assuming that the solution is in the close vicinity of initial solution [128]. The problem pa-
rameters can be from the frequency of oscillation, stiffness constants on nonlinear spring to
the damping coefficients; and numerical continuation can efficiently determine the system
responses. There is a number of the toolbox which can perform numerical continuation,
such as MATCONT [129], COCO [130], and AUTO [131]. Numerical continuation is “more
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efficient than direct time-integration techniques” such as ODE solvers, as “the steady-state
solutions are sought directly, rather than relying on transient settling times” [132]. Numerical
continuation is a powerful tool; however, it is not perfect for all dynamic analysis. One of
the potential drawbacks is that it requires the solution to be periodic. Thus, for system with
non-periodic solution, such as torus, analysis will require additional consideration.
Many of these toolboxes have in-built functions to identify the location of bifurcations and
follow the branch of bifurcation. The bifurcation is the point at which the system changes its
behaviour as the parameters are varied [133], and identifying the occurrences of these bifur-
cations can offer critical insights into the characteristics of the investigated system. This is
because the “bifurcations can occur only when a system is structurally unstable” [134]. There
are several types of bifurcations, and examples include but not limited to; pitchfork, saddle-
node, symmetry-breaking, cyclic-fold, and period-doubling bifurcations. Bifurcations such
as pitchfork and saddle-node bifurcations are associated with the bifurcation of the equilib-
rium points. These responses are often seen in a system such as buckling of beams where
there is symmetry in the physical problem [135]. Considering these bifurcations are critical
in ‘morphing winglets’ for aerospace applications where bistable composites are developed
to transform the shape of the plate by the change in state [133, 136].
On the other hand, symmetry-breaking, cyclic-fold and period-doubling bifurcations are as-
sociated with the bifurcations of periodic solutions. Period-doubling bifurcations; in particu-
lar, occur frequently as “precursors to chaos” [134] and are of interest by many researchers in
wide-range of field from astrophyics [137, 138], biology [139, 140] to chemistry [141]. The
details on how these nonlinear responses may affect the performance of acoustic levitation
system will be descried in the later section of this thesis.
2.6 Summary
In this literature review, wide range of literature from the the physical origin of acoustic ra-
diation to the applications of acoustic levitation were reviewed. The method of calculating
acoustic radiation force is reviewed and the Gor’kov potential which allows acoustic radi-
ation force to be evaluated for a spherical object with radius significantly smaller than the
wavelength was introduced. In addition, an example of evaluating acoustic radiation force
for a simple 1D planar standing wave was also demonstrated.
Various types of acoustic levitation system were reviewed, and the various methods of gen-
erating acoustic radiation force were introduced. In particular, two categories, classical and
phased array acoustic levitators, were introduced. PAL allows the particle to be manipu-
lated in three-dimensional space by varying the phases sent to each transducer and it can be
achieved both by single/multi axis or single-beam methods. The PAL is generally consid-
ered to be a non-resonant acoustic levitator, as it does not require the separation distance
between the phased array to be any specific constant length, and reflection from each surface
is considered minimal.
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The literature on the study of the dynamic behaviour of the objects levitated in acoustic
levitator was also reviewed, and there exists no study on the dynamics of levitated particles
in PAL. This is due to the fact that PAL was only introduced in 2014. The closest variant
of PAL is single-axis acoustic levitator; however, the dynamics are not explored in-depth,
and the study utilises a ‘linear mass-spring-damper’ model. The linear spring model remains
a popular model in the field [12], but the extent to which this model is valid has not been
studied in-depth, and applicability to PAL has not been studied.
The PAL are beginning to be utilised in various applications such as contactless produc-
tion lines, and human-computer interfaces (displays) and it has promising future as additive
manufacturing devices and contactless production lines. These proposed and demonstrated
applications in the literature already demand high positioning accuracy and the speed of the
levitated particles, and demonstrates the importance of understanding the dynamics of parti-
cles levitated in PAL.
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• The single-axis acoustic levitator which is utilised throughout the thesis is introduced.
• The method of calculating necessary phased delays for each transducer is demonstrated.
• The setup and calibration method of the optical cameras are described.
• The tracking and identification method of the particle’s position are described.
• The acoustic pressure field inside the levitator is modelled using Huygens’ principle.
• The experiments to obtain empirical values in numerical simulation is described.
• The method of calculating acoustic radiation force with Gor’kov potential is described.
3.1 Introduction
This chapter aims to introduce the working principle of the phased array levitator (PAL), the
tracking method of the particle inside the levitator and the formulation of numerical simu-
lation methods. As described in the literature review, in recent years, the acoustic levitators
have gained the ability to manipulate objects more freely by the introduction of the PAL.
Ochiai et al. published three-dimensional mid-air acoustic manipulation using a PAL [72] in
2014, a single-sided acoustic levitator was achieved by Marzo et al. [79] in 2015, and PAL
has been made open-source by Marzo et al. [21] in 2018. The acoustic field inside the lev-
itators is varied by changing the phases of each transducer, and that allows particles to be
controlled freely inside the levitator. Developing an experimental setup that allows the de-
termination of the particle behaviour and numerical models that allow quantitative prediction
of the response of the system is a paradigm to the future application that utilises acoustic
levitation system.
As such an experimental setup is unique system; bespoke experimental apparatus was de-
signed to accurately determine the behaviour of the particles inside the acoustic levitator
using optical cameras, and numerical models were developed to allow quantitative analysis
of the system, using empirically derived values. The setup of the experimental apparatus;
along with the method of deriving the empirical values will be explained in detail.
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3.2 Acoustic Levitator
3.2.1 Phased Array Levitator
The acoustic levitator used in the experiments is a PAL that can change the position of the
focal point by varying the phase sent to each transducer. Some examples of the PAL are as
shown in Fig. 3.1. Each configuration in Fig. 3.1 have unique feature and the single-axis PAL
with a flat surface in Fig. 3.1 (a) is the most basic form the phased array acoustic levitator.
This configuration of flat arrays is a typical setup in the field, and different implementation
exists with varying number of transducer elements [21, 72, 75, 123]. On the other hand, the
single-axis PAL with a curved surface in Fig. 3.1 (b) is designed such that the transducers are
geometrically focused to the centre of the acoustic levitator: increasing the pressure ampli-
tude at the point of focus. Thus, it can achieve higher magnitude of acoustic radiation force
with the same number of transducers and a stable transportation of liquid/solid over distances
were demonstrated by Vi et al. [142]. Fig. 3.1 (c) on the other hand, is a single-sided acoustic
levitator which can manipulate the particle position from one-side. As a single-sided levita-
tor does not have another transducer arrays or reflector; it allows generation of pressure field
that is not bound by standing wave [79]. The single-axis acoustic levitator with a flat surface
in Fig. 3.1 (a) was selected as the target of the analysis as this levitator is the most common
setup that is applicable to wide range of researchers in the field.
Single-Axis Phased Array Levitator
A single-axis PAL, with two sets of 30 ultrasonic transducers that are running at 40 kHz, was
used for the experiment. 40kHz transducers are most available ultrasonic transducers that
are predominantly utilised by the automobile industry as parking sensors, and the availability
in the market and the high-frequency characteristic that is inaudible to humans render it
preferable for a system that requires the generation of a high-intensity acoustic field. The two
sets of phased array were placed such that they opposes each other as shown in Fig. 3.2 (a)
with a separation distance of 80 mm, and the phased array was arranged as shown in Fig. 3.2
FIG. 3.1. Examples of phased array configurations. (a) shows the single-axis PAL with flat
surface, (b) shows the single-axis PAL with curved surface for focusing, and (c) shows the
single-sided acoustic levitator with flat surface
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FIG. 3.2. Transducer positions in the acoustic levitator. (a) shows the whole assembly
view of the single-axis acoustic levitator, with the relative positions of the transducers.
Reproduced from [28], with the permission of IEEE. (b) shows the detailed orientation and
position of the transducers in each phased array. Reproduced from [27] with the permission
of AIP Publishing.
(b). This configuration with 60 transducers was selected via the process of optimisation:
the transducer number should be less than 64 transducers (limited by hardware controller)
and achieve some symmetry across an axis. Each transducer was wired via 16-way flat
ribbon wire connectors [21] and was connected to a controller that transmitted an individual
signal to each transducer via female MOLEX connector. The further details and methods of
constructing this particular PAL are available in [21]. The transducers were housed in a
customised perspex holder as shown in Fig. 3.3 [21].
Phase Calculation
The focal point specifies the levitation point of a particle in a levitator (x f = (x f ,y f ,z f )) of
the phased array. In order to achieve stable levitation at this focal point, the phase-delay on
each transducer is calculated using:
φ f ocal,n = φ f ocus +φlens (3.1)
where φ f ocus = −2π f0c0
(
|xt,n −xf | − |xf |
)
and xt,n is the position of the nth transducer
(xt,n,yt,n,zt,n). The focusing delay is calculated by first setting the point of zero delay at
the origin of the acoustic levitator (i.e. (0, 0) m). The time of flight of acoustic wave
from the origin to the focal point is 1c0 |xf |. The time of flight from the transducer to the
focal point is 1c0 |xt,n−xf |. The required phase delay is then the difference between the
two time of flight (
(
|xt,n−xf |− |xf |
)
), multiplied by the frequency of the acoustic wave
( 2π f0c0
(




Chapter 3. Acoustic Levitation of a Particle: Experimental Considerations and Simulations
FIG. 3.3. Custom perspex holder for transducers and the transducer assembly [21]. The
levitator is viewed from the y-z plane.
The datum point for all the coordinates is placed from the surface of the centre of the lower
phased array. φlens is an acoustic lens delay that could be applied to each transducer to achieve
different types of acoustic pressure field such as twin trap, bottle trap, or vortex trap [79]. In
the single-axis acoustic levitator, stable traps can be generated without the usage of the lens.
However, a ‘standing wave’ trap can be applied to the PAL such that the pressure node of
the standing wave matched with the focal point. This acoustic trap is achieved by setting
φlens = 0 for lower phased array, and φlens = π for the upper phased array.
Levitator Controller
Excitation signals to the transducer were generated by an FPGA board (ALTERA CoreEp4C-
E6), which generates 64 square waves in parallel with individual control of phase on each
channel. The details of the signal generation method in FPGA (field-programable gate array)
board is available in Marzo et al. [21]; however, a general schematic of the levitator controller
is as shown in Fig. 3.4. The FPGA board is connected to the PC via USB UART (universal
asynchronous receiver-transmitter) cable and utilises serial communication protocol to com-
municate with the FPGA board. The command to the FPGA board is packaged into a vector
of 1 by 66. The first and the last slots of the command vector are reserved for number 255
and 254, which signifies the beginning and the end of the serial communication for FPGA
board. The transducer is ordered to turn off when the value of 128 is received. Sφ ,n is an
integer in the range of 0 to 127 and are used to specify the phase of the levitator (from 0 to
2π) with phase resolution of π64 . The input phase specification, Sφ ,n is then slotted into the

















FIG. 3.4. Acoustic levitator controller. The FPGA board is connected to the PC via Serial
COM, and commands are packed into a vector of 1 by 66. It starts with 255 and ends with
254, and value between 0 to 127 is used to select the phase value for each transducers. Value
128 is reserved for turning off the transducer.
MBaud and can update the FPGA board at 1200 Hz. The generated signal is then amplified
by a set of MOSFET driver arrays (TC4427a) which using the external DC power supply (RS
Pro IPS 303DD) amplifies the signal up to 18 V.
3.2.2 Particle
The particles used in the levitation experiments in the single-axis acoustic levitator are Ex-
panded Polystyrene (EPS). The EPS particles were purchased in bulk, and each particle has
a different radius and mass. Therefore, the particles used in the experiments were sampled,
isolated, and labeled clearly to improve the accuracy of the physical model in numerical sim-
ulation. The mass of the particle (m) was measured using a microbalance (Sartorius MC5)
with a resolution of 0.001mg. The radius of the particle was digitally measured by taking
a picture of the particle and comparing it to a datum radius from CMM-stylus (Renishaw
A-5000-7806). In general, the radius of the particle was in the range of 0.5 ≤ r ≤ 0.8mm,








and had density in the range of 30≤ ρp ≤ 50kgm−3. The detailed information of the particle
that was used in the experiment will be made available where appropriate in the correspond-
ing section. An example list of the particle properties is as shown in TABLE 3.1. EPS
particles were assumed to be spherical, and the particle was checked for signs of indentation
or damage before the experiment. Any particle that has been mixed up, damaged, or indi-
cate unusual behaviour (such as spinning) was disqualified from the experiment. Moreover,
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residual EPS particles without labels were removed from the room before the experiment.
Performing this step eased the identification of the particle after the sudden ejection of the
particle from the levitator and reduced the required number of particle samples.
Particle
Number
Mass (±0.001) mg Radius (±0.000003) m Density
(kgm−3)
AB01 0.063 0.000711 41.7
AB02 0.065 0.000750 36.6
AB03 0.037 0.000585 44.2
AB04 0.050 0.000657 42.1
AB05 0.052 0.000693 37.3
AB06 0.050 0.000660 41.4
AB07 0.043 0.000630 41.1
AB08 0.059 0.000726 37.0
AB09 0.068 0.000807 31.0
AB10 0.059 0.000705 40.2
TABLE 3.1: Measured particle properties. Each particle was given an unique identification
number, and each particle was stored in an individual glass container to prevent deformation,
and mix up.
Acoustic Levitation of Particle
The levitation of the EPS particle in the single-axis acoustic levitator is as demonstrated in
Fig. 3.5 (a), and Fig. 3.5 (b) shows the close-up on the levitated particle. The particle is
released on a patch of cloth as shown in Fig. 3.6 and placed into the pressure trap generated
by the acoustic levitator. As there exist multiple nodes where particles can levitate itself
stably inside the single-axis PAL; a visual inspection with a ruler was performed prior to any
experiment to ensure the particle was entrapped in the appropriate node.
FIG. 3.5. Overview of acoustically levitated EPS particle. (a) shows the particle position
relative to the acoustic levitator, and (b) is a close up of the levitated particle.
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FIG. 3.6. A patch of cloth was utilised to insert particles into the node of the standing
wave. After the insertion of particle, the particle position was checked visually using a ruler
to confirm that the particle was in the correct node.
3.2.3 Air Property Measurement
At the beginning of the experiment, the air temperature (Tc) in Celsius, humidity (h) in frac-
tion and atmospheric pressure (pa) in Pa were recorded using an environmental monitor,
“BlueMaestro Pebble” (BlueMaestro (UK), PEB001WHITE) that can record temperature,
humidity, dew point and atmospheric pressure. The recorded measurement was used to de-
termine the speed of sound (c0), density (ρ0) and viscosity (ν0) of the air. These parameters
were used for the phase calculations during the experiments, and in numerical simulations.
Speed of Sound in Air
The speed of sound in air was determined using the formulation by Cramer [143]:
c0 = a0 +a1Tc +a2T 2c +(a3 +a4Tc +a5T
2
c )Xw +(a6 +a7Tc +a8T
2
c )pa






c +a15Xw paXc (3.3)
where Tc, Xw, and Xc = 0.0004 are temperature in Celsius, water vapour mole fraction, and
carbon dioxide mole fraction. The values for constants a0 to a15 are as listed in TABLE 3.2.





where Eh = 1.0062+3.15×10−8 pa +5.6×10−7T 2c is an enhancement factor and psv is the
saturation vapour pressure of water in air [143]:
psv = e1.2811805×10
−5T 2−1.9509874×10−2T+34.04926034− 6.3536311×103T (3.5)
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TABLE 3.2: Tables of constants for speed of sound calculation as listed on Cramer.
Reprinted with permission from [143]. Copyright 1993, Acoustic Society of America.
where T is the temperature Tc in Kelvin.
Density of Air
The density of air was determined by evaluating the humidity of the air recorded. Firstly,
the saturation pressure of water (pw,s) was spline interpolated using the ‘saturated water and
steam’ table in Rogers & Mayhew [144]. The partial pressure of water vapour in moist air
is [145]:
pw = pw,sh (3.6)












where Ra = 286.9 and Rw = 461.5 are individual gas constant in air and water vapour, re-
spectively.
Viscosity of Air
The viscosity of air in comparison to the temperature [144] is as shown in TABLE 3.3, and
values were spline interpolated from these values.
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TABLE 3.3: Table of air viscosity with varying temperature. Reproduced from [144].
3.3 Particle Position Tracker
3.3.1 Camera Setup
The position of the particle was determined using either the commercial high-speed camera
(Photron FASTCAM SA-Z Type 2100K-M-32GB with Tokina AT-X Pro macro 100 F2.8
D lens) or a USB camera (FLIR PointGrey Chameleon 3, with an SV-5014H lens). The
PointGrey camera has the advantage of being able to control the system via MATLAB Image
Acquisition Toolbox and enables the automation of the experiment along with the acoustic
levitator controller. It can record up to 500 FPS but with limited region of interest (ROI), and
MATLAB implementation of PointGrey camera is limited to 150 FPS regardless of the image
resolution. On the other hand, the Photron camera can record up to 21,000 FPS and offers
better high-speed imaging capability than PointGrey camera. The manufacturer’s proprietary
software was utilised for the control of the camera, and manual operation and export of
images were required.
In each instance, the camera is set up in parallel to the y-z plane of single-axis acoustic levita-
tor, as shown in Fig. 3.7 with an LED light source (10.5 Watts, width = 170 mm, height = 120
mm) placed at the back of the single-axis acoustic levitator with a diffuser. The diffused light
source generates a silhouette on the side of the camera when a particle is levitated as shown
in Fig. 3.8 and eases the identification of particle in images. The y-z plane of the acoustic
levitator was chosen as the obstruction of the view was minimal. Alternative methods such
as the usage of Laser Doppler Vibrometer (LDV) are possible. However, the optical method
of obtaining the particle position/response is a non-invasive method of observing levitated
objects in acoustic levitator and are accepted methods by various authors [42, 48, 85].
The Photron SA-Z camera was placed on a tripod for stability, and a customised camera
holder was designed for PointGrey camera as shown in Appendix A. The assembly of the
camera holder is as shown in Fig. 3.9 (a), the height of the camera is adjustable such that
it is suitable for a different variation of acoustic levitator. Fig. 3.9 (b) is the experimental
implementation of the apparatus setup as shown in Fig. 3.7.
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FIG. 3.7. Camera setup with a single-axis acoustic levitator and LED light with diffuser.
The camera observes the particle movement in the y-z plane.
FIG. 3.8. An example of a particle shillouette created by the diffused light source at the
back of levitator. This method of identifying the particle is robust to changes in light set-
tings, in comparison to setting up the LED light in the same side as the camera.
Data Capture
The Photron SA-Z camera was connected to a PC via Ethernet cable, and camera settings,
and the data capture was commanded via a proprietary software (Photron FASTCAM Viewer
3). The camera was set up to record at 1000 frames per second, and the footage of the
experiment was downloaded from the camera and saved on local hard-disk as static images
with meta-data.
MATLAB Image acquisition toolbox and proprietary software (PointGrey FlyCapture 2)
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FIG. 3.9. Experimental setup overview. (a) show the assembly of PointGrey camera and
camera holder (b) The relative positioning of the camera, levitator, and LED light source.
were used in conjunction to control and capture images from PointGrey camera, and the
connection with PC was established via USB 3.0. For individual pictures, ‘getsnapshot’
function of MATLAB Image Data Acquisition Toolbox was utilised. The recorded footage
of the experiment may be stored as static images for post-processing.
For a high-speed recording, a manual trigger was set for the PointGrey camera, and the
desired FPS was set using manual frame rate mode. The software trigger was fired to start
the recording of the footage, and when the recording was finished, the images were extracted
using the ‘getdata’ function. The data size of the loaded images is approximately 500 MB
when recorded at 150 FPS for 10 seconds. In some experiments, storing all the footage
from the camera was difficult due to the volume of data. In such instances, the data was
processed on-site, and raw-data was disposed. Both PointGrey and Photron SA-Z camera are
monochromatic, and the resolution of the image were 1280 by 1024 pixels and 896 by 896
pixels for PointGrey and Photron camera, respectively.
Calibration of Camera
The cameras used in the experiment were checked for radial distortion using a MATLAB
camera calibration toolbox and checkboard pattern. Approximately 20 images were captured
using the camera with randomly oriented patterns, and it was identified that for both cameras,
the radial distortion was minimal (0.1 to 0.2 pixel, in the range of 0.3 to 0.6×10−5 m). The
datum point and the pixel to metre conversion rate were determined using a CMM-stylus
(Renishaw A-5000-7806), that was attached to a custom made CMM-stylus holder as shown
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FIG. 3.10. The identification of the calibrator centre by the image recogni-
tion algorithm. (a) The diffused light from the LED source creates shillouette
of the calibrator (b) Zoomed in view to the tip of the CMM-styli. The pixel
to metre conversion rate is determined from here.
in Appendix B. The holder was manually placed at the centre of the acoustic levitator. Using
the Circle Hough transform in the MATLAB Image Processing Toolbox, the radius of the
ruby ball (Rpix) at the tip of the CMM-stylus in the image was determined, as shown in
Fig. 3.10 (a), and (b). As the radius of the ruby ball (Rruby = 0.5mm) is known, the pixel to





The centre of the ruby ball is used as the datum point (xd) in the image, and if the custom-
made holder was used: the centre of the calibrator will be at xd,offset = (0,0.040)m. The
calibration was performed regularly, and the datum point is subject to the ability of the user to
be able to place at the correct position. However, the CMM-stylus holder was designed with
notches to ease the alignment along with the transducer phased array and reduce variability
in the position of a datum point, as shown in Fig. 3.11.
Identification of Particle Position
The particle position was determined by using MATLAB Image Processing Toolbox. The
captured images were loaded sequentially to MATLAB using ‘imread’ function to the MAT-
LAB workspace memory, and an example of such images is as shown in Fig. 3.12 (a). The
loaded image is then binarised using ‘imbinarize’ (Otsu’s method [148]) with threshold of
0.2 to 0.3, as shown in Fig. 3.12 (b). This process of binarisation is necessary for utilising
the Circle Hough Transform and converts the light intensity level encoded in 8-bit signal to
0 and 1. As this process introduces noise from the background as shown in Fig. 3.12 (b),
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FIG. 3.11. Assembly of CMM-stylus and its custom made holder. The CMM-Stylus has
a ruby ball at the tip, and is used for the calibration procedure. Together with the custom
made holder, the centre of the ruby ball is 40 mm away from the bottom of the holder. The
notches on the holder are used to align the calibrator with the transducer array.
appropriate maskings were applied by converting the regions to zeros, as shown in Fig. 3.12
(c) to reduce misdetection of particle. Lastly, the Circle Hough Transform was applied via
the MATLAB Image Processing Toolbox function, ‘imfindcircles’, as shown in Fig. 3.13 (a).
Fig. 3.13 (b) shows the close-up of the identified particle, and demonstrates that the image
processing software can correctly identify the position of the particle. The function outputs
the central position of the particle (xpix) and by using the previously determined datum point
(xd); the particle position in Cartesian coordinate (xpos) is determined:
xpos = xd,offset+ Ipix2m(xd−xpix) (3.10)
3.3.2 Location of Experiment
All experiment was conducted in a closed-chamber (width = 4.3 m, height = 2.4 m, length
= 2.4 m), and the acoustic levitator was placed on top of a passive vibration isolation table
(Thorlabs PFH90150-8). The chamber is a Faraday cage (Type S501) manufactured by ETS-
Lindgren Oy, and the physical isolation minimised the random displacement of the particle
via external disturbances such as physical vibrations, air current, and thermal fluctuations.
The vibration level on the passive vibration table was measured using the accelerometer on
iPhone 7 MN8Y2B/A with “MATLAB Mobile” and recorded for 10 minutes with a sampling
frequency of 100 Hz. The vibration level from the measurement is as shown in Fig. 3.14 and
demonstrates that the physical vibration noise from the surrounding environment is minimal
(the sensor bias causes the peak at < 0.5 Hz in Fig. 3.14). Moreover, the air current inside
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FIG. 3.12. The sequence of particle identification algorithm. (a) The recorded image is
loaded on to the MATLAB workspace memory. (b) The image is binarized with a threshold
value. (c) Masking is applied to hide the boundaries of LED light, and therefore reduce the
misdetection of particles.
FIG. 3.13. Circle Hough Transform identifies the central position of the particle. (a) shows
the relative position of the particle in the image and (b) is the close up version of the iden-
tified particle in (a).
the chamber and outside the chamber in general laboratory area was measured using Wind-
Sonic Ultrasonic Wind Sensor (Gill Instruments Limited, Option 1) over 45 min period. The
standard deviation in wind velocity were 0.004 and 0.0219 ms−1 for inside and outside the
chamber, respectively and confirms that the air currents are minimal inside the experiment
chamber.
3.4 Formulation of Numerical Simulation
3.4.1 Huygens’ Model
The numerical model of the single-axis PAL was developed in MATLAB. The linear su-
perposition property of the pressure field was utilised, and the pressure field in the acoustic
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Vibration Level on Top of the Vibration Table (Recorded for 10 min)
FIG. 3.14. Vibration level measurement on the passive vibration isolation table. The
recording time was 10 minutes, and DFT was taken over the measured time domain ac-
celeration signal.
levitator is determined by the summation of the pressure contribution from each transducers






where n is the number of the transducer element and N is the total number of transducers
in the acoustic levitator. The linear superposition property will be referred to as Huygens’
principle in this thesis from here on.
Transducer Model
Transducers in the single-axis PAL were assumed to emit a spherical wave [22, 75, 79] and all
of the transducers were Murata MA40S4S. The transducers were approximated as a ‘circular
piston source’ in the far-field, as shown in Fig. 3.15. The spherical wave emitted from the




D f (θn)e j(−krt,n+φ f ocal,n) (3.12)
where P0 is the transducer power, D f (θn) is a directivity function and k= ωc0 is a wave number.




(x− xt,n)2 +(y− yt,n)2 +(z− zt,n)2 (3.13)
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FIG. 3.15. Coordinate system of the numerical simulation. The global Cartesian coordinate
(x,y,z) has datum point at the centre of the acoustic levitator, and pressure contribution
from each transducer is summed together to identify the total acoustic pressure field. The
transducer position is offset from the global coordinate by (xt,n,yt,n,zt,n)
.
The far-field directivity function for the piston source is [30]:




where J1 is the Bessel function of the first kind of order 1, χ = kasin(θn) where the trans-
ducer radius a = 0.0045 m. The comparison of the directivity function in the manufacturer’s
transducer specification sheet [149], and the piston source directivity function is as shown in
the Fig. 3.16.
Transducer Pressure Measurement
The transducer output pressure was measured experimentally by setting up a Murata trans-
ducer and a pressure microphone (B & K Type 4138-A-015) as shown in Fig. 3.17. The
transducer was driven by the FPGA board and the pressure microphone was placed along the
central axis of the transducer. Thus, the height from the surface of the transducer (H) is equal
to the radial distance (r) and it was varied in the range of 20 ≤ r ≤ 50 with an increment of
5mm. The acoustic pressure is measured at the tip of the microphone and the peak-to-peak
measurement (Vpk−pk) of the voltage output from the microphone was monitored via an os-
cilloscope. As the microphone is calibrated to have a linear relationship between the voltage
signal to pressure, the recorded peak-to-peak measurement was then converted to pressure
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Comparison of the Directivity Function
Spec Sheet
Piston Source
FIG. 3.16. Comparison of the directivity function provided by the manu-






FIG. 3.17. Experimental apparatus setup for the determination of the transducer power
using pressure microphone. The microphone was incrementally moved in z axis and the
acoustic pressure (Pa) at distance H was recorded.









+ b). For example
for a transducer in Fig. 3.18, the line of best fit was y = 3.1508x+ 16.79 with R2 = 0.989,
and the P0 for this particular instance was the gradient of this linear fit, 3.15Pam−1 at 17 V.
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Example of Transducer Pressure Response over 1/Distance
Experiment
Line of Best Fit
FIG. 3.18. Experimental plot of pressure amplitude of a single transducer as a function of
inversed distance (r−1)





















Change in Pressure Field as a Function of Voltage
FIG. 3.19. Experiment demonstrating the linear relationship between the
output pressure value and the voltage. The B&K microphone was fixed at
a distance (20 mm), and the pressure value was recorded as the excitation
voltage of the transducer was increased.
The transducer power coefficient per voltage (PV0 =
P0
V = 0.186Pam
−1 V−1) [150] was then
determined and the average value of PV0 was taken over 10 Murata transducers. The mean
PV0 was 0.181Pam
−1 V−1 with the standard deviation of 0.013. This measurement of PV0
matches with the previous independent measurement [150]. The transducer power coefficient
per voltage takes advantage of the fact that the Murata MA40S4S have a linear relationship
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between the voltage and output pressure level, and allows a good approximation of transducer
power from the operating voltage. Fig. 3.19 demonstrates such linear approximation of the
transducer within the operating regime; where pressure value is read at a constant distance
(20 mm) away from the transducer as the voltage was increased.
Implementation of Huygens’ Model in MATLAB
The numerical model was formulated in a Cartesian coordinate system (x,y,z) and used the
centre of the lower phased array of single-axis acoustic levitator as the datum point of the
coordinate system, similarly to the experimental setup. The field was discretized into a reg-
ular interval, with minimum of xstep = λ60 in each axis. The angle from the transducer to an







where qt,n a unit vector representing the direction for which the transducer is facing relative
to the datum point. For example, the transducers have qt,n = (0,0,1) and qt,n = (0,0,−1)
for lower and upper phased array, respectively. This is formulation is particularly useful
when the transducer is positioned on a circular curvature. In order to maximise the efficiency
of the numerical simulation where the focal point of the levitator is continuously changing,
equation 3.12 was split into two sections:
pt,n = p1,n×Φ f ocal,n (3.18)
where p1,n = P0rt,n D f (θn)e
(− jkrt,n) and Φ f ocal,n = e jφ f ocal,n . The raw pressure field (p1,n) was
pre-calculated and stored in memory, and when the focal point changes, the necessary phase
delay was imposed via Φ f ocal,n. The phase delay for the acoustic levitator when the focal
point is set to x f = (0,0,0.040)m is as shown in Fig. 3.20. The red isosurface in the Fig. 3.20
represents the isosurface of equal pressure. The qualitative agreement of the pressure field
calculated in Fig. 3.20 was obtained by exposing the acoustic pressure trap to a piece of dry
ice. The water vapour generated by the dry ice is briefly trapped inside the acoustic levitator
and visualises the acoustic traps inside the levitator. The results are as shown in Fig. 3.21 (a)
and (b), where (a) shows the acoustic pressure field as predicted by the numerical simulation
and (b) shows the pressure field as visualised by the dry ice. The comparison shows that
the position of the pressure nodes and anti-nodes as predicted by the numerical simulation
matches the experiment, and qualitatively confirms the validity of the numerical model.
More quantitative measurements can be made via the measurement using a pressure micro-
phone. The B&K microphone was utilised to scan the pressure field inside the acoustic
levitator. The maximum pressure value obtained in the field as the pressure microphone was
scanned ±1 cm with an increment of 2 mm from the focal point (0, 0, 0.04) m in z axis was
≈ 1700 Pa; approximately matching the results shown in Fig. 3.21. The mismatch in the
pressure amplitude is due to the scattering from the pressure microphone where the width
of the microphone (3.18 mm) is comparable to the wavelength of the field (8.6 mm) [79,
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FIG. 3.20. Phase assignments for the transducers in acoustic levitator and the red isosurface
in the centre represents the resultant pressure field (Isosurface at 1000 Pa).
FIG. 3.21. Qualitative assessment on the pressure field inside the acoustic levitation using
dry ice. (a) shows the numerically predicted acoustic pressure field, and (b) shows the
acoustic pressure field in the acoustic levitator visualised by the dry ice in the experimental
apparatus.
84]. However, the good qualitative agreement, along with reasonable quantitative agreement
suggests that the numerical simulation can predict the acoustic pressure field inside the lev-
itator. There exist alternative methods to measure acoustic pressure field inside the levitator
48
3.4. Formulation of Numerical Simulation
with minimal effects, such as Laser Doppler Vibrometer [151], or Schlieren Imaging [104]:
however, they require more advanced equipment, training, and calibrations.
Gor’kov Potential
Acoustic radiation force generated by the acoustic levitator was evaluated using the Gor’kov













where f1 = 1− κpκ0 , f2 =
2(ρ̃−1)
2ρ̃+1 , and ρ̃ =
ρp
ρ0
. ρ is density, κ = 1
ρc is compressibility with c
being the speed of sound, pin and vin are incident pressure and velocity fields, respectively.
Subscript 0 represents the properties of the fluid medium and p of the particle [32, 40]. The




The gradient of the field was evaluated using the native MATLAB function, ‘gradient’, how-
ever, MEX-function (‘DGradient’) developed by Jan Simon [152] was utilised in instances
where an increase in the processing capability was required [152]. The pressure field from
the Fig. 3.20 was used to evaluate an example of an Gor’kov potential in an acoustic levitator,
and the resultant Gor’kov potential is as shown in Fig. 3.22. The acoustic radiation force is
FIG. 3.22. The resultant Gor’kov potential (U) calculated from the acoustic pressure field.
As the original pressure field is a standing wave, the Gor’kov potential alternates between
positive and negative over the distance.
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-6 Acoustic Radiation Force in X (y = 0, z = 0.04)
FIG. 3.23. Acoustic radiation force in x axis, as calculated from the Gor’kov potential















-6 Acoustic Radiation Force in Y (x = 0, z = 0.04)
FIG. 3.24. Acoustic radiation force in y axis, as calculated from the Gor’kov potential

















-6 Acoustic Radiation Force in Z (x = 0, y = 0)
FIG. 3.25. Acoustic radiation force in z axis, as calculated from the Gor’kov potential
The resultant acoustic radiation force in x, y, and z axis are as shown in Fig. 3.23, 3.24, and
3.25, respectively. These figures confirm that the acoustic trap generated by the acoustic
levitator is a stable trap, as the forces in all directions are convergent. The validity of the
numerical model is confirmed via the dynamic response of the particles suspended in the




The single-axis PAL has been introduced from the transducer array arrangement to the levita-
tor controller. The stable levitation of EPS particle has been demonstrated with the described
system, and the method of obtaining empirical constants for particle and air property was
described. A tracking system for the acoustically levitated particle was described, and be-
spoke components were manufactured where necessary to facilitate calibration and robust
measurements.
Moreover, the method of numerically simulating the pressure field inside the acoustic levi-
tator was introduced with empirically obtained constants, and its validity was confirmed via
experiments. The pressure field was then used to determine the acoustic radiation force using
Gor’kov potential.
The work presented here will form the basis of the analysis on the dynamic response of the
acoustic levitator, and its effect on future applications of acoustic levitation.
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Chapter 4 Dynamics of Mid-Air
Single Axis PAL
In this chapter:
• A one-dimensional dynamics of levitated particle is introduced.
• Acoustic radiation force is approximated in a linear and nonlinear stiffness function.
• Numerical continuation toolbox, COCO is introduced.
• Numerical models were validated against the experimentally obtained results.
• Softening behaviour of the system is demonstrated.
• Occurrences of period-doubling bifurcation was numerically predicted, and was validated
experimentally.
4.1 Introduction
The common model of the statics and dynamics of the particles levitated in an acoustic levita-
tor has been linear mass-spring oscillators [12]. This model follows from the small displace-
ment assumption and the fact that the majority of the acoustic levitators have a sinusoidal
acoustic radiation force profile [9, 153] when acoustic fields are generated with a Langevin
horn transducer, and another opposed Langevin horn transducer or reflector as in Fig. 4.1. As
demonstrated in Fig. 3.23 to 3.25, the PAL used in this thesis can similarly create acoustic
radiation force with a near-sinusoidal force profile in the vicinity of the equilibrium points
(Fig. 4.1 (b)), with the added advantage of being able to adjust this force and hence move
the particle to arbitrary positions. Therefore, both Langevin horn based and phased array
based single-axis PAL have the same working principle of having a standing wave and hence
sinusoidal acoustic radiation force around the equilibrium (Fig. 4.1 (c)).
Acoustic levitators have a broad range of applications in non-contact transportation and as a
processing method for pharmaceutical, biological or chemical applications [15, 23, 97, 108,
117, 154]. The behaviour of the levitated objects has been of interest in all classes of acoustic
levitator [11, 88, 95]. The chaotic shape dynamics of bubbles and droplets inside acoustic lev-
itators are well documented [155, 156] and the translational oscillation of these deformable
samples has been studied in the past, often with damping forces neglected [9, 51, 157]. Pérez
et al. [96] devised an experimental approach to determine the dynamics of solid particles in
a single-axis classical acoustic levitator and demonstrated the fit of quadratic damping terms
in a dynamic model. Jia et al. analyzed the dynamic response of micro-particles in liquids
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FIG. 4.1. Two types of single-axis standing wave levitators. (a) A Langevin horn transducer
assembly with an opposed reflector, or a second transducer. (b) Two transducer arrays with
phased delays or geometry designed to focus the acoustic waves at the centre. (c) Resultant
central near-one-dimensional sinusoidal acoustic radiation force from both of the acoustic
levitators. Reproduced from [27], with the permission of AIP Publishing
to show the effects of acoustic streaming and hydrodynamic forces on particles [158] and
Andrade et al. [151] pointed out that the particle may exhibit nonlinear behaviours similar to
a Duffing oscillator (nonlinear oscillator with damping and nonlinear elasticity [135]). How-
ever, whilst the popular model of linear spring-mass-oscillator is applied frequently [45, 91,
96, 159, 160], its effect on the dynamics of solid particles suspended inside a standing wave
levitator in mid-air has not yet been fully explored. The linear spring models are applicable
only in the case that the movement of the suspended particle is small [12], and the boundary
at which small displacement assumption is no longer valid have not yet been determined:
the lack of understanding of the translational dynamics of the levitated samples hinders the
development of future applications.
In this chapter, a nonlinear dynamic model for the restoring forces inside a single-axis PAL
will be presented. This model accurately predicts various nonlinear dynamic phenomena
such as amplitude-dependence, multiple solutions, and period-doubling bifurcations. These
responses were observed experimentally and found to be in excellent agreement with the
model predictions, whereas previous linear spring models by definition, fail to predict these
phenomena.
4.2 Formulation of One-Dimensional Dynamic Model
The single-axis PAL utilised in the experiments described in this thesis is composed of 60
Murata transducer phased array system and is described in § 3.2.1. An assumption was made
that the acoustic transducers instantly emits the acoustic pressure wave with the requested
phased delays and associated dynamics on particle is slow in comparison to the emission of
the acoustic waves. Moreover, the system was assumed to be a single degree of freedom
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oscillator when oscillated in z-axis. The particle radius was r = 0.71mm, with density ρ0 =
34.0kgm−3. This particle is small in comparison to the wavelength (8.6 mm) of the acoustic
wave, and the Gor’kov potential is assumed to be applicable [32]. Moreover, as the particle
is levitated in mid-air; added mass effect or history forces in viscous media is assumed to be
negligible in this case and acoustic streaming was assumed to be zero.
Using the above assumptions, the force balance on the levitated particle in z-axis is then:
mz̈ = (Frad,z +Fgrav)+Fdrag (4.1)
where m = 43 πr
3ρp is the mass of the particle, and Frad,z is acoustic radiation force in z. The
difference in system responses between the linear and nonlinear stiffness will be determined
by changes in this term, and will be described in detail in § 4.2.1. Fgrav =−mg is gravitational








where ρ0 is the density of air. In a liquid based acoustic manipulation, the Reynolds number






where Re = 2r|ż|ρ0
µ
is the Reynolds number and µ signifies the viscosity of the medium.
However, Stoke’s law is only valid for Reynolds number less than 0.1 [162], and in the air-
based acoustic levitator the velocity of the particle is in the range of 10−1-10−2 ms−1 [72, 79,










This damping coefficient is applicable up to Re ≤ 100 [161]. The comparison of the linear
and nonlinear drag force is as shown in Fig. 4.2 and it is clear that beyond ±0.05ms−1,
the linear drag force is invalid as the expected velocity is at least a magnitude higher. As
the coefficient of drag in 4.4 contains inverse of velocity, which goes to infinity when the
velocity is zero, the drag force was set to zero when stationary.
4.2.1 Acoustic Radiation Force Profile
The acoustic radiation force in the single-axis acoustic levitator is evaluated using the MAT-
LAB numerical simulation as described in § 3.4. The transducer coefficient of P0 = 0.904Pa
was utilised as the levitator was driven at 5 V (see § 3.4.1) and±7mm of the field around the
focal point was evaluated with field discretization of λ90 , which makes a vector with length
of 147 in each dimension. The directivity function of the transducer was evaluated using a
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FIG. 4.2. The comparison of the linear (Stoke’s Law) and nonlinear drag force (Massey).
function:
D f (θn) = 1 for−0.175 < θn < 0.175 (4.5)
and
D f (θn) = 0.907sin(0.999θ +1.57)+0.0882sin(3.98θ +1.57)+
0.0474sin(12.2θ −1.57)+0.0575sin(8.22θ +1.57) (4.6)
otherwise. This formulation was obtained by fitting a curve to the values of directivity mea-
surements from the product specification of Murata MA40S4S [149], using MATLAB Curve
Fitting App. The customised directivity function had a profile as shown in Fig. 4.3.
The pressure field generated by the acoustic levitator is symmetrical around the z-axis, and





























FIG. 4.3. The comparison of the directivity function as defined by the manufacturer’s
specification sheet [135], piston-source approximation, and the custom-directivity function
fit generated by the MATLAB Curve Fitting App.
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its instantaneous pressure field distribution in XZ and YZ planes are as shown in Fig. 4.4 (a)
and (b), respectively. The resultant acoustic pressure field along the z axis when x = 0 and
y = 0 is as shown in Fig. 4.5 (a), and the resultant acoustic radiation force profile over the
distance is as shown in Fig. 4.5 (b).
Nonlinear Stiffness
In order to demonstrate the applicability of the analysis performed on the single-axis PAL to
the other single-axis acoustic levitators such as Langevin transducer based systems, a sinu-
soidal function was approximated in the vicinity of the equilibrium point. The ‘fit’ function
FIG. 4.4. Simulated instantaneous pressure field generated by the acoustic levitator in YZ
plane. Reproduced from [27], with the permission of AIP Publishing
FIG. 4.5. Simulated field generated by the acoustic levitator. (a) Pressure distribution across
the central axis and (b) acoustic radiation force. Reproduced from [27], with the permission
of AIP Publishing
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of MATLAB was applied to the acoustic radiation force profile with function in the form:
Frad = α sin(β (z− zp)) (4.7)
where zp is the input excitation via shift in the focal point and α and β were identified as
−3.06× 10−6 N and 1315m−1 respectively (by taking the average of the values over the
evaluated range of focal points). The change in zp will initiate change in the equilibrium
point of the field as shown in Fig. 4.6 and will result in applying force to the particle. The
minimum R2 value for 4.7 was 0.998 for the range of z− zp and demonstrates the validity of
the sinusoidal approximation on the acoustic radiation force profile. The approximation of
the acoustic radiation force as a sinusoidal force also allows a significant improvement in the
computational efficiency, in comparison to the direct calculation of acoustic radiation force
as shown in § 3.4.1 or interpolating the values from lookup tables.
Linear Stiffness
The linear stiffness model of the acoustic levitation system utilised the formulation given by
Hooke’s law and approximated the acoustic radiation force as a linear spring in the vicinity
of the equilibrium point:
Frad,L =−KL(z− zp) (4.8)







































FIG. 4.6. Force field shift by change in zp. It changes the position of the equilibrium point,
and therefore applies force to the particle
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where KL is the linear stiffness around the equilibrium point. The equilibrium point at the
focal point was identified by the force balance between the acoustic radiation force and the





= αβ cos(β (z− zp)) (4.9)
and was calculated from the sinusoidal approximation. As shown in the Fig. 4.7, the linear
spring stiffness is invariant across the field (maximum differences in this range was 0.08
%). Therefore the average value of the linear stiffness value KL was taken over the field
to determine the average of linear stiffness which was 0.003974Nm−1. This invariance in
stiffness may give illusion that the linear stiffness is applicable in the dynamic simulation.
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FIG. 4.7. The change in linear stiffness value through each focal points. The value was
normalised to the maximum value of the stiffness.
4.3 Experimental Validation of Numerical Simulation
The dynamics of the levitation system can be explored by approaches such as the random ex-
citation, sine-sweep, or a stepped sine-sweep [164], and the validity of the numerical model
can be confirmed by comparing the frequency response function of the experimental results
and numerical model. The determination of frequency response function usually involves the
measurement of the system response by the change in the excitation frequency, and responses
need to be identified for a wide range of frequency. Sine-sweeping is one of the frequently
employed techniques, both in the experiment and numerical simulation. The force balance
in the 4.1 is an ordinary differential equation (ODE), and the sine-sweeping can be imple-
mented numerically using ODE solvers by moving the focal point with a sinusoidal function
(zp = zo +Ain sin(2πΩt)) at a constant frequency (Ω), z-axis offset (z0) and amplitude (Ain).
Whilst a typical ODE solver can accurately determine the response of the system: the solver
cannot recognise the existence of bifurcation branches or follow the branch when it exists.
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This problem can be overcome by utilising a numerical continuation algorithm. Numerical
continuation is widely employed in the field of nonlinear dynamics [127], and it can be
used to compute periodic solutions, determine their stability, identify and follow bifurcations
in the given responses [165]. These solutions may be considered accurate to within the
tolerances of the numerical solver, and 4.1 was solved using numerical continuation software
“Continuation Core and Toolboxes” (COCO, version “coco_2016Feb10”) in MATLAB [130,
165]. COCO was selected as it is compatible with MATLAB, and it’s functionality has been
tested independently by multiple authors[166–170].
4.3.1 Setting up the Numerical Continuation Problem with COCO












where z1 = z and z2 = ż. A function handle which contains this 4.10 was coded in MATLAB.
4.10 is for a nonlinear stiffness model and for a linear stiffness model: the forces inside the
square brackets are replaced by 4.8.
There are three programs in COCO, and they are ‘Periodic Orbit’ (PO), ‘Equilibrium Point’
(EP), and ‘Trajectory Collocation’ (COLL) toolboxes. The system response was predicted
using the PO toolbox (which internally uses COLL toolbox), and specifically, ‘ode_isol2po’
function was utilised. ‘ode_isol2po’ starts the continuation of periodic orbits from initial
guesses, and takes initial guesses, tg and xg, continuation parameters, the initial value of
continuation parameters, and the evaluation range of the continuation parameters as the inputs
to the continuation toolbox. For the system , it is common to set one of the continuation
parameters as the input excitation frequency (Ω).
The initial guess of the periodic orbit can be obtained by utilising an ODE solver and solving
for the time domain, position, and velocity information over one period (T = 1
Ω
). Specifi-
cally, the ODE45 solver (based on an explicit Runge-Kutta (4,5) formula) in MATLAB was
selected [171] and the function handle of 4.10 and initial guess of position (initial focal point)
and velocity (initially stationary) were fed into the ODE solver. In order to avoid the tran-
sient effects, the initial 300 cycles of the ODE solver were ignored, and one cycle length of
time-domain signal and position/velocity signal was kept as the initial guess for the numeri-
cal continuation (note that ODE solver is only used for the initial guess, and does not need to
be employed again when the excitation frequency changes).
The function handles of 4.10 can be implemented in two different forms, autonomous and
non-autonomous function. The difference between the autonomous and non-autonomous
functions is the time dependence of the functions. Whilst both autonomous and non-
autonomous function will yield the same answer, the reduction of the number of variables
in the system function was desired. Therefore, the function handles of 4.10 was formu-
lated as a non-autonomous function. As COCO by default, “does not recognize that the
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orbit period must equal an integer multiple of” the frequency [172]: the glueing function
(‘coco_add_glue’) on COCO was utilised to force the interval length to equal the period
length of the excitation frequency, Ω.
The output solution of a system from COCO can be stable or unstable, and the difference
between stable and unstable response is identified via the Floquet multipliers of the periodic
orbit. Floquet multipliers are the eigenvalues of the linearized Poincaré map, and “the closed
loop is linearly stable if and only if
∣∣λ j∣∣ < 1” for all values of eigenvalues [135]. COCO
offers a function which outputs the Floquet multiplier of the solution, and the unstable orbits
were identified and marked accordingly. Moreover, the COCO function ‘ode_isol2po’ has
the ability to identify the location and the type of bifurcations. There are various types of
bifurcations, such as Hopf, Torus, Fold, and Period-Doubling (PD) bifurcations and detecting
the occurrence of these bifurcations allows further understanding of the system.
4.3.2 Experimental Setup
In order to conduct an experimental verification of the proposed dynamic model, the acoustic
levitator was set up as described in § 3.3. Unlike, the numerical model, it is experimentally
difficult to force a system to converge into a steady-state. Therefore, a stepped-sine approach
was utilised to identify the frequency response function of the system. The focal point was
moved sinusoidally at a fixed frequency for 40 cycles with a fixed input excitation amplitude
(Ain), and the excitation frequency was gradually increased or decreased until it reached the
target frequency. When the excitation frequency reached the target frequency, the particle
was allowed to settle into a steady state (i.e. for 10 seconds) and then the movement of the
particle was captured by a high-speed camera (Photoron FASTCAM SA-Z Type 2100K-M-
32GB) at 1001 Hz for ≈ 1 second. The vertical dynamic manipulation of the focal point was
transmitted from the computer to the acoustic levitator driver board at 700 Hz via a UART
serial communication line operating at 500 kbauds. The driver board was made of an FPGA
board (ALTERA CoreEp4CE6) which generates 60 independent square waves with a phase
resolution of φ = π64 , as described in § 3.2.
At the beginning of the experiment, the atmospheric properties were measured (using method
described in § 3.2.3) and at 21.3◦C: the values of air density (ρa), viscosity (µ) and speed of
sound (c0) were 1.19kgm−3, 1.82×10−5 kg(ms)−1, and 344ms−1, respectively. The camera
was calibrated accordingly using a CMM-stylus (Renishaw A-5000-7806) to find the pixel-
to-metre conversion (3.29×10−5 mpix−1). The pixel-to-metre conversion rate was then used
in a post-process stage where the high-speed camera data was processed by the MATLAB
image analysis package to determine the centre of the levitated particle. An example of
the image taken by the Photron camera, and the identification of the particle is as shown in
Fig. 4.8.
The particle position signal was then passed through a low-pass filter to remove noise from
the experiment. The low-pass filter was designed using MATLAB DSP System Toolbox. The
sampling frequency was set at 1001 Hz, with passband frequency and stopband frequency set
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FIG. 4.8. An example image, taken by the Photoron FASTCAM camera. The red circle
is the identified position of the particle, and the length scale is retrieved from the pixel-to-
metre conversion rate using CMM-stylus. Reproduced from [27], with the permission of
AIP Publishing.
at 100 and 150 Hz, respectively. The generated filter has a frequency response function, as
shown in Fig. 4.9. The response amplitude of oscillation of the particle was then determined
by taking the peak-to-peak difference of the filtered signal.























Max Frequency of Evaluation
FIG. 4.9. Low pass filter used to remove the noise in the experimental data. The passband
frequency was set at 100 Hz, and the stopband frequency was set at 150 Hz.
4.4 Results
Fig. 4.10 shows the comparison of both numerical models (linear and nonlinear stiffness) and
experimental results for excitation amplitude of Ain = 0.15mm. A peak response amplitude
of Aout = 2.58mm was predicted by the linear stiffness model with a symmetrical response
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around the resonance. There are significant differences between this linear model and the
experimental results even for a relatively small excitation amplitude of Ain = 0.15mm (or
1.74%λ ). This is also small in comparison to the width of the Gor’kov potential, which is
4.8mm (Ain = 0.15mm is 3.13% of the width of the local Gor’kov potential minima). If the
peak amplitude of the experiment and the linear stiffness model was compared at this point,
it might suggest that the drag force of the numerical model differ by a factor of ≈ 2.
However, by retaining the nonlinearity of the acoustic radiation force in the model: the non-
linear stiffness model correctly predicts the response of the system with a significantly greater
accuracy of R2 = 0.998 between model and experiment. Despite the small oscillation am-
plitude, the peak frequency predicted by the linear and nonlinear stiffness models differ by
≈ 18Hz, highlighting the difference between the two models.
In addition, the stepped-sine sweep was performed from low to high frequency (sweep up)
and high to low frequency (sweep down), as shown in Fig. 4.10. The differences between
the up and the down sweep demonstrate that multiple stable solutions exist for certain forc-
ing frequencies - a feature that is not seen in linear systems. Experimentally measuring the
complete stable portion of the branch on the downwards sweep (between 25 Hz and 34 Hz)
is challenging, as the basin of attraction of the stable response typically decreases as it ap-
proaches a fold bifurcation [173]. The red curve in Fig. 4.10 represents unstable solutions
where the aforementioned Floquet multiplier has a value greater than 1. The instability of
the solution does not signify that the solution does not exist; however, it is more difficult to
measure it experimentally, without employing a specific control strategy [174].
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FIG. 4.10. Comparison of the nonlinear stiffness model, experimental results and equiva-
lent linear stiffness model with Ain = 0.15mm. Reproduced from [27], with the permission
of AIP Publishing
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4.5 Discussion
With the accuracy of the numerical model is confirmed; the model is used to predict the
responses of the system as the amplitude of the excitation sweep increased. The responses
for different excitation amplitudes Ain = 0.10, 0.15, and 0.20 mm were solved and are shown
in Fig. 4.11.
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FIG. 4.11. Predicted response from the nonlinear model when excited at different ampli-
tudes. Reproduced from [27], with the permission of AIP Publishing
Whilst the change in the amplitude is small (0.05 mm) in comparison to the wavelength
(λ = 8.6 mm), the response of the system varies significantly. Since the resonance frequency
decreases with amplitude, the system is considered to be a ‘softening’ system [133]. The re-
sponse becomes more symmetrical and approaches the linear spring model as the excitation
amplitude decreases. This is caused by the reduction in the response amplitude of particle
oscillation, which begins to match the condition for a linear assumption. Whilst the oscil-
lation amplitude for the acoustic trap are in the range of 1.12 to 2.32 % of the wavelength,
the response is not symmetrical and for the linear assumption to hold true; it needs to have
significantly smaller perturbation than those evaluated here.
The linear stiffness model contains nonlinear damping terms, due to the drag forces, and
therefore also exhibits amplitude dependence, as shown in Fig. 4.12. However, the resonant
frequency is independent of the excitation amplitude and hence still exhibits a characteristic
symmetrical frequency response.
For large excitation amplitudes (i.e. Ain >= 0.2mm), a period-doubling (PD) bifurcation
occurs near an excitation frequency of 80Hz. For example, when the excitation amplitude is
increased to Ain = 0.35mm, an unstable region emerges between 82 and 86Hz as shown in
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Amplitude Dependence of Linear Stiffness
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FIG. 4.12. Predicted response from the linear stiffness model with the change in the exci-
tation amplitude. The system shows amplitude dependence as the drag term is nonlinear.



































A (Excitation frequency = 75 Hz)
B (Excitation frequency = 77 Hz)
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FIG. 4.13. The comparison of numerical and experimentally obtained results for period-
doubling birurcations. (a) The numerical model predicts an unstable response from 82 to 86
Hz, the experimental results confirm the existence of this period-doubling (PD) bifurcation.
The PD branch is part of a stable region, and the dotted part continues to an unstable PD
branch. (b) Frequency spectrum of the signal denoted A and B in (a) from ‘Exp (Sweep
Down)’. The dominant frequency at point B, where the period-doubling is occurring, is
half that of the excitation frequency, whereas point A oscillates at the excitation frequency.
Reproduced from [27], with the permission of AIP Publishing
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Fig. 4.13 (a). A period-doubling bifurcation marks the point at which the response of the sys-
tem switches to a new behaviour with a period that is twice that of the original response [135].
This leads to a loss of stability of the single-period solutions (represented by the red line), and
an emergence of a new set of double-period solutions (purple line) for the response, shown in
Fig. 4.13 (a). The existence of this period-doubling bifurcation was confirmed by repeating
the same experimental procedure with an excitation amplitude of Ain = 0.35mm.
The experimental results are as shown in orange and blue dots in Fig. 4.13 (a) and the re-
sponse amplitude increases up to Aout = 1.49mm in the frequency range between 90Hz and
77Hz. The experimentally obtained results are offset from the predicted period-doubling
branch by ≈ 4Hz. However, the results show the same qualitative behaviour, verifying the
existence of the PD bifurcation and resulting behaviour. The frequency domain response of
the signal for the points denoted A and B from ‘Exp (Sweep Down)’ on Fig. 4.13 (a) were
measured and are shown in Fig. 4.13 (b). As the result of the period-doubling behaviour, the
dominant response frequency is at half of the excitation frequency, confirming the occurrence
of a period-doubling bifurcation, as demonstrated in Fig. 4.14.
Furthermore, period-doubling bifurcations may also occur at lower excitation frequencies.
For example, period-doubling bifurcations are predicted to occur at 37Hz in Fig. 4.13 (a)
and around 31Hz for Ain = 0.20mm in Fig. 4.11. The experimental confirmation of the low
frequency period-doubling bifurcation has not yet been achieved, due to the high amplitude
of the response. However, this indicates that more complex dynamics are possible and further
investigation of the nonlinear dynamics of acoustic levitators is needed.
















A (Excitation frequency = 75 Hz)
B (Excitation frequency = 77 Hz)
FIG. 4.14. Time domain signal of point A and B. Whilst the focal point is moved at a
similar frequency, point A oscillates at 1:1 to the excitation frequency and point B oscillates




In conclusion, the single degree-of-freedom nonlinear model of a solid particle trapped inside
a mid-air single-axis PAL was developed and validated experimentally. The model assumed
that the dynamics of the transducer (the change in phase) is faster than the dynamics of the
levitated particle, and was assumed to be a single-degree of freedom system. The occurrence
of nonlinear softening behaviour, as well as period-doubling bifurcations were predicted and
verified. These behaviours were only predicted by the nonlinear stiffness model, highlighting
the importance of the nonlinear model. The period doubling bifurcation is often the begin-
ning of chaotic behaviour in many dynamic systems, and further studies may reveal this
dynamic complexity in single-axis levitators. The characteristic sinusoidal restoring force
of the acoustic levitator was found to cause these nonlinear responses. and this new model
enables the dynamic instabilities of trapped particles to be accurately predicted, thereby bene-
fiting contactless transportation and manipulation applications. The publication of this results
has increased the awareness on the importance of considering the nonlinear stiffness, and is
beginning to be considered in recent publications [75, 94, 175].
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Chapter 5 Static Trajectory
Calibration of Levitated Particles
In this chapter:
• The shift of equilibrium points was experimentally observed.
• The source of the equilibrium points shift were hypothesised, and one of the hypothesis
was selected for further study.
• A numerical model which demonstrate the hypothesis was developed, and qualitatively
validated.
• The 2D particle tracking system was expanded to enable 3D particle tracking.
• Calibration method for improving the particle trajectory was developed in 2D and 3D, and
its effectiveness was demonstrated quantitatively and qualitatively.
5.1 Introduction
This chapter introduces the method of improving the accuracy by which a particle is moved
inside an acoustic levitator. The positioning accuracy by which the acoustic levitation system
can place the object at specified points plays a fundamental role in the future applications of
the acoustic levitators. As mentioned in the literature review, “The Boeing Company” filed
a patent to fabricate objects whilst being levitated in air [24]. It is easy to imagine that the
accuracy with which the part is being levitated would have a significant effect on the quality
of the fabricated components.
Moreover, an emerging application of mid-air acoustic levitation is the creation of visual
displays in which the particles represent information [72] such as 3D trajectories [176]. In
‘JOLED’, a screen made of acoustically levitated dielectric particles can be flipped individu-
ally between binary colours using an electric field [120]. More recently, Uno et al. proposed
‘Luciola’, a semi-spherical particle embedded with an LED and a coil that was acoustically
levitated and lit up via wireless powering [121]. In these displays, the particle is held in
mid-air and moved to the target position by refocusing a standing wave with a phased array,
and the particle serves as a voxel (i. e. a 3D equivalent to a pixel in a 2D display).
In § 4, the nonlinear behaviour of a particle in an acoustic levitator was explored by analysing
its frequency response function when subject to rapid movement of the trapping point. Whilst
an excellent match between the numerical and experimental simulation was observed; the
particle was only manipulated over the sub-millimetre scale. For the applications mentioned
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above, objects need to move at a significantly longer distance (e.g. centimetre scale). How-
ever, even for a relatively simple case with levitation of one spherical particle, it was found
to be non-trivial to follow desired paths on this larger scale. For example, if a particle is
set to follow a trajectory as shown in Fig. 5.1 (a) in the centimetre range using the single-
axis acoustic levitator described in § 3 and 4; the resultant path of the particle is clearly not
identical to the target, as shown in Fig. 5.1 (b).
FIG. 5.1. A demonstration of the deviation of the particle trajectory deviating from the
target trajectory. (a) shows the target trajectory that is in the shape of a hand-drawn letter,
‘S’. (b) shows the resultant trajectory taken by the particle in the experiment. Location
deviation is particularly visible around the curves of the letter. Reproduced from [28], with
the permission of IEEE.
One potential solution to improve positioning accuracy is to utilise a control system. The
implementation of an appropriate control system for the PAL could be expected to reduce the
error between the target and actual particle position. However, it is technically challenging
to track a milimetric sized particle in mid-air at the required frame rate. Thus, this thesis
explores calibration of the trajectory as a solution, using experimental observations to correct
for deviations in particle trajectory. The calibrated trajectory that follows from this process
is expected to be valid for when the particle is moving at a low velocity.
5.2 Static Equilibrium Points in an Acoustic Levitators: Numer-
ical Approach
The static equilibrium point is the position at which a particle in an acoustic levitator rests
after steady state. The method of determining the numerical equilibrium points was briefly
discussed in § 4.2.1, and involves the force balance between the acoustic radiation force and
the gravitational force. For the method described in § 4.2.1, the acoustic radiation force
was approximated as a sinusoidal force profile and hence identifying the point at which the
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acoustic radiation force balances with gravitational force was relatively simple. However,
obtaining a function that fits the acoustic radiation force field become more challenging with
the increase in number of dimensions. Therefore, the equilibrium points were identified by
implementing optimisation algorithms, and for the identification of the equilibrium points in




Frad,x(x,y,z, fy, fz)2 +Frad,y(x,y,z, fy, fz)2 +(Frad,z(x,y,z, fy, fz)+Fgrav)2
(5.1)
where Frad is acoustic radiation force in x, y, and z, ( fy, fz) are focal points of the trap.
Firstly, 2-D manipulation was considered and so the focal point was only changed in y and
z axis with fx = 0. In order to confirm that the movement in x cam be approximated to
be negligible, the numerical simulation was formulated in 3-D. For the single-axis PAL, the
acoustic radiation force can be identified via the numerical simulation method as described in
§ 3. In the numerical simulation, the analytical formulation of the piston-source was utilised
for the directivity function, the ‘standing wave lens’ was utilised for the transducer phase
calculation (i.e. φt = 0 for the lower phased array and φt = π for the upper phased array)
and the transducer ouptut (P0) was 3.38Pam−1 for the driven voltage of 18 V. The region of
simulation was set to ±1cm from the centre of the levitator, (0,0,0.04)m and the field was
discretised with λ40 . The optimisation scheme for 5.1 was formulated using the constrained
nonlinear multi-variable optimiser, ‘fmincon’ on MATLAB. The initial guess was set as:
xguess = [x f ,y f ,z f ] (5.2)
and the search region was constrained to the region of simulation which were −0.01 ≤ x ≤
0.01, −0.01≤ y≤ 0.01, and 0.03≤ z≤ 0.05m. Fig. 5.2 shows an example of the simulated
acoustic radiation force when the focal point was set to xf = (0,0,0.040)m and the iden-
tified equilibrium point of the particle (r = 0.78mm, m = 0.079mg) in the field using the
optimisation algorithm. This equilibrium point identification process was repeated in a grid
pattern within the working volume of the acoustic levitator (i.e. ±1cm from the centre of the
acoustic levitator in the y-z plane). Fig. 5.3 shows a quiver plot of the relative position of the
equilibrium points from the specified focal point. In all cases, the position of the equilibrium
point is close to the focal point, and the field is ordered with an RMS value of 0.11mm and
0.013mm between the focal point and equilibrium point in y and z, respectively. As the focal
point reaches the sides of acoustic levitator, the equilibrium points shift towards the centre of
the levitator. This shift is thought to be caused by the directivity of the transducers, as their
ability to focus decreases towards the edge of the transducer array. Whilst the optimisation
scheme was performed with the x axis forces considered; the particle movement in the x axis
was negligible (mean x axis equilibrium point = 1.62× 10−5 m with standard deviation of
3.72×10−6 m) in numerical simulation, as hypothesized early in this section.
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FIG. 5.2. Acoustic radiation force profile when driven at 18 V. (a) shows the z axis force,
and (b) shows the y axis force. Reproduced from [28], with the permission of IEEE.














FIG. 5.3. Quiver plot showing the relative position of the equilibrium point from the cor-
responding focal point in numerical simulation. As the particle reaches the either side of
the acoustic levitator, the equilibrium point shifts inwards but the position of the focal point
approximates the position of the particle in numerical simulation. Scale of quiver plot is
1:1 with the x-axis and y-axis of the graph. Reproduced from [28], with the permission of
IEEE.
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5.2.1 Experimental Observation of Equilibrium Points
The experimental equilibrium points were determined using the particle tracking system as
described in § 3.3. Specifically, a PointGrey camera (PointGrey Chameleon 3, with an SV-
5014H lens) was used, and the experimentally obtained results of equilibrium point shifts are
as shown in Fig. 5.4. The surveyed area is ± 1 cm from the centre of the acoustic levitator,
i.e. (0, 0.04) m with an increment of 0.5 mm both in y and z axis (total of 1681 survey
points). The experiment was repeated three times to obtain the average value. The duration
of the experiment is approximately 2 hours, and the equilibrium point field obtained from the
experiment is considered to be valid as long as the configuration of the experiment has not
been changed.”. The deviation of the equilibrium points is more significant than predicted














FIG. 5.4. Quiver plot showing the relative position of the equilibrium point from the corre-
sponding focal point in experiment. Scale of quiver plot is 1:1 with the x-axis and y-axis of
the graph. Reproduced from [28], with the permission of IEEE.
by the numerical simulation and the RMS value between the focal points, and equilibrium
points is 0.57mm and 0.83mm in y and z, respectively. It can be seen that both the direction
and magnitude of the experimentally measured deviation varies spatially. This equilibrium
point shift is a repeatable phenomenon; not caused by random vibration or air current, and
the global standard deviation in the raw equilibrium point is 0.17 and 0.02 mm in y and z
axis, respectively. Given that the minimum RMS error is 0.57 mm; the grid increment of 0.5
mm may be considered as the coarsest grid increments possible, however, further testing is
required to test how coarse the grid increments can be. On the other hand, it is possible to
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only take one measurement of the field (and not take average) to reduce the survey time and
achieve reasonable measurement of the equilibrium point field.
5.3 Exploring Causes of Static Deviation in Experimental System
The deviation of equilibrium point from the focal point is not unique to this particular setup of
acoustic levitator, and multiple authors have reported the occurrences of the static deviation
in their acoustic levitators. One of the earliest records of the inaccuracy of the positioning of
a levitated particle was reported by Seah et al. [177] who identified that when a particle was
moved around in a circular orbit, it settles to repeatable but offset position (average positional
error of ±0.43mm). More recently, Prisbrey & Raeymaekers reported similar particle posi-
tion inaccuracies when a particle is manipulated by a single-axis PAL (the maximum pattern
error was 31.3% of the wavelength (approx. 2.71mm, given λ = 8.65mm)) [22]. Moreover,
Inoue et al. reported the inaccuracy of the particle positioning in single-axis PAL with sphere
larger than wavelength [38].
Whilst, the existence of the equilibrium point shifts were known in the field, the significance
of the static deviation of equilibrium points throughout the working volume has not been
demonstrated. The exact cause of these deviations has not yet been identified and remains as
an open problem. Previous studies suggest scattering from the transducers surface, temper-
ature variations, nonlinear acoustics effects, inaccuracies in the positions of the transducers’
as well as manufacturing variations between the transducer as potential contributing factors.
The scattering from the transducer surfaces was considered to be the most prominent cause of
the deviation of the equilibrium points. This is due to the fact that the transducer surfaces are
facing each other and reflected wave could re-vibrate inside the acoustic levitator. In order to
test this hypothesis, the implementation of the reflections from the transducer surfaces will
be attempted to identify whether the cause of the static equilibrium point can be attributed to
the reflections from the nearby surfaces.
5.3.1 Scattering from Transducer Surfaces
In order to determine the effects of the scattering from the transducer surfaces, a numerical
simulation was developed, based on model as described in § 3.4.1. Modelling the surface
of the Murata transducer, as shown in Fig. 5.5 is a challenging task. There is a spider-web
shaped mesh with thickness of approximately 1 mm on the surface of the transducer, and
there is a hollow space between the mesh and the piezoelectric material. Acoustic waves can
scatter from any part of the transducer, and waves could be expected to exist and interact
with the levitation. Modelling such scatter in finite element analysis simulation is difficult
and time-consuming; thus, the transducer surface was assumed to be a simple flat surface.
This was achieved by modelling the acoustic field as shown in the schematic in FIG 5.6 (a).
As an example of the process, the scattered pressure field from the lower phased array will
be considered. The lower phased array will emit acoustic pressure waves from the bottom
of the region marked by ‘Acoustic Levitator’ towards to top side of the levitator. It is then
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FIG. 5.5. The surface of Murata transducer. The surface has a spider-web shaped mesh,









FIG. 5.6. Schematic showing the principle behind simulation of scattering effect from the
transducer surfaces. (a) Numerical simulation is formulated such that for the lower phased
array the regions marked by ‘Acoustic Levitator’ and ‘Excess Field 1’ was calculated, and
for lower phased array the regions marked by ‘Acoustic Levitator’ and ‘Excess Field 2’
was calculated. (b) It is memory intensive to evaluate all of the regions at the same time,
therefore, region of interest was applied to reduce the load on memory.
assumed that for the acoustic pressure wave will surpass the upper phased array, and continue
travelling in the region marked by ‘Excess Field 1’. This ‘Excess Field 1’ is then flipped
and summed with the ’Acoustic Levitator’ region and emulates the effect of the perfectly
reflected wave under the assumption of Huygens’ Principle. This process was repeated for
the all transducers in the phased array. Whilst it is possible to implement Fig. 5.6 (a) in the
numerical simulation, it uses an extensive amount of memory in the computer. Therefore, the
region of interest (±3mm from the focal point in x, y and z) was applied as shown in Fig. 5.6
(b).
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B&K Microphone
Murata Transducer




FIG. 5.7. Schematic showing the experimental apparatus for measuring the reflective coef-
ficient of the phased array surface. The Murata transducer faces towards the hard surface,
and B&K microphone was set up directly next to the transducer. The transducer was ac-
tivated by a pulse from the signal generator, and the audio signal from microphone was
recorded on an oscilloscope. The distance between the transducer/microphone to surface is
25 cm, and the speed of sound was 343ms−1.
In order to simulate the scattering surface, the reflection coefficient of the phased array sur-
face needed to be identified. Therefore, a microphone was set up as shown in the Fig. 5.7.
The transducer was used to emit a pulse of 40 kHz using a signal generator (Agilent 33220A
20 MHz function / Arbitrary Waveform Generator) and was set up such that it faces a sur-
face. The microphone signal and the generated pulse was recorded using an oscilloscope
(KEYSIGHT InfinniVision DSOX2024A), and the recorded signal was exported to a PC. The
recording sequence was triggered using the trigger signal from the signal generator when the
pulse was sent to the transducer, and the microphone and the transducer were 25 cm away
from the surface.
The experiment was conducted twice using two different surfaces, a hard scattering surface
(perspex sheet), and a phased array transducer surface on Fig. 5.5. The transducer surface
in Fig. 5.5 is from the 8x8 single-sided acoustic levitator with a flat surface, as shown in
Fig. 3.1 (c). This surface was utilised as as the access to the transudcer surface on the single-
axis acoustic levitator with 60 transducers were limited (the propagation field is not free-
space) and secondary scattering from other surface was undesirable. The result is as shown
in Fig. 5.8, and the signal of interest is the scattered acoustic signal at 2-2.5 ms from the
microphone. The maximum amplitude of the signal was taken from the audio signals with
hard scattering surface (perspex), Aper and transducer array, At . The reflection coefficient of





The empirically obtained reflection coefficient value is then fed into the numerical simula-
tion of Fig. 5.6. The reflection wave from the transducer surface was treated as another input
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FIG. 5.8. The signals as recorded by the oscilloscope. The top graph shows the input pulse
into the transducer, and the bottom graph shows the recording of the signals from micro-
phone. The signal between 0.5 and 1.5 ms is the emitted audio signal from the transducer,
and the signal between 2 and 2.5 ms is the reflected echo from the surface.
pressure field in the Gor’kov potential and the superimposed fields were utilised to calcu-
late the acoustic radiation force. The static equilibrium point with the reflection coefficient
included is as shown in Fig. 5.9. By the inclusion of the reflection from the transducer ar-
rays, the equilibrium point shifts around in the space, beginning to resemble the equilibrium
point shifts from the experimentally obtained results (Fig. 5.4). However, the direction of the
shifts are ordered and the magnitude of movement do not match that of the experimental re-
sults. Therefore, whilst the inclusion of the reflection does hint the cause of static deviation:
the simple flat-surface reflection modelled here does not fully explain the cause of the static
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FIG. 5.9. Numerically predicted equilibrium points with the reflective coefficients included.
The equilibrium points becomes shifted, but the shift is ordered and symmetrical around the
axis. Scale of quiver plot is 1:1 with the x-axis and y-axis of the graph.
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deviation.
The reflective surface scattering model can be improved further by using the matrix method
as demonstrated by Andrade et al. [75, 178]. The region of the reflectors can be defined
with better resolution, and angle-dependent terms could be implemented by modifying the
matrix method. However, adding further complexity to the numerical simulation is likely
to decrease the computational efficiency. Further investigation into temperature variations,
nonlinear acoustic effects (e.g. generation of higher harmonics from strong acoustic pressure
field [151]) may yield explanation into the cause of static deviation and it can be achieved by
implementing computational fluid dynamics simulation which can consider thermo-viscous
effect or nonlinear acoustics. However, such study is beyond the scope of this work.
























(b) Online Trajectory Calibration
FIG. 5.10. The comparison of the work flows in offline and online trajectory calibration
scheme. (a) Offline trajectory calibration scheme processes the images off-site and applies
the trajectory calibration as post processing, whilst (b) Online trajectory calibration scheme
analyses the images on-site and fed back into the calibration loop. The on-site refers to
processes performed during the experiment, and off-site refers to processes performed after
the experiments.
Therefore, a method of obtaining an accurate trajectory using the experimentally obtained
equilibrium points was devised to adjust the focal points of the model such that the equilib-
rium points are where it is expected to be and bypass the need to model the effects accurately.
This method of using experimental equilibrium points to improve the trajectory was initially
proposed by Seah et al. [177], but here, we demonstrate the method of calibrating the tra-
jectory, both in online and offline using the experimentally obtained equilibrium points. The
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difference between the online and offline trajectory calibration process lies in where the cali-
bration scheme is applied, as shown in Fig. 5.10. The offline trajectory calibration algorithm
allows the user to calibrate trajectory for various cases from one recording; however, equilib-
rium points need to be recorded at each point in the working volume. Therefore, it becomes
impractical when the particle is displaced in a wide range (±3cm) or when the particle is
moved in three-dimensional space. The online calibration was developed to calibrate the
trajectory during the experiment, such that the recording of the large working volume is not
required.
5.4.1 Offline Trajectory Calibration (2D)
The offline trajectory calibration is based on the experimentally obtained equilibrium position
data, as shown in Fig. 5.4. In order to achieve target position at each point of the trajectory,




where xT = (yT ,zT ) is the target position and xe = (ye,ze) = F(xf ) is the equilibrium po-
sition. Equilibrium points are functions of the focal points, xf = (y f ,z f ). Using the focal
points as the initial guess, the equilibrium points for the given focal points were interpolated
(spline) from experimental data, and the optimisation function was evaluated for each set of
focal points. The calibration algorithm used nonlinear optimiser, ‘fmincon’ on MATLAB to
find the suitable set of focal points where its equilibrium points are close to the target parti-
cle position and the process was repeated for each step of the trajectory. As highlighted in
Fig. 5.10 (a), the advantage of using this offline trajectory calibration is that once the equi-
librium point field is surveyed experimentally, the trajectory of any shape can be calibrated
as long as the particle stays within the surveyed volume.
The effectiveness of the offline calibrator was evaluated by setting the particle to follow a
circular trajectory, as shown in Fig. 5.11. In each point of the trajectory, the equilibrium
points were recorded after allowing the particle to settle (waiting time = 2 seconds). With-
out any calibration, the particle position is offset both in the horizontal (y) and vertical (z)
directions and the trajectory is not circular. The RMS between target position and particle
position is as shown in Fig. 5.11 b) and c), and it is 0.51 and 0.79mm in y and z, respectively.
Alternatively, the maximum pattern error of the path (Epat , mean distance between the user
specified and experimentally obtained particle locations, normalized by the wavelength of
the field λ = 8.6mm as defined in [22]) is Epat = 17.3%. The blue dots in Fig. 5.11 show
the particle position after the application of the calibration algorithm, which has significantly
improved. The RMS value for y and z are 0.11 and 0.030mm, respectively and the maximum
Epat = 3.4%. The calibration algorithm has reduced the RMS error by 79.0% and 96.3% in
y and z, respectively or 80.4% for maximum Epat .
The calibration of the equilibrium points remains effective as long as the focal point move-
ment is slow (≈ 1cm s−1). A camera (NIKON D610) was set up similarly to Fig. 3.7 and the
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trajectories in the shape of the letters, ‘I’,‘E’, ‘U’ and ‘S’ were sent to the levitator, as shown
in Fig. 5.12 (a). The camera recorded the trajectory of the particle by setting the exposure
time of the camera to 4 seconds. The particle trajectory for the letter shapes without cali-
bration is as shown in Fig. 5.12 (b), and the trajectory after the application of the calibration
algorithm is as shown in Fig. 5.12 (c).
5.4.2 Online Trajectory Calibration (3D)
The static equilibrium point shifts were also observed not only in the y-z plane but also in
the x-z plane. As discussed above, applying the same offline trajectory calibration scheme
to three-dimensional space is time-consuming. Therefore, an online trajectory calibration
scheme was developed to analyse the particle position on the spot and determine the suitable
sets of the focal point that achieves the target trajectory during the experiment.
3D camera setup
The 3D camera was established by adding another camera assembly orthogonal to the y-z
plane camera in Fig. 3.9. The set up is as demonstrated in Fig. 5.13, and an additional LED
backlight with diffuser was placed accordingly behind the acoustic levitator. The accuracy
of the 3D camera was confirmed using the CMM-stylus holder and grid pattern, as shown
in Fig. C.1. The grid pattern consists of 9 imprints of the base of the CMM-stylus holder in
Fig. 3.11, and was displaced by±1cm in both x and y directions. Instead of the CMM-stylus,
a steel ball with a radius of 7 mm was balanced on top of the CMM-stylus holder. As the
radius of the target is larger, it eases the detection of the change in radius when the sphere
was displaced in 3D space. The positioning accuracy in the z axis was evaluated by attaching
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FIG. 5.11. Evaluating the effectiveness of the calibration algorithm. (a) Comparison of
the target circle trajectory (black), with calibration (blue dots) and without calibration (red
dots). (b) RMS error (difference between target position and equilibrium position) of the
path in the x axis. (c) RMS error of the path in the z axis. Reproduced from [28], with the
permission of IEEE.
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FIG. 5.12. Application of the calibration algorithm on letters trajectory. The position of
the target trajectory was normalised against the location of the letter to demonstrate the
improvement. (a) Target trajectory in the hand-drawn shape of ‘I’, ‘U’, ‘S’ and ‘E’. (b)
Trajectory of the particle without calibration. (c) Trajectory of the particle with calibration.
(d) Collection of pictures where the particle drew ‘IEEE IUS’ separately in each instances.
Reproduced from [28], with the permission of IEEE.
FIG. 5.13. Experimental setup for the measurement of the particle in 3D space. The camera
assemblies are orthogonal to each other and was calibrated using the CMM-styli.
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or removing the CMM-stylus extender, as shown in Appendix C. Camera 1 recorded the
position of the particle in x axis, and camera 2 recorded the position in y and z axis.
The results are as shown in Fig. 5.14 and the camera was calibrated using the radius of the
sylus at position number 14, which is the centre of the movement in x, y, and z directions.
Moving the CMM-stylus holder in x and y axis causes the radius of the stylus to fluctuate by
±2% of the radius, the position of the ball is captured accurately within the working volume.
The standard deviation of error in x, y and z axis were 0.24, 0.29, and 0.24 mm, respectively.
This method of testing the accuracy of 3D measurement is limited by the ability of the holder
to be placed in the correct position; however, it demonstrates that the set up as shown in
Fig. 5.13 can determine the particle position in the acoustic levitator with good accuracy and
precision without utilising complex algorithms (e.g. data fusion, stereo vision).










































FIG. 5.14. Accuracy of the particle positioning in 3D camera setup as determined by the
calibration grid.
Calibration Algorithm
The online trajectory calibration was formulated using Newton’s method:
u = ū+ û (5.5)
where u is the desired solution, ū is the guess and û is the correction term.
f (ū+ û)≈ f (ū)+ f ′(ū)(û) (5.6)
where f is the equilibrium point function of focal points u. However, this does not include
the target equilibrium point, T . The target is to:
T − f (ū+ û) = 0 (5.7)
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FIG. 5.15. The target trajectory for performance measurement of 3D online calibrator.
Therefore the correction factor needed is then:
û =−[ f ′(ū)]−1(T − f (ū)) (5.8)
As the u is a 1x3 vector, f ′(ū) is a Jacobian:





















where xe, ye, and ze are equilibrium point in each Cartesian axis. The gradient e.g. δxeδu1 was




f (xe +h)− f (xe−h)
2h
(5.10)
Therefore for each correction step, seven images were recorded to evaluate the correction
factor, û. Whilst, single two-point estimation using f (xe+h)− f (xe)h can reduce the number of
images taken and therefore the time of calibration; it was found experimentally more stable
to utilise symmetric difference quotient method in 5.10. For each step of the trajectory, the
calibration was continued until the error between the target trajectory point and the particle
position was less than finish criteria. The finish criteria (C f ) was based on the pixel to the
metre conversion rate of the cameras, and it was set to:
C f = 1.5Ipix2m
√
3 (5.11)
This value was obtained via process of iteration where a compromise between the accuracy
and the duration of the calibration process for each step was made. If the calibrator was found
to overshoot the target point by the addition of the correction term, a damping factor of 0.5
was applied to the correction factor to encourage solutions to converge. The improvements
of the positioning accuracy gained by the online calibration was measured by repeating a
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(b) Target (View 2)
















































(e) Optimized Focal Point (View 2)














(f) Optimized Focal Point (View 3)
FIG. 5.17. Wireframe Airplane Trajectory of paper plane in 3D. (a) - (c) shows the tar-
get trajectory of the wireframe plane as viewed from different angles and (d) - (e) shows
the calibrated focal point trajectory. Reproduced from [29], with the permission of AIP
Publishing.
similar experiment to Fig. 5.11. A 3D trajectory as shown in Fig. 5.15 was set was the target,
and the positioning accuracy was compared before and after the application of calibration
algorithm.
The equilibrium position with and without calibration was measured using the 3D camera
setup, and three samples were taken for the average. The resultant average equilibrium points
for each target points are as shown in Fig. 5.16. The RMS error for trajectory without
calibration are 0.309. 0.769, 1.01 mm for x, y and z axis respectively. On the other hand,
the calibrated trajectory has successfully reduced the RMS error down to 0.136, 0.114, and
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0.210 in x, y and z axis respectively. This is an effective reduction of RMS error by 55.9,
85.2, and 79.3 % in x, y and z axis respectively, and demonstrates the effectiveness of the
online calibrator.
The developed calibrator was further tested with a 3D trajectory in the shape of a paper plane,
as shown in Fig. 5.17 (a)-(c). The required focal point trajectory to achieve the shape was
determined using the online calibrator, and its results are as shown in Fig. 5.17 (d)-(e). A
qualitative demonstration of the 3D trajectory will be demonstrated in § 6. If the offline cali-
brator for in § 5.4.1 was expanded to 3D dimensions, the process of acquiring the equilibrium
point will increase polynomially, and is estimated to take longer than 24 hours to collect the
data. In comparison, this process of 3D calibration takes about 2 hours to complete, and
saves significant amount of time. The online calibration method is advantageous when there
is only one trajectory to be outlined, however, if multiple trajectory needs to be calibrated (as
in § 6); the offline optimisation may become more advantageous.
5.5 Summary
In conclusion, the significance of the static equilibrium point shifts in the acoustic levitators
has been demonstrated via experimental determination of the static equilibrium points. A
numerical simulation which utilises an empirically obtained reflection coefficient was de-
veloped, and whilst the shift was partially attributed to the reflection from the transducer
surfaces; it is not sufficient to fully explain the shift. This static equilibrium deviation is
reported by multiple authors across the field but its significance throughout the working vol-
ume of the acoustic levitator have not yet been reported. Two calibration schemes, which
improve the particle trajectory inside the acoustic levitator, were developed. These online
and offline trajectory calibration schemes were proposed to suit the dimensions of the trajec-
tory, and each calibration algorithms improve the trajectory using experimental observations.
For offline trajectory calibration, it was demonstrated that it can reduce the RMS error from
0.51 and 0.79 mm to 0.11 and 0.03 mm in y and z axis respectively, via the application of
offline trajectory calibration scheme. As for online calibration, the RMS error was reduced
from 0.309, 0.769 and 1.01 mm to 0.136, 0.114 and 0.210 mm in x, y and z axis respec-
tively. These calibration algorithms are generalised such that they can be applied to different
configurations of acoustic levitator and not limited to single-axis PAL. Moreover, they can
also be applied in the case where the levitated object is not spherical or where multiple parti-
cles are levitated simultaneously. The trajectory calibration for non-spherical object may be
more challenging in comparison to the calibration on spherical objects: the orientation of the
objects also need to be considered as part of calibration.
Whilst the calibration scheme is effective for a particle travelling at a slow velocity, the in-
ertia of the particle starts to affect the trajectory as the particle is driven at a faster velocity.
Previous work in § 4 has demonstrated the complexity of the particle’s dynamic behaviour
with a small perturbation in a PAL. The combined dynamics, together with unmodelled ef-
fects described in this chapter highlights the challenges and complexity of calibrating the
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particle trajectory for higher velocities. The effects of increasing velocity on the particle will






• A novel application of acoustic levitation as a free-space volumetric display is introduced.
• The apparatus and setup of the proof-of-concept device is described.
• The two modes of display; vector and raster graphics are demonstrated.
• The static trajectory calibration method was applied to both vector and raster graphics to
improve the quality of the rendered image.
• Unwanted horizontal movement of the particle was observed experimentally when particle
was excited in a large amplitude.
• Experimental observation suggested that static deviation was the cause of unwanted hori-
zontal movement.
• A hybrid dynamic model which incorporates the dynamic model from § 4 and experimen-
tally obtained static deviation is developed to quantitatively and qualitatively validate the
hypothesis.
• Current limitations in the system are determined, and its solutions proposed.
6.1 Introduction
Since the study of radiation pressure by Rayleigh at the beginning of the 20th century [2, 179]
acoustic levitation has been utilised in a wide range of applications [15, 23, 97, 108, 117,
154]. As briefly described in the § 5, one of the proposed applications of acoustic levitation
in mid-air was the acoustic levitators as a display device. Ochiai et al. showed crosses and
uniform 2D grids made out of levitating particles and utilised projector to project images
to the grids of particles [72]. Sahoo et al. presented a screen made of levitated dielectric
particles that can be flipped individually using an electric field [120]. Uno et al. demonstrated
the levitation of an LED to draw images in the air using long exposure shots [121]. Marzo
& Drinkwater controlled multiple particles (up to 27) independently to create different 3D
shapes [76]. However, these approaches can only render a corse object in mid-air and it was
challenging to increase the spatial resolution of these display.
Recently, Smalley et al. presented the concept of a photophoretic-trap based volumetric dis-
play (OTD: Optical Trap Display) [180]. An OTD has significant advantages compared to
holograms or light-field displays since it renders images that can be observed from different
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angles without clipping [180]. In the OTD, a micrometric particle is held in mid-air and
displaced, at high-speed (max 1.8ms−1), by an invisible photophoretic trap, induced with
a laser [180, 181]. The levitated particle is simultaneously illuminated by a visible light
source, and traces the volumetric image in the working volume. The scattering light from
the different position in space forms a visible afterimage for the users. This image can be
directly observed without wearing any device and from different perspectives. Hence this
demonstrated that a photophoretic-trap based systems could render precise images of cen-
timetre scale in mid-air. However, the OTD has significant disadvantages, such as requir-
ing high-power lasers and providing a limited display volume. Similarly, electrostatic-trap
based volumetric displays were demonstrated by Berthelot & Bonod [182]. In this concept,
a micrometric charged particle was levitated and moved by a set of electrodes with varying
electrostatic charges. This electrostatic trap is not as hazardous as a laser system, but the
rendered images were on the scale of a micrometre.
Here, the concept of an acoustophoretic volumetric display is presented. Similarly to Elec-
trostatic [182] and Photophoretic [183] volumetric displays, a levitated particle was dis-
placed rapidly whilst being illuminated to create 3D shapes. However, this holding and
displacement of the particle were achieved using acoustic radiation forces (i.e. acoustophore-
sis). Acoustophoretic traps generated by high frequency ultrasound waves are thought to be
safe for humans and there is no agreed standard exposure to ultrasound (particularly at 40
kHz) [184], however there already exists commerical system (such as Ultrahaptics[185] and
SonicEnergy [186]) which utilises similar level of pressure amplitude (approximately 150-
160 dB) at the focal point). These precedents demonstrate that these ultrasonic deices are
appropriate for public use. In addition, ultrasonic levitators are simpler to manufacture (i.e. a
simple acoustic levitator can be manufactured from low-cost off-the-shelf components and
used at home [21, 150]), and its work space can be as large as half a meter [38, 72].
6.2 Volumetric Display
A volumetric display is a device that “permits the generation, absorption, or scattering of vis-
ible radiation from a set of localized and specified regions within a physical volume” [187].
A ‘free-space display’ is a type of volumetric display that operates in mid-air and does not
have barriers between the user and the images [183].
Fig. 6.1 (a) shows an overview of the acoustophoretic-trap free-space volumetric display de-
veloped in this thesis. The volumetric image is constructed by a series of voxels that are
created when the particle reaches a particular position at a given time and is illuminated by
an RGB LED. Therefore, a 3D graphic is represented as a sequence of particle positions
((x,y,z)) and RGB values (represented as an 8-bit signal for each RGB channel). The se-
lected colours and the phase distributions on the phased array required for that instance of
time are calculated accordingly and its commands are sent to RGB LED and PAL, respec-
tively. The array-based ultrasonic levitator device is controlled by an FPGA board (ALTERA
















FIG. 6.1. Overall schematics for the proposed Acoustophoretic Volumetric Display (a)
Concept diagram showing the experimental setup. (b) The volumetric display as seen by a
human observer. Reproduced from [29], with the permission of AIP Publishing.
produces 60 channels of square-waves each controllable with π/64 rad phase resolution [21],
as described in § 3.2.1. The generated square waves from FPGA board were amplified to
9 volts using MOFSET drivers (TTC4427a) and external DC power supply (RS Pro IPS
303DD). These amplified signals are sent to 60 ultrasonic transducers (Murata MA40S4S)
arranged as two opposed arrays, each of 30 transducers. Signals are generated to focus the
array at the trap position (see § 3.2.1), and this creates an acoustic trap that a small Expanded
Polystyrene (EPS) particle with a diameter of ≈ 1.5mm can be levitated. Particle in variety
of size may be levitated inside the levitator, however, the particle needs to be significantly
smaller than wavelength for Gor’kov potential to hold true. On the other hand, very small
particles (< 0.5mm) are often swept out of traps [37]. The operational region of the display
can be approximated by the size of the employed single-axis acoustic levitator (4×5×8cm).
The RGB LED light was fixed to a holder, and was located on the side of the acoustic levi-
tator. The LED illumination will scatter off the particle and give colour to each voxel of the
3D path graphics. When the particle moves sufficiently fast while it is being illuminated, it
generates a continuous 3D path due to the persistence of vision effect, as shown in Fig. 6.1
(b).
6.2.1 Illumination of the Particle
In this implementation of an acoustophoretic volumetric display, one RGB LED has been
utilised for the illumination and an example of the particle levitated in mid-air with the illu-
mination from the RGB light as shown in Fig. 6.2. The image was taken with DSLR camera
(Nikon D610) with approximately same distance from various angles, and the location of
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FIG. 6.2. Light Intensity as Observed from Different Angles with DSLR camera. The light
intensity of the particle was determined from the RGB value at the centre of the particle,
and the change in the light intensity was determined by the change in the viewing angle.
The LED is illuminated from the front side. Reproduced from [29], with the permission of
AIP Publishing.
LED light source was fixed. The RGB colour values at the centre of the particle was ex-





The measured light intensity was 128, 91, and 61 for the front, side and back, respectively.
This is a reduction of the light intensity by 71.5 % and 48.0 % for “front to side” and “front
to back”, respectively and demonstrates that the display can be viewed from a wide range of
angles with one single LED illumination. The visibility from a full 360 degrees can be en-
sured by increasing the number of light sources around the levitator. Advanced illumination
techniques, such as a light source that accurately tracks the position of the particle, may be
employed to further improve the contrast and clarity of the displayed image.
6.2.2 Generation of Images
The developed acoustophoretic volumetric display was used to display images, and two meth-
ods, vector and raster graphics were utilised to render the images in space. The difference
between the vector and raster graphics is the significance of the trajectory in the transmis-
sion of the visual information. For raster graphics, the display functions similarly to normal
computer screens, and the particle will be moved to outline a 2D screen in mid-air. Normal
computer screen changes the colour of each pixels to represent different images, and in the
volumetric display; the colour of voxel will be changed to transmit different information. On
the contrary, in the vector graphics, the trajectory itself is the primary information (e.g. circle,
triangle, square) and the colour on the vector graphics is supplementary to the trajectory.
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FIG. 6.3. Examples of vector graphics rendered by the proposed system. (a) Circle with a
radius of 3 mm, (b) Infinity symbol with a horizontal length of 5 mm, (c) Square with a side
length of 5 mm. The rendering (drawing) frequency was gradually increased from 1, 5, to
10 Hz and the exposure time of recording camera for each picture is equal to the rendering
frequency. Reproduced from [29], with the permission of AIP Publishing.
Vector Graphics Generation
Some examples of the vector generated graphics are shown in Fig. 6.3 (a) - (c), in the shape
of a circle, infinity symbol, and square. These trajectories were calibrated using the offline
2D calibration method as described in § 5.4.1, and utilised the static equilibrium point to
obtain the suitable trajectory. At the lowest frequency (1 Hz) the target shapes are formed as
specified via static calibration, however as the frequency increases to 5 and 10 Hz; the image
gets deformed. The oscillation in the picture involves relatively slow oscillation (from the
trajectory) and unwanted fast oscillation (the particle oscillating in the acoustic trap). Vector
graphics with a three-dimensional trajectory was also demonstrated, and the calibrated wire-
frame plane trajectory in § 5.4.2 was generated. Fig. 6.4 is the resultant 3D trajectory with
the online calibration scheme and qualitatively demonstrates the functioning of the online
trajectory calibration. The minimum rendering time of the trajectory for it to be visible by
(a) (b) (c)
FIG. 6.4. Rendered 3D vector graphics. (a)-(c) 3D wireframe volumetric image of an
paper plane viewed from various angles (rendering time of 5 seconds). Reproduced from
[29], with the permission of AIP Publishing.
91
Chapter 6. Acoustophoretic Volumetric Display
naked eye is around 10 Hz, and Fig. 6.3 demonstrates that it is possible to render the shape at
the required time scale. However, the ability for acoustophoretic volumetric display to render
objects in real-time highly depends on the size and complexity of the rendering object.
Raster Screen Generation Process
EPS Particle
(b) Subpixelation(a) Raster Graphics
FIG. 6.5. Schematics showing the formulation of a raster screen. (a) An image is split into
voxels and one particle will trace the trajectory shown in the arrow. The illuminated light
will be varied as the particle changes the position (b) The resolution of the screen is limited
by the radius of the circle, and it can be improved by the adding another sets of rows and
columns between the original raster graphics trajectory.
In raster screen graphics, the particle is moved to generate a 2D plane of the screen in mid-air.
Therefore, the first step of the raster screen-generation was to define the dimensions of the
screen, and therefore the screen resolution. For example, if the screen size was set as 24 by
24 mm, the default screen resolution is 34 by 34 voxel, given that the particle was packed in
a format as shown in Fig. 6.5 (a) with the radius of the particle being 0.7 mm. The colour
information for each voxel can be obtained by using a static image file as an input. Fig. 6.6
shows an example of the image conversion from the static image to voxel position and colour
information. Here the resolution of the University of Bristol logo image was reduced to 34
by 34 pixel and each voxel was assigned corresponding colour information. Whilst the con-
version scheme works, the visibility of the logo is poor. Therefore, a subpixelation strategy,
as demonstrated in Fig. 6.5 (b) was employed. Subpixelation was achieved by layering extra
sets of rows and columns between the raster graphics generated for the non-subpixelated im-
ages. The colour for each voxel in the subpixelated scheme is determined from the pixel RGB
colour from the neighbouring points, and the RMS of each RGB code was taken as demon-
strated in Fig. 6.7. The results of conversion scheme with the subpixelation is as shown in
Fig. 6.8, and the improvement is clearly visible with the implementation of the subpixelation.
The trajectory of the raster screen was calibrated using the 2D offline calibration scheme as
described in § 5.4.1 and a DSLR camera (Nikon D610) was setup with a tripod and a remote
trigger. A fixed shutter speed was employed for the recording of the image, with the exposure
time matching the rendering speed. The results are as shown in Fig. 6.9 (a)-(c). The recorded
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FIG. 6.6. Conversion from still image to volumetric display trajectory. Left image shows
the original University of Bristol logo, and right image shows the converted results without






C = RMS([S1 S2 S3 S4])
FIG. 6.7. Calculation process for the subpixelated image. When the shaded crossover
section is greater than 20 % of the area, the colour from the neighbouring colour will be
used to calculate the colour for the pixel, C.
FIG. 6.8. Conversion from still image to volumetric display trajectory. Left image shows
the original University of Bristol logo, and right image shows the converted results with
subpixelation. Reproduced from [29], with the permission of AIP Publishing.
images are stored as JPG files, and no digital enhancement has been applied to Fig. 6.9 apart
from cropping. The dimensions of the images for Fig. 6.9 (a)-(c) are 23.1 by 23.1 mm.
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FIG. 6.9. Examples of raster graphics generated by the acoustophoretic display device. (a)
Overview of the raster graphics with the acoustic levitator (rendering time Tr = 20s), (b)
zoomed in version of (a) as seen from the front, (c) an example of an image of a stop sign
(Tr = 20s). Reproduced from [29], with the permission of AIP Publishing.
6.3 Dynamic Response of Particle in Large Displacement
Although this static calibration significantly increases the image quality [28], the results in
Fig. 6.3 demonstrate that this calibration decreases in effectiveness as the speed of the par-
ticle increases. Open-loop control or dynamic calibration of the trajectory was considered,
however, it is inherently difficult due to the nonlinear dynamics of particles inside an acoustic
levitator, as demonstrated in § 4. The distance travelled by the particle is significantly larger
than dynamics studied at the scale of § 4, and therefore, the dynamic response of the levitated
particle was investigated again.
To characterise the dynamics of the particle in the display with large displacement, the fo-
cal point was oscillated vertically along the z-axis with varying amplitude in the range of
0.5mm ≤ Ain ≤ 10mm with an increment of 0.5mm and a frequency ranging from 2 to 35
Hz with increments of 1.0 Hz. The oscillation frequency of the trap was increased gradually
before maintaining a constant frequency for 10 seconds to take steady-state measurements.
At each frequency step, the particle motion was recorded at 150 FPS using the same ex-
perimental setup as for the static equilibrium point experiment in § 5. This frame rate was
considered sufficient for experiment as the frame rate is five times larger than the highest
oscillation frequency (30 Hz); beyond the Nyquist frequency. The footage of the particle
movement was analysed using MATLAB Image Processing Toolbox, and the particle’s cen-
tre coordinates were extracted using the Hough Circle Transform.
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FIG. 6.10. The experimental results showing the particle response by vertical focal point
oscillation (with different amplitude and frequency of trap oscillation). (a) shows the exper-
imental z-axis error, in terms of the absolute difference between the oscillation amplitude
of the trap and response amplitude of the particle (EA), (b) shows the experimental y-axis
oscillation, (c) shows the ratio between the y-axis response frequency and the z-axis input
frequency (FR). Reproduced from [29], with the permission of AIP Publishing.
The amplitude and frequency were then extracted in post-processing using the methods de-
scribed in § 3 and experimental results are shown in Fig. 6.10 (a)-(c), represented in terms
of the z- and y-axis amplitude error and y-axis frequency ratio (FR = fP/ fz, where fP is the
principal frequency of oscillation in the y-direction, identified via DFT analysis, and fz is the
input z axis oscillation frequency). This frequency ratio visualises the shift in the frequency
of oscillation in response to the amplitude of oscillation. The amplitude error is the absolute
difference between the oscillation amplitude of the trap and the response amplitude:
EA = |Ain−Aout | (6.2)
where Aout is the response amplitude of the response particle oscillation.
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From Fig. 6.10 (a), it is clear that when the trap is oscillated at an amplitude (Ain), the re-
sponse amplitude of the particle closely matches. This is because the oscillation frequency
has not yet reached the resonant frequency of the particle in trap (the resonance frequency
is > 30 Hz when the driving voltage is 9 V). The maximum acceleration value observed in
the z axis in Fig. 6.10 (a) was 30.0ms−2, and the maximum velocity observed in the PAL
was 0.67ms−1. On the other hand, Fig. 6.10 (b) shows that there are significant horizontal
oscillations in the y axis around Ain = 2mm with 10 and 20 Hz.
6.3.1 Dynamic Modelling
These above occurrence of unwanted horizontal (y-axis) movement when the trap is moved
vertically is not desirable for the purpose of volumetric display, as it makes the particle move
diagonally in space. Thus, this horizontal movement needs to be eliminated to achieve a high
fidelity acoustophoretic display. In order to identify the source of the off-axis movement of
the particle in the experiment, the 1-D dynamic model from § 4 was extended to 2D to predict
the dynamic response of the particle. Here, the formulation was expanded to predict particle
movement in y-z plane in Fig. 6.10, assuming that the oscillation in x axis is negligible is and














where y1 = y, y2 = ẏ, z1 = z, and z2 = ż. Instead of utilising the sinusoidal approximation,
as in § 4; the acoustic radiation force profile in 2D field (y and z) was approximated as
a polynomial function in the form using the data from the Huygens’ principle numerical
simulation from § 3.4:




αn(y− yo f f )A1,n(z− zo f f )A2,n( fz− fz,o f f )A3,n (6.4)
where A is every combination of polynomial orders for 3 variables from 0 to 13 for y and z
axis and 0 to 12 for fz. A has a size of 559 by 3, and therefore there are 559 αn coefficients.
yo f f and zo f f were normalising constants representing the focal points and they were 0 and
0.04, respectively. The coefficients are found by matrix operation:





As fitting through these data consumes a lot of computer memory, the coordinates are limited
by windowing ±2mm and ±3.5mm around the focal point for y and z respectively. For this
step of the calculation, a large memory node (256 GB) of high computational capabilities at
the University of Bristol was used for the calculation.
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where d is the diameter of the particle and u is velocity. The coefficient of drag is approxi-





where E = 0.261Re0.369−0.105Re0.431− 0.124
1+(log10(Re))2
. In the preliminary test, it was iden-
tified that solving Equation 6.3 using ODE45 (explicit Runge-Kutta (4,5) formula) in MAT-
LAB require a high tolerance. Therefore, the usage of ODE45 was no longer suitable. Thus,
ODE15s which is based on variable-step, variable-order (VSVO) solver [171] on MATLAB
was utilised to solve the equation. The result of the dynamic simulation is as shown in
Fig. 6.11 (a)-(b). From the result, the z axis response is predicted accurately, predicting the
input and output amplitude to match with minimal difference, before the resonance peak
(similarly to experimental results in Fig. 6.10 (a)). Interestingly, the numerically simulation
results in Fig. 6.11 (b) does not show the experimentally observed off axis movement in y
direction as observed in Fig. 6.10 (b).
6.3.2 Formulation of Hybrid Model
A hypothesis was formulated that the static equilibrium deviation observed in § 5 is caus-
ing the unwanted horizontal movement of the particle when the acoustic trap is oscillated
sinusoidally in z-axis. In the numerical simulation, the acoustic trap is moving purely in the
z-axis, however, the static deviation is causing the particle to sway in horizontal direction as
FIG. 6.11. Simulation of the Dynamic Response using a Huygens’ Model and the Gor’kov
acoustic radiation force model. Reproduced from [29], with the permission of AIP Publish-
ing.
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the equilibrium points are shifted from the origin of the y axis. Therefore, the shift in the
equilibrium points were experimentally measured again using the methods in § 5 and the
results are as shown in Fig. 6.12.
















FIG. 6.12. The equilibrium point of the particle as focal point is scanned across z f = 0.03
to 0.05 m.
In order to test this hypothesis, a hybrid model of numerical simulation and experimentally
observed static deviation was developed. The first step of constructing the hybrid model
was achieved by predicting the acoustic field using Huygens’ principle and Gor’kov’s po-
tential [40] to extract the forces acting on a small particle (similarly to § 6.3.1). Next, it is
assumed that the force amplitude profile remains unchanged (relative to step 1) but that it was
shifted spatially by a certain amount. This shift (xδ ) is obtained from the difference between
the experimentally obtained equilibrium points (xeq,exp( fz)) and the numerical prediction of
static equilibrium points (xeq,sim( fz)):
xδ = xeq,sim( fz)−xeq,exp( fz) (6.8)
This difference was then fitted into the polynomial approximation of the Gor’kov potential,





αn(y− (yo f f + yδ ( fz)))A1,n(z− (zo f f + zδ ( fz)))A2,n( fz− fz,o f f )A3,n (6.9)
The result of the hybrid model is as shown in Fig. 6.13 (d)-(f) and it is clear that the off-axis
movement of the particle has been recovered. The gaps in the numerical simulation (Fig. 6.13
(d)-(f)) are regions where there is significant particle oscillation, in either axis, that it is out
of the region where the numerical model is valid (±2mm in y axis and ±3.5mm in z axis).
There exist some discrepancies between the experimental and simulated responses for the
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FIG. 6.13. Comparison of experimental and hybrid simulated response to a vertical focal
point oscillation of varying amplitude and frequency. (a) shows the experimental z-axis
error, in terms of the absolute difference between the oscillation amplitude of the trap and
response amplitude of the particle (EA), (b) shows the experimental y-axis oscillation, (c)
shows the ratio between the y-axis response frequency and the z-axis input frequency (FR),
(d)-(f) show the numerically simulated z-axis error, y-axis error, and y-axis frequency ratio
using the hybrid model, respectively. Reproduced from [29], with the permission of AIP
Publishing.
peaks (i.e. resonances) in the off-axis movement, as shown in FIG 6.13 (b) and (e). These
differences may be caused by an error in the model of the acoustic radiation force profile,
which was not calibrated in the hybrid model (i.e. the hybrid model only corrects for the
location of equilibrium point, and not the shape of the force field). However, the good quali-
tative and reasonable quantitative agreement suggests that this model is capable of explaining
the causes of the dynamic observations by the recovery of undesirable off-axis movement.
This unwanted off-axis movement will contribute to image degradation of rendered images
in the volumetric display. The advantage of utilising this hybrid model is that it simplifies
the process of identifying the relevant responses as developing a complete forward model
involving, e.g. scattering from each transducer or nearby surfaces, as suggested in § 5.3 was
challenging and computationally expensive in comparison to this hybrid model.
The dynamic response for each trajectory will differ with the geometry and output amplitude
of the levitator, and the result for the z (vertical) oscillation does not superimpose with the
response for the different shapes in Fig. 6.3.
6.4 Performance Limitation in Current Implementation
The direct comparison of experimental results and hybrid simulation results in Fig. 6.13 that
the experimental cut-off region (i.e. the frequency and amplitude combinations that result
in the particle ejection from the trap) of the results in (a)-(c) occurs earlier, in comparison
with the simulated response in (d)-(f). The particle was oscillated until it was ejected from
the trap in the experiment, and the operational region of the levitator is significantly smaller
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than expected, due to the this early cut-off, in comparison to the hybrid model numerical
predictions.
The consistency of the ejection frequency was evaluated for the levitator, and an example
of such results are as shown in TABLE 6.1. The maximum standard deviation in the three
experiments occurs when the amplitude is 1.0 mm (standard deviation of 3.44 Hz for this
condition), and it becomes more consistent as the amplitude of oscillation increases (at 6.0
mm, the standard deviation decreases to 0.83 Hz). In addition, the effects of the opera-
Amplitude
(mm)
Expt. 1 (Hz) Expt. 2 (Hz) Expt. 3 (Hz) Mean (Hz)
Standard
Deviation
1.0 35.3 42.1 37.7 38.4 3.44
1.5 28.6 30.6 33.0 30.7 2.23
2.0 20.3 24.8 22.1 22.4 2.25
2.5 15.3 19.4 21.0 18.6 2.92
3.0 14.3 13.0 15.5 14.3 1.24
3.5 10.0 9.8 13.0 10.9 1.79
4.0 12.2 12.5 11.9 12.2 0.32
4.5 10.4 12.2 8.71 10.4 1.77
5.0 10.2 10.1 13.4 11.2 1.89
5.5 8.09 9.17 9.18 8.81 0.62
6.0 7.91 9.17 7.61 8.23 0.83
TABLE 6.1: Example showing the variability of the ejection frequency of
particle from the acoustic trap. Reproduced from [29], with the permission
of AIP Publishing.
tional voltage was also investigated using a similar experiment to Fig. 6.10. Here, instead of
stepped-sine excitation, a sine sweep was performed to identify the frequency at which the
particle is ejected from the levitator for each amplitude in the range of 0.5mm≤ A≤ 8mm.
The result of the experiment is as shown in Fig. 6.14, and contrary to the prediction, the
operational voltage does not improve the performance of the acoustic levitator. The invari-
ance of performance with change in operational voltage suggests that there is in some cases,
sufficient acoustic radiation force to perform these manipulations, but some other factor is
limiting the particle from moving any faster. This is a substantial issue for volumetric dis-
play as for an trajectory to be called an image, it requires operational frequency of 10 Hz.
This early ejection of the particle signifies that the display can only be operated at a narrow
region above 10 Hz in Fig. 6.10.
6.4.1 Transducer Limitation
From these observations, the current performance limit was attributed to the narrow band-
width of the transducers, which leads to a reduced ability to rapidly change the phase of the
ultrasonic signal. As the perturbation frequency and amplitude increase for the focal point,
the transducer phases need to vary more rapidly and results in a reduced emitted ultrasonic
signal. In a phased array, the signal transmitted to the transducer is assumed to be a peri-
odic function (the FPGA board signal is a square wave, but here, a sine wave is used for
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FIG. 6.14. Particle ejection limits for different applied voltages showing that
voltage does not significantly affect the ejection frequency of the particle.
The experiment for each amplitude starts as a low frequency of oscillation
and proceeds until the particle is ejected. Reproduced from [29], with the
permission of AIP Publishing.
simplicity):
V (t) =V0 sin(2π f t +φ) (6.10)
Therefore, the instantaneous frequency of this input signal is fi = 2π f . This assumption that
φ is constant is relatively true, when the phase of the transducer is not manipulated at a rapid
rate. However, as the trap is displaced more rapidly in the space, it demands the acoustic trap
to move at a larger displacement at each instance. Therefore, the demand in the ‘change of
phase’ increases, and thus the φ becomes a function of time:
V (t) =V0 sin(2π f t +φ(t)) (6.11)
This has effect of shifting the instance frequency of the signal to fi = 2π f +
δφ
δ t . Thus, if
the bandwidth of the transducer is narrow, the transducer will not emit signals, as the voltage
signal does not hit the resonance of the transducer (off-resonance). In order to test this hy-
pothesis, an experiment, similarly to the measurement of the transducer power in § 3.4.1 was
set up. A transducer from the acoustic levitator was taken off from the array, and its acous-
tic response was recorded using a microphone (4135-A-015) connected to a signal recorder
(Handyscope HS3). The pressure microphone was placed 15 mm from the surface of the
transducer in a free-space environment. The transducer was connected to the FPGA board,
and phase signals for generating a circular trajectory in space with r = 0.004742m was se-
lected. The circle’s rendering frequency was increased gradually from ≈ 1.5, 8.0 to 14.8Hz.
The recorded voltage from the microphone was Hilbert transformed to identify the instanta-
neous amplitude of the signal, and the results are as shown in Fig. 6.15. As the velocity of
trap increases, the demanded value of phase changes more rapidly in comparison to when the
trap was moving slowly. As a result, it causes the acoustic pressure field generated by the
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FIG. 6.15. Time domain response (received voltage is proportion to acous-
tic pressure) for different rates of change of phase. The voltage-time domain
signal was Hilbert transformed to identify the amplitude of voltage at instan-
taneous point.
transducer to drop significantly (Point A in Fig. 6.15 is 41.7 % of the average amplitude of
≈ 1.5Hz signal).
The dynamic response of the narrow band transducer can be modelled, as a single degree of




ẋ+ω2n x = F(t) (6.12)
where ωn is the natural frequency, Q = 12ζ is the quality factor Q in acoustic terms. The
acoustic Q factor of the transducer was measured experimentally using pressure microphone.
A function generator (Agilent 3320A) was connected to the transducer instead of the FPGA
board to generate a sinusoidal signal in the range of 35000 Hz to 45000 Hz with the increment





where ω3dB is the 3dB bandwidth of the acoustic pressure response. For a Murata transducer,
ωn and ω3dB are 40200 and 3566.2 Hz, respectively. Thus, the Q factor for this transducer
was 11.27. The transfer function for 6.12:
P(s) =
1




In order to validate this transducer model, two signals (FPGA board signal to the transducer
and the acoustic transducer response measured 15 mm from the transducer) were recorded
experimentally. The FPGA board signal was fed into the transfer function in 6.14, P(s) and
the comparison of the response is as shown in FIG. 6.16. The simple model of the acoustic
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FIG. 6.16. Comparison of transducer model and experimental output. Re-
produced from [29], with the permission of AIP Publishing.
























Experimental Result Q = 11.27























Simulated Transducer Response with Q = 2
FIG. 6.17. Comparison of experimental result and transducer with wider
bandwidth. Reproduced from [29], with the permission of AIP Publishing.
transducer can be seen to capture the dynamic response of interest (i.e. the rapid phase
change shifts the frequency: off-resonance of the transducer). The effect of off-resonance
on the acoustic radiation force is difficult to assess due to the resultant time-varying pressure
field. A method of incorporating the transducer off-resonance is to add a scaling factor that
ranges from 0 to 1 on the piston source approximation on 3.12. Here, if the phase is changed
rapidly, the output amplitude of the transducer can be reduced accordingly. This, however,
requires re-calculation of the total pressure field and is computationally inefficient and hence
not pursued.
This off-resonance, however, is recognised as a common cause of the performance limitation,
and Marzo et al. [39] and Cox et al. [37] similarly attribute their performance limitation
in acoustic levitators to the transducer off-resonance in their literature. This fluctuation in
the output acoustic pressure field from the transducer by off-resonance can be bypassed by
improving the signal generator or by reducing the Q factor of the transducer, e.g. Q = 2,
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widening the bandwidth of the transducer. The same FPGA board signal in FIG. 6.16 was
sent to the transfer function with lower Q factor, and the response is as shown in FIG. 6.17.
Whilst there is still some observable amplitude fluctuation, the transducer more accurately
recreates the desired output signal.
6.5 Summary
The concept of an acoustophoretic volumetric display in which dynamic acoustic fields are
used to rapidly move a levitating particle that traces different 3D graphics was presented. The
movement is coordinated with direct illumination of the particle and, due to the persistence
of vision effect, the user perceives a free-form floating graphic. It has similar performance
as the latest free-space volumetric display using optical traps [183], but it is safe to be used
outside of the laboratory. A prototype was developed and evaluated in terms of speed and
accuracy. It was identified that the static deviation will continue to effect the trajectory of the
particle, and therefore the image quality rendered by the acoustophoretic volumetric display,
and the hybrid dynamic model demonstrated that the deviation of static particle equilibrium
point will affect the dynamic response of the particle. The implementation was subject to a
further limitation due to the narrow bandwidth of the emitting transducers. Despite this lim-
itation, a volumetric image of a 5−6mm sized circle, infinity sign and a square at real-time
(Tr = 0.1s) was successfully generated. The maximum velocity achieved in the acoustic lev-
itator was 0.67ms−1 and the maximum acceleration value was 30.0ms−2. It is also predicted
that better performing (i.e. wider bandwidth) transducers would permit the rendering of raster
screens, given the same hardware. The numerical simulation suggests that the acoustic lev-
itator should be able to provide with sufficient amount of acoustic radiation force to move
particle at frequency faster than 10 Hz. However, as demonstrated by Fig. 6.3, the effective-
ness of the calibration decreases as the velocity of the particle increases. This highlights the
need for a dynamic calibration scheme which can effectively avoid the occurrences of unde-
sirable particle movements during the rendering stage. Whilst, the particle dynamics beyond
the resonating frequency of the acoustic radiation force have not been evaluated under the
current circumstances; it is expected that the nonlinear responses that were identified in the
§ 4 will have a further role in the quality degradation of the rendered images. For example,
if a period-doubling bifurcation occurs during the rendering of an image, the rendering fre-
quency will drop to half of the frequency despite the high excitation frequencies. Therefore,
it is a paradigm to continue the further investigation in the dynamics of the acoustic levitation
in order to achieve a high performing acoustophoretic volumetric display.
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In this thesis, the underlying dynamics of a levitated solid particle in a single-axis PAL have
been investigated from the numerical equations. The origin of the acoustic radiation force
and various methods of calculating and generating acoustic radiation force were revisited in
the literature review. In addition, and the current and potential application of acoustic levita-
tion was identified, along with the current study of the dynamics of the levitated particle in
acoustic levitator in § 2. In § 3, the single-axis PAL that is utilised throughout the thesis was
introduced with detailed descriptions of the particle tracking system, along with descriptions
of methods of constructing a numerical model for acoustic pressure field and radiation force.
The acoustic radiation force was then utilised to develop one-dimensional nonlinear stiffness
models and was validated against experimental results in § 4. The levitated particle was
excited by sinusoidally moving the acoustic trap in the axis of gravity, and stepped-sine sweep
was performed to identify the system response in experiment. The nonlinear stiffness model
correctly predicted the response of the system with an accuracy of R2 = 0.998 between model
and experiment. The commonly employed linear stiffness model was shown to have a small
region of validity, and the importance of considering the nonlinear stiffness in the dynamics
of the acoustic levitation was highlighted using a one-dimensional model. In particular, the
occurrences of bifurcations such as fold bifurcations and period-doubling bifurcations were
predicted by numerical simulation and were demonstrated to exist for the first time. The
identification of this bifurcation has a significant effect on the development of for closed-
loop controller for specimen holding, and will have significant effect on the stability of the
system.
In addition, it was identified in § 5, that the equilibrium point of the particle deviates from
the numerically simulated position. Whilst the existence of the deviation has been known to
exist in the research community; the full picture on the significance of the effect inside the
acoustic levitator has not been explored. The static deviation was quantified experimentally,
and the RMS error between the specified position and the actual position of the particle
was found to be 0.57 and 0.83mm in y and z axis, respectively (compared to numerically
simulated RMS with 0.11 and 0.013mm for y and z axis). This deviation was found to
be repeatable, and the cause was partially attributed to the reflection from the phased array
surfaces. Whilst it requires further investigation, the calibration schemes were proposed
to circumvent the effects of static deviation on the trajectory of the particle. Two methods,
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online and offline calibration methods, were proposed and its effectiveness was quantitatively
and qualitatively validated. The offline calibration methods, in particular, has successfully
improved the trajectory accuracy by 79.0 % and 96.3 % for y and z axis, respectively. As
for online calibration, the RMS error was reduced from 0.309, 0.769 and 1.01 mm to 0.136,
0.114 and 0.210 mm in x, y and z axis respectively.
The findings from the above work have been applied to the development of practical applica-
tion of acoustic levitation in § 6: an acoustophoretic volumetric display. It was achieved by
rapidly displacing the levitated particle under the illumination of RGB LED light and the per-
sistence of vision effect makes this rapid motion be perceived as a volumetric display, i.e., the
particle traces the rendered objects. The proof-of-concept device was utilised to demonstrate
two modes of display, vector and raster graphics. It was shown that this approach is able to
produce simple vector graphics, such as circles, in real-time (10 frames per second) and raster
graphics at a lower frame rate. Trajectories for each mode of volumetric display were cal-
ibrated using the developed trajectory calibration methods, and the performance limitations
of the first implementation of acoustophoretic volumetric display were identified. Significant
movement of the particle in the horizontal movement was experimentally observed, and the
static deviation was found to affect the dynamics of particles levitated in the PAL. There-
fore, a hybrid model which incorporates the static deviation into the dynamic model has
been developed and was quantitatively and qualitatively validated. However, the first imple-
mentation of acoustophoretic volumetric display was subject to the limitation of transducer
off-resonance which was caused by the rapid shifts in the phase of transducer. This problem
needs to be addressed in order to achieve high frequency rendering of images, however, the
numerical simulation do suggest that the particle can be moved at a rapid frequency to render
images that are visible by eye, upon resolving the “off resonance”.
This process of applying the dynamic models and calibration methods to a practical appli-
cation demonstrated the relevancy of the findings in the current development of acoustic
levitation. Both the numerical models and calibration methods are general results which can
be applied to other forms of acoustic levitator, such as resonant single-axis or single-beam
acoustic levitators. Therefore, the results presented here will lay the foundation and continue
to aid the development of future applications in the field of acoustic levitation.
7.1 Future Work
The investigation into the nonlinear dynamics of particles levitated in the single-axis PAL
has opened new avenues of research which can yield a further understanding of the acoustic
levitation system. A few examples of such avenues are mentioned below:
7.1.1 Increasing the accuracy of the forward model
It was identified in § 5 that the deviation of the static equilibrium points exists inside the
acoustic levitator. The method of calibrating the trajectory were explored in the § 5.4 and
method of recovering the predictability of the dynamic responses via the implementation of
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hybrid model was explored in § 6.3. Whilst, the cause of static deviation was partially at-
tributed to the reflection from the phased array surfaces in § 5.3; the future work is to develop
a forward model that captures more of the physics that contributes the static deviation.
By increasing the accuracy of the forward model; new insights can be obtained in order to
reduce the effect of the static deviation via the design of acoustic levitator, or be incorporated
into the dynamic model to more accurately predict the causes of image degradation in the
acoustophoretic volumetric display.
7.1.2 Multi-particle dynamics
The simultaneous manipulation of multiple particles is of substantial interest in the field, as it
is an essential component for applications such as additive manufacturing and acoustophoretic
volumetric displays. For example, in additive manufacturing applications, parallelization
may be made possible by simultaneously employing multiple droplets for manufacturing. As
for the acoustophoretic volumetric display, it is possible to reduce the travelling distance of
the particle, and therefore improve the screen size and resolution for the volumetric display.
When more than two particles are levitated in close vicinity, it is known to cause secondary
acoustic radiation forces due to the scattering from each particle [90]. The multi-particle
movement in the HAT system as described by Marzo & Drinkwater [76] is subject to the sec-
ondary acoustic radiation force. Dolev et al. has already demonstrated the selected particle
movement by exploiting the multi-particle dynamics in experiment [94] and developing dy-
namic model which can capture motion of multiple particles may yield further understanding
of the response of levitated particles and improve the performance of the HAT system.
7.1.3 Open / closed-loop controller
The method of improving the static trajectory was discussed in § 5.4, however, as demon-
strated by Fig. 6.3, the effectiveness of the calibration decreases with the increase in the
velocity of the particle. This overlaps in part with the ‘Increasing the accuracy of the forward
model’, but the complete forward model with the static deviation will allow the development
of open-loop controller. An open loop control is a method of determining the excitation
signals needed to control the particle without feedback signal and this is analogous to the
dynamic calibration of the system and is suitable; provided that the external disturbances
to the system are minimal. Where the external disturbance is significant, the development
of closed-loop control system (with feedback system) will improve the dynamic position-
ing performance of the levitator; however, as briefly mentioned in § 5, the development of
closed-loop control system will require faster and more advanced particle tracking system.
By incorporating such control system to the acoustic levitator, the stability of the levitated
objects can be improved during scientific analysis (such as Raman spectrogrophy [115], crys-
tallography [115], radar characterisation [115]). In addition, the automation of the liquid
droplet handling system (as demonstrated by [75] and [74]) will be made possible. Such an
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automated system will help improve the time efficiency of chemical or biological experiments
and decrease the risks of contamination via non-contact handling of droplets.
7.1.4 Future of Acoustophoretic Volumetric Display (Transducer Limitation)
As identified in the § 6, the fundamental limitation in the first implementation of the volu-
metric display was with the acosutic signal from FPGA board not hitting the resonance of the
transducer. This problem need to be overcome in order to achieve the full acoustophoretic
volumetric display, and it may be addressed from the signal generation perspective, or utilis-
ing a wider-bandwidth transducer as mentioned in § 6.4.1.
However, there are methods of utilising the current PAL and avoid the particles from falling
off due to the “off-resonance”. For example, the single-axis PAL have two phased array,
and one can utilise single-beam trap such as ‘twin’ trap from one phased-array (either upper
or lower) to capture the particle. By multiplexing between each phased arrays, it may be
possible to minimise the time between the transducer being ‘on’ and ‘off’, due to the “off-
resonance”. The time gap may further be reduced by utilising more transducer arrays, but
will require an advanced particle tracking system to ensure that the generated acoustic trap is
appropriate for the motion. Alternative arrangements may be achieved by developing a new
acoustic trap which considers the particle motion from the design stage. The current acoustic
trap are designed in a quasi-static domain [79], and the performance may be improved by
properly considering the motion of the particle. The derivative of phase in time domain
can be included for the optimisation function, and therefore minimise the chance of “off-
resonance”.
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Camera holder was designed by Tatsuki Fushimi, and manufactured by Mr. Stephen Isles.
PARTS LIST
ITEM QTY PART NUMBER DESCRIPTION
1 2 SLIDER (INNER)  
2 4 SLIDER (OUTER)  
3 2 SLIDER HOLDER (RIGHT)  
4 2 SLIDER HOLDER (LEFT)  
5 1 CAMERA HOLDER  


















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Appendix A. Camera Holder
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Appendix B Calibration Probe
Holder




























































































































































































































































































































































































Appendix C Calibration Probe
Extender
FIG. C.1. Experimental setup for the measurement of the particle in 3D
space. The camera assemblies are orthogonal to each other and was cali-
brated using the CMM-styli.
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