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Abstract 
Visual communications services are now making a significant impact  on modern society. 
Video conferencing, HDTV and multimedia are just examples where this technology is 
being used to good effect. Communicating using video signals does, however, require a 
large volume of data to be transmitted, and even with modern high-bandwidth com-
munication links this can be expensive. This requires the implementation of efficient 
video coding and compression schemes. This thesis investigates both image and video 
coding compression schemes and aims to develop a scheme with  the highest possible 
performance. 
In image coding there are two main types of compression: statistical and psychovisual. 
This thesis concentrates on the latter, since it is shown that psychovisual techniques, 
in general, provide greater levels of compression than statistically based methods. The 
standardised technique for video coding uses psychovisual compression of the coeffi-
cients of the discrete cosine transform (DCT). Despite being an international standard 
for low bit rate video coding the DCT suffers from a number of drawbacks. Firstly, 
the psychophysical and psychological models of the human visual system (HVS) are 
based on a multiresolution approach whereas the basis functions of the DCT are fixed 
in resolution. Secondly the basis functions of the DCT only possess good localisation 
properties in the frequency domain and not the spatial domain, a characteristic that 
blurs edges and discontinuities in an image. By contrast the wavelet transform is a mul-
tiresolution approach and its basis functions can possess good localisation properties in 
both the spatial and frequency domains. Furthermore, due to the excellent localisation 
properties of the wavelet function most of the transform coefficients are practically zero 
and the use of wavelet transform can be expected to achieve a higher compression ratio 
than the DCT. This thesis therefore investigates psychovisual transform coding using 
the wavelet transform instead of the DCT. 
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Wavelet basis functions are characterised by a number of parameters, often mutually 
exclusive. These are spatial compactness, orthonormality, regularity or smoothness 
and symmetry or anti-symmetry. Since orthonormal and biorthonormal wavelet bases 
have recently been applied in image coding, a discussion on the design of orthonormal 
and biorthonormal wavelet bases is presented. By including the properties of the HVS 
sensitivity function into transform coding using the wavelet transform it is shown that 
certain design parameters can be relaxed in the construction of an effective image 
coding scheme [1]. Experimentation using orthonormal wavelets in conjunction with 
the HVS demonstrated that the length of the filter used to implement the orthonormal 
wavelet decomposition has only a slight effect on the quality of the reconstructed image. 
The HVS sensitivity function effectively de-emphasizes the high frequency components 
thereby relaxing the requirement for smooth wavelets which require longer filters and 
are more expensive computationally [2]. 
In image analysis and synthesis the properties of symmetrical or linear phase filters 
are highly desirable. This can only be achieved by using biorthonormal rather than 
orthonormal wavelets. Often, the decomposition and reconstruction filters associated 
with biorthonormal wavelets are of different lengths. Due to the HVS smoothing action, 
high compression ratios can be achieved at a reasonably low computational cost by using 
short filters or less regular wavelets on the analysis side [2]. 
The use of the wavelet transform in image coding can be further divided into two ap-
proaches, i.e. a conventional approach and a best basis approach. In the conventional 
approach, the wavelet basis functions are recursively applied to successively coarser 
approximation signals, in order to extract the difference in information between con-
secutive resolutions. The best basis approach involves transforming the image into a 
set of over-complete basis functions, and permits the choice of a basis function which 
best suits the image. In terms of computational cost, however, the best basis approach 
is much more expensive. The comparative computational cost of the conventional and 
the best basis approaches is 3j + 1 operations and 4 3 operations respectively, where j 
is the level of decompositions [3]. 
Finally, in this study, we implement a multiresolution motion compensation technique 
using a variable block size algorithm for video coding. Due to the large computational 
cost that renders the best basis algorithm impractical for real-time applications, at least 
with today's computer processor speeds, the video coding is implemented using the 
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conventional wavelet approach and not the best basis approach. The most commonly 
employed motion compensation algorithm is the Block Matching Algorithm (BMA). 
The performance of this technique is dependent on, among other factors, the size of 
the fixed blocks employed in this scheme. An alternative to the constant size block 
matching approach is to use a variable block size. This has the advantage that in 
areas where the motion is complicated a small block size can be used, and thus the 
boundaries of moving objects can be more effectively matched [4]. In this study, the 
proposed variable block matching algorithm as well as the quantization of transform 
coefficients, is based on the properties of the HVS. In order to do block matching 
psychovisually, a transform capable of localising an image in both space and frequency 
is required. This enables the block matching to be performed in the transform domain, 
after psychovisual thresholding [5]. The wavelet transform is capable of meeting this 
requirement. By contrast the DCT is not suited to this approach, because any localised 
motion within the image is lost in the transform. The simulation results presented in 
this study show that the bit-rates of the proposed scheme are superior compared to the 
existing schemes. 
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Glossary 
This thesis contains a certain amount of mathematics. The following notations and 
symbols are employed. 
f (x), f (x, y) One and two dimensional signals. 
/(x, y) 	Two-dimensional image. 
Z and R 	Set of integers and real numbers. 
L2 (R) 	Vector space of measurable, square-integrable 
one-dimensional functions. 
L 2 (R2 ) 	Vector space of measurable, square-integrable 
two-dimensional functions. 
12(z) 	Vector space of square-summable sequences. 
V3 	 One-dimensional ladder spaces of j. 
V3 Two-dimensional ladder spaces of j. 
W3 	Orthogonal complement of space Vi in V3 _ 1 . 
Wi 	Orthogonal complement of space V3 in V3 _ 1 . 
0(x), (x, y) One and two dimensional scaling functions. 
( x ) , (x , y) One and two dimensional wavelet functions. 
Bandpass filter in time domain. 
Bandpass filter in frequency domain. 
Lowpass filter in time domain. 
Lowpass filter in frequency domain. 
Tb 	 Number of bits. 
Ct Channel capacity. 
Fr 	Frame rates. 
In nth sample -6f the sequence input. 
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Glossary 
E[x] or E(x) Expected value of x. 
0.2 	variance. 
WL, 	Code word length. 
PO Probability. 
He (x) 	Entropy of random variable x. 
ix I Absolute value of x. 
(x, y) 	Inner product of x and y. 
Fourier transform of x. 
x* 	Complex conjugate of x. 
The Kronecker delta, equal 1 if i = j and 0 otherwise. 
Proportional to. 
oo 	Infinity. 
A member of. 
A subset of. 
Union. 
fl 	 Intersection. 
4—* If and only if. 
Sum. 
II 	Product. 
A Matrix realization of operator A. 
An identity matrix. 
A-1 	Inverse of the matrix A. 
AT Matrix transpose of A. 
Tensor product. 
0 	Convolution. 
A sum operation. 
Identically equal to. 
7r 	 Pi (3.1415...). 
The following abbreviations have also been used: 
ADPCM 	Adaptive Predictive Pulse Code Modulation. 
ATM 	Asynchronous Transfer Mode. 
Glossary 	 xi 
BISDN 	Broadband Integrated Services Digital Network. 
BMA 	Block Matching Algorithm. 
BMA-MC Block Matching Algorithm-Motion Compensation. 
BOS 	Beginning Of Subblock. 
bpp 	Bits per pixel. 
bps 	Bits per second. 
CCF 	Cross Correlation Function. 
CCIR 	Consultative Committee International on Radio 
CCITT 	Consultative Committee International on Telegraph 
and Telephone. 
CIF 	Common Intermediate Format. 
CWT 	Continuous Wavelet Transform. 
cpd 	Cycles per degree. 
dB Decibels. 
DCT 	Discrete Cosine Transform. 
DFT 	Discrete Fourier Transform. 
DM 	Delta Modulation. 
DPCM 	Differential Pulse Code Modulation. 
DWT 	Discrete Wavelet Transform. 
FFT 	Fast Fourier Transform. 
FIR 	Finite Impulse Response. 
HDTV 	High Definition Television. 
HVS 	Human Visual System. 
Hz Hertz. 
IWT 	Inverse Wavelet Transform. 
KLT 	Karhunen-Loeve Transform. 
Kbits 	Kilo (103 ) bits. 
MAD 	Mean Absolute Difference. 
Mbps 	Mega (106 ) bits per second. 
MC 	Motion Compensation. 
MSE 	Mean Square Error. 
MSPE 	Mean Square Prediction Error. 
NTSC 	National Television System Committee. 
PAL 	Phase Alternation Line. 
PCM 	Pulse Code Modulation. 
xii 	 Glossary 
PSNR 	Peak Signal-to-Noise Ratio. 
QCIF 	Quadrature Common Intermediate Format. 
QMF 	Quadrature Mirror Filter. 
RLP 	Run-Length Prefix. 
SECAM 	Sequentiel Couleur Avec Memoire. 
SNR 	Signal-to-Noise Ratio. 
STFT 	Short-Time Fourier Transforms. 
WHT 	Walsh-Hadamard Transform. 
WPSNR 	Weighted Peak Signal-to-Noise Ratio. 
WT 	Wavelet Transform. 
Preface 
The standardized techniques for image and video coding use a psychovisual compression 
of the coefficients of the discrete cosine transform (DCT). Despite being an international 
standard for low bit rate video coding the DCT suffers from a number of drawbacks. 
Firstly, the psychophysical and psychological models of the human visual system (HVS) 
are based on a multiresolution approach whereas the DCT basis functions are fixed in 
resolution. Secondly the basis functions of the DCT only possess good localisation 
properties in the frequency domain and not the spatial domain, a characteristic that 
blurs edges and discontinuities in an image. By contrast the wavelet transform is a 
multiresolution approach and its basis functions can possess good localisation prop-
erties in both the spatial and, frequency domains. Furthermore, due to the excellent 
localisation properties of the wavelet function most of the transform coefficients are 
practically zero and the use of the wavelet transform can be expected to achieve a 
higher compression ratio than the DCT. The original purpose of this research was to 
design and develop a high performance image and video scheme using a technique that 
involves the psychovisual coding of wavelet transform coefficients. 
Thesis Organization 
This thesis is organized into six chapters. Chapter 1 gives a brief introduction of visual 
communications and their source format. Chapter 2 provides a detailed summary of 
statistical and psychovisual image coding as well as describing a compression technique 
for single frame images and sequence of images. Chapter 3 outlines the design of 
wavelet bases and their properties. Chapter 4 outlines and examines the proposed image 
compression scheme for single frame images. A comparison of the performances for all 
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the coding schemes using various wavelet bases are also investigated in this chapter. 
Chapter 5 outlines the extension of the proposed scheme for a sequence of images. A 
comparison of the performances of the proposed scheme and existing schemes is then 
presented. Finally, Chapter 6 contains a summary of the major results and suggestions 
for future research. 
Supporting Publications 
This research resulted in a number of journal and conference publications during the 
course of this study. There are listed below : 
1. D. Gunawan and D. T. Nguyen, "Psychovisual Image Coding Using Wavelet 
Transform", In Australian Journal of Intelligent Information Processing Systems, 
Autumn Issue Vol. 2, No. 1, pp. 45 - 52, March 1995. 
2. D. Gunawan, R. G. Lane and D. T. Nguyen, "Adaptive Motion-Compensated In-
terframe Prediction Coding Using Subjective Thresholding of Wavelet Transform 
Coefficients", In 1994 IEEE Singapore International Conference on Communica-
tion Systems, ICCS'94, pp. 1135 - 1137, Singapore, November 1994, 
3. D. T. Nguyen and D. Gunawan, "Wavelets and Wavelets - Design Issues", In 1994 
IEEE Singapore International Conference on Communication Systems, ICCS'94, 
pp. 188-194, Singapore, November 1994. 
4. D. Gunawan and D. T. Nguyen, "Subjective Coding of Wavelet Coefficients for 
Multiresolution Analysis", In Proceedings of Image E4 Vision Computing Confer-
ence, pp. 163-168, Auckland, New Zealand, August 1993. 
5. D. L. McLaren, D. Gunawan and R. G. Lane, "Motion Detection and Adaptive 
Compensation for Efficient Interframe Video Coding", In The Third International 
Symposium on Signal Processing and Its Applications (ISSPA'92) Proceedings, 
pp. 634-637, Gold Coast, Australia, August 1992. 
6. D. Gunawan, D. T. Nguyen and R. G. Lane, "Subjective Coding of Best Basis 
Wavelet Coefficients for Multiresolution Analysis", Submitted to Signal Process-
ing : Image Communication, December 1994. 
Contents 
Abstract 	 iii 
Acknowledgements 	 vii 
Glossary 	 ix 
Preface 	 xiii 
Contents 	 xv 
List of Figures 	 xxi 
List of Tables 	 xxxi 
1 Introduction 	 1 
1.1 Visual Communication  	2 
1.2 Source Format of Video Signals  	5 
1.3 Structure of the thesis  	8 
XV 
xvi Contents 
2 
3 
From Image to Video Compression 
	
2.1 	Introduction 	  
2.2 	Statistical Image Compression Techniques 	  
2.2.1 	Pulse Code Modulation (PCM) 	  
2.2.2 	Predictive Coding 	  
2.2.3 	Code word assignment and Huffman Coding 	  
2.2.4 	Transform Coding 	  
2.2.5 	Pyramid Coding 	  
2.2.6 	Subband Coding 	  
2.3 	Psychovisual Image Compression Techniques 	  
2.3.1 	Visual Phenomena 	  
2.4 	Combining Compression Techniques 	  
2.5 	Video Coding 	  
2.6 	Summary 	  
Wavelet Transforms 
3.1 	Introduction 	  
3.2 	Continuous Wavelet Transform 	  
3.3 	Discrete Wavelet Transform 	  
3.4 	Multiresolution Analysis 	  
3.5 	Subband Filtering and Multiresolution Analysis 	  
 	26 
 	31 
 	33 
 	35 
11 
11 
12 
13 
14 
16 
17 
23 
25 
26 
30 
35 
36 
37 
39 
41 
Contents xvii 
3.6 Design of Compactly Supported Orthonormal Wavelet Bases 	 46 
3.6.1 	Maximum Vanishing Moment Orthonormal Wavelet Bases. . . . 47 
3.6.2 	Near Linear Phase Orthonormal Wavelet Bases 	  53 
3.6.3 	Least Asymmetrical Orthonormal Wavelet Bases 	 56 
3.6.4 	Design of Compactly Supported Biorthonormal Wavelet Bases 	. 59 
3.7 Summary 	  73 
4 Psychovisual Coding of Wavelet Transform Coefficients 75 
4.1 Introduction 	  75 
4.2 Image representation of Mallat's Pyramid scheme 	  76 
4.3 Conventional Wavelet Transform Coding Scheme 	  80 
4.3.1 	Extension of the HVS Model into 2 Dimensions 	  80 
4.3.2 	Subjective Thresholding 	  81 
4.3.3 	Subjective Quantization 	  89 
4.3.4 	Entropy Coding 	  91 
4.3.5 	Compression Results 	  93 
4.4 Best Basis Wavelet Transform Coding Scheme 	  104 
4.4.1 	Selecting the Best Basis 	  106 
4.4.2 	Simulation Results 	  112 
4.5 Summary 	  114 
5 Motion Compensation Using Subjective Coded WT Coefficients 117 
xviii Contents 
5.1 
5.2 
Introduction 	  
Motion Compensation using Block Matching Algorithm (BMA-MC) 	. 	 
117 
118 
5.2.1 	Displacement Vector Detection 	  118 
5.2.2 	Performance of BMA-MC 	  120 
5.2.3 	Simulation Results    	 121 
5.3 The variable size BMA-MC 	  129 
5.3.1 	The principle of the algorithm 	  129 
5.3.2 	Coding Requirements 	  131 
5.3.3 	Simulation Results    	 132 
5.4 Motion-compensated Wavelet Transform Coding 	  141 
5.4.1 	Multiresolution Motion Compensation 	  142 
5.4.2 	Simulation Results    	 143 
5.5 Summary    	 151 
6 Summary and Future Extensions 153 
6.1 Introduction    	 153 
6.2 An Overview    	 153 
6.3 Summary of Results    	 155 
6.3.1 	The Image Compression Scheme  	155 
6.3.2 	The Video Compression Scheme 	  156 
6.4 Future Extensions    	 157 
Contents 	 xix 
6.5 Concluding Remarks 	  158 
A Test Images and Sequences 	 159 
B A Subjective Image Quality Measure 	 163 
B.1 Measurement Criterion 	  163 
B.2 Viewing Conditions 	  164 
B.3 The Testing Method 	  165 
C Average Energy Distributions 	 167 
D Tables of Huffman Code Words 	 173 
E A Weighted PSNR Measure 	 177 
F Tables of Displacement Vector Code Words 	 179 
G Graphed and Tabulated MAD Values 	 181 
References 	 189 
List of Figures 
1.1 Visual services according to resolution and movement.  	3 
2.1 Block diagrams of a PCM encoder and decoder. 	  13 
	
2.2 Block diagram of an encoder and decoder for Predictive Coding. .   15 
2.3 Block diagram of Transform Coding technique. 	  18 
2.4 Zig-zag scanning of transform coefficients    18 
2.5 Example of DCT transform image compression. (a) Original image, (b) 
reconstructed image for a compression ratio of 8 : 1 and (c) reconstructed 
image for a compression ratio of 16 : 1. 22 
2.6 Block diagram of pyramid coding 	  23 
2.7 Example of pyramid coding. (a) Original image, (b) reduced image for 
k = 1, (c) reduced image for k = 2 and (d) reduced image for k = 3. . . 24 
2.8 Block diagram of subband coding. 	  25 
2.9 A simple single channel model of a transfer function for test stimuli. . 	 27 
2.10 The contrast sensitivity function characteristic which has been explored 
by Kelly [55], Wilson and Giese [56], Wilson [57], King et al. [58] and 
Bowon et al. [59]   28 
xxi 
List of Figures 
2.11 The results of a simple experiment showing the relationship between 
visibility threshold and the distance from a dark-light transition. . . . . 29 
2.12 Block diagram of psychovisual compression using the wavelet transform. 31 
3.1 Typical basis functions and the time-frequency resolution of the wavelet 
transform, (a) basis functions and (b) the time-frequency plane. 	 37 
3.2 The lattice of time-frequency location centers corresponding to lpj,„. . . 38 
3.3 The orthogonal system of scaled and translated wavelets of the Haar 
basis. The upper plot shows 1/)( -1) of the dilated version and the lower 
shows the translated versions of 7,b(x) and 1/)(x — 1)   39 
3.4 The octave structure of V3 and 1473 	 42 
3.5 Subband filtering scheme with exact reconstruction 	 43 
3.6 The scaling functions 20 and wavelets 20 and their spectra for the com-
pactly supported wavelets with a maximum number of vanishing moments. 50 
3.7 The scaling functions 24) and wavelets 20 and their spectra for the com-
pactly supported wavelets with a maximum number of vanishing moments. 51 
3.8 The scaling functions 4q and wavelets 40 and their spectra for the com-
pactly supported wavelets with a maximum number of vanishing moments. 51 
3.9 The scaling functions 60 and wavelets 01/)  and their spectra for the com-
pactly supported wavelets with a maximum number of vanishing moments. 52 
3.10 The scaling functions 4 and wavelets 41/) and their spectra for near linear 
phase wavelet bases. 	  55 
3.11 The scaling functions 6q5 and wavelets 60 and their spectra for near linear 
phase wavelet bases. 	  55 
3.12 The coiflet and scaling functions for L = 2 and their spectra. 	 58 
List of Figures  
3.13 The coiflet and scaling functions for L = 4 and their spectra. 	 59 
3.14 The B-spline scaling and wavelet functions for L = 2 and L = 2. (a) and 
(b) for analysis, (c) and (d) for synthesis. 	  63 
3.15 The spectra of the B-spline scaling and wavelet functions for L = 2 and 
L = 2. (a) and (b) for analysis, (c) and (d) for synthesis 	  63 
3.16 The B-spline scaling and wavelet functions for L = 2 and L = 4. (a) and 
(b) for analysis, (c) and (d) for synthesis. 	  64 
3.17 The spectra of the B-spline scaling and wavelet functions for L = 2 and 
L = 4. (a) and (b) for analysis, (c) and (d) for synthesis 	  64 
3.18 The B-spline scaling and wavelet functions with filters of similar length 
for L + L = 8. (a) and (b) for analysis, (c) and (d) for synthesis. . . . . 66 
3.19 The spectra of the B-spline scaling and wavelet functions with filters of 
similar length for L + L = 8. (a) and (b) for analysis, (c) and (d) for 
synthesis.   66 
3.20 The biorthonormal close to orthonormal scaling and wavelet functions for 
a = 0.03125. (a) and (b) for decomposition, (c) and (d) for reconstruction. 69 
3.21 The spectra of the biorthonormal close to orthonormal scaling and wavelet 
functions for a = 0.03125. (a) and (b) for decomposition, (c) and (d) for 
reconstruction.   70 
3.22 The biorthonormal close to orthonormal scaling and wavelet functions for 
a = 0.05000. (a) and (b) for decomposition, (c) and (d) for reconstruction. 70 
3.23 The spectra of biorthonormal close to orthonormal scaling and wavelet 
functions for a = 0.05000. (a) and (b) for decomposition, (c) and (d) for 
reconstruction.   71 
3.24 The biorthonormal close to orthonormal scaling and wavelet functions for 
a = 0.06250. (a) and (b) for decomposition, (c) and (d) for reconstruction. 71 
x.xiv 	 List of Figures 
3.25 The spectra of biorthonormal close to orthonormal scaling and wavelet 
functions for a = 0.06250. (a) and (b) for decomposition, (c) and (d) for 
reconstruction.   72 
3.26 The biorthonormal close to orthonormal scaling and wavelet functions for 
a = 0.07500. (a) and (b) for decomposition, (c) and (d) for reconstruction. 72 
3.27 The spectra of biorthonormal close to orthonormal scaling and wavelet 
functions for a = 0.07500. (a) and (b) for decomposition, (c) and (d) for 
reconstruction.   73 
4.1 Two-dimensional decomposition of an image for j = 1 using the pyramid 
scheme. 	  78 
4.2 Two-dimensional reconstruction of an image / -i_i for j = 1 using the 
pyramid scheme. 	  79 
4.3 Decomposition and reconstruction of an image for 3 levels of decompo-
sition (j — 3) 	  80 
4.4 The spectrum of sensitivity function HVS. (a) Magnitude spectrum in 
3D and (b) magnitude expressed as gray scale image 	  82 
4.5 Impulse in subband W,F G at coordinate (47,47) in a 512 x 512 image 
plane. 	  83 
4.6 Example of the Daubechies wavelet with L = 2 and its spectrum, ex-
pressed as a gray scale image. (a) the wavelet function, (b) the magnitude 
spectrum of the Fourier transform     84 
4.7 The subband energy distributions of the wavelet coefficients obtained 
using the Daubechies wavelet for L = 2, where on the horizontal axis v 
corresponds to V4HH, a corresponds to WGH ,1) corresponds to WHG , and 
c corresponds to WGG . The numbers 1 to 4 correspond to the subband 
levels. (a) Test image "Airplane", (b) test image "Bird", (c) test image 
"Lerma", (d) test image "Peppers" and (e) test image "Zelda"   88 
List of Figures 	 XXV 
4.8 The scanning order for the wavelet coefficients.  	 93 
4.9 The block diagram of the statistical image compression scheme using the 
wavelet transform 	  94 
4.10 The block diagram of the psychovisual image compression scheme using 
the wavelet transform 	  94 
4.11 Performance of psychovisual image compression. (a) Original image 
"Lenna", (b) reconstructed image using the orthonormal Daubechies 
wavelet basis and (c) reconstructed image using the orthonormal near 
linear phase wavelet basis  97 
4.12 Performance of psychovisual image compression. (a) Reconstructed im-
age "Lenna" using the orthonormal coiflet wavelet basis, (b) recon-
structed image "Lenna" using the biorthonormal spline wavelet basis 
and (c) reconstructed image "Lenna" using the biorthonormal Laplacian 
wavelet basis     98 
4.13 Performance of psychovisual image compression, (a) The original and 
(b) the reconstructed test image "Airplane", (c) the original and (b) 
reconstructed test image "Bird"   102 
4.14 Performance of psychovisual image compression. (a) The original and 
(b) the reconstructed test image "Peppers", (c) the original and (b) 
reconstructed test image "Zelda"  103 
4.15 The complete wavelet basis set for the decomposition of a signal 	 104 
4.16 The complete wavelet basis set for the decomposition of an image. . . 	 104 
4.17 Some permissible binary wavelet packets for 3 levels of decomposition. 	 105 
4.18 The complete basis of an image for three levels of decomposition 	 106 
xxvi 	 List of Figures 
4.19 The diagram for generating the wavelet function for the best basis ap-
proach with 3 levels of decomposition. IWT is an inverse wavelet trans-
form. HH, GH, HG and GG correspond to the wavelet functions of 1.1111 , 
AFGH , THG and TGG respectively.   109 
4.20 The selected bases for the decomposition of the test image "Lenna", (a) 
for the conventional approach and (b) for the best basis approach with 
three levels of decomposition.   113 
4.21 The reconstruction test image "Lenna". (a) For the conventional ap-
proach and (b) for the best basis approach. 	  113 
5.1 The basic Block Matching Algorithm (BMA) 	  119 
5.2 The block diagram of the simulation 	  122 
5.3 Characteristic displacement vectors for the test image (a) "Miss Amer- 
ica", (b) "Salesman", (c) "Band", (d) "Skiing" and (e) "Scenic view". . 127 
5.4 The "patch-work" characteristic of the variable block matching algorithm. 130 
5.5 A possible subdivision of an original frame. 	  131 
5.6 Examples of the subdivision of the test image sequence "Miss America" 
into a maximum block size of 8 x 8 and a minimum block size of 2 x 2 
in the variable block size block matching algorithm. (a) The original 
image, (b) an example for a threshold value = 3, (c) an example for a 
threshold = 4, (d) an example for a threshold value = 5, (e) an example 
for a threshold value = 6 and (f) an example for a threshold value = 7. 
The brightest colour represents a block size of 8 x 8, the next brightest 
represents a block size of 4 x 4 and the darkest colour represents a block 
size of 2 x 2.     133 
List of Figures 	 xxvii 
5.7 Examples of subdivision for the test image sequences "Salesman" and 
"Band' into a maximum block size of 8 x 8 and a minimum block size 
of 2 x 2 in the variable block size matching algorithm. (a) The original 
image sequence "Salesman", (b) an example for a threshold value = 3, (c) 
the original image sequence "Band" and (d) an example for a threshold 
value = 3. The brightest colour represents a block size of 8 x 8, the next 
brightest represents a block size of 4 x 4 and the darkest colour represents 
a block size of 2 x 2    134 
5.8 Examples of subdivision for the test image sequences "Skiing" and "Scenic 
view" into a maximum block size of 8 x 8 and a minimum block size of 
2 x 2 in the variable block size matching algorithm. (a) The original im-
age sequence "Skiing", (b) an example for a threshold value = 3, (c) the 
original image sequence "Scenic view" and (d) an example for a thresh-
old value = 3. The brightest colour represents a block size of 8 x 8, the 
next brightest represents a block size of 4 x 4 and the darkest colour 
represents a block size of 2 x 2.   135 
5.9 The block diagram of hybrid motion-compensated scheme. 	 142 
5.10 A typical multiresolution motion estimation using a scaled block size. 
M denotes a motion vector, the numbers 30, 31, 32 and 33 correspond 
to the subbands HH, GH, HG and GG at the third decomposition 
respectively. The numbers 21, 22 and 23 for the second decomposition 
and 11, 12 and 13 for the first decomposition. A denotes the difference 
in the position of the motion vector from the actual position.   144 
5.11 The block diagram of the proposed scheme. 	  145 
5.12 The comparison of the proposed scheme and standard DCT scheme for 
image sequences "Miss America", (a) in terms of PSNR and (b) in terms 
of total bits    150 
5.13 The comparison of the proposed scheme and standard DCT scheme for 
image sequences "Salesman", (a) in terms of PSNR and (b) in terms of 
total bits.   150 
List of Figures 
A.1 The standard single frame test image "Lenin" 	  159 
A.2 The standard single frame test image "Airplane" 	  160 
A.3 The standard single frame test image "Bird" 	  160 
A.4 The standard single frame test image "Peppers" 	  160 
A.5 The standard single frame test image "Zelda" 	  161 
A.6 The first frame of the standard test image sequence "Miss America". . . 161 
A.7 The first frame of the standard test image sequence "Salesman". . . . 	 161 
A.8 The first frame of the standard test image sequence "Band" 	 162 
A.9 The first frame of the standard test image sequence "Skiing" 	 162 
A.10 The first frame of the standard test image sequence "Scenic view". . . 	 162 
B.1 The viewing conditions. 	  164 
B.2 The placement of the original and reconstructed images 	  165 
C.1 The average energy distribution of twenty standard test images using 
orthonormal wavelet bases. (a) Daubechies wavelets and (b) near linear 
phase wavelets.     167 
C.2 The average energy distribution of twenty standard test images using 
orthonormal wavelet bases for coiflet wavelets. 	  168 
C.3 The average energy distribution of twenty standard test images using 
biorthonormal wavelet bases. (a) Spline wavelets and (b) Laplacian 
wavelets  168 
D.1 The quantized coefficient distributions for the standard test images. (a) 
"Lenna" image and (b) "Airplane" image 	  174 
List of Figures 	 xxix 
D.2 The quantized coefficient distributions for the standard test images. (a) 
"Bird" image, (b) "Peppers" image and (c) "Zelda" image. 	 174 
E.1 The block diagram for computing the WPSNR 	  178 
G.1 The MAD value versus block number for the image sequence divided 
into subblocks of 2 x 2. (a) Test image "Miss America", (b) test image 
"Salesman", (c) test image "Band", (d) test image "Skiing" and (e) test 
image "Scenic view"  183 
G.2 The MAD value versus block number for the image sequence divided 
into subblocks of 4 x 4. (a) Test image "Miss America", (b) test image 
"Salesman", (c) test image "Band", (d) test image "Skiing" and (e) test 
image "Scenic view"  184 
G.3 The MAD value versus block number for the image sequence divided 
into subblocks of 8 x 8. (a) Test image "Miss America", (b) test image 
"Salesman", (c) test image "Band", (d) test image "Skiing" and (e) test 
image "Scenic view"  185 
G.4 The MAD value versus block number for the image sequence divided 
into subblocks of 16 x 16. (a) Test image "Miss America", (b) test image 
"Salesman", (c) test image "Band", (d) test image "Skiing" and (e) test 
image "Scenic view"  186 
G.5 The MAD value versus block number for the image sequence divided 
into subblocks of 32 x 32. (a) Test image "Miss America", (b) test image 
"Salesman", (c) test image "Band", (d) test image "Skiing" and (e) test 
image "Scenic view"  187 
List of Tables 
1.1 Parameters of CCIR 601 Source Format Standard.  	6 
1.2 Parameters of the Common Intermediate Format  	7 
3.1 Filter coefficients h(n) for compactly supported Daubechies wavelet bases 
for L = 2,3, 4 and 6. 	  50 
3.2 The regularity estimation of LO E C. 	  
3.3 Filter coefficients h(n) for near linear phase wavelet bases for L = 4 and 
	
L — 6    54 
3.4 Filter coefficients h(n) for coiflets with L = 2 and L — 4    58 
3.5 The B-spline filter coefficients h(n), g (n), h(n) and :g(n) for L = 2 and 
L = 2 . 	  62 
3.6 The B-spline filter coefficients h(n), g (n), h(n) and §(n) for L = 4 and 
L - 2    62 
3.7 The B-spline filter coefficients h(n), g(n), h(n) and a(n) for L + L = 8 
with filters of similar length. 	  65 
3.8 The Laplacian filter coefficients h(n), g(m), h(n) and Tg(n) for a = 0.03125. 68 
3.9 The Laplacian filter coefficients h(n), g(m), h(n) and §(n) for a = 0.05000. 68 
3.10 The Laplacian filter coefficients h(n), g(n), h(n) and j(n) for a = 0.06250. 68 
x3ocii 	 List of Tables 
3.11 The Laplacian filter coefficients h(n), g(n), h(n) and 4(n) for a = 0.07500. 69 
4.1 Sensitivity factors of orthonormal Daubechies wavelet bases. 	 84 
4.2 Sensitivity factors of orthonormal near linear phase wavelet bases. . 	 85 
4.3 Sensitivity factors of orthonormal Coiflet wavelet bases. 	 85 
4.4 Sensitivity factors of biorthonormal Spline wavelet bases. 	 86 
4.5 Sensitivity factors of the biorthonormal close to the orthonormal wavelet 
bases. 	  86 
4.6 The optimum value of K for various wavelet bases 	  89 
4.7 The optimum value of q for various wavelet bases. 	  92 
4.8 Comparison of results between the Statistical and Psychovisual compres-
sion schemes for constant bit rate of 0.40 bbp for the standard image 
"Lenna"   95 
4.9 Comparison of bit rates for Statistical and Psychovisual compression 
schemes for on the basis of comparable PSNR. 	  95 
4.10 Effect on the coding performance by interchanging analysis and synthesis 
wavelets 	  99 
4.11 Results of the subjective assessment for statistical and psychovisual im- 
age compression using the standard image "Lerma" 	  100 
4.12 Comparison of simulation results of three schemes 	  101 
4.13 Performance of psychovisual image compression for the test images "Air-
plane", "Bird", "Peppers" and "Zelda" 	  101 
4.14 Sensitivity factors for the first decomposition 	  110 
4.15 Sensitivity factors for the second decomposition 	  110 
List of Tables 	 xxxiii 
4.16 Sensitivity factors for the third decomposition 	  111 
4.17 Comparison of the WPSNR for the . conventional and best basis approaches. 113 
5.1 Performance of the fixed block size BMA-MC for the image sequence 
"Miss America" 	  124 
5.2 Performance of the fixed block size BMA-MC for the image sequence 
"Salesman" 	  124 
5.3 Performance of the fixed block size BMA-MC for the image sequence 
"Band" 	  125 
5.4 Performance of the fixed block size BMA-MC for the image sequence 
"Skiing" 	  125 
5.5 Performance of the fixed block size BMA-MC for the image sequence 
"Scenic view" 	  126 
5.6 Results for the variable block size BMA-MC for the image sequence "Miss 
	
America"    136 
5.7 Results for the variable block size BMA-MC for the image sequence 
"Salesman" 	  137 
5.8 Results for the variable block size BMA-MC for the image sequence 
"Band" 	  138 
5.9 Results for the variable block size BMA-MC for the image sequence 
"Skiing" 	  139 
5.10 Results for the variable block size BMA-MC for the image sequence 
"Scenic view" 	  140 
5.11 Performance of the existing scheme using the DCT transform as shown 
in Figure 5.9. 	  145 
xxxiv 	 List of Tables 
5.12 Performance of the existing scheme using the wavelet transform. This 
scheme is similar to that proposed by Zhang [133] except that a constant 
step size in the quantization is used so as to allow a comparison with our 
method that incorporates the HVS   146 
5.13 Performance of our proposed scheme for the image sequence "Miss Amer- 
ica" 	  146 
5.14 Performance of our proposed scheme for the image sequence "Salesman". 147 
5.15 Performance of our proposed scheme for the image sequence "Band". . . 148 
5.16 Performance of our proposed scheme for the image sequence "Skiing". . 148 
5.17 Performance of our proposed scheme for the image sequence "Scenic view".149 
C.1 The average energy in the subbands for the orthonormal Daubechies 
wavelet bases 	  169 
C.2 The average energy in the subbands for the orthonormal near linear 
phase wavelet bases. 	  169 
C.3 The average energy in the subbands for the orthonormal Coiflet wavelet 
bases. 	  170 
C.4 The average energy in the subbands for the biorthonormal Spline wavelet 
bases. 	  170 
C.5 The average energy in the subbands for the biorthonormal close to or-
thonormal wavelet bases (Laplacian wavelet bases) 	  171 
D.1 The Huffman code words for the transform coefficients. 	  175 
D.2 The Huffman code words for the run length. 	  176 
F.1 Codes for displacement vectors    180 
List of Tables 
G.1 The MAD values for the test image sequence "Miss America" 	 181 
G.2 The MAD values for the test image sequence "Salesman" 	 182 
G.3 The MAD values for the test image sequence "Band" 	  182 
G.4 The MAD values for the test image sequence "Skiing" 	  182 
G.5 The MAD values for the test image sequence "Scenic view" 	 182 
Chapter 1 
Introduction 
Nowadays, video applications such as digital laser disc, electronic camera, videophone 
and video conferencing systems, image and interactive video tools on personal comput-
ers and workstations, program delivery using cable and satellite, and high-definition 
television (HDTV) are available for visual communications. Many of these applica-
tions, however, require the use of data compression because visual signals require a 
large communication bandwidth for transmission and large amounts of computer mem-
ory for storage. In order to make the handling of visual signals cost effective it is 
important that their data be compressed as much as possible. Fortunately, visual sig-
nals contain a large amount of statistically and psychovisually redundant information. 
By removing this unnecessary information, the amount of data necessary to adequately 
represent an image can be reduced. 
The removal of unnecessary information generally can be achieved by using either statis-
tical compression techniques or psychovisual compression techniques. Both techniques 
result in a loss of information, but in the former the loss may be recovered by signal 
processing such as filtering and inter or intra-polation. In the latter, information is 
in fact discarded, but in way that is not perceptible to a human observer. The lat-
ter technique offers much greater levels of compression but it is no longer possible to 
perfectly reconstruct the original image. While the aim in psychovisual coding is to 
keep these differences at an imperceptible level, psychovisual compression inevitably 
involves a tradeoff between the quality of the reconstructed image and the compression 
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rate achieved. This tradeoff can often be assessed using mathematical criteria, although 
a better assessment is in general provided by a human observer. 
The compression techniques can be applied to single or still images and to sequences 
of video images. There are two main techniques of image compression. The first 
technique, known as intra-frame aiding, relies on removing the spatial redundancies 
in the images a single frame at a time. Very often these techniques are simply called 
image compression techniques. The second technique, inter-frame coding, exploits the 
redundancies caused by temporal correlations as well as spatial correlations in successive 
video images. This technique holds the promise of a significantly large reduction in the 
data required to transmit the image sequence. 
There are numerous ways to achieve compression in both image compression and video 
compression techniques. Predictive coding and transform coding are widely used for 
image compression techniques. Predictive schemes compress each of the picture ele-
ments (pixels) by quantizing the difference between a predicted value whose value is 
based on the previous pixels. Transform coding especially using the Discrete Cosine 
Transform (DCT) is an international standard and one of the most powerful compres-
sion techniques [6]. In successive video images, each picture frame is typically very 
close to those temporally adjacent to it and each picture usually contains a background 
and a number objects, which are essentially unchanging from frame to frame. When 
some of the objects are moving, and assuming that movement in the picture is only a 
shift or displacement of object position, then the location of a pixel or a group of pixels 
on the same part of the moving object can be predicted from the previous frame. This 
technique is called motion compensation. 
This thesis is largely concerned with psychovisual compression techniques. The appli-
cations of intra-frame and inter-frame coding in conjunction with transform coding and 
psychovisual compression are presented in this study. 
1.1 Visual Communication 
Good visual communication requires an integration of the telecommunication networks. 
Fortunately, the advances in recent network technology such as the powerful ATM-based 
Broadband ISDN and extensive optical networks have been conveniently developed for 
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Figure 1.1: Visual services according to resolution and movement. 
visual communication services. These visual communication services can be distin-
guished as "interactive services" and "distribution services" [7]. Interactive services 
contain conversation services, messaging services and retrieval services. Conversation 
services provide dialogue communication with real time end-to-end information transfer 
such as data processing. Messaging services offer user-to-user communication between 
individual users via storage units with store-and-forward functions. Retrieval services 
can retrieve information stored in information centres and, in general, be provided for 
public use. The distribution services, also known as broadcast and narrowcast services, 
provide the customer with an information flow from a central source. Figure 1.1 illus-
trates a collection of some of the common video and image-based services in accordance 
to resolution and movement. 
Videotex, Teletext and Still Picture TV 
Videotex [8] [9] is based on a combination of television, communications and computer 
technologies. Videotex is a two way system in which a user can access a remotely 
located computer from their home, business, or present location and display information 
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retrieved from the computer on a modified television set or specially designed visual 
display unit. Videotex services enable information in the forms of words, pictures and 
graphics to be transmitted and displayed electronically on demand, and with which the 
user can interact by sending electronic messages or commands in response. 
Teletext [9] refers to any broadcasting system which displays selected frames of infor-
mation as they are being continuously recycled by the originator of the signal. The 
broadcast signal is generated with the aid of a computer. The information is prepared 
and stored digitally and is usually broadcast as a portion of the regular television sig-
nal. Still picture TV [7, pp. 8-111, often referred to as slow-scan television or freeze 
frame, was developed for applications where the update of movement is not critical. 
Video Conferencing 
Video conferencing systems are used for two or more groups of people at widely sepa-
rated locations who wish to communicate in real time, both visually and orally [10] [11]. 
The objective of video conferencing is to save time and costs that would be incurred 
by physically bringing all of the conference participants to the same location and to 
be a useful alternative form of communication between co-workers, business associates 
and managerial staff. During the video conference several types of information can be 
transmitted such as sound, still and moving video, messages, handwriting and facsimile. 
Since the service of video conferencing is much more task oriented compared to broad-
cast television which is much more entertainment oriented, the picture quality con-
straints are less stringent than for broadcast television [11, pp. 115-120]. The standard 
transmission format for these interactive services uses Common Intermediate Format 
(CIF) which is tabulated in Table 1.2. Standardized bit-rates are not sufficient for 
internationally compatible video conferencing services between countries with differ-
ent local TV systems. The most useful Integrated Services Digital Networks (ISDN) 
bit-rates for video conferencing services use 384 Kbps and multiples thereof up to and 
including the primary rates [11, pp. 115-120] [12]. 
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Video Telephony 
Video telephony is a bidirectional service in which speech and moving images are com-
municated as in normal face-to-face conversation, including facial expressions, posture 
and gestures [11, pp. 115-120) [13]. The picture information transmitted is sufficient 
for the adequate representation of smooth motions of persons displayed in head and 
shoulder view. The video telephone has a mode for normal telephone, and narrow band 
video telephony can basically be seen as scaled-down video conferencing with limited 
functionality. The standard transmission format of Quadrature CIF (QCIF) and tem-
poral frequencies below 15 frames-per-second with grey-scale images are commonly used 
for video telephony. 
Multimedia Communication 
Recent advances in networking, storage, personal computers, workstations and inte-
grated circuit technology as well as demands for better communication accommodations 
have fostered tremendous interest in the development of multimedia communication sys-
tems [14]. Multimedia communication [15) is the field referring to the representation, 
storage, retrieval and dissemination of machine-processable information expressed in 
multimedia, such as text, audio, voice, graphics, image and video in a range of config-
urations to suit the end user. 
Applications in education and training, office and business systems, information and 
point of sales are the main multimedia services [16]. In all of these different fields, the 
visual aspects of the multimedia applications are still image, motion video and graphics 
based. 
1.2 Source Format of Video Signals 
All video communication services use television signals with different formats. This 
section describes the video signal source format of several communication systems. 
Television signals comprise a sequence of still pictures or frames, and each frame consists 
of two interlaced fields. Two major standards for regional television are the PAL and 
PAL NTSC 
Parameters 525/60 625/50 
sampling frequency 
sampling structure 
number of active lines 
number of pixels 
per active line 
luminance (Y) 
chrominance (U) 
chrominance (V) 
Field frequency 
quantization 
13.5 MHz (luminance Y) 
6.75 MHz (chrominance U,V) 
orthogonal 
576 
720 pixels/line 
360 pixels/line 
360 pixels/line 
50 Hz 
8 bit PCM 
13.5 MHz 
6.75 MHz 
orthogonal 
480 
720 pixels/line 
360 pixels/line 
360 pixels/line 
59.94 Hz 
8 bit PCM 
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NTSC systems. The PAL system is used in Europe (with the exception of France which 
uses SECAM) and Australia with the main scanning standard of 50 fields-per-second 
and 625 lines-per-frame. The NTSC system is used in North America and Japan with 
60 fields-per-second and 525 lines-per-frame. These standards have been adopted by 
the CCIR recommendation 601 [17]and are depicted in Table 1.1. 
Table 1.1: Parameters of CCIR 601 Source Format Standard. 
The luminance component Y is sampled at 13.5 MHz and the chrominance components 
U and V at 6.75 MHz. Therefore the number of chrominance pixels is half the number of 
luminance pixels. The number of bits in one frame for either standard can be computed 
by 
Tb = Hor(m) x V er(n) x bPP 
where Tb denotes the number of bits in one frame, bpp the number of bits per pixel, 
H or (m) the number of horizontal samples and Ver(n) the number of active lines. When 
dealing with PAL and NTSC systems, the total number of bits becomes 
Tb PAL = (720 x 576 x 8) + 2(360 x 576 x 8) 
= 6, 635, 520bits/frame, 
and 
Tb NTSC = (720 x 480 x 8) + 2(360 x 480 x 8) 
= 5, 529, 600bits/frame, 
respectively. 
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The overall bit rate is defined by 
Ct = Tb X Fr 
where Fr denotes the frame rates. The frame rate, Fr , for PAL is 25 Hz and for NTSC 
is approximately 30 Hz. Therefore the channel capacity to transport CCIR rec. 601 
signals is Ct PAL = 166 Mbps and Ct NTSC = 166 Mbps respectively. 
Common Intermediate Format 
Many regions have different national television standards and it is therefore necessary 
to convert standards for use in inter-regional television broadcasting. The Common 
Intermediate Format (CIF) was created when an agreement was reached to overcome 
the differences between inter-regional television standards [7, pp. 31-33]. The NTSC 
system actually has 480 active lines, whereas the PAL system has 576 active lines. It 
was agreed internationally that the countries using NTSC would convert the number of 
lines towards 288 non-interlaced lines and the countries using PAL would convert the 
number of fields. The basic parameters for CIF are depicted in Table 1.2. A fallback 
mode is based on one quarter of the CIF, and is denoted by QCIF. 
CIF QCIF 
Number of active lines 
Luminance (Y) 288 144 
Chrominance (U, V) 144 72 
Number of active pixels per line 
Luminance (Y) 360 180 
Chrominance (U, V) 180 90 
Table 1.2: Parameters of the Common Intermediate Format 
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1.3 Structure of the thesis 
The main focus of this thesis is the design of psychovisual image and video compres-
sion schemes using the wavelet transform. The next two chapters describe the available 
techniques for image and video coding and the chapter after that introduces the wavelet 
transform. The last two chapters focus on the design of a psychovisual image compres-
sion and video compression technique using the wavelet transform respectively. 
Chapter II describes an overview of the techniques available for image and video com-
pression of visual information. The statistical image compression techniques such as 
PCM, Predictive coding, Transform coding, Pyramid coding and Sub-band coding, as 
well as psychovisual image coding techniques are presented. Combinations of these 
techniques are also outlined. 
Chapter III describes the wavelet transform which is a useful sub-band coding scheme 
based on a multiresolution decomposition of signals and images. The wavelet basis 
functions can be generated using many different functions. We construct, in particular, 
wavelet bases by using the methodology for generating compactly supported orthonor-
mal and biorthonormal wavelet bases. The properties of such wavelets are also pre-
sented. These wavelet bases are then employed for statistical as well as psychovisual 
image compression. 
Chapter IV explores psychovisual image compression techniques using the wavelet 
transform coefficients. The application of the wavelet transform in signal and image 
processing can be divided into two schemes: the conventional approach based directly 
on Mallat's multiresolution wavelet decomposition [18] and the best basis approach [19]. 
This chapter firstly examines the conventional scheme using both psychovisual com-
pression as well as statistical compression with various wavelet bases. The simulation 
results of both the statistical and psychovisual schemes are compared for the various 
wavelet bases. Only the wavelet bases which produced the best result are applied to 
the best basis approach and used for a comparison with the conventional scheme. 
Chapter V extends the psychovisual compression techniques by exploring the video 
coding of the wavelet transform coefficients. The basic video coding technique of using a 
motion compensation scheme both with fixed block size and variable block size matching 
algorithms is presented. Following this a multiresolution motion compensation scheme 
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is examined, in particular for the conventional wavelet transform scheme. The best 
basis scheme is not carried out using the multiresolution motion compensation scheme, 
due to a large computational cost that renders the algorithm impractical for real-time 
applications. 
Chapter VI provides an overall summary of the results presented, as well as suggestions 
for future research. 
10 
Chapter 2 
From Image to Video 
Compression 
2.1 Introduction 
An image is usually represented by a two-dimensional array of numbers over a rectan-
gular or square lattice. The gray level variations are used to represent the information 
in the image. In many practical cases, an image is often defined over a 256 x 256 or 
512 x 512 lattice. Typically each pixel is represented by 8 bits, corresponding to a gray 
level variation between 0 and 255. Storing a 512 x 512 image requires approximately 
2096 Kbits memory which constitutes a significant quantity of memory. It is therefore 
desirable to compress the information in the image into a considerably fewer number 
of bits whilst maintaining the ability to reconstruct the image such that it is close to 
the original image. Thus an image needs to be compressed for efficient data storage 
applications or to reduce the bandwidth capacity required to transmit the image. 
The applications of image data compression, in general, are primarily in the trans-
mission and storage of information. In transmission, applications such as broadcast 
television, teleconferencing, videophone, computer-communication, remote sensing via 
satellite or aircraft, etc., require the compression techniques to be constrained by the 
need for the real time compression and on-line consideration which tends to severely 
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limit the size and hardware complexity. In storage applications such as medical images, 
educational and business documents, etc., the requirements are less stringent because 
much of the compression processing can be done off-line. However, the decompression 
or retrieval should still be quick and efficient to minimise the response time [20]. 
When dealing with images the data compression techniques may be divided into two 
schemes. There are image compression techniques and video compression techniques. 
The former techniques exploit the redundancy in the images a single frame at a time, 
whilst the latter ones exploit the temporal correlations between successive images in 
the sequence. If the sequence is highly correlated, this technique holds the promise 
of significantly greater compression in the data when transmitting an image sequence. 
If there exists no correlation within the various images making up the sequence, the 
problem of video compression reduces to one of image compression, with each individual 
image within the sequence treated separately [21]. 
All images of interest usually contain a considerable amount of statistically and subjec-
tively superfluous information [11, pp. 148-150]. A statistical image compression tech-
nique exploits statistical redundancies in the information in the image. This technique 
reduces the amount of data to be transmitted or to be stored in an image without any 
information being lost. The alternative is to discard the subjective redundancies in an 
image, which leads to psychovisual image compression. These psychovisual techniques 
rely on properties of the Human Visual characteristic System (HVS) to determine which 
features will not be noticed by a human observer. 
In the following section a brief overview of image coding and video coding in terms 
of compression techniques is provided. Both statistical and psychovisual compression 
schemes are presented. More general reviews on the subjects can be found in [7] [11] 
[20] [22] [23] [24] [25]. 
2.2 Statistical Image Compression Techniques 
As noted above visual images generally contain large amounts of statistically redundant 
information. There is normally considerable correlation between adjacent pixels both 
vertically and horizontally in an image, as well as between pixels in successive frames. 
In statistical image compression techniques little or no information in the image is 
2.2. Statistical Image Compression Techniques 	 13 
discarded and therefore a perfect or near perfect representation of the image can be 
reconstructed. In this section we discuss some compression methods which belong to 
the class of statistical Compression techniques. 
2.2.1 Pulse Code Modulation (PCM) 
PCM, also known as analog to digital conversion, is a simple method to represent the 
discrete amplitudes of signal information into binary code words. It has not been used 
for television up until 1951, although it was developed in the late 1930's. Since then it 
has been used as a video digitizing scheme for the purposes of storage and transmission. 
The block diagrams of a PCM encoder and decoder are shown in Figure 2.1. The 
input signal, a one-dimensional raster scanned waveform of the image is firstly band-
limited by an anti-aliasing filter and then sampled at the Nyquist sampling rate, where 
the Nyquist sampling rate is twice the highest frequency in the input signal. The 
resulting sampled signal is then quantized to 2 N discrete amplitude levels. Each level 
is represented by a binary code word containing N bits. This scheme is also known 
as fixed word-length coding. At the decoder, these binary code words are converted 
to a sequence of discrete amplitude levels which are then lowpass filtered to obtain a 
reconstruction of the original signal. The number of bits needed to code a pixel using 
PCM depends on the type of image. In general, 128 or 256 levels (7 or 8 bits) are 
sufficient for a monochrome image [11, pp. 304-3071. 
Input 
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Figure 2.1: Block diagrams of a. PCM encoder and decoder. 
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In order to obtain a perfectly reconstructed image from the coded data, the number 
of quantizing levels, 2 N , must be sufficient to ensure that the decoded image is not 
significantly different from the original image. Thus, in this simple scheme each pixel 
is represented by N bits. 
2.2.2 Predictive Coding 
In PCM coding, the successive inputs to the quantizer are treated independently, and 
thus there is no exploitation of any redundancy present in images. Visual images 
contain statistical redundancies such as the correlation between adjacent pixels that 
are spatially close to each other [11, pp. 313-3211. Predictive coding techniques exploit 
this correlation. The principle of this technique is to predict or to approximate the 
next sample in order to remove the mutual redundancy between successive samples 
and quantize only the difference or new information. 
The block diagram of a predictive coder and decoder is shown in Figure 2.2. The 
predictive coder has three basic components; namely, a Predictor, Quantizer and Code 
Assigner. The basic principle of this technique is to predict the value of the current 
pixel based on the previously coded pixel that has been transmitted [26]. The prediction 
error or differential signal is quantized into a set of N discrete amplitude levels, coded 
using either a fixed or variable word-length code and then transmitted. The quantizer 
depends on the number of levels of quantization. If the quantizer has only 2 levels, the 
predictive coding is known as Delta Modulation (DM) [27]. When the quantizer has 
more than 2 levels the predictive coding is known as Differential Pulse Code Modulation 
(DPCM). Since, DM uses only 2 quantization levels, the sampling rate has to be several 
times the Nyquist rate in order to avoid slope overload and get an adequate picture 
quality [11, pp. 313-321]. 
The predictor for DPCM can be either linear or non-linear, depending on whether the 
prediction is a linear or non-linear combination of previously transmitted values. Linear 
prediction has been extensively studied [28] [29] and has the general form 
In = E apIn-p 	 (2.1) 
p=1 
where In is the Th th sample of the input sequence, ap is the pth prediction coefficient 
uantizer Code To 
Predictor 
Input 
Assigner  Channel 
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(a) Coder 
From  
Channel 
Decoder 
Output 
Predictor 
(b) Decoder 
Figure 2.2: Block diagram of an encoder and decoder for Predictive Coding. 
and P is the order of prediction. The prediction coefficients {ap } can be obtained 
by minimising the mean square prediction error (MSPE), E(In — fn ) 2 . By using the 
optimum coefficients, the mean square prediction error is given by [11, pp. 313-321] 
optimufn(MSPE) = o -2 — E apdp 	 (2.2) 
p=1 
where di, = Ell"./72 _pl and the pixels are assumed to be identically distributed with 
zero mean and variance cr 2 • The quantizer output is then encoded using either a fixed 
or variable word-length code. If either the quantizer step size A is adapted to the rate 
of change of the signal or the prediction coefficients {ap } are adapted to the temporal 
change of the signal, we have an Adaptive Predictive PCM (ADPCM). 
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2.2.3 Code word assignment and Huffman Coding 
In both PCM and DPCM schemes, the output quantized levels are coded by the assign-
ment of code words before being stored or transmitted. In general, the PCM scheme 
uses constant or fixed length N bit binary words to represent the various signal levels. 
In practice, however, the probability distribution of the output quantizer levels, espe-
cially for DPCM, is highly nonuniform. This naturally lends itself to a representation 
using code words of variable length [11, pp. 379-380] [30]. The average number of bits 
per word can be reduced if the output quantized levels having a high probability are 
assigned short code-words, while the output quantized levels having a lower probability 
are assigned longer code words. This method is called variable word-length coding or 
entropy coding [11, pp. 148-150]. Let the output quantized level be denoted by b with 
probability of occurence P(b). It is assigned a code word of length WL(b) bits. Then 
the average code word length WL can be calculated by 
wL, = E wL(b)P(b) [bits/pixel]. 	 (2.3) 
The average code word length WL cannot be made arbitrarily small, however, and still 
must be correctly decoded by a receiver [11, pp. 148-1501. The average code word 
length WL should satisfy the lower bound which is derived from information theory 
[31], and is given by 
He (B) < W L 	 (2.4) 
where He (B) is the entropy, 
He (B) = — E P(b)log 2 P(b) [bits/pixel]. 	 (2.5) 
The most popular entropy coding scheme employs Huffman coding [32], in which the 
statistical distribution of the output quantizer levels is used to construct a look-up table 
of optimum variable length code words. In practice, it is found that the performance 
of the Huffman code is not too sensitive to small changes in the probablity distribution 
from picture to picture [30], and therefore efficient code word assignment can be pro-
vided if codes based on the average distribution of levels over many images are used 
[11, pp. 379-380]. 
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2.2.4 Transform Coding 
The previous coding techniques attempt to reduce the correlation that exists among 
adjacent image pixel intensities. Transform coding [11] [39] [40] attempts to represent 
an image by uncorrelated data, using a reversible linear transformation. In the most 
general form, an image is sampled and subdivided into small square blocks of N x N 
pixels. The transformation of one of these subblocks into another domain, usually 
frequency-related, is denoted by 
N-1 N-1 
AU, V) = E E n) f ,,ker(u7v;m,n), for u, v; m, n = 0, 1, 	, N — 1 	(2.6) 
m=0 n=0 
where f ( ker,U, V; m , n) is the forward transform kernel. The original image subblocks 
can then be recovered by 
N-1 N-1 
n) = E E 	oker (u,v ; m, n), for u, v; m, n = 0, 1, , N —1 
u=0 v=0 
(2.7) 
where i( ker,U, V; m, n) is an inverse transform kernel. 
The objective of transform coding is to represent the energy of the original subblock 
by a small fraction of the transform coefficients, a process called energy compaction. 
This means that only the transform coefficients that adequately represent the image 
need to be transmitted. 
The block diagram of the transform coding technique is shown in Figure 2.3. The 
original image is subdivided into small square subblocks and transformed. The non-
zero transformed subblock coefficients in which all the energy is contained are quantized 
and encoded before transmission. DPCM is, in general, used for the coding scheme. 
At the receiver, the code words are decoded and then dequantized. These received 
subblocks are then inverse transformed to obtain the reconstructed image. 
Once the non-zero transform coefficients are quantized, they then need to be coded 
into a binary stream before being stored or transmitted. The non-zero coefficients are, 
in general, coded by a magnitude look-up table and the addresses of the coefficients 
are coded using a runlength look-up table [36]. The amplitude and run-length look-up 
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Figure 2.3: Block diagram of Transform Coding technique. 
tables are simply Huffman coded. In order to minimise the amount of information 
required to represent a subblock, the quantized coefficients need to be scanned before 
coding. There are many ways in which an image can be scanned but the zig-zag 
scanning method illustrated by Figure 2.4 is the most commonly used and has been 
accepted as part of an international coding scheme standard [35] [36] [37]. 
• • • • • • • • • 
• • • • 	• • • • • 
• • • • • • • • • 
• • • • • • • • • 
• • • • • • • • • 
• • • • • • • • • 
• • • • • • • • • 
• • • • • • • • • 
• • • 	• 	• • • • • 
Figure 2.4: Zig-zag scanning of transform coefficients. 
The choice of basis kernel in equation (2.6) results in different forms of transform com-
pression. The optimal choice of basis kernel which results in the most uncorrelated 
transform and greatest image compaction is known as the Karhunen-Loeve transform 
(KLT). However, the transform matrix or the kernel must be derived from the corre- 
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lation statistics of the original subblocks [11, pp. 392-400], which makes it difficult to 
implement. Consequently, the KLT is not often used in practice, but rather provides an 
optimal linear transformation for bench-mark comparison of other techniques. There 
are many different less optimal linear transforms which produce compactly efficient al-
gorithms and which are independent of the statistics of the input images [11]. Some of 
the more important transforms are the discrete Fourier transform (DFT) [34], Walsh-
Hadamard transform (WLH) [38] and discrete Cosine transform (DCT) [39]. Recently, 
the wavelet transform (WT) has also be used in transform image coding. 
Discrete Fourier Transform 
The DFT is a very common separable unitary and symmetric linear transform, which 
transforms the spatial domain into the frequency domain. The basis kernels of the DFT 
are the complex exponentials. The forward and inverse DFT kernels are given by 
fker (U, V; M, 71) = k e -i2LArr(um+vn) 
iker(U, V; in, n) =* e±i 2ji(um -1-vn) 
	 (2.8) 
where i = ILI A major feature of the DFT is the existence of a fast algorithm for 
its computation called the Fast Fourier transform (FFT). When N is a power of 2, 
the DFT requires approximately N 2 complex operations, whilst the FFT requires only 
Nlog2 N [11, pp. 380-388]. 
Walsh-Hadamard Transform 
The WI-IT [38] is also a separable unitary and symmetric transform, which has the 
same forward and inverse kernels. The basis kernel of the WHT is denoted by 
fker(U) vi m,  n) = iker(U1 1) ; m, n) = TIT ( -1 )P(m 'n ' u 'v) 
	
(2.9) 
with 
log2 N-1 
p(m, n; x, y) = E (ukm, + vk nk) 	 (2.10) 
k=0 
where uk , vk, mk and nk are the bit states of the binary representations of u, v, m, and n 
respectively [38]. The main advantage of the WHT is that apart from the factor ,+, the 
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computation requires only addition and subtraction. This is in contrast to most other 
transforms which require multiplication as well [11, pp. 389-392]. A fast algorithm also 
exists that requires only Nlog 2 N operations. WHT is a very efficient transform for 
square waves in binary transmission applications. However, its energy compaction for 
continuous signals is not as good as that of the KLT or DFT [34]. 
Discrete Cosine Transform 
The DCT [39] is another transform which produces an effective compaction of transform 
coefficients and is relatively easy to implement. The DCT has recently become the most 
widely used of the unitary transforms and its performance approaches the KLT [11, pp. 
400-414]. The forward and inverse kernels of the DCT are given by 
 
N 	((V) 	prU(27714-1) 	rirv (2n+1 ) 1 
fker (U, V; 77/, n) =, 4C u)C(v) N2 	cos 	2N I COS L 2N j 
pru(22mN+1)1 	pru(2 nN-1-1)  
iker(U, V; m, n) = C(u)C(v)cos 	cos 
(2.11) 
where 
12 if k = 0 
C(k) = 
1 	otherwise. 
 
The DCT can also be efficiently computed although it is not quite as efficient as the 
DFT or WHT [40] [41] [42]. 
Referring to the block diagram in Figure 2.3, the original image is divided into square 
blocks of N x N pixels, denoted by f(m, n). Each subblock f(m,n) is then cosine 
transformed. In standard matrix row and column notation, the general two-dimensional 
DCT and its inverse are given by 
4C(u)C(v) 	 pru(2m +1)1 Cos prv(2n +1)1 
F(u, v) =  f(m,n)cos 
N2 	Ls 
N\---‘1 NE-1 
I. 	2N 	j 	2N 	' m=0 n=0 
for u, v = 0, 1, • • • , N — 1, and 
N-1 N-1 pru(2m +1) 1 CO rrv(2n + 1)1 
	
C(u)C(v) E E F(u,v)cos 	 s 
m=0 n=0 	 I. 	2N 	 2N 	j ' 
(2.1 2) 
(2.13) 
for m, n = 0, 1, • , N — 1, respectively. Note that in DCT we use lower case to denote 
a spatial domain function and upper case for its transform. 
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By transforming the subblocks into the transform or frequency domain the majority of 
the statistical correlations and redundancies in most image subblocks can be removed. 
This is because all of the signal energy is contained in only a subset of the resulting 
transform coefficients [40]. By keeping only these transform coefficients, a higher com-
pression is achieved. The reconstruction of the subblock images can be obtained by 
inverse transforming the decoded transform coefficients. If i(m, n) is a reconstruction 
of the whole image, the mean square quantization error (MSE) between the original 
image /(m, n) and the reconstructed image 1(m, n) can be given by 
1 N-1N-1 
MSE = 1\7. 2 	E ([/(m, n) — f(m, n)] 2 ) 
m=0 n=0 
(2.14) 
where N is, in this case, the image size. For the original image data coded using 8-bit 
PCM, the range of pixel values is 0 — 255, and the image quality in terms of the peak 
signal to rms noise ratio [11, pp. 400-414] is given by 
255 2 
PSNR = 10log 	 dB. 
MSE 
(2.15) 
As an example, a simulation, carried out using the test image Lenna, is illustrated in 
Figure 2.5. The original image is first partitioned into square blocks of size 8 x 8. Each 
block of data is then DCT transformed as defined by equation (2.12). The resulting 
transform coefficients, F(u, v), are then quantized using a uniform step quantization. 
These quantized coefficients can then be entropy coded as defined in equation (2.5) 
for the purposes of storage or transmission. Figure 2.5 shows the original image and 
reconstructed image using the DCT transform. Figure 2.5 (a) shows the original image, 
Figure 2.5 (b) shows the reconstructed image for a compression ratio of approximately 
8 : 1 with PSNR = 32.60 dB and Figure 2.5 (c) shows the reconstructed image for a 
compression ratio of approximately 16 : 1 with PSNR = 27.25 dB. It can be seen that 
for high compression ratios, a blocking effect is very dominant when using the DCT 
transform. 
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(a) 
(b) (c) 
Figure 2.5: Example of DCT transform image compression. (a) Original image, (b) 
reconstructed image for a compression ratio of 8 : 1 and (c) reconstructed image for a 
compression ratio of 16 : I. 
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Wavelet Transform 
Wavelet transforms are relatively new and originated from a group of French geo-
physicists working in the field of seismology [43]. The wavelet transform is basically 
a multiresolution signal processing technique, and is a powerful tool for the analysis 
of non-stationary signals such as images or fractals [44]. The wavelet transform offers 
excellent localisation properties in both the spatial and frequency domains and retains 
the details and sharp edges of an image better than the conventional Fourier-based 
transforms. The discrete wavelet transform decomposes the signal band into a bank 
of band-pass frequency subbands on a logarithmic scale, in contrast to the linear fre-
quency bands of the Fourier transform. Since the wavelet transform is the focus of this 
study, more detail on the wavelet transform is therefore presented in the next chapter. 
2.2.5 Pyramid Coding 
The basic approach of pyramid coding is to decompose the image into various compo-
nents each containing image information of a different characteristic. A block diagram 
illustrating pyramid coding is shown in Figure 2.6. 
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Figure 2.6: Block diagram of pyramid coding. 
The input image /k(m, n), for k = 0, is lowpass filtered and then subsampled to gen- 
erate a reduced image /i(m, n). The image /i(m,n) has a lower spatial resolution 
due to the lowpass filtering and a smaller size due to the subsampling than the image 
24 	 Chapter 2. From Image to Video Compression 
h(m, n). Spatial interpolation is used to expand each subsampled image back to the 
original image size. The prediction error, Ah(m, n), can be obtained from the dif- 
A 
ference between the original image /0(m, n) and the output of interpolator ii(m, n). 
Encoding the reduced image II (m, n) , together with prediction image /0(m, n) results 
in a net data compression. This is because the reduced image I i (m, n) is largely decor-
related, and can be represented pixel by pixel with many fewer bits than the original 
image /0(m, n). Furthermore, the reduced image h(m, n) is lowpass filtered and can 
be encoded at a reduced sample rate [45]. The reduced image Ii (m, n) is then lowpass 
filtered and subsampled to yield a second reduced image I2(m, n) and a second predic-
tion error Ah (m, n). Repeating this process generates a pyramid of prediction errors 
which decrease in size from bottom to top. The top image is small since it is the result 
of multiple lowpass filtering and subsampling. Figure 2.7 shows the original image and 
reduced image for a pyramid level of k = 3. 
(a) 
(c) 
Figure 2.7: Example of pyramid coding. (a) Original image, (b) reduced image for k 
= 1, (c) reduced image for k = 2 and (d) reduced image for k = 3. 
At the receiver, the decoding of different images A/k(m, n) for k = 0,1, ...K — 1, is 
performed by simply adding the subsequent images as they arrive to build the recon- 
structed image. The pyramid subband coding depends on the type of lowpass filtering 
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used and how the lowpass filtered image is subsampled. Burt and Adelson [45] use a 
separable low-pass filter with a 5 x 5 point impulse response and a weighted constant 
factor. This pyramid coding scheme is called the Laplacian pyramid. 
2.2.6 Subband Coding 
Subband coding [46] [47] is similar to pyramid coding in that the original image is split 
up into separate frequency bands. Each image frequency band contains less correlated 
data and therefore less statistical redundancies than the original image. Figure 2.8 
shows a block diagram illustrating subband coding. This technique splits and bandpass 
filters the input image to obtain the various frequency bands. Each of these subbands 
is then encoded separately by using either PCM or DPCM at a bit rate accurately 
matched to the subband statistics. Each coded subband is then time multiplexed 
and transmitted. At the receiver, the reconstructed image can be obtained by adding 
together the reconstructed bandpass images. The main advantage of subband coding is 
that different coding schemes can be employed in different subbands, i.e., in the higher 
subbands, coarse quantization may be used as opposed to the lower subbands where a 
finer quantization must be used. This is in contrast to pyramid coding which obtains 
the different frequency bands using an iterative approach in the spatial domain. This 
property is reminiscent of the human visual system which is described in the following 
section. 
TRANSMITTER RECEIVER 
Figure 2.8: Block diagram of subband coding. 
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2.3 Psychovisual Image Compression Techniques 
A psychovisual compression technique is one which omits any information which a hu-
man observer would be insensitive to. Information is discarded, but in a way that 
is not perceptible to a human observer. This technique offers much greater levels of 
compression, but it is no longer possible to reconstruct the original image perfectly. In 
practice, however, there is always a trade-off between the quality of the reconstructed 
image and the compression rate achieved. This trade-off can be assessed using mathe-
matical criteria, but inevitably the best assessment is provided by a human observer. 
This section discusses the HVS model, which is based on the results of psychophysi-
cal and physiological experiments. The image compression techniques of the following 
chapter take into account the model of the HVS described in this section. 
2.3.1 Visual Phenomena 
Visual psychophysics refers to the study of the HVS from a transfer function point of 
view, where the HVS is described as an input-output system with visual stimuli as the 
input and the perception of these stimuli as the output. For image coding applications 
the main concern is with the "visibility" of artifacts or information loss introduced by 
various coding schemes. Two principal parameters that affect the visibility of these 
artifacts are introduced : contrast sensitivity and visual masking. 
Contrast Sensitivity Function 
It is often convenient for many psychophysical experiments to assume that the visual 
system is linear, although in reality the visual system is in fact non-linear. The detail 
of this linear assumption may be found in [48] [49] [50]. Using this linear assumption, 
the threshold at which arbitrarily shaped test stimuli become visible can be calculated 
if the transfer function or the impulse response of the linear system is known [11, pp. 
256-274]. The block diagram of a simple model of such a system is shown in Figure 2.9. 
The input test stimulus is first linearly filtered and then if the resulting filtered output 
exceeds a threshold, the stimulus is considered visible. This model is successful for some 
stimuli, but fails for some others [11, pp. 256-274]. In order to make the system more 
2.3. Psychovisual Image Compression Techniques 	 27 
appropriate for these other situations, the model can be extended to a multichannel 
system utilizing a bank of linear filters to handle inputs of arbitrary shape, i.e. mixed 
frequencies. 
STIMULUS 
LINEAR 
FILTER 
H(0)) 
DETECTOR 21. 
YES 
NO 
Figure 2.9: A simple single channel model of a transfer function for test stimuli. 
The visibility threshold of an arbitrary shape can be derived from a transfer function 
or a contrast function. Campbell and Green [51) tried to measure the global transfer 
function of the visual system. In their psychophysical experiments, vertical sinusoidal 
gratings of different spatial frequencies were presented to an observer. In psychophysics, 
spatial frequencies are measured in cycles per degree (cpd) of visual angle subtended 
on the eye. The transfer function of the visual system is defined as the ratio of the 
contrast perceived by the observer to the real contrast of the stimulus for the sinusoidal 
grating. The contrast is then given by 
L 	— L - c 	max 	mxn 
limns Lmin 
(2.16) 
where Lmax and //min are the maximum and minimum luminance of stimuli. In order 
to obtain the transfer function, a solution that is widely adopted is to measure the 
"contrast sensitivity function". At each frequency u..), the minimum contrast Cm2n(w) 
is measured at which the sinusoidal grating becomes distinguishable from a uniform 
background. This contrast is called the contrast threshold. The relationship between 
the threshold of the contrast perception Cmin (w) at difference spatial frequencies and 
the contrast sensitivity function is defined by [51) 
1  
(b) ) CX S(w) = Cmin(W). 
(2.17) 
Many experiments have been performed to measure the visibility threshold values and 
used to characterize the HVS in the Fourier domain. However, it is not always feasible 
to measure the output for humans in a completely controlled fashion. Necessarily, psy- 
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chological variables are used, requiring many assumptions about the system behaviour 
[52]. Dooley [53] has provided the following equation to fit the experimental results of 
the contrast sensitivity function 
5.05 ( 1 _ e0.1) (e-onal (2.18) 
Many experiments have been made, and the same alternative expression can be found 
with some minor variations. The general proposed mathematical form of the contrast 
sensitivity function S(w) [54] is given by equation 
S(w) = A(B +CwD )e-E"' 	 (2.19) 
where A, B, C, D and E are constants, and D varies from 1.0 and 2.0 and E varies 
from 0.13 to 0.58. Figure 2.10 shows a number of more common response curves as 
proposed by Kelly [55], Wilson and Giese [56], Wilson [57], King et al. [58] and Bowon 
et al. [59]. 
Figure 2.10: The contrast sensitivity function characteristic which has been explored 
by Kelly [54 Wilson and Giese [56], Wilson [57], King et al. [58] and Bowon et al. 
[59]. 
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The response curves show that the contrast sensitivity function has a bandpass fre-
quency response with a peak sensitivity between 3 to 3.5 cycles per degree (cpd). This 
sensitivity is reduced slightly at low frequencies less than 1 cpd, but drops off very 
sharply at higher frequencies of more than 10 cpd. Therefore, if an image has a spatial 
frequency range lower than 0.1 cpd and higher than 10 cpd, then these portions of the 
frequency spectrum can be discarded with minimum degradation in the reconstructed 
image. 
Visual Masking 
The term of masking is used to refer to the action of a visual stimulus on the visibility 
of another [60]. The effect of masking implies that noise in regions of high activity is 
less perceptible than those in the low activity regions [61]. Visual masking effects can 
be exploited in image coding by allowing a greater quantization error in regions of high 
activity. Figure 2.11 shows the results of a very simple experiment [62] in which a thin 
vertical line of light is moved across a dark-light transition or edge. As an arbitrary 
stimulus is moved across this dark-light transition, the visibility threshold AL increases 
near the boundary and then decreases as the stimulus is moved further away. These 
results correspond to a reduced visibility threshold for image distortion in areas of high 
detail or high spatial activity. If a suitable measure of the amount of activity in different 
regions of an image can be defined, then the masking effect can be used to allow for 
more distortion in areas where activity is high [54]. 
A L 
  
boundary 
  
     
 
-d 
 
0 	 +d 
distance from edge 
Figure 2.11: The results of a simple experiment showing the relationship between 
visibility threshold and the distance from a dark-light transition. 
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Although a number of methods to measure the amount of activity in images have 
been proposed in the past [11, pp. 256-274] [60] [61] [63] [64] [65], the method using a 
weighted summation of vertical and horizontal intensity gradients in the spatial domain, 
as well as energy values in the frequency domain, is the most widely accepted [65]. 
By using masking effects, the efficiency of coding schemes can be increased further 
improving the compression process [60] [66] [67]. 
2.4 Combining Compression Techniques 
As mentioned in Sections 2.2 and 2.3 statistical and psychovisual compression tech-
niques simply exploit the statistical and psychovisual redundancies respectively. In 
order to produce a higher compression ratio for visual images, both statistical and 
psychovisual redundancies must be removed from an image in the coding process. 
Statistical compression techniques (PCM, DPCM, transform coding, subband coding, 
pyramid coding) all use a form of amplitude quantization in their algorithms to improve, 
compression performance. Simple quantization alone, however, is not the most efficient 
or flexible techniques to combine with a statistical compression algorithm [54]. The 
combination of quantization and psychophysics, on the other hand has the potential 
to remove most subjectively redundant information efficiently from an image, a pro-
cess which is based on the actual behaviour of the HVS [54]. Furthermore, subband 
coding and pyramid coding schemes can be combined with visual psychophysics-based 
compression techniques, since both of these statistical schemes break the original image 
data down into separate frequency bands. A process that is similar to the bandpass 
filter characteristics of the HVS and can be used to quantize the information in each 
band depending on the relative frequency band. These two coding schemes, however, 
are unable to obtain the high compression ratios required for broadband Integrated 
Services Digital Networks (ISDN) image-based applications [54]. 
Transform coding is able to achieve optimum statistical compression ratios, especially 
the DCT transform. Much research has been performed in combining the DCT trans-
form coding and visual psychophysics-based compression techniques [58] [59] [67] [68] 
resulting in a higher compression ratio and good reconstruction of the original image. 
Unfortunately, these schemes produce the blocking effect noticed in Figure 2.5(c) at low 
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bit rates. Wavelet transform coding can effectively eliminate this blocking effect [18] 
[69] [70] because the wavelet bases in adjacent subbands overlap one another. Another 
advantage of wavelet transform coding is that it is very similar to subband coding [71] 
[72]. 
A wavelet transform coding scheme which incorporates psychovisual compression tech-
niques is outlined. The block diagram of this scheme is illustrated in Figure 2.12. The 
wavelet transform is basically a multiresolution decomposition similar in form to the 
psychophysical and psychological models of the HVS, a property noticed by Mallat [69], 
Wilson [73] and Nguyen [74]. Therefore, for image coding purposes, multi-band image 
decompositions can be matched to the HVS sensitivity function and used to take advan-
tage of the intrinsic statistical properties of images. The sensitivity function illustrated 
in Figure 2.10 shows that the sensitivity of the HVS depends upon the frequency of the 
stimulus. If we use this sensitivity function in conjunction with an image decoinposed 
using the wavelet transform, we can then discard some transform coefficients or use a 
coarser quantization resulting in a potential reduction in the number of bits per pixel 
and an improvement in the compression ratio. 
Original Wavelet Psychovisual Scanning Huffman Data 
image Transform Compression Coefficients Coder streams 
Figure 2.12: Block diagram of psychovisual compression using the wavelet transform. 
2.5 Video Coding 
All the compression techniques mentioned above, which involve spatial correlations in 
single frames where the redundancies are exploited either statistically or subjectively, 
are known as intraframe coding techniques. Interframe coding techniques, by con-
trast, attempt to exploit the redundancies produced by temporal correlations as well 
as spatial correlations in successive video signals. These techniques hold the promise 
of a significantly greater reduction in the data required to transmit the video signal as 
compared to intraframe coding. 
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The simplest interframe coding technique is called "conditional replenishment" [75] [76] 
[77]. This technique bases the coding scheme on the previous frame and is also often 
called predictive coding. In the conditional replenishment technique, only pixels the 
values of which have changed significantly since the last frame, as compared to a cer-
tain threshold, are transmitted. Another technique, which still uses predictive coding 
from the previous frame, is adaptive intra-inter-frame prediction [78]. In this technique, 
interframe prediction is used for scenes in images where there is little motion, while in-
traframe prediction is used for areas where this is much motion. The switching between 
intra- and inter-frame prediction or a combination of both, is usually controlled by the 
signal changes of previously transmitted pixels so that no overhead control information 
needs to be sent [21]. The prediction error can be quantized and transmitted for every 
pixel or can be thresholded into predictable and non-predictable pixels [79]. 
Adaptive prediction displacement of a moving object which is based on information 
obtained from successive frames is known as "Motion Compensation". This scheme 
was studied by Limb and Murphy [80], and Cafforio and Rocca [81] by measuring 
small displacements based on a very simple model of moving objects in a stationary 
background scene for segmentation purposes. A later refinement developed by Netravali 
et al. [82], Cafforo et al. [83] and Robbin et al. [84] led to one set of techniques known 
as "Pel Recursive Motion Compensation", which recursively adjusts the translational 
estimates at every pixel or every small block of pixels. Jain and Jain [85] developed 
another technique known as "Block Matching Motion Estimation". This technique 
estimates the location of a block of pixels in the current frame by using a search in a 
confined window defined in the previous frame. Location of the block results in the 
displacement vector for that block. Different search methods have been proposed to 
avoid an exhaustive search [86] [87] [88], [89]. 
In order to produce a higher compression ratio, transform coding has been applied to 
video coding, and can be carried out as a three-dimensional transform [9O] or in an 
interframe coding scheme [85] [91]. In the latter case motion compensation can be 
performed in either the spatial domain or the frequency domain. Transform coding 
can also be combined with predictive coding so that the transform coefficients from 
intraframe transformations of the previous frame can be used to predict the transform 
coefficients of the current frame [92]. The latest CCITT H.261 Recommendations [36], 
the JPEG standard [6] and the MPEG draft [93], are also DCT transform based and 
are intra-inter-frame adaptive with optional motion compensation. Their schemes, 
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however, result in a blocking effect for low bit-rates. As mentioned in Section 2.4 
the blocking effect, can be reduced by replacing the DCT transform with the wavelet 
transform. Furthermore the wavelet transform and HVS can be combined resulting 
in a coding scheme that does not produce the blocking effect and results in a higher 
compression ratio. This scheme will be presented in the last chapter of this thesis. 
2.6 Summary 
Visual images of interest contain a considerable amount of statistically and subjectively 
redundant information. Statistical compression techniques remove only statistical re-
dundancies from an image by exploiting the statistical correlations and predictability 
of the image data with little or no information being lost. Therefore, the reconstructed 
image produced from these techniques can be almost perfectly recovered. Psychovisual 
compression techniques are irreversible compression techniques. These techniques dis-
card the subjective redundancies in an image and hence change the original image. As 
long as only subjective redundant information is removed from the image the differ-
ence between the original and the reconstructed image will not be noticed by a human 
observer. 
There is no difference between image coding and video coding if video image sequences 
have no correlation between successive video frames. Video coding can then be treated 
as image coding, resulting in the same overall performance. Typical image sequences, 
however, have correlations between successive images in the sequence. By exploiting 
the temporal correlations between successive images a larger compression ratio can be 
obtained. There are many techniques which have been described above, that exploit 
the redundancies in the images either in single frames or in sequences of images. The 
combination of transform coding, adaptive intra-inter-frame motion compensation and 
the taking into account of the HVS system results in a low bit-rate, and will be of 
benefit for video coding applications. 
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Chapter 3 
Wavelet Transforms 
3.1 Introduction 
Despite being a relatively new area of mathematics, wavelet theory has actually been 
known since the beginning of this century [94] [95]. It has, however, only recently 
been developed as a unified framework in the mid-eighties by a group of French geo-
physicists, theoretical physicists and mathematicians, namely Morlet, Grossman, Meyer 
and Lemarie; and in the late eighties by a French signal processing group, namely 
Daubechies and Mallat. Wavelet theory represents signals by breaking them down into 
scaled and translated wavelets [96]. The breaking down process is termed a wavelet 
transform or wavelet decomposition. Wavelet reconstruction or the inverse wavelet 
transform involves a weighted summation of the scaled and translated wavelets so that 
the original signal is retrieved. 
The wavelet transform is basically a multiresolution or multi-scale approach to signal 
analysis [181 [97]. In various signal processing applications, the wavelet transform has 
become a useful tool that transforms a signal into an alternative domain, i.e. the 
wavelet domain, so that certain features of the signal can be more easily identified. 
The wavelet transform has an important advantage over the Fourier transform, in 
which the basis functions are complex sinusoids. The basis functions of the Fourier 
transform are perfectly localised in frequency but global in space or time. Thus the 
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Fourier transform domain cannot show the location of discontinuities in a signal. In 
contrast, in the wavelet transform the basis functions are localised in both the time 
and frequency domains. These basis functions are obtained from a mother wavelet //, 
by dilation and translation. The dilation and translation properties allow the wavelet 
bases to analyze the signal at different scales (frequencies) and locations. 
This chapter introduces some wavelet bases and details their design based on the work 
of Daubechies [98] [99] [100]. All these wavelet bases will be applied in the study 
presented in the next chapter. 
3.2 Continuous Wavelet Transform 
The Wavelet Transform (WT) of a given signal may be interpreted as the decomposition 
of the signal into a set of time-frequency functions by the use of translated and dilated 
basis functions of a mother wavelet. In other words the WT breaks a signal into two 
variables: frequency or scale and time. 
The wavelet basis functions are obtained from a single mother wavelet by translation 
and dilation [18] [101] [102] [103], i.e. 
li)a,b(x) 	v0 a1 	(x a— b) 	
(3.1) 
where a is the scale or dilation parameter, b is the translation parameter and a, b 
vary continuously over R and a 0 0. For large a, the basis function become stretched 
(dilated) versions of the mother wavelet, and can be used to analyze low frequency 
components. For small a the basis functions become contracted, and can be used 
for high frequency components. The mother wavelet function must be an admissible 
function, that satisfies the following equation 11011, 
- Ilkw)1 2 Cv, = f co iwi <00 (3.2) 
where Co is a constant. The mother wavelet function can be normalized further to 
have an admissibility constant, that is unity. This means that 7P(x) is necessarily the 
impulse response of a bandpass filter. In the time domain, this results in a zero value 
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for the integral of the mother wavelet, i.e. 
f 2P(X)dX = 0. 	 (3.3) 
Therefore, the Continuous WT (CWT) of a signal f is defined as 
WT f (a, b) = 	 (3.4) 
where the superscript * denotes the complex conjugate. This equation is discussed 
in more detail in [101] [104]. The time-frequency resolution of the wavelet transform 
implies that at high frequencies the wavelet transform is smaller in time resolution, 
while at low frequencies the wavelet transform is wider in time resolution. Figure 3.1 
shows the basis functions and time-frequency resolution of the wavelet transform. 
frequency 
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(a) (b) 
Figure 3.1: Typical basis functions and the time-frequency resolution of the wavelet 
transform, (a) basis functions and (b) the time-frequency plane. 
3.3 Discrete Wavelet Transform 
The wavelet transform described in equation (3.4) is highly redundant when the dilation 
a and translation b are continuous. In order to reduce this redundancy a discrete version 
of the wavelet transform can be defined where both a and b take only discrete values. 
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Equation (3.1) can therefore be rewritten as 
Oi,n(x) = ao—i/20(ax — nboct4)) 
= a0 Cat) x — nbo ) -j/2 	-j 
	 (3.5) 
where a corresponds to 4  and b = n4bo. j, n E Z, ao > 1, bo 0 0 and 'tp is admissible. 
The discrete wavelet transform is then defined as 
WT f (j, n) = 	f 	(a -0-3 x — nbo) f (x)dx. i/2 • 
—co 
(3.6) 
Figure 3.2 shows schematically the lattice of time-frequency localization centers corre-
sponding to the basis functions 1bj,n . 
frequency 
• • • • 16 	0000 0 %b. 
• 16 ho (u) 	• (1.1 ) 	(LI) 	• 
• 
Figure 3.2: The lattice of time-frequency location centers corresponding to 1Pj,n • 
Of particular interest is the discretization onto a dyadic grid, where a o = 2 and bo = 1. 
It is possible to construct a function 7b, so that the set of scaled and translated functions 
constitute an orthonormal set of basis functions, 
Oi,n(x) = 2-3 /2 0(2-3 x — 	j, n E Z. 	 (3.7) 
This orthonormality gives, 
(03,n(x ) , Ok,t(x )) = 	 (3.8) 
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A simple example of a wavelet whose basis functions constitute an orthonormal set is 
the Haar wavelet. The Haar wavelet is defined by 
	
{1 
	if 0 < x < 1 
0(x) = —1 if 1 < x < 1 
0 	otherwise. 
(3.9) 
The orthonormality is easily verified since at a given scale, the translates are non-
overlapping, and because of the scale change of 2, the basis function are orthonormal 
across scale. Figure 3.3 shows the Haar wavelet bases. 
0.5 1.0 	1.5 	2.0 	25 
Figure 3.3: The orthogonal system of scaled and translated wavelets of the Haar basis. 
The upper plot shows CI) of the dilated version and the lower shows the translated 
versions of(x) and IP(x — 1). 
3.4 Multiresolution Analysis 
The principle of multiresolution analysis can be interpreted by writing a L 2 (R) function 
f as a limit of successive approximations, each of which is a smoothed version of f [18] 
[69] [100] [105] [106]. A ladder of lowpass spaces (Vi)1z  is introduced to represent 
the successive resolution levels such that yi = {f E L2 (R);Vk E Z : f 1[22 103 (k+i)[ 
constant). These spaces have the following properties: 
1. • • • C V2 C 	C Vo C V— C V— 2 • • 
2. U = L 2 (R) and n vi . 0 
iEz 	 JEz 
3. f(•) E Vi 	1(2.) E Vi_ 
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4. There exists a unique function 0 E Vo, called a lowpass scaling function, such 
that the 03 ,„ for all j E Z, constitute an unconditional for 	that is Vj 
linearspan(0i,„), n E Z 
Property 3 implies that if f() E 	then the translates f(• — 2in) E Vi for n E Z and 
there exists 0 E Vo so that 00, n for n E Z is an orthonormal basis in Vo for j,n E Z, 
such that 03 ,n (x) = 2 —j/2 0(2 -2 x — n). This implies further that 0j,n is an orthonormal 
basis for yi for all j E Z, and 
Proj(vi )f = E (f)0j,n)0j,n• 	 (3.10) 
nEZ 
Since 0 E Vo C V_1 = span{0_1,„;n E Z}, 0(2x — n) may be used as a basis for 0(x). 
The function 0 therefore necessarily satisfies an equation of the type [99] [100], 
00 
o(x) = 21/2 E h(n)0(2x — n) 	 (3.11) 
72=-00 
where infinitely many of the weighted h(n) may differ from zero. Equation (3.11) 
implies that a scaling function can be obtained from a linear combination of its scaled 
versions. Also since (0(x), 0(x — k)) = 8k we obtain 
E h(n)h(n — 2k) = bk• 	 (3.12) 
The sequence h(n) is orthonormal with respect to even shifts. 
Next, let Wi be an orthogonal bandpass complement of 1/1 7 in 	That is, 	= 
TI; e W3 . In other words, Vj .4 is equivalent to V; plus some added detail corresponding 
to W3 . Since TiVi C yj_i, it clear that the basis functions of W3 can also be written in 
terms of these Vj_ i , i.e. 
00 
7p(x) = 21/2 E g(n)0(2x — n). 	 (3.13) 
n=—oo 
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Due to Wi and Vi being orthogonal, then 
(4)(x), 7,1)(x - k)) = 2 (Eh(n)0(2x - n),Eg (1)0(2x - 2k - 21)) 
1 
= 2E E h(n)g(1) 6i 22k-n 
n 	/ 
E h(n)g(n - 2k) = 0. 
(3.14) 
Since 45(x) is orthonormal then W1 is orthonormal and therefore (7P(x), 7,b(x — k)) = 6k, 
which gives, 
E g (n)g (n — 2k) = Ok. 	 (3.15) 
Therefore, the *j,n (x) = 2 —j/2*(2-3 x — n) for j,n E Z constitute an orthonormal basis 
for L2 (R). Moreover, for every fixed j, the (f, 1/1j,n (x)) expresses the difference between 
the approximations of f with resolution 2j and 2i -1 , i.e., 
proi(v,_,)/ = Proi(v, )/ + 
nEZ 
(3.16) 
Figure 3.4 shows the octave structure of the spaces, where Vi contains the frequencies 
(0, 2 -37). The V) are successive ideal lowpass spaces. The projection of a signal 
f(x) onto 1/3 will thus give a lowpass approximation of the function. Wi contains 
the frequencies (2 — (3 + 1) 7,2 -3 7r). 
3.5 Subband Filtering and Multiresolution Analysis 
In multiresolution analysis, the wavelet coefficients c and (4., can be derived from 
equations (3.11) and (3.13), i.e., 
= Ehk,cri = h(-k) 0 -1 (k) 
= Egk+1_2n4-1 = g(-k - 1) 0 c3-1 (k). 
(3.17) 
Both the formulae in equation (3.17) have the structure of a convolution, followed by 
a down-sampling of 2, i.e. only one out of every two entries of the convolution is 
retained. In other words, the decomposition of a signal can be computed by a coarser 
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Magnitude 
frequency 
Figure 3.4: The octave structure of Vi and W3 . 
approximation from a finer one, as well as from the difference in information between 
the two successive approximations. From equations (3.10) and (3.16), on the other 
hand, we obtain in the reverse direction, 
cl- ' = E 	+ 91_24] • (3.18) 
The right hand side of equation (3.18) can be viewed as a successive up-sampling by 
two of the coefficients oh and (41,, where the coefficients are considered as the even 
entries of a sequence whose odd entries are zeros. These two up-sampled sequences are 
then convolved with the filter coefficients ii(n) and g(n) respectively, and the two are 
then added to result in the original signal. This process is called signal reconstruction. 
In signal processing, these decomposition or analysis and reconstruction or synthesis 
schemes are known as subband filtering with exact reconstruction. Figure 3.5 shows 
the block diagram of the subband filtering with exact reconstruction. 
In order to avoid the awkwardness of dealing with the mirror-image filters h(—n) and 
g(—n) we rewrite the decomposition or analysis equations above to have proper convo- 
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Gf 
Figure 3.5: Subband filtering scheme with exact reconstruction. 
lution 
= Eh2n-kCik-1 
and d4 = Eg2n_k+Icjk• 1 . 
Similarly, the synthesis equation is rewritten as 
(3.19) 
cl --1 	[h2n--14±.02n-id4] • 
	 (3.20) 
By inserting equation (3.19) for c and (14 respectively into equation (3.20), it is obvi-
ously that for exact reconstruction 
E 	 h2n--/-1-1 112n-k+11 = Otk• (3.21) 
We next carry out the analysis in the z-domain. Let F(z) = co + ciZ +c2Z+c3Z + • • •. 
The transform of the sequence formed by retaining every second sample (i.e. only even 
power of z) is (F(z) + F(—z)). Equations (3.19) and (3.20) are therefore 
c3 (z2 ) = [H(z )c3-1 (z ) + H(—z)c3-1 (—z) ] 
zd3 (z2 ) = [G(z)c 3 —1 (z) — G(— z)c2-1 (— z)] 
c3-1 (z) = -H(z)C3 (z2 ) + G(z)zd3 (z2 ) 
(3.22) 
where H(— z) = E(-1)nhnzn and II = E h,zn = E hn z-n = H(z 1 ) is the mirror-
image of hit . For Izi = 1, H = H* (w) if an is a real sequence. By using (3.22) and by 
equating the c3-1 (z) and the c' 1 (—z) terms separately, we obtain 
Fli(z)H(z) + G(z)G(z)1 = 1 	 (3.23) 
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and 
-21 [11(z)H(-z) - G(z)G(-z)] = 0. 	 (3.24) 
In equation (3.23), H(z) and G(z) cannot have common zeros, therefore H(- z) and 
G(- z) in equation (3.24) cannot have common zeros. That is H(z) = 0 whenever 
G(- z) = 0 and —G(z) = 0 whenever H(- z) = 0. Therefore 
F1(z) = p(z)G(-z), 
and 
G(z) = p(z)H(-z), 
where p(z) does not have its own zeros. Inserting these into equation (3.23), we have 
p(z)[H(z)G( - z)+ H( - z)G(z)] = 2. 
Let the only possible p(z) be 
p(z) = az k , a 0 0 
then 
H(z) = azk G(- z) 
and 
G(z) = az k H(- z). 
Since z+kF(z) = z -k F(z), the inverse transforms give 
gn = n—k 
gn = a(-1)n+k h,-k. 
Equations (3.23) and (3.24) may now be rewritten as 
-21 F( z)H(z ) +TI(- z)H(- z)] = 1, 
or its inverse convolution, retaining only every second samples, is 
E hnhn+2k = 6k0 
(3.25) 
(3.26) 
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where k allows us to shift to a convenient origin for g(n) in relation to h(n). If g(n) 
and h(n) are both to start from n > 0 for real time processing, then 
g(n) = (-1)n h(N 	— n) 
"g(n) = (-1)nh(N —1— n) 
where N and N are the lengths of h(n) and h(n) respectively. For the orthonormal 
case where h h and ga-- g- , therefore 
g(n) = (-1)n h(N —1 — n) 
where N has to be even. 
For multiresolution analysis, any sequence in the original space 1 2 (Z) which is denoted 
by 1/3 _1 can be reconstructed as the sum of its projections on two orthogonal subspaces 
= Vi Wi . In other words, 1 2 (Z) can be written as the direct sum of the row 
spaces of H and G [72]. By interleaving rows H and G, we can obtain a matrix block 
Toeplitz orthonormal A, 
h(N — 1) 
g(N — 1) 
h(N — 2) 
g(N — 2) 
h(0) 
g(0) 
0 
0 
0 
0 
A= (3.27) 
0 0 h(N —1) h(2) h(1) h(0) 
0 0 g(N — 1) g(2) g(1) g(0) 
which satisfies 
AAT = ATA = I. (3.28) 
That is, the two filter impulse responses h(n) and g(n), together with their even trans-
lates, form an orthonormal basis for 1 2 (Z). A filter pair h(n) and g(n), which satisfy 
this condition are known as quadrature mirror filters (QMF). 
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3.6 Design of Compactly Supported Orthonormal Wavelet 
Bases 
Wavelets are characterised by a number of parameters, often mutually exclusive. These 
are spatial compactness (i.e. spatial support of wavelet basis), orthonormality, regu-
larity or smoothness, and symmetry or anti-symmetry. The construction of orthonor-
mal symmetrical or anti-symmetrical wavelets which are also real and compactly sup-
ported is not possible, with the exception of the Haar wavelet Which is asymmetric 
[991. Biorthonormal wavelet bases, however, in which the analysis (decomposition) and 
synthesis (reconstruction) filters are different can be symmetrical or anti-symmetrical 
[1001. They can also be designed so that they are compactly supported. However, the 
disparity between lengths and coefficients of the analysis and synthesis filters results 
in a more computationally expensive implementation. The disparity in the frequency 
responses of the two filters also causes complications in the frequency coding, as will 
be shown in the subjective quantization and thresholding of wavelet coefficients for 
incorporation into the human visual system [1] [21. In general, orthonormal compactly 
supported wavelet bases are obtained from the iteration of a dilation equation having. 
a finite number of coefficients, and therefore the wavelets can be at most piecewise 
smooth and cannot be expressed in a closed analytical form. A typical example is the 
Daubechies wavelet [991. 
In many applications, symmetry and compactness are the two most desirable features 
of wavelets [991 [1071 [1081. Compactness is obviously desirable for efficient computa-
tion and accurately detecting localised irregularities. Unfortunately, compactness and 
smoothness are mutually exclusive for orthonormal wavelets. The trade-off between 
spatial and frequency characteristics prevails in all transforms. Spatial compactness 
requires a broad frequency spectrum. Compactly supported wavelets therefore have a 
high frequency content and cannot be smooth. In image coding applications, quan-
tization errors around edges in the images are more irritating to human eyes than 
symetrical errors. Asymmetrical filters, therefore require finer quantization, resulting 
in less image compression [99, pp. 2541. Furthermore, symmetrical filters produce less 
border effects. The use of smooth wavelets may minimise the quantization errors in 
images but smooth wavelets can only be realized by using long filter coefficients. In im-
age coding, however, short filters are desirable in order to decrease computation time. 
These requirements preclude many other desirable properties and narrows down the 
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choice of wavelets. 
3.6.1 Maximum Vanishing Moment Orthonormal Wavelet Bases 
Wavelet bases associated with multiresolution analysis are characterized by the dilation 
equations denoted by 
0(x) = .N./Eh(n)0(2x - n) 
1P(x) = N./Eg(n)(/)(2x - n). 
	 (3.29) 
Daubechies [98] has pointed out that to construct orthonormal wavelet bases in which 
0 is compactly supported, it is necessary to choose a scaling function 0 with compact 
support. The filter must then have some regularity constraints. This condition is given 
by Eh(n) = V2- . This leads to the definition of the filter H, 
1 H(w) = 	E h(n)e -inw (3.30) 
where {h(n)},n = 0, ...N - 1 are the coefficients of filter H. The function H(w) is a 
2r-periodic trigonometric polynomial for compactly supported wavelets, and it should 
satisfy the equation 
II-/(w)1 2 + IH(o.) +701 2 = 1. 	 (3.31) 
From the subband filtering scheme, it can be shown that exact reconstruction implies 
that 
IG(w)1 2 + iH(w)1 2 = 1 	 (3.32) 
where G(w) and H(w) form a QMF pair. From the orthonormality constraint the 
relationship between G(w) and H(w) can be denoted by 
G(w) = e'w H(u.) + 7r) 	 (3.33) 
or equivalently by 
g(n) = (- 1)n h(N - 1 - n) 	 (3.34) 
where N is filter length and f ck(x)dx = 1. 
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Equation (3.29) can be equivalently expressed in the Fourier transform domain by 
(w) = 11 (-f) ("k (f) 
= 
(3.35) 
From the substitution of equation (3.35) into equation (3.32) it can be readily seen that 
  
2 
 
1(1)(w)1 2 	1?kw)1 2 = 002) (3.36) 
    
which implies for w 0 0 that, 
Vb(W) I 2 2 I i1(2jW) 1 =.j=1 I•e_c..4Ars to^ (3.37) 
The limit j = co ensures that :i)(w) covers the entire positive frequency axis including 
= 0. 
For compactness, only a finite number of coefficients h(n) and g(n) of the filters can 
be non-zero. Therefore H(w) and G(w) have to be trigonometric polynomials [99]. 
Another parameter for a compactly supported wavelet is the regularity or smoothness 
of the wavelet. For an iterated function to converge to a continuous or even a piecewise 
continuous limit, the filter H(w) should have a sufficient number of zeros at w = 7r to 
attenuate repeat spectra in equation (3.31). For L multiple zeros at w = 7r, H(w) can 
then be factorized as [99] 
H(w) = ( 1 + 
2 	
Z
L
(
w
) (3.38) 
where ZL(w) is a 27-periodic trigonometric polynomial in C L-1 and L > 1. Equation 
(3.38) can be rewritten as 
IH(w)1 2 = (COS 2L-) L G(w) 
where ZL(w) = IL(w)1 2 is polynomial in cos(w) [99] such that 
L(w) = P(sin2w-2 ). 
(3.39) 
e , 
• 
Using the requirement for exact reconstruction and orthonormality, as expressed in 
Pcy) = E 
L-1 ( L — 1 + k yk yL iz( 1 71 ) 
2 " k=0 
(3.41) 
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equation (3.31), equation (3.39) can be rewritten in terms of P as 
(1 	 )LP()  + YL P( 1 — y) = 1 (3.40) 
where y = sin2 (f). Equation (3.40) has the form of Bezout's equation and the solution 
is [99] 
where R is an odd polynomial of cos(w) chosen such that P(y) > 0 for y E [0, 1]. 
For different choices of R and the multiplicity L of zeros at w = 7r, different compactly 
supported orthonormal wavelets result from the spectral factorization of equation (3.39) 
to obtain H(w). The choice of R equal to 0 results in the construction of a family of 
wavelet bases called Daubechies wavelets. Therefore, .C(w) can be factorized from 
.C(w) = P(sin2 f) in equation (3.39) by retaining the zeros within the unit circle [98] 
[99]. For each L, the corresponding LH(w) has 2L zeros which are concentrated at 
w = ir and the resulting H(w) will have exactly N = 2L coefficients. This leads to the 
choice of phase of LH(w) so that [98], 
2L-1 1 
LH(W) = — E 
n=o 
(3.42) 
In order to make smooth wavelet bases, the number of vanishing moments L of *(x) 
can be increased. From equation (3.33), the multiplicity of zeros at w = 0 in G(w) is 
also L, and hence the length of g(n). That is, 
or equivalently 
f xl iP(x)dx = 0 for / = 0, 1, ...L — 1 
di 
d'771P(W)Ica=0 = 0 for / < L —1 
(3.43) 
(3.44) 
where E CL-1 . This means that the regularity is increased with an increasing number 
of vanishing moments L in IP(x). 
The filter coefficients h(n) for L = 2, 3,4 and L = 6 are tabulated in Table 3.1. Figures 
3.6, 3.7, 3.8 and 3.9 show the scaling functions 0 and mother wavelets 1/), and their 
spectra for L = 2, 3, 4 and L = 6 respectively. 
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L n h(n) L n h(n) 
2 0.4829629 3 0.3326705 
0.8365163 0.8068915 
0.2241439 0.4598775 
Ce) -0.1294095 
oo -0.1350110 
-0.0854413 
0.0352263 
4 0.2303778 6 
C
D  ,•
■  
Cg
 C
r)
 -I
,  co
 c
o
 r-
 oo
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n
 0
  '-
'  
,.-1
 ,--1 
0.1115407 
0.7148466 0.4946239 
0.6308808 0.7511339 
-0.0279838 0.3152503 
-0.1870348 -0.2262647 
0.0308414 -0.1297669 
CO 0.0328830 0.0975016 
-0.0105974 0.0275229 
-0.0315820 
0.0005538 
0.0047772 
-0.0010773 
Table 3.1: Filter coefficients h(n) for compactly supported Daubechies wavelet bases 
for L = 2, 3, 4 and 6. 
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(b) 2 1I) 
(d) Spectrum of 20 
Figure 3.6: The scaling functions 20 and wavelets 20 and their spectra for the compactly 
supported wavelets with a maximum number of vanishing moments. 
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Figure 3.7: The scaling functions 2 and wavelets 21/) and their spectra for the compactly 
supported wavelets with a maximum number of vanishing moments. 
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Figure 3.8: The scaling functions 4 0 and wavelets 4 11.) and their spectra for the compactly 
supported wavelets with a maximum number of vanishing moments. 
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Figure 3.9: The scaling functions 6 0 and wavelets 6 111 and their spectra for the compactly 
supported wavelets with a maximum number of vanishing moments. 
It can be seen that the family of Daubechies wavelets are an orthonormal set that are 
compactly supported, but asymmetric. They are supported on an interval of length 
2L — 1. 
Maximum Vanishing Moment Wavelets 
For 7Z, = 0 in equation (3.41), the resulting H(w) has exactly N = 2L coefficients and 
the 2L zeros in equation (3.39) are concentrated at w = 7r. Therefore, H() will have 
a maximum number of L vanishing moments. If we systematically retain all L zeros of 
P(y) within the unit circle in the factorization, we then have a minimum phase filter. 
This does correspond however, to a very markedly asymmetrical cl) and 1p. 
For TZ 0 0, we can move some of the zeros away from w = it in equation (3.39) and put 
them into P(y). The number of vanishing moments consequently decreases, but now 
we have more choices in the factorization of P(y). If we only choose those complex and 
real zeros so that H(w) has as close to linear phase as possible, the resulting .15 and 7/.) 
will be least asymmetrical but less smooth. 
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The maximum vanishing moment can also be derived from the subband filtering scheme 
as described in the previous section. From equation (3.27), we obtain N/2 equations. 
We require N/2 more equations to solve for the N coefficients h(0), h(1), h(N - 1). 
If we aim to design 1P(x), and hence g(n), to have a maximum number of vanishing 
moments, then L = N/2. We therefore have the N/2 equations from 
E ni g(n) = 0 for t = 0,1, ..., L - 1. 	 (3.45) 
The family of Daubechies's filters therefore has a maximum number of vanishing mo-
ments. 
Regularity of Compactly Supported Orthonormal Wavelets 
An orthonormal basis of wavelets is in CL-1 , i.e. 'zi)j,k < C(1+ lxI) -L , only if the mother 
wavelet has L vanishing moments. For compactly supported orthonormal wavelets 
regularity is not easy to determine because of the behaviour of go)) in equation (3.39) 
[991. In general, they have a non-integer Holder exponent and are more regular at some 
points than others in the wavelets. It has been shown [991 that the exact asymptotic 
decay of a(w) is 
where 
la)(w)I C (1+ ludy-L+10g2B (3.46) 
B = suPIZL(w)I <2L-1 E [0,71- 1 	 (3.47) 
for :i)(w) to decay sufficiently to produce smoothness in 0(x). For a particular choice of 
and 7/) corresponding to each L, Daubechies [99] was able to establish that the regularity 
of L(/) and LIP increased linearly with L and that Lo, E ci-L where a 0.2075. This 
means that almost 80 % of the zero moments are not contributing to the regularity of 
the compactly supported orthonormal wavelets. The regularity estimates for smaller 
values of L are tabulated in Table 3.2 which guarantee the asymptotic decay of Lir/) [99]. 
3.6.2 Near Linear Phase Orthonormal Wavelet Bases 
The construction of LO,L, iP as described above is derived from equation (3.39), and can 
be rewritten as, 
2L 
ILH(L')I 2 = (cos -2 	PL(5in 2 -w2
), 
a 
2 0.500 
3 0.915 
4 1.275 
5 1.596 
6 1.888 
8 2.415 
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Table 3.2: The regularity estimation of Lck E C. 
where the coefficients Lh(n) are determined by taking the square root of PL, via spectral 
factorization. Factorization of all L zeros of PL,(sin2 ) within the unit circle results in 
a minimum phase filter. If we only choose those complex and real zeros so that H(w) 
has as close to linear phase as possible, the resulting 0 and tp will be least asymmetrical 
but less smooth. Daubechies [99] has pointed out that a close to linear phase H(w) can 
be obtained by retaining the zeros from every quaduplet or duplet in which the total 
phase is as close to zero as possible. In practice, we have 2 /42 choices and this number 
can be reduced by another factor of 2 for every choice [99]. For L < 4, there is only 
one pair 0L, *L. For L> 4 there are more pairs that are close to linear phase. Figures 
3.10 and 3.11 show the construction of 0 and V) and their spectra, which have close to 
linear phase for L = 4 and L = 6 respectively. Their filter coefficients are tabulated in 
Table 3.3. 
L n h(n) L n h(n) 
4 -0.075766 6 
1 
co
 ,-4 c
v
 c,")
 -:14 in
 co
 t- -
 o
o
 cr) c'  '''  
1
-1
  
r--I 
0.015404 
-0.029636 0.003491 
0.497619 -0.117990 
0.803739 -0.048312 
0.297858 0.491056 
-0.099220 0.787641 
CO
  -0.012604 0.337929 
0.032223 -0.072638 
-0.021060 
0.044725 
0.001768 
-0.007801 
Table 3.3: Filter coefficients h(n) for near linear phase wavelet bases for L = 4 and 
L = 6. 
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Figure 3.10: The scaling functions 40 and wavelets 41/.) and their spectra for near linear 
phase wavelet bases. 
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Figure 3.11: The scaling functions 60 and wavelets 61/) and their spectra for near linear 
phase wavelet bases. 
56 	 Chapter 3. Wavelet Transforms 
3.6.3 Least Asymmetrical Orthonormal Wavelet Bases 
The conventional requirement for a smooth orthonormal basis is that the wavelet 0 has 
to have as many vanishing moments as possible. An exact requirement on 0 cannot 
be satisfied since f (1)(x)dx = 1. Coifman [109] constructed orthonormal wavelet bases 
with vanishing moments not only for 0 but also for 0. These wavelets are known as 
"coiflets" and have maximum regularity in both 0 and 0. The coiflet needs to satisfy 
two conditions, i.e., 
and 
f xill)(x)dx = 0 	= 0, ...,L —1 
d7(0) 
f0(x) =1, f x i ck(x)dx = 0 / = 1, L —1 
(3.48) 
(3.49) 
where L is the order of coiflet. Equation (3.48) can be expressed in terms of H(w), 
where 
1 +e—  
2 
 zw) , L ,, H(w) = 	 1.(Lo)• (3.50) 
From equation (3.49), we obtain the condition 
  
-ck7T, OP)Ico=0 = 0 	1 = 1, ..., — 1. 
Recalling equation (3.35) and substituting into equation (3.51), we then have 
(w) = —1 H i ( —w )(IS ( —w ) + —1 H( —w ).75^1 ( —w 	ct‘ 
2 	\ 2 	2 	2 	2 	2 ' 
(3.51) 
(3.52) 
and hence 
   
    
H'(0) = V(27)0'(0). 	 (3.53) 
Consequently, f x0(x)dx = 0 is equivalent to H'(0) = 0. From equation (3.49), we then 
have 
H(w) = 1 + (1 — e —i) ) L 2L(w) 	 (3.54) 
where -2L is a trigonometric polynomial. 
Equations (3.50) and (3.54) have to satisfy equation (3.31). This leads to the choice of 
L being even [99]. Equations (3.50) and (3.54) imply that we have two trigonometric 
K-1( K -1 + 	yk yK r (w ) 
k=0 
(3.57) 
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polynomials Pi and P2, such that, 
K 
(COS 2 —W ) Pi(W) = 1 + (sin2 	7)2 (w) 
2 	 2 
where 2K = L. This equation has the form of Bezout's equation [99], 
( 1 — Y) KP1(Y) = 1 + KP2( 1 y) 
where y = sin 2 , and the solution is 
(3.55) 
(3.56) 
where r is an arbitrary trigonometric polynomial, and is tailored so as to satisfy the 
orthonormality requirement in equation (3.31). The complex function of r(w) is defined 
by [99] 
2K-1 
r(w) = E r (n)e -i 
n=0 
Therefore, H() can be defined by 
1 + e —intl 2K H (w) = 	
2 	Pi(w)• 
(3.58) 
(3.59) 
Small values of K result in the smoothest coiflets, but they are not the most symmetric 
ones. For K = 1, there exists a less asymmetric coiflet with compact support. The 
filter coefficients of h(n) are tabulated in Table 3.4 for L = 2 and L = 4. Figures 3.12 
and 3.13 show the coiflets and their spectra for L = 2 and L = 4 respectively. 
The obvious advantage of coiflets is that their 0 and 0 are both smooth and much 
more symmetric and similar to one another than other compactly supported orthonor-
mal wavelet bases. The price to pay for this advantage is that a coiflet with L vanishing 
moments typically has a support width (3L— 1) compared to the conventional orthonor-
mal wavelet bases which have a support width (2L — 1). Coiflets therefore do not have 
a maximum number of vanishing moments. 
2 0 
(a) 0 
(d) Spectrum of 1/) (c) Spectrum of 0 
(b) 
Figure 3.12: The coiflet and scaling functions for L = 2 and their spectra. 
I 0 20 
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L n h(n) L n h(n) 
2 -0.072733 4 
C
,  
1-4  e
l  
C,,
  
'C
r  
L
O
  
CO
  I's-  0
0
  
C
r)
 C
)  
'--4  
1--1  
1-1  
0.016387 
0.337898 -0.041465 
0.852572 -0.067373 
0.384865 0.386110 
-0.072733 0.812724 
-0.015656 0.417005 
-0.076489 
-0.059434 
0.023680 
0.005611 
-0.001823 
-0.000721 
Table 3.4: Filter coefficients h(n) for coiflets with L = 2 and L = 4. 
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Figure 3.13: The coifiet and scaling functions for L = 4 and their spectra. 
3.6.4 Design of Compactly Supported Biorthonormal Wavelet Bases 
Biorthonormal wavelet bases of finite support can be designed for exact reconstruction 
if we no longer require the lengths of the analysis and synthesis filters to be the same. 
If H(w) is chosen to be a linear phase filter and symmetric, i.e. H( —w) = e22kw H(w ), 
then H(w) can be rewritten as, 
H(w) = e — ii"po(coso.)) 
	
(3.60) 
where pa is a polynomial. Let -1:1(cd) be chosen to have the same form, then 
k(w) = e — ikn30(cosw) 
	
(3.61) 
where pa is any polynomial that satisfies 
Pt(Y)130(Y) 4- 730( --Y)730( --Y) == 1 . 	 (3.62) 
E 
L-1 ( L - 1 + k P(y ) = 	yk + yL(_1 _ y) 2 k=0 
(3.68) 
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For biorthogonality [100] the filters G and G are related to H and fl by 
 
G(w) = 	+7r) 
and a(w) = e'H(w +7r). 
 
(3.63) 
Recalling the perfect reconstruction property, it can be shown that 
 
H(w).1-1(w)+ HP + 7r)E(w +7) = 1 
and 	H(w)f-/(w) + G(w)a(w) = 1. 
(3.64) 
Since H(w) and H(w) have a multiple zero at w = 7r, po(cosw) and /30(cosw) are divisible 
by ( 1--+-F-) L for L > 0. But in order to obtain a polynomial of cos(w), L has to be 
even. Therefore H(w) and fl(w) have the general form denoted by 
H(w) = e —ikw/2 (C04-) 21 0(cosw) 
fl(w) = e-ikw/2 (cos -`'-) 21 40(COSW) 
for an even number of taps, where 21 = L and 21 = L, or 
H(w) = e -2kw/2 (cosf) 21+1 q0(cosw) 
and fl(w) = e"2 (COS (f) 21+1 40(COSW) 
(3.65) 
(3.66) 
for an odd number of taps, where 21 + 1 = L and 21+1 = L ; and k = 0 if 1 and 
are even and k = 1 if 1 and 1 are odd. Substitution of equations (3.65) and (3.66) into 
equation (3.64) gives 
2L 	 2L 
(cos) lio(COSCO)40(COSW) + (5) q0(-cosw)40(-cosw) = 1 2 (3.67) 
where L = 1 +1 for an even number of taps and L = 1 + 1 + 1 for an odd number of 
taps. Equation (3.67) has the form of Bezout's equation and the solution is denoted by 
for P(y) = q0(cosu))40(cosw). 
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B-Spline Bases 
We can choose q0(cosw) or do(cos) and R.(cosw) in equation (3.68) to simplify the 
design and to obtain other characteristics apart from being symmetric. If we choose 
0 and a 1, we then have 
H(w) = (Cos ti) L 
or k(w) = (cos) 
where L = 21 or L = 21 +1. Therefore, 
w)L 1+1-1 (1+1-1+k
)sin2—
w k ( 	) 
H(w) = (cos-
2 	
E 
k=0 	 2 
for L = 21' or 
L1+1 (i 	k 	 k 
H(w) = e —iw/ 2 (cos) E 
(
sin2 W-
2 2 
(3.69) 
(3.70) 
(3.71) 
for L = 21 + 1 respectively. We can choose 1 freely. The construction of wavelet bases 
with these properties results in a family of biorthonormal bases in which lp is a spline 
function of compact support. This wavelet basis is also known as the "Battle-Lemarie" 
family of B-spline wavelets. The shape of 7I) is determined mainly by L and is changed 
only slightly by L. 0 and //) on the other hand depend on both L and L. For L = 2, 
L = 2 and L = 4, the filter pairs for decomposition and reconstruction are tabulated in 
Table 3.5 and Table 3.6. Figures 3.14, 3.15, 3.16 and 3.17 show the scaling and wavelet 
functions for the biorthonormal wavelet bases and their spectra for the construction of 
spline bases, for L = 2, L = 2 and L = 2, L = 4 respectively. 
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n h(n) g(n) h(n) a(n) 
C
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C
.
 r-1  
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0 
-1\f2- 
1\5 
.1\/ 
i N5 
-4,5 
0 
0 
-1\1 
1\5 
-1\5 
0 
0 
0 
-1\5 
-1\5 
iN5 
-1\5 _ 1,r) 
8 v - 
0 
0 
Table 3.5: The B-spline filter coefficients h(n), g(n), ii(n) and §(n) for I, = 2 and 
L 2. 
n h(n) g(n) h(n) §(n) 
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I 	
I 	
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I 	
I 
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— o7i N5 
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la N/ 64 	,_ 
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 0
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-.■./ 128
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Table 3.6: The B-spline filter coefficients h(n), g(n), h(n) and §(n) for L = 4 and 
= 2. 
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(a) 0 (b) 
0.6 
(c ) (d) V.) 
Figure 3.14: The B-spline scaling and wavelet functions for L = 2 and L = 2. (a) and 
(b) for analysis, (c) and (d) for synthesis. 
Figure 3.15: The spectra of the B-spline scaling and wavelet functions for i, = 2 and 
L = 2. (a) and (b) for analysis, (c) and (d) for synthesis. 
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64 	 Chapter 3. Wavelet Transforms 
(a) 0 (b) 
  
(c) (d) 71; 
Figure 3.16: The B-spline scaling and wavelet functions for L = 2 and L = 4. (a) and 
(b) for analysis, (c) and (d) for synthesis. 
Figure 3.17: The spectra of the B-spline scaling and wavelet functions for L = 2 and 
L = 4. (a) and (b) for analysis, (c) and (d) for synthesis. 
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The greatest advantage of the B-spline wavelet is that their filter coefficients are all 
rational being fractional powers of 2 and are therefore most efficient for fast computation 
and hardware implementations. Furthermore, spline wavelets '0 and scaling functions 
0 are known exactly in closed forms. The main disadvantage of spline wavelet bases is 
in their very unequal support widths for 0 and The support widths of 7/, and -V; are 
always equal and is given by (L + L -1). 
In order to produce a less disparate filter length for the spline wavelet bases, the 
polynomial of degree 1+1 - 1 in sin() can be broken up into a product of polynomials 
sin(f) with real coefficients [99] [108]. One to be allocated to H and the other to H. 
There are other ways of making the length difference of H and fi as small as possible, 
as demonstrated by Daubechies in [94 There is, however, a limit on how small the 
filters can be since the minimum value of 1 +i is equal to 4 [99]. The filter coefficients 
for filters with similar lengths, however, are no longer rational numbers. The B-spline 
filter coefficients for L + L = 8 where the filters have similar lengths are tabulated in 
Table 3.7. Figures 3.18 and 3.19 show the scaling function and mother wavelet and 
their spectra for analysis and synthesis respectively. It can be seen that the shape of 0 
and 0. , and IP and IT) are very similar. 
n h(n) g(n) h(n) §(n) 
tr)
 •71,  
C,)
 C
V
 	
C■1
 CY,
 
t 
0 0 0 0 
0.000000 0.023849 0.037829 0.064539 
-0.064539 -0.110624 -0.023849 -0.040690 
-0.040690 -0.377403 -0.110624 -0.418092 
0.418092 0.852699 0.377403 0.788485 
0.788485 -0.377403 0.852699 -0.418092 
0.418092 -0.110624 0.377403 -0.040690 
-0.040690 0.023849 -0.110624 0.064539 
-0.064539 0.037829 -0.023849 0 
0 0 0.0378 99 n 
0 0 0 0 
Table 3.7: The B-spline filter coefficients h(n), g(n), h(n) and Tg(n) for L + L = 8 with 
filters of similar length. 
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Figure 3.18: The B-spline scaling and wavelet functions with filters of similar length 
for L + L = 8. (a) and (b) for analysis, (c) and (d) for synthesis. 
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Figure 3.19: The spectra of the B-spline scaling and wavelet functions with filters of 
similar length for L + L = 8. (a) and (b) for analysis, (c) and (d) for synthesis. 
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Biorthonormal Wavelet Bases close to an Orthonormal Basis 
Among the choices of biorthonormal wavelets for which R. 0 0 in equation (3.68) there 
exists a special choice of R. for which the analysis and synthesis filters are very close to 
each other and both very close to an orthonormal filter. The popular Laplacian pyramid 
filter [45] can serve as either the analysis or synthesis filter for the biorthonormal wavelet 
basis. These filters are given explicitly by 
—ae -22" + 0.25e'" + (0.50 + 2a) + 0.25ei" — ae2i". 
We can then choose the Laplacian pyramid filter as the analysis filter of a biorthonormal 
wavelet basis i.e., 
H(w) = (cos-2 	[1 + 16asin 2 -] . 2 (3.72) 
The corresponding synthesis filter, (w) , which satisfies the biorthonormality and exact 
reconstruction requirement in equation (3.32), should also satisfy Bezout's equation. 
Therefore, k(w) can be rewritten as 
1 — 8a . 4 w1 17/(w) = (cos 	[1 + 2(1 — 8a)sin2w 
2 2 32a 1+ 	2 8a sin  
(3.73) 
It can be readily verified that for a = 0 and a = -A-, H(w) reduces to a spline filter 
of order 2 and 4 respectively [1] [2]. If we apply the required regularity condition on B 
in equation (3.47) for Zi(w) of H(w) and P1(w) in equation (3.72) and equation (3.73), 
we see that equation (3.72) satisfies this condition when —0.1875 < a < 0.0625, and 
equation (3.73) satisfies the same requirement when 0.0275 <a < 0.285. Consequently, 
usable values of a to obtain smoothness in both 0(x) and (7)(x) are found in the small 
range 0.0275 < a < 0.0625. Since 0(x) becomes smoother as a becomes progressively 
smaller than 0.0625, while ii)(x) becomes smoother as a becomes progressively greater 
than 0.0275, it can be concluded intuitively that the best value of a for image coding 
is somewhere in the mid-range [2]. 
The dual pair filter coefficients for the decomposition and reconstruction filters are 
tabulated in Tables 3.8, 3.9, 3.10 and 3.11 for a = 0.03125, a = 0.05000, a = 0.06250 
and a = 0.07500 respectively. 
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n h(n) g(n) h(n) a(n) 
.4cr
 c?
 c,;,1
 7
4
 c
. ,-
-
1
 cs, c
?
 ...;t4 
0 0.009375 0 0 
0 -0.075000 -0.009375 -0.031250 
-0.031250 -0.259375 -0.075000 -0.250000 
0.250000 0.650000 0.259375 0.562500 
0.562500 -0.259375 0.650000 -0.250000 
0.250000 -0.075000 0.259375 -0.031250 
-0.031250 0.009375 -0.075000 0 
0 0 -0.009375 0 
0 0 0 0 
Table 3.8: The Laplacian filter coefficients h(n), g(n), -11(n) and §(n) for a = 0.03125. 
n h(n) g(n) h(n) .4(n) 
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V
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 C
O
 'T
r 
1 	
1 	
1 	
1 
0 0.010714 0 0 
0 -0.053571 -0.010714 -0.050000 
-0.050000 -0.260714 -0.053571 -0.250000 
0.250000 0.607143 0.260714 0.600000 
0.600000 -0.260714 0.607143 -0.250000 
0.250000 -0.053571 0.260714 -0.050000 
-0.050000 0.010714 -0.053571 0 
0 0 -0.010714 0 
0 0 0 0 
Table 3.9: The Laplacian filter coefficients h(n), g(n), h(n) and §(n) for a = 0.05000. 
n h(n) g(n) h(n) §(n) 
'14  c")  c
l`  
,—.4  
c=> 4
-
1
 c
\I
 c.,
 -ct4 
1 	
1 	
1 	
1  
0 0.010417 0 0 
0 -0.041667 -0.041667 -0.062500 
-0.062500 -0.260417 -0.041667 -0.250000 
0.250000 0.583333 0.260417 0.625000 
0.625000 -0.260417 0.583333 -0.250000 
0.250000 -0.041667 0.260417 -0.062500 
-0.062500 0.010417 -0.041667 0 
0 0 -0.041667 0 
0 0 0 0 
Table 3.10: The Laplacian filter coefficients h(n), g(n), h(n) and §(n) for a = 0.06250. 
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I n h(n) g(n) h(n) §(n) r .4
. c?
  
c?
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,
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, cs
i cs.)
 "I. 
0 0.009375 0 0 
0 -0.031250 -0.009375 -0.075000 
-0.075000 -0.259375 -0.031250 :0.250000 
0.250000 0.562500 0.259375 0.650000 
0.650000 -0.259375 0.562500 -0.250000 
0.250000 -0.031250 0.259375 -0.075000 
-0.075000 0.009375 -0.031250 0 
0 0 -0.009375 0 
0 0 0 0 
Table 3.11: The Laplacian filter coefficients h(n), g(n), h(n) and j(n) for a = 0.07500. 
Figures 3.20, 3.21, 3.22, 3.23, 3.24, 3.25, 3.26 and 3.27 show the scaling and wavelet 
functions for analysis and synthesis and their spectra for a = 0.03125, a = 0.05000, 
a = 0.06250 and a = 0.07500 respectively. It can be seen that for the a = 0.05006; 
both and are very close to each other and very close to a coiflet for L = 2. 
(b) 
(d) 
Figure 3.20: The biorthonormal close to orthonormal scaling and wavelet functions for 
a = 0.03125. (a) and (b) for decomposition, (c) and (d) for reconstruction. 
70 	 Chapter 3. Wavelet Transforms 
0 0 
20 
	
30 
	
40 
	
DO 
	
60 
(a) Spectrum of 0 (b) Spectrum of '0 
1 .6 
1 .0 
0 .6 
0 
(c) Spectrum of 0 
60 1 0 	20 	30 	AO 	60 	00 
(d) Spectrum of 7%) 
Figure 3.21: The spectra of the biorthonormal close to orthonormal scaling and wavelet 
functions for a = 0.03125. (a) and (b) for decomposition, (c) and (d) for reconstruction. 
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(c) c-k (d) ij  
Figure 3.22: The biorthonormal close to orthonormal scaling and wavelet functions for 
a = 0.05000. (a) and (b) for decomposition, (c) and (d) for reconstruction. 
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Figure 3.23: The spectra of biorthonormal close to orthonormal scaling and wavelet 
functions for a = 0.05000. (a) and (b) for decomposition, (c) and (d) for reconstruction. 
(a) 0 (b) 
(c) (d):tb 
Figure 3.24: The biorthonormal close to orthonormal scaling and wavelet functions for 
a = 0.06250. (a) and (b) for decomposition, (c) and (d) for reconstruction. 
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Figure 3.25: The spectra of biorthonormal close to orthonormal scaling and wavelet 
functions for a = 0.06250. (a) and (b) for decomposition, (c) and (d) for reconstruction. 
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Figure 3.26: The biorthonormal close to orthonormal scaling and wavelet functions for 
a = 0.07500. (a) and (b) for decomposition, (c) and (d) for reconstruction. 
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I A 
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(d) Spectrum of 7,1) 
Figure 3.27: The spectra of biorthonormal close to orthonormal scaling and wavelet 
functions for a = 0.07500. (a) and (b) for decomposition, (c) and (d) for reconstruction. 
3.7 Summary 
The family of orthonormal wavelets can be divided into two families, both of them 
compactly supported, i.e. 
• One family is constructed such that for each L there is a unique solution and 
a maximum number of vanishing moments for the wavelet function only. This 
family is called the Daubechies wavelets. They are supported on an interval of 
length 2L — 1. Their regularity increases linearly with L and is approximately 
equal to 0.2075L for large L. The wavelets with high regularity are included in 
this family. 
• The other family is constructed such that the wavelet bases have a maximum 
number of vanishing moments for both the scaling and wavelet functions, i.e. 
coiflets. They are supported on an interval with length 3L — 1. 
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The construction of biorthonormal wavelets results in symmetrical wavelet bases. The 
scaling functions of biorthonormal wavelets are B-splines, and the wavelets are also 
spline functions. The spline bases have the advantages that they have linear phase 
and are compactly supported. All the filter coefficients are dyadic rationals and this 
make them very suitable for fast computation. However, for small filter lengths, the 
dual functions have very low regularity. The biorthonormal wavelet bases can also be 
constructed to be close to an orthonormal wavelet by using the appropriate choice of 
7Z, function, i.e. the Laplacian filter. 
It can be concluded that the construction of both orthonormal and biorthonormal 
wavelet bases has several properties such as : 
• Compact support. 
• Smoothness. 
• Vanishing moments. 
• Asymmetry or Symmetry. 
The design of wavelets with these properties very much depends on their intended 
applications. 
Chapter 4 
Psychovisual Coding of Wavelet 
Transform Coefficients 
4.1 Introduction 
One of the properties of the wavelet transform is that its basis functions offer excellent 
localisation properties in both the spatial and frequency domains and can therefore 
retain the details and sharp edges of an image better than conventional Fourier-based 
transforms. The wavelet transform decomposes the image's spectrum into a bank of 
bandpass subbands on a logarithmic scale, in contrast to the linear frequency bands of 
the Fourier transform [18] [72] [98]. 
The application of wavelet transforms in signal processing can be divided into two 
approaches, namely the conventional approach and the best basis approach. In the 
conventional approach, the wavelet function is recursively applied to a coarser ap-
proximation signal, which is obtained from the scaling function at each resolution, to 
extract the difference in information between consecutive resolutions. This scheme is 
also known as Mallat's pyramid scheme [18]. The best basis approach, which was intro-
duced by Coifman, Meyer, Quaker and Wickerhauser [110] [111], involves transforming 
the signal into a set of over-complete basis functions, and permits the choice of a basis 
function which best suits the signals. 
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This chapter is divided into two sections. The first section discusses the conventional 
wavelet transform coding scheme using psychovisual coding of the wavelet transform 
coefficients. Psychovisual coding is then compared with statistical coding using the 
various wavelet bases discussed in the previous chapter. The last part of this chapter 
presents the best basis wavelet transform coding scheme. 
4.2 Image representation of Mallat's Pyramid scheme 
As stated in Section 3.5 the multiresolution decomposition of a signal can be obtained 
by computing a coarser approximation from a finer one, as well as from the difference 
in information between the two successive approximations. Since an image is two-
dimensional, this section extends the multiresolution decomposition of a signal in one-
dimension into two-dimensions. 
A multiresolution decomposition of an image I(x, y) of L 2 (R2 ) is a sequence of sub-
spaces of L 2 (R) which satisfy a two-dimensional extension of the one-dimensional mul-
tiresolution properties. Let V3 for j E Z be a multiresolution representation of L 2 (R2 ). 
The approximation of an image I(x, y) at resolution 2i is equal to its orthogonal pro-
jection on the vector space Vj. From property number 4 of the multiresolution decom-
position (in Section 3.4), there exists a unique scaling function (I)(x, y) whose dilations 
and translations form an orthonormal basis for each space Vj. The functions (I)(x, y) 
constitute an orthonormal basis for V3 generated by the Z 2-translation of a single 
function (D. This implies that 
(x, y) = 2-4(2 -3 x — n1,2 — — n2) 	ni, n2 E Z 2 . 	(4. 1) 
For such a multiresolution approximation, each vector Vj can be decomposed as a 
tensor product of two identical subspaces Vj_ i , of L2 (R) [103], i.e. 
Vi_i = 	0 Vj—i. 	 (4.2) 
The sequence of vector spaces Vi_ i for j E Z, forms a multiresolution approximation 
of L 2 (R2 ) if and only if 1,3 _ 1 is a multiresolution approximation of L 2 (R) [18]. This 
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implies that (x, y) can be rewritten as 
(D (x, Y)= sb(x)0 (y) 
	
(4.3) 
where cb(x) and 0(y) are the one-dimensional scaling functions of 1/3_ 1 and the two 
variables x and y are dilated separately. The orthogonal basis of V 3 _1 is then given by 
2--1 4)3 (2 -2 x — n 1 , 2 -3 y — n2) = (2 —iO3(2 -2 x — n 1 )03 (2 —iy — n2)) 	ni , n2 E Z2 . 
(4.4) 
Therefore, the approximation of an image /(x, y) at resolution 23 is characterized by 
the set of inner products 
/3 = (/(x, y), 03(2 -3 — 74)03(2-3 y — n2)) 	ni , n2 E Z2 	(4.5) 
where (I)3(x,y) = 
As in the one-dimensional case, the complement space W3 is the orthogonal complement 
in V3 _ 1 of Vi for j E Z. An orthonormal basis of this orthogonal complement can be 
constructed by scaling and translating three wavelet functions, i.e., 
wi (x,Y) = (1)(x)*(y) 
T2 (x, Y ) =1,b(x)0(Y) 
	 (4.6) 
V(x, Y) =11)(x)0(Y). 
The difference of information is given by the three detail images of /(x, y), i.e., 
= (/(x,y),W;(2-3 x — 	2 3 y — n2)) 
= (gx,y),‘11( 2—i x — 74, 22y — n2)) 
e 	- n1, 2 3 y — n2)) 3 
where Wi(x,y) = 
ni,n2 E Z 2 
, n2 E Z2 
, n2 E Z2 
(4.7) 
Equations (4.5) and (4.7) show that in two dimensions the inner products which define 
I 7 • d i 1 e and e are equal to a uniform sampling of the two-dimensional convolution 3 	1 	j 	3 
products. Since the three wavelets W I , W 2  and Ws are given by separable products of 
g(n) 
	
2 
      
   
h(n) 
 
211 
    
1 0 
     
        
         
Ell lin 
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the functions and //), these convolutions can be written as 
/i = ((gx,Y) 0 4);( -2-'x)(1),;( -2-iY))(ni,n2)) 
= ((gx, y) 0 Oi( -2-340./( — 2-3 Y) )(ni, n2)) 
= agx, y) 0Ip3(-2-2x)oic-2-30)(ni,n2)) 3 
= (MX, y) 0 11);(- 2-3 x)71);( -2-30)(ni,n2)) 
, n2 E Z 2 
n1, 2 E Z2 
fll ,2 E Z2 
n2 E Z2 . 
(4.8) 
Equation (4.8) shows that in two dimensions the approximation images and detail im-
ages are computed by a separable filtering of the image along the vertical and horizontal 
directions. 
Decomposition and Reconstruction of the Wavelet Representation for Im-
ages 
In two dimensions, the wavelet transform can be computed by a separable extension 
of the one-dimensional decomposition algorithm [18]. At each step an image is decom-
posed into /1 , di, cl? and 4. This algorithm is illustrated by the block diagram in 
Figure 4.1. Firstly, the rows of an image h are convolved with one-dimensional filters 
columns 
x I convolve rows or columns with the filter X 
241 keep one column out of two 
11,2 keep one row out of two 
Figure 4.1: Two-dimensional decomposition of an image for j = 1 using the pyramid 
scheme. 
H and G, and every other row is retained; then the columns are convolved with the 
filters H and G, and every other column is retained. The filters H and G are quadra- 
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ture mirror filters. The wavelet transform is then computed by repeating this process 
for 1 < j < J. This scheme is called Mallat's fast wavelet transform decomposition. 
The reconstruction algorithm for two dimensions can also be extended from the one- 
dimensional algorithm. Figure 4.2 shows the block diagram for the reconstruction of 
an image. An image 10 is reconstructed from Ii,  di, di and 4. Between each column 
rows 
  
columns 
  
 
I T2 
   
h(n) 
 
     
       
       
       
       
 
112 
   
g(n) 
 
     
       
       
X 	convolve rows or columns with filter X 
put one row of zeros between each row 
2t1 put one column of zeros between each column 
Figure 4.2: Two-dimensional reconstruction of an image 1 .3 _1 for j = 1 using the 
pyramid scheme. 
of Ii ,  dt, 4 and 4 a column of zeros is inserted, then the rows are convolved with one-
dimensional filters, a row of zeros between each row of the resulting image is added, 
and the columns are convolved with one-dimensional filters. The filters used in the 
reconstruction are also quadrature mirror filters, I-I and G. The filters 1-1 and 0 are 
conjugate filters of H and G respectively. 
If the original image /0 is an N x N array of pixels, then every array /1, di, 4 and 4 
consists of q- x I elements and each is represented by an image of one quarter the size 
of the original. For convenience, the decomposition notation is changed from I, di, di 
wiGH and wnG and 4 to VI", 	 I:- respectively. This representation shows more 
clearly which filters act on which subspace. Figure 4.3 shows the decomposition and 
reconstruction of an image for j = 3. 
COj 
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Figure 4.3: Decomposition and reconstruction of an image for 3 levels of decomposition 
= 3). 
4.3 Conventional Wavelet Transform Coding Scheme 
Psychovisual experiments of the HVS, discussed in Subsection 2.3.1, have produced 
sensitivity functions with a bandpass characteristic denoted by S(w). S(w) has a peak 
sensitivity between 3 to 3.5 cycles per degree. The sensitivity is reduced slightly at 
low frequencies but drops-off very sharply at higher frequencies. Therefore, the low 
amplitude high frequency components of the decomposed image can be readily dis-
carded. Furthermore it is well known that errors are less visible in bright and busy 
areas, e.g. areas with significant edges and discontinuities in the image. In these areas 
coarse quantization can be used to reduce the number of bits required per pixel. The 
main computational step in psychovisual image compression is the subjective thresh-
olding and quantization of the transform coefficients, allocating the most bits to the 
coefficients that are not de-emphasized by the HVS. 
4.3.1 Extension of the HVS Model into 2 Dimensions 
Equation (2.19) stated the relationship between the sensitivity of the HVS to small 
changes in an image and the spatial frequency of the altered information. One par- 
ticular relationship of this form, proposed by Ngan et al. [58] and expanded into 
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two-dimensions is given by the following equation 
S(wx , wy ) = (0.31 ± 0.69(wx , coy ))e —°. 29 (w. my) 
	
(4.9) 
where (wx , wy ) are the spatial frequencies for the x and y coordinates in cycles per 
degree (cpd). By using the International Viewing Standard (illustrated in Appendix 
B) [112], i.e., that the distance between the viewer and the screen is maintained at a 
standard of six to eight times the picture height, a viewing angle 0 of approximately 8 
degrees is subtended by the viewer. The horizontal and vertical spatial frequencies of 
the HVS wh and wv , can be expressed by 
wh = Ar Hoor cpd (4.10) 
Ver 
WV = cpd 	 (4.11) 
where Hor and Ver are the number of horizontal and vertical samples in the image 
respectively and A, is the aspect ratio, i.e. image width to image height of 4 : 3. The 
spatial frequency corresponding to the image coordinates (x, y) is given by 
2 
(Wx WY) = \/() 	(*121) 2 
where N x N is the image dimensions. 
for x, y = 0,1, ..., N — 1 (4.12) 
4.3.2 Subjective Thresholding 
The sensitivity function shown in Figure 4.4 is obtained from psychovisual experiments 
involving a sinusoidal grating excitation and consequently cannot be used directly for 
thresholding the wavelet coefficients. Unlike the transform coefficients of the DCT, 
the wavelet transform coefficients do not represent a single discrete frequency. Instead 
each wavelet coefficient represents an octave subband with significant spectral overlap 
with neighbouring subbands. Therefore when we calculate the subband sensitivity for 
the wavelet transform coefficients at scale 23 we must compute the HVS sensitivity 
function over the complete subband. The sensitivity factor for the coefficients at scale 
23 is calculated [2] [113] by 
:5 13F = ke[f 	IS(ws7wy)12 1111.(Wx'WY)1
2 
dwx dcoy] 2 (4.13) 
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(a) 
(b) 
Figure 4.4: The spectrum of sensitivity function HVS. (a) Magnitude spectrum in 3D 
and (b) magnitude expressed as gray scale image. 
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where ke is an energy constant, S(wx , wy ) is the HVS sensitivity function, 1 (w, wy) is 
the wavelet frequency response of either 41(x, y) or (1)(x, y) as stated in equation (4.6) 
or (4.3), and the superscripts k = 1, 2, 3correspond to HG,GH and GG respectively. 
The simplest method for computing the subband sensitivity for the chosen wavelet at 
scale 23 is to determine how that coefficient affects the spectrum of  the image and then 
apply equation (4.13). This can be done by setting the appropriate coefficient to unit 
impulse in the subspace at scale 2j and performing the inverse wavelet transform, fol-
lowed by a Fourier transform [2] [113]. For example, a unit impulse in subband W,FG at 
the spatial coordinate (47,47) as shown in Figure 4.5 will produce the wavelet 41 4 (x, y) 
on application of an inverse wavelet transform. Application of the Fourier transform 
results in its spectrum, ‘11G(w x , wy ). Figure 4.6 (a) shows the corresponding wavelet 
function WP(x, y), and Figure 4.6 (b) shows the magnitude spectrum of 141,VG(w s , wy )I. 
Figure 4.5: Impulse in subband WP G at coordinate (47, 47) in a 512 x 512 image plane. 
The sensitivity factors for the constructed wavelet bases shown in Section 3.6 for each 
subband is shown in Tables 4.1, 4.2, 4.3, 4.4 and 4.5. The lowest subband sensitiv-
ity (V4HH ) corresponding to the lowest frequency band is normalised to unity. In a 
multiresolution signal or image decomposition, the lowest subband contains a major 
percentage of the total energy present in the original signal or image. Therefore, the 
lowest subband is not subjectively thresholded. The lowest subband, however, is coded 
using a statistical scheme like that described in Section 2.2. 
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(a) 
	
(b) 
Figure 4.6: Example of the Daubechies wavelet with L = 2 and its spectrum, expressed 
as a gray scale image. (a) the wavelet function, (b) the magnitude spectrum of the 
Fourier transform. 
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subband sensitivity sensitivity sensitivity sensitivity 
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CD,,.
,,,C
D,,C.
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_,Z
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'i.  1.000000 1.000000 1.000000 1.000000 
1.066019 1.087218 1.100307 1.116007 
1.071870 1.095126 1.109609 1.126880 
0.933435 0.977233 1.005256 1.039647 
0.683570 0.697494 0.706812 0.718035 
0.606645 0.617414 0.625066 0.634542 
0.443867 0.462818 0.476099 0.492854 
0.281039 0.278162 0.277953 0.278659 
0.210355 0.201992 0.198623 0.195978 
0.107184 0.104836 0.104731 0.105554 
0.068206 0.058771 0.054308 0.050160 
0.043194 0.033257 0.028573 0.024246 
0.011277 0.008472 0.007305 0.006317 
Table 4.1: Sensitivity factors of orthonormal Daubechies wavelet bases. 
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subband sensitivity sensitivity 
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0
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1.000000 1.000000 
1.100307 1.116007 
1.109608 1.126880 
1.005256 1.039647 
0.706812 0.718035 
0.625066 0.634542 
0.476099 0.492855 
0.277953 0.278659 
0.198623 0.195978 
0.104731 0.105554 
0.054308 0.050160 
0.028573 0.024246 
0.007305 0.006317 
Table 4.2: Sensitivity factors of orthonormal near linear phase wavelet bases. 
L . 2 L . 4 
subband sensitivity sensitivity 
(. 	
t
.) 	
CD
Q
U
(.) 
0<r
vUvUmc.J .)mUc
O
W
%-
- 
.1.  1.000000 1.000000 
1.068043 1.102804 
1.074101 1.112379 
0.937515 1.010656 
0.684881 0.708617 
0.607608 0.626561 
0.445553 0.478703 
0.280650 0.277999 
0.209387 0.198083 
0.106840 0.104785 
0.067221 0.053569 
0.042218 0.027827 
0.010966 0.007122 
Table 4.3: Sensitivity factors of orthonormal Cofflet wavelet bases. 
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L.2L=4 L+L=8 
subband sensitivity sensitivity 
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1.000000 1.000000 
1.046088 1.124492 
1.026732 1.123249 
0.937998 1.029974 
0.573146 0.708672 
0.484981 0.611644 
0.354563 0.470357 
0.164594 0.269229 
0.115045 0.182653 
0.051042 0.096564 
0.024730 0.0485338 
0.015267 0.0239821 
0.002613 0.0057124 
Table 4.4: Sensitivity factors of biorthonormal Spline wavelet bases. 
a = 0.03125 a = 0.05000 a = 0.06250 a = 0.07500 
subband sensitivity sensitivity sensitivity sensitivity 
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1.  1.000000 1.000000 1.000000 1.000000 
1.103356 1.075661 1.063567 1.054261 
1.123558 1.082916 1.063444 1.047710 
0.987464 0.943667 0.928314 0.919110 
0.750007 0.695692 0.665711 0.639026 
0.677797 0.617158 0.584019 0.554976 
0.511176 0.452986 0.424466 0.401032 
0.339892 0.289183 0.261040 0.236277 
0.257462 0.214084 0.190708 0.170631 
0.141410 0.110043 0.094619 0.082101 
0.091282 0.069518 0.058367 0.049228 
0.057291 0.042827 0.035619 0.029851 
0.017223 0.011217 0.008600 0.006687 
Table 4.5: Sensitivity factors of the biorthonormal close to the orthonormal wavelet 
bases. 
if IX(ni, n2)1 
if IX(ni,n2)1 <7 
(4.15) X(ni, nz) = 
X(ni,n2) 
0 
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After the sensitivity of a subband has been determined, a threshold can be applied 
to the wavelet coefficients of the corresponding subband. The subband threshold is 
defined [2j [113] by, 
E E le (ni , n2) 1 2 k _K \I 1 T, 	 (4.14) N2 
5 nj n2 
where K is a proportionality constant determined from a subjective viewing of the 
quality of the reconstructed image and N, is the subband dimension. The value of K 
is increased until the level at which a difference between the original image and recon-
structed image is just noticeable by a human viewer (the subjective testing criterion is 
illustrated in Appendix B). 
The square root of the summation function in equation (4.14) is the energy of the 
wavelet transform coefficients in that subband. The energy distribution for each of 
the subband transform coefficients using Daubechies wavelet bases with L = 2 for five 
standard images is shown in Figure 4.7. 
It can be seen from these figures that the energy distributions for the standard images 
is relatively independent of the particular image being coded. This is true at least 
for typical images, but it is unlikely to hold for artificially-constructed images [54], for 
example an image consisting of only vertical or horizontal lines. Therefore, an average 
energy distribution is obtained using twenty typical images including the five standard 
images shown in Appendix A. The average energy distribution for these images is shown 
in Appendix C. 
The optimum value for the constant K in equation (4.14) for various wavelet bases using 
this average energy distribution is shown in Table 4.6. These values are determined 
using the subjective testing criterion of Appendix B. 
Once the original image is transformed into the wavelet transform basis set, the trans-
formed images are then thresholded according to the subband thresholds given by 
equation (4.14). The wavelet transform coefficients, X(ni, n2), are then thresholded 
using a standard thresholding method, given by 
where IX(ni, n2)1 denote the absolute value of X(74, n2)• 
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Figure 4.7: The subband energy distributions of the wavelet coefficients obtained using 
the Daubechies wavelet for L = 2, where on the horizontal axis v corresponds to V4HH , 
a corresponds to WGH , b corresponds to WHG, and c corresponds to W GG . The 
numbers 1 to 4 correspond to the subband levels. (a) Test image "Airplane", (b) test 
image "Bird", (c) test image "Leima", (d) test image "Peppers" and (e) test image 
"Zelda". 
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Type of wavelet L L L + L a K 
Daubechies - - - 0.0500 
- - - 0.0434 
-ctl  - - - 0.0408 
- - - 0.0387 
Near linear - - - 0.0404 
phase 
C
O
  - - - 0.0381 
Coiflet - - - 0.0473 
cr - - - 0.0382 
Spline 4 2 - - 0.0248 
- - 8 - 0.0358 
Laplacian CV  
C
V
 C
V
 C
9
 
- 0.03125 0.0651 
- 0.05000 0.0503 
C
V - 0.06250 0.0433 
- 0.07500 0.0380 
Table 4.6: The optimum value of K for various wavelet bases. 
4.3.3 Subjective Quantization 
The subjective quantization scheme is also based on the subband sensitivity of the 
transform coefficients. Once thresholded, the remaining coefficients are quantized into 
a number of discrete levels. Two quantization schemes are commonly used for the trans-
form coefficients. These are Lloyd-Max quantization [114] [115) with fixed length code 
words, and uniform quantization with variable length code words [11, pp. 416-436]. 
The uniform quantization with variable length code words results in near optimum en-
tropy coding [11, pp. 428-4361. This study uses the uniform quantization scheme. The 
non-zero transform coefficients, X(ni, n2), are then quantized into X(ni, n2) according 
to 
 
{X(ni,(323 )-7"14 ± 0.50] 
I. 
X(ni,n2)+TI! 
0.501 Q.; 
  
X(ni rb2) = 
X(ni, n2) > 0 
(4.16) 
 
X(ni, n2) <0 
   
where [a] refers to the the integer value closet to a. 
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The subjective quantization also makes use of the effect of spatial masking allowing 
for a larger quantization step size in areas of high activity [11, pp. 416-436] [60]. The 
relationship between the quantization step sizes for sub-threshold distortion and the 
amount of activity in the subband has been the subject of previous research. This 
relationship is given by 
■Qs . 	 (4.17) 
where it ik is the activity function in the subband at scale 2j, and k = 1,2, 3 which 
3 
correspond to the HG,GH and GG detail subbands respectively. 
The activity function of each subband, AF, defined as the sum of the horizontal and 
vertical gradients of luminance in a small area of an image, has been proposed in the 
past [11, pp. 416-436] [58] [60] [65] [116]. These activity functions have been calculated 
in both the spatial domain as well as from transform coefficients in the frequency 
domain. The most commonly proposed measure [60] is given by 
AF ec E E amPit + 	 (4.18) 
k=-11=-1 
where MA and /1/Tkui are the horizontal and vertical slopes of the transform coefficients, 
given by 
MA = X(ni, n2) — X(ni — 1, n2) 
= X(ni, n2) — X(n i , n2 — 1). 
The application of equation (4.18), however, for a ramp function and saw-tooth function 
results in a number of inconsistencies, i.e. results in the same value of AF. A more 
accurate measure of the activity function has been proposed [67] using the Laplacian 
edge detector. The Laplacian edge detector [117] achieves a second order differentiation 
through a spatial frequency approximation defined by 
w2 = 	+ 	7-- 4 — 2coswh — 2coscut, 	 (4.19) 
where wh and Lau are the horizontal and vertical spatial frequencies corresponding to 
the transform coefficients position in a subband. In the z domain, this approximation 
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results in what is called a Laplacian mask and can be denoted by, 
ML = 
—1 —1 —1 
—1 8 —1 . 
—1 —1 —1 
(4.20) 
   
Since video images have an aspect ratio 4: 3, the mask is therefore altered to satisfy this 
aspect ratio. By inversely scaling the contributions of each of the transform coefficients 
to the mask output [67], the corresponding Laplacian mask can be obtained, 
ML = 
—1.000 —2.777 —1.000 
—1.563 12.679 —1.563 . 
—1.000 —2.777 —1.000 
(4.21) 
The activity function is then given [67] by 
 
= 1+ q."—N2 ElmL x (nnn2)1 2 (4.22) 
where ML 0 X(ni, n2) denotes the two-dimensional convolution output of the edge 
detector with X(ni, n2), the wavelet transform coefficients at the subband scale 2 1 , 
and q is a normalization factor derived from subjectively viewing reconstructed images. 
The optimum value for the normalization factor, q in equation (4.22) for various wavelet 
bases is shown in Table 4.7. The normalization factor, q, is subjectively adjusted so that 
the quantization of the subbands of coefficients results in only subthreshold distortion. 
The subjective testing criterion is illustrated in Appendix B. 
4.3.4 Entropy Coding 
After the thresholding and quantizing processes have been carried out, the remaining 
transform coefficients are then coded into binary streams for transmission or storage. 
In transform coding, the coefficients are scanned according to the frequency order in a 
particular sub-block, i.e. the coefficients are scanned from lower to higher coefficients 
by the zig-zag method illustrated in Figure 2.4. This method is very effective and 
useful, especially in low bit rate DCT coding [30], because high frequency components 
may be cut off when they are small in magnitude. 
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Type of wavelet L L L+L a q 
Daubechies - - - 0.0135 
- - - 0.0152 
-1
4  - - - 0.0163 
- - - 0.0168 
Near linear - - 0.0150 
phase 
C
O
  - - - 0.0158 
Coiflet - - - 0.0134 
-4
4  - - - 0.0154 
Spline 4 2 - - 0.0161 
- - 8 - 0.0167 
Laplacian 
C
V
  C
s
1  C
V
  C
V
  
- 0.03125 0.0130 
- 0.05000 0.0137 
C
•1 - 0.06250 0.0144 
- 0.07500 0.0147 
Table 4.7: The optimum value of q for various wavelet bases. 
A property of the wavelet transform is that an image is decomposed into octave sub-
bands, where the transformed image is arranged from a lower to higher frequency in 
the subband. As in the DCT, the wavelet transform coefficients are scanned in such a 
way as to improve the overall efficiency of the coding scheme. If we consider the de-
composition of an image into the quad-tree structure depicted by Figure 4.3 (i.e. 3j +1 
F subbands where j = 3), then the scanning begins with V31/ 11 then W H w3HG wGF 
in that order, followed by Wfli, w2HG,  WPG and so on. This process is illustrated by 
Figure 4.8. In each subband the coefficients are coded using the same zig-zag scheme 
shown in Figure 2.4. 
In each subband, the coefficients with non-zero magnitude are coded using their actual 
values and sequences of two or more zero values are coded by run-length codes which are 
equal to the number of successive zeros, preceded by a Run-Length Prefix (RLP). The 
RLP code is required in order to distinguish the run-length code from the amplitude 
code. The beginning of each new subband is marked by a Beginning Of Subbblock 
(BOS) marker, followed by the activity measure AF for that subband, which is also 
required by the decoder. The coefficient magnitudes, the run-length, the BOS and the 
activity measure should all be represented by binary codes in order to produce the 
binary bit stream. This bit stream is then encoded using Huffman coding in which the 
statistical distribution of the stream is used to construct a look-up table of optimum 
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• significant coefficients 
scanning order 
Figure 4.8: The scanning order for the wavelet coefficients. 
variable length code-words. In practice, however, the exact statistical distribution of 
the stream is not often available. Fortunately the performance of Huffman coding is 
not particularly sensitive to small changes in distribution and therefore efficient code 
word assignment can be done using an average distribution of levels obtained from a 
number of typical images. In this study, the code-word tables are generated from the 
histograms averaged over the data produced by five typical images. The code-word 
tables are listed in Appendix D. 
4.3.5 Compression Results 
A comparison of the developed image compression scheme for different wavelet bases is 
presented in this section using standard test images. Since the evaluation of the quality 
of the reconstructed image is very difficult to judge objectively and consistently by a 
human observer, the performance criterion of the WPSNR (illustrated in Appendix E), 
with a constant target bit-rate of 0.40 bits per pixels (bpp) is used throughout this 
comparison. For some wavelet bases the bit rate of 0.40 bpp is not necessarily the 
optimum compression ratio, but in order to make a comparison of the reconstructed 
images either the bit rate or the WPSNR must be fixed. Since, it is very difficult to 
obtain the same WPSNR or image quality for different wavelet bases we have chosen 
to fix the bit rate. 
Analysis side 
1- 1 
Synthesis side 
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In an attempt to illustrate quantitatively the benefits of psychovisual image compres-
sion, statistical image compression is also carried out. Both schemes employ very similar 
coding schemes, except that the statistical image compression uses uniform quantiza-
tion. Figure 4.9 shows the block diagram of the statistical compression scheme and 
Figure 4.10 shows the block diagram of the psychovisual image compression technique 
[1] [2]. Table 4.8 shows the computed VVPSNR for both schemes for each wavelet basis 
for constant bit rate of 0.40 for the standard image "Lenna". Table 4.9 shows the com-
parison of bit rates for statistical and psychovisual compression schemes for on the basis 
of comparable WPSNR. The benefit of psychovisual compression scheme is in the bit 
rate reduction (Table 4.9). Since the energy discarded from psychovisual thresholding 
is very small, the improve in WPSNR is small for same bit rates as expected (Table 
4.8). 
Figure 4.9: The block diagram of the statistical image compression scheme using the 
wavelet transform. 
 
o, Ti Q. 
 
  
Analysis side 
Ti 
 
  
Q ; 
  
     
Figure 4.10: The block diagram of the psychovisual image compression scheme using 
the wavelet transform. 
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Statistical Psychovisual 
Type of wavelet L L L + L a WPSNR WPSNR 
Daubechies - - - 37.609 38.125 
- - - 37.886 38.284 
..44  - - - 37.944 38.301 
- - - 38.174 38.308 
Near linear - - - 38.468 38.656 
phase 
tC
)  
-
J
 - - - 38.677 38.684 
Coiflet - - - 37.717 38.252 
- - - 38.494 38.734 
Spline 4 2 - - 38.363 40.196 
- - 8 - 38.420 39.040 
Laplacian 
C
•1 C
•1  
C
V
 C
V
  
- 0.03125 36.613 36.677 
- 0.05000 37.522 38.145 
C
4  - 0.06250 37.760 38.528 
- 0.07500 38.035 39.018 
Table 4.8: Comparison of results between the Statistical and Psychovisual compression 
schemes for constant bit rate of 0.40 bbp for the standard image Senna". 
Statistical Psychovisual 
Type of 
wavelet L L L+L a 
bit 
rate WPSNR 
bit 
rate WPSNR 
' Daubechies - - - 0.40 37.609 0.34 37.561 
- - - 0.40 37.886 0.33 37.827 
-14  - - - 0.40 37.944 0.35 37.951 
- - - 0.40 38.174 0.36 38.105 
Near linear - - - 0.40 38.468 0.36 38.492 
phase CD  - - - 0.40 38.677 0.37 38.737 
Coiflet - - - 0.40 37.717 0.34 37.873 
- - - 0.40 38.494 0.35 38.254 
Spline 4 2 - - 0.40 38.363 0.31 38.135 
- - 8 - 0.40 38.420 0.35 38.243 
Laplacian 
CV  C
•1  C
4
 C
V
 1 
- 0.03125 0.40 36.613 0.40 36.677 
- 0.05000 0.40 37.522 0.34 37.616 
C•1  - 0.06250 0.40 37.760 0.34 37.979 
- 0.07500 0.40 38.035 0.33 37.923 
Table 4.9: Comparison of bit rates for Statistical and Psychovisual compression schemes 
for on the basis of comparable WPSNR. 
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It can be seen that psychovisual image compression results in a higher WPSNR com-
pared to statistical image compression for each wavelet. This performance is not only 
in terms of a higher WPSNR but also in terms of the quality of the reconstructed 
image. In other words, if the quality of reconstructed image is constant (which, of 
course, in real terms cannot be easily achieved for different images) then the compres-
sion ratio achieved using psychovisual compression is higher than that achieved using 
statistical compression. Figures 4.11 and 4.12 show the original image "Lerma" and re-
constructed versions using psychovisual compression for various wavelet bases. Figures 
4.11 and 4.12 may appear to readers not having any discernible differences for different 
choices of wavelet basis due to the poor rendering of a standard laser printer. However, 
the difference can be observed on the monitor display (20 inch Sun colour monitor with 
the brightness of the image adjusted so that any unused portion of the screen around 
the image has zero perceived brightness). It is also true that some observers are unable 
to distinguish the difference between the two reconstructed images for different wavelet 
basis such as shown in the simulation results on Table 4.11. 
The simulation results also show that the biorthonormal wavelet bases result in a higher 
WPSNR compared to the orthonormal wavelet bases for the same number of vanishing 
moments (the same filter length), with the exception of the Laplacian wavelet bases with 
a < 0.05000. The highest WPSNR is obtained using a B-spline wavelet with L = 4 and 
L = 2. For the orthonormal wavelet bases, increasing L results in a marginal increase 
in WPSNR. This means a slightly higher WPSNR can be obtained by using smoother 
wavelet bases at, however, a cost in computation. The invariance of the WPSNR to 
the filter length or smoothness of the orthonormal wavelets is attributable to the use 
of the HVS which de-emphasizes the high frequency ripples that result from the use 
of less regular wavelets. Moreover, although the sensitivity factors for orthonormal 
Daubechies wavelet bases, near linear phase wavelet bases and coiflet wavelet bases 
is similar for the same L values, the WPSNR obtained using coiflet wavelet bases is 
highest. These sensitivity factors are less for the higher subbands and more for the 
lower subbands. 
The same trend in sensitivity factors can also be found for biorthonormal Spline wavelet 
bases. For the Laplacian wavelet bases, the sensitivity factors depend on the values 
of a. These sensitivity factors decrease for all subbands as the value of a increases. 
It is clear that the smoother the wavelet the less the sensitivity factor is in the lower 
subbands and the higher the sensitivity factors in the higher subbands. In subjective 
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(I)) 
(c ) 
Figure 4.11: Performance of psycho visual image compression. (a) Original image 
"Lenna", (b) reconstructed image using the orthonormal Daubechies wavelet basis and 
(c) reconstructed image using the orthonormal near linear phase wavelet basis. 
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(a)  
(b) 
(c)  
Figure 4.12: Performance of psychovisual image compression. (a) Reconstructed image 
"Lenna" using the orthonormal coifiet wavelet basis,  (b) reconstructed image "Lenna" 
using the biorthonormal spline wavelet basis and (c) reconstructed image "Lerma" using 
the biorthonormal Laplacian wavelet basis. 
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As in Table 4.8 Swapping the wavelet 
Type of wavelet WPSNR [dB] WPSNR [dB] 
Spline 
L --= 4 and L = 2 
L + L = 8 
Laplacian 
a = 0.03125 
a = 0.05000 
a = 0.06250 
a = 0.07500 
40.196 
39.040 
36.613 
38.145 
38.528 
39.018 
34.485 
38.892 
38.921 
38.052 
37.187 
36.402 
Table 4.10: Effect on the coding performance by interchanging analysis and synthesis 
wavelets. 
thresholding, it is desirable to have higher sensitivity factors in the higher subbands, and 
lesser sensitivity factors in the lower subbands. In a multiresolution decomposition, the 
lower image subbands contain more important information than the higher subbands 
and therefore the transform coefficients in the higher subbands on application of the 
subjective thresholding can be discarded or coarsely quantized, resulting in fewer bits. 
The transform coefficients in the lower subbands are thresholded at a lower level due 
to the sensitivity of these subbands. 
The psychovisual image compression, the subjective thresholding and quantization are 
only applied on the analysis side as illustrated in Figure 4.10. Therefore, only the 
analysis side of the wavelet bases is taken into account in the HVS system. In other 
words, only the analysis side plays a role in the subjective compression scheme. Con-
sequently, this implies that when using biorthonormal wavelets less smooth wavelet 
bases or shorter filters should be used in the analysis side [1] [2]. This can be verified 
by swapping the decomposition and reconstruction filters and is demonstrated by the 
results in Table 4.10. 
It can be seen from Table 4.10 that for biorthonormal spline wavelet bases, the WP-
SNRs with swapped filters (analysis filter swapped with synthesis filter) are less than 
compared to the WPSNRs without swapping. For biorthonormal Laplacian wavelet 
bases, the WPSNR with swapped filters for a < 0.05000 is higher compared to the 
WPSNR without swapping the filters and inversely for a > 0.05000. For a = 0.05000, 
however, the WPSNR with and without swapping filters is almost the same. This is 
40.151 
43.946 
39.200 
40.896 
19.512 
33.333 
21.053 
22.857 
"Airplane" 
"Bird" 
"Peppers" 
"Zelda" 
test image compression ratio WPSNR [dB) 
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because for a = 0.05000, the analysis and the synthesis wavelet bases are very similar. 
The decrease in WPSNR for the B-spline orthonormal wavelets for L = 4 and L = 2 
when swapping the filters demonstrates the importance of retaining the shorter filter 
on the analysis side. The less smooth wavelet bases result in more higher frequency 
ripples in their spectra, but if combined with the subjective thresholding scheme which 
occurs on the analysis side, then the higher frequency ripples are canceled out. In other 
words less regular wavelets result in lesser sensitivity factors. A smoother wavelet basis 
is required for the reconstruction side in order to recover a better quality reconstructed 
image, as pointed out in Table 4.8 for the orthonormal wavelet bases, i.e., the smoothest 
wavelet bases result in the highest WPSNR. 
The performance of the final compression scheme developed in this chapter is also 
evaluated by subjective observation of the reconstructed image by thirty observers. The 
thirty observers consist of two observers with expertise in the field of image processing, 
five observers currently studying image processing at a postgraduate level, eighteen 
observers studying engineering at an undergraduate level and five observers in secondary 
school. Table 4.11 shows a comparison between the statistical and psychovisual coding 
schemes using this subjective assessment. Figure 4.13 shows a comparison between the 
statistical and psychovisual coding schemes for the test image "Lenna" using B-spline 
wavelet basis. The simulation results for the other test images using the psychovisual 
Scheme better cannot distinguish worse 
Statistical 
Psychovisual 
2 
25 
3 
3 
25 
2 
Table 4.11: Results of the subjective assessment for statistical and psychovisual image 
compression using the standard image "Lerma". 
image compression scheme are shown in Table 4.12. The original and the reconstructed 
images are also shown in Figures 4.14 and 4.15. 
Table 4.12: Performance of psychovisual image compression for the test images "Air-
plane", "Bird", "Peppers" and "Zelda". 
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(a) (b) 
 
Figure 4.13: A comparison of subjective assessment for the standard image "Lenna" 
for B-spline basis using (a) the psychovisual scheme and (b) the statistical scheme. 
In order to see the benefits of psychovisual image compression scheme (proposed scheme), 
the simulation results are compared to the standard DCT scheme and the previous work 
by Ngan et al [58]. Table 4.13 shows the comparison of simulation results for the pro-
posed scheme, the standard DCT scheme and the previous work by Ngan et al. It 
can be seen that the proposed scheme results in the highest PSNR compared to the 
standard DCT scheme and the scheme proposed by Ngan et al. 
Type of scheme test image bit rate [bpp] PSNR [dB] 
Proposed scheme "Lenna" 0.40 34.54 
"Peppers" 0.38 33.75 
Standard DCT scheme "Lenna" 0.42 32.60 
"Peppers" 0.40 31.38 
Ngan et al [58] "Lenna" 0.40 33.50 
"Peppers" 0.40 32.50 
Table 4.13: Comparison of simulation results of three schemes. 
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(a) (h) 
(c) (d) 
Figure 4.14: Performance of psychovisual image compression. (a) The original and 
(b) the reconstructed test image "Peppers", (c) the original and (b) reconstructed test 
image "Zelda". 
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4.4 Best Basis Wavelet Transform Coding Scheme 
In one-dimensional signal analysis the best basis wavelet scheme comprises the entire 
library of all permissible binary trees of maximum depth log2(N), growing out of the 
same root which is the original N-sample signal sequence. Figure 4.15 shows a complete 
binary tree of wavelet packet bases for the multiresolution decomposition of a one-
dimensional signal. Figure 4.16 shows a complete quad-tree wavelet packet for the 
decomposition of an image. Each binary tree can be grown and pruned according to 
an algorithm based on some information cost function, so that the tree represents the 
best wavelet packet basis matched to the given signal or image. 
SI S2 S3 S4 S5 S6 Si SS S9 SIO SII SI2 SI3 SI4 SI5 SI6 
I sl 	s2 s3 s4 s5 s6 s7 si I dl d2 d3 d4 d5 46 47 a I 
   
sdl sd2 sd3 sd4 ddl dd2 6i3 dd4 
 
 
ssdl .sd2lIdsdl dsd2 
 
Figure 4.15: The complete wavelet basis set for the decomposition of a signal. 
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Figure 4.16: The complete wavelet basis set for the decomposition of an image. 
It is therefore possible to use different wavelet packet bases for different segments of a 
non-stationary signal, or different areas of an image. It is also possible to use different 
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wavelet kernels for image segments of different characteristics. For example, a smooth 
section of an image may be more efficiently coded using a short-time Fourier transform 
(STFT) kernel rather than a compact but irregular wavelet kernel 11191. The STFT 
produces the most regular tree and the wavelet transform produces the most lopsided 
tree in which only the lowpass (leftmost) branches are allowed to have children. Figure 
4.17 shows some permissible binary wavelet packets. 
(a) STFT tree 	 (b) Wavelet tree 
(c) Arbitrary best basis wavelet tree 
Figure 4.17: Some permissible binary wavelet packets for 3 levels of decomposition. 
In one-dimension, the conventional wavelet transform approach produces the most lop-
sided tree when only the lowpass (leftmost) branches are allowed to have children as 
illustrated in Figure 4.17 (b). In the best basis approach, the complete binary tree is 
grown and pruned according to an algorithm based on some information cost function, 
so that the final tree represents the wavelet packet basis best matched to the given 
signal. 
The best basis wavelet approach is based on how to select the parent or its children 
depending on which is a more efficient encoding of the data. Each node represents the 
wavelet coefficients corresponding to a particular subspace in the wavelet decomposition 
of the signal. Once the original signal is transformed into an over complete basis set, an 
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information cost function is applied to the data in the new domain. The cost function 
is the entropy measure, which is defined by equation (2.5). The best basis for the signal 
can then be defined by extracting the set of subspaces with minimum information cost. 
The basis set that gives the most efficient representation for the signal is called the best 
basis. More details of wavelet packets can be found in [111] [112] [119] [120] [25] [121] 
[122]. 
4.4.1 Selecting the Best Basis 
In two-dimensions, an image is decomposed into a quad tree set W of subspaces W(j,1), 
where j > 0, and 0 < 1 < 4. The 4 subspaces resulting from a single step of the 
decomposition are termed the children of the subspace, while the subspace itself is 
called the parent. Figure 4.18 shows an example of a complete basis for an image with 
three levels of decomposition. 
W(0,0) 
j = 0 
W(2,0) W(2,1) W(2,4) W(2.5) 
W(2,2) W(2.3) W(2.6) W(2.7) 
W(2,8) W(2,9) W(2,12) W(2,13) 
W(Z I 0) W(2,11) W(2, I 4) W(2,15) 
j . 2 
W(1,0) W(1,1) 
W(1,2) W(1,3) 
= 
(3.0) (3.1) (3.4) (3.5) (3.16) (3.17) (3.20) (3.21) 
(3.2) (3.3) (3.6) (3.7) (3.18) (3.19) (3.22) (3.23) 
(3.8) (3.9) (3.12) (3.13) (3.24) (3.25) (3.28) (3.29) 
(3.10) (3.11) (3.14) (3.15) (3.26) (3.27) (3.30) (3.31) 
(3.32) (3.33) (3.36) (3.37) (3.48) (149) (3.52) (3.53) 
(3.34) (3.35) (3.30 (3.39) (3.50) (3.51) (3.54) (3.55) 
(3.40) (3.41) (3.44) (3.45) (3.56) (3.57) (3.60) (3.61) 
(3.42) (3.43) (3.46) (3.47) (3.58) (3.59) (3.62) (3.63) 
j .3 
Figure 4.18: The complete basis of an image for three levels of decomposition. 
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The following steps are taken to select the best basis for an image: 
1. Set a deepest level J which sets the maximum level of decomposition. 
2. Label each subspace at level J as "kept" (the subspace at level J is indexed by 
(J, l) for 0 < 1 < 4J ). 
3. Compare the information cost of the subspace W(j, /) with the sum of the infor-
mation costs of its four children W(j + 1,41), W(j + 1, 41 + 1), W(j + 1,41 + 2) 
and W(j + 1,41 + 3), starting with level j = J — 1. 
4. If the information cost of the parent is less than or equal to the sum of the children 
then mark the parent as "kept", and it is used to represent the image rather than 
the children. The tree is "pruned" or stops growing at this parent node. On the 
other hand, if the sum of the costs of the children is less than that of theparent, 
the parent is left unmarked but the recorded cost of transmission is the sum of 
the transmission costs of the children. 
5. After all subspaces at level j = J — 1 have been compared to their children, 
decrease the level index and repeat steps 4 and 5 above. 
6. Continue in this way until the root W(0, 0) has been compared to its four children. 
The remaining "kept" nodes constitute the best basis, i.e. the basis with minimum 
information cost. 
Before the selection of the best basis is carried out, the complete quad-tree of the 
transformed image is firstly thresholded according to the subband sensitivity of each 
subspace. In the best basis approach, the threshold function is taken into account in 
the same manner as in the conventional approach. The complete basis for the best basis 
approach, however, consists of the 4 3 subspaces rather than (3j +1) in the conventional 
approach. Therefore the threshold function is given [2] [113] by 
n2 )1 
	
(4.23) 
where N1 is the subspace dimension and the subband sensitivity function . -5' 1.7 is computed 
[2] [113] by 
= ke [f f IS(wx,wy)121tifii(cdx,wy)
2
1 dwz du.)y ]
2 	
(4.24) 
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where 1 is the subspace index (0 < 1 < 
The sensitivity of each subspace is then computed according to equation (4.23). If the 
original image has dimensions of 512 x 512 and three decomposition levels (j = 3), 
there will be 64 subspaces at level j = 3, 16 subspaces at level j = 2 and 4 subspaces 
at level j = 1, as illustrated in Figure 4.18. 16 subspaces of the second decomposition 
become parents of the 64 subspaces of the third decomposition. 4 subspaces of the 
first decomposition become parents of the 16 subspaces of the second decomposition. 
In order to calculate the sensitivity of each subspace for 3 levels of decomposition, the 
wavelet function is generated [31 as follows: 
1. Set the subspace size to be 128 x 128. 
2. Set an impulse at the coordinate (31,31), i.e. the center of the lowpass image 
and this impulse is inverse transformed to generate the wavelet function for the 
128 x 128 subspace 4)"• 
3. Similarly set an impulse at the coordinates (31,95), (95,31) and (95,95) and 
perform the inverse transform to generate the wavelet function for the 128 x 128 
subspaces 	\FP and xliF respectively. We now have four subspaces in the 
top left subband corresponding to j = 3 at the top left of the quad tree. 
4. Next, interpolate each subspace (1)fill , WP , WI -4G and TF into a subspace with 
size 256 x 256 by filling the other 3 quadrants with zeros. 
5. Then inverse transform each new signal subspace (1)/IH 	and xliF to 
generate the wavelet function for the 256 x 256 subspaces (1)IIH , 411 , Tip and 
xlIG respectively. 
6. Again interpolate each subspace (17.1/11 , 	T IP and klIG of size 256 x 256 into 
the subspace of size 512 x 512. 
7. Then inverse transform each new signal subspace (41H, 	, wr and Tr) to 
generate the wavelet function for the 512 x 512 subspaces (1,-Fp, GH ,  wrG and 
kIir respectively. Figure 4.19 illustrates this generation of wavelet functions. 
8. Repeat steps 4 to 7 for the subbands in the top right, the bottom left and the 
bottom right at top left of the quad tree. Similarly perform the procedures for 
the top right, bottom left and bottom right of the quad tree. 
128 
• 
512 
Interpolation 
N 
■11 
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••••• 
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Figure 4.19: The diagram for generating the wavelet function for the best basis approach 
with 3 levels of decomposition. IWT is an inverse wavelet transform. HH, GH, HG and 
GG GG correspond to the wavelet functions of HH , TGH , THG and 9 (I) 	 respectively. 
To generate the wavelet functions of the second decomposition and the first decompo-
sition, the above procedure is similarly carried out, with the beginning subspace size 
replaced by 256 x 256 and 512 x 512 respectively. The sensitivity factor of each subspace 
is calculated by taking the Fourier transform and using equation (4.24). 
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Since the biorthonormal spline wavelet basis for L = 4 and L = 2 resulted in the best 
compression ratio and the best reconstructed image using the conventional approach, 
only the results of the biorthonormal spline wavelet basis for L = 4 and L = 2 are 
presented for the best basis wavelet transform approach. The sensitivity factors of 
each subspace for 3 levels of decomposition are shown in Table 4.14, 4.15 and 4.16 for 
the first, second and third decompositions respectively. 
Table 4.14: Sensitivity factors for the first decomposition. 
Table 4.15: Sensitivity factors for the second decomposition. 
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subspace sensitivity subspace sensitivity 
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Table 4.16: Sensitivity factors for the third decomposition. 
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After thresholding and selecting the best basis have been done, the remaining non-zero 
coefficients are quantized according to each subspace, and again the quantization func-
tion is computed in the same manner as the quantization in the conventional approach. 
The transform coefficients are quantized by 
X(ni,n2) = {  
[X(ni Q,n12. )-T1 ± 0.50] 
{X(ni ,ni21 )±71 	0.50 Q ] 
X(74,712) > 0 
X(n i ,n2) <0 
(4.25) 
where C2 13 is calculated by 
Q31. = A. 1F, T1 	 (4.26) 
and A. 	the activity function of the / th subspace in the subband at scale 2. 
3 
4.4.2 Simulation Results 
As stated in the previous section the simulations are only carried out for the biorthonor-
mal spline wavelet bases with L = 4 and L = 2. As in Section 4.3.5 the simulation 
is computed for a constant bit rate of 0.40 bpp. The simulation results for both the 
conventional and best basis approaches with 3 levels of decomposition are tabulated in 
Table 4.17. Figures 4.20 and 4.21 show the selected bases in the decomposition and the 
reconstructed test image "Lenna" for both the conventional and best basis approaches 
respectively. It can be seen from Figure 4.20 that the top left quad-tree of decomposi-
tion in the best basis approach is similar to the top left quad-tree in the conventional 
approach. However, the top right, bottom left and bottom right quad tree decompo-
sitions in the best basis approach are different. Table 4.17 shows that the best basis 
approach results in a slightly higher WPSNR compared to the conventional approach. 
This increase is due to selecting the most appropriate basis from each decomposition 
level by using a minimum information cost, while in the conventional approach the 
choice of basis is fixed. The price we have to pay for this marginal improvement in 
the order of 0.6 dB for the "Lenna" image is the much more demanding computational 
cost. The conventional approach requires 10 operations (3j + 1 operations), while 
the best basis approach needs 64 operations (4 2  operations) for three levels (j = 3) 
decomposition. 
40.196 
40.830 
conventional 
best basis 
Type of approach WPSNR [dB] 
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Table 4.17: Comparison of the WPSNR for the conventional and best basis approaches. 
(a) (b) 
Figure 4.20: The selected bases for the decomposition of the test image "Lerma", (a) 
for the conventional approach and (b) for the best basis approach with three levels of 
decomposition. 
(a) (b) 
Figure 4.21: The reconstruction test image "Lerma". (a) For the conventional approach 
and (b) for the best basis approach. 
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4.5 Summary 
Statistical and psychovisual image compression using the wavelet transform has been 
investigated. The simulation results showed that the biorthonormal wavelet bases, i.e, 
the B-spline wavelet bases for L = 4 and L = 2 resulted in the highest WPSNR for both 
statistical and psychovisual wavelet transform coding using the conventional approach. 
This result was based on a mathematical measure, the WPSNR, as well as a subjective 
assessment performed by human observers. 
The use of increasingly smoother orthonormal wavelet bases for psychovisual image 
compression in the conventional approach resulted in marginally higher WPSNRs. 
Smooth or regular wavelets do, however, need longer filters for their implementation and 
thus increase the computational cost of any coding scheme that utilities such wavelets. 
In conjunction with the HVS system, less regular wavelets result in higher sensitivity 
factors in the lowest subbands and lesser sensitivity factors in the higher subbands. 
These properties are desirable in subjective thresholding since the higher frequency 
ripples caused by less regular wavelets can be effectively canceled out, moreover the 
transform coefficients in the higher subbands can be discarded or coarsely quantized. 
This is supported by the fact that the increase in WPSNRs as regularity increased was 
only slight for orthonormal wavelets. In psychovisual image compression, the subjec-
tive thresholding and quantization are only applied on the analysis side, and therefore 
only the wavelet bases in the analysis side are taken into account in the HVS system. 
Consequently, when using biorthonormal wavelets where the analygis and synthesis fil-
ters are of different length, the less regular wavelet or short filter should be used on 
the analysis side. This was verified by swapping the analysis and synthesis filters and 
is demonstrated by the results of Table 4.10. 
The conventional approach resulted in a slightly lower WPSNR compared to the best 
basis approach. This observation arises from the fact that the wavelet bases are fixed 
in the conventional approach. On the other hand, in the best basis approach, it is 
possible to choose the most appropriate basis for representing the given decomposed 
image using a minimum cost function. In terms of computational cost, however, the 
best basis approach is much more expensive. The comparative computational cost of 
the conventional and the best basis approaches is 10 and 64 operations respectively, for 
3 levels decomposition. In terms of a trade-off between computational cost and WPSNR 
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it is clear that the conventional approach is the more optimal of the two image coding 
techniques. 
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Chapter 5 
Motion Compensation Using 
Subjective Coded WT 
Coefficients 
5.1 Introduction 
In a number of interframe coding applications for transmitting video sequences, for 
example teleconferencing, the typical image sequence usually consists of a moving fore-
ground object, usually a person, presented against a stationary background. The sim-
plest way of viewing interframe coding is to view it as transmitting only the portion of 
the image which has changed, whilst maintaining the background as before. 
The main difficulty in interframe coding is caused by the presence of moving objects, 
since this produces large differences between successive frames. The elimination of 
these large errors by predicting the movement or displacement of objects is known as 
Motion Compensation (MC). Motion compensated interframe prediction has been used 
as an effective technique for temporal prediction in many video coding schemes [85] [86] 
[87] [123] [124] [125]. In order to obtain a high rate of data compression, a combination 
of motion compensated interframe prediction and DCT encoding has already been 
implemented and standardized [6] [35] [93] [126]. All of these methods employ the Block 
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Matching Algorithm (BMA) for their motion compensation schemes. This chapter 
provides a description of basic motion compensation using a fixed block size and variable 
block size matching algorithms and describes and implements a video coding scheme 
that uses a combination of motion compensation, psychovisual compression and the 
wavelet transform. 
5.2 Motion Compensation using Block Matching Algo-
rithm (BMA-MC) 
Motion compensation in a sequence of images has received considerable attention [82] 
[88] [127] [128] [129] [130]. The concept of motion compensation is to compensate 
motion information in a sequence of images using motion vectors. Motion compensation 
can be performed by "pel recursive algorithms" and "block matching algorithms". Pel 
recursive algorithms try to find an estimate for every pixel that has changed along the 
scanned line and allows the motion vectors to be determined at the receiver as well as 
at the transmitter, thereby bypassing the requirement to transmit the motion vectors 
[7, pp. 135]. The block matching algorithm requires a representative motion vector 
to be transmitted for every block of pixels. Since motion compensation using block 
matching has been implemented and standardized and is by far the more popular of 
the two, this study concentrates on the use of block matching rather than pel recursive 
algorithms. 
5.2.1 Displacement Vector Detection 
The principle of motion compensation employing a block matching algorithm is illus-
trated in Figure 5.1. The basic operation of this scheme is as follows. The current 
image frame is divided into fixed N x N square subblocics of pixels. A square sub-block 
is chosen in this study because it was found to be preferable to a rectangular block for 
computational reasons [131]. The BMA-MC assumes that every pixel in a subblock 
is a part of the same object and that the motion of this subblock is constant. Thus 
only two-dimensional translation is fully compensated for. Rotation, occlusion, scaling 
and perspective distortion cannot be compensated for completely [7, pp. 133-134]. A 
search is then performed in the area around each of these subblocks in the previous 
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Position of block 	Position of best estimate 
in current frame 	in previous frame 
Block to be coded 
in current frame 
Figure 5.1: The basic Block Matching Algorithm (BMA). 
frame to locate the N x N subbblock of pixels which best estimates the current sub-
block. This search is performed only within a limited area, i.e. less than the maximum 
displacement dm pixels in the horizontal and vertical directions from the last frame. 
The motion (displacement) vector of the subblock with the best  fit in the previous 
frame then yields a measure of the displacement of that subblock which can be used 
to predict the corresponding subblock in the current frame. Repeating this process 
for all subblocks in the current image results in the construction  of a block matched 
image, which is made up of shifted subblocks from the previous frame and represents 
the best estimate of the current frame from the previous frame. Transmitting the 
displacement vectors of these best fit subblocks and using the block matched image 
as a prediction of the current image frame reduces the entropy  of the difference be-
tween frames to be coded and enables the overall bit rate required  to encode an image 
sequence to be efficiently computed. Since a displacement vector  is coded only once 
every subblock of pixels, the displacement vector then occupies a considerably smaller 
part of the number of bits than the number of bits representing the difference between 
frames or prediction error. However, redundancy of even one bit  per block on average 
results in the number of total bits increasing by tens of Kbits per second (Kbps) [132]. 
There are two approaches to coding the displacement vectors, i.e., one-dimensional 
methods or two-dimensional methods [132]. Due to the increased number of codewords 
needed in the two-dimensional methods and from the viewpoint of hardware complexity, 
one-dimensional methods are more common for coding displacement vectors and they 
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usually employ a variable length coding scheme [7, pp. 152-162] [132]. One-dimensional 
codes for the displacement vectors are tabulated in Appendix F. 
To find the best displacement vector, various measurement such as Cross Correlation 
Function (CCF), Mean Square Error (MSE) and Mean Absolute Difference (MAD) can 
be used [85] [86] [125]. These criteria are shown as follows : 
N N _ 
E E h(m,n)fp(in + x,n +y) 
m=1 n=1  CCF(x, y) = N N 	 N N 
(E E fl(n,n))i(E E 
m=1 n=1 	 m=1 n=1 
N N 
fc (m, n) = fc (m,n) — 142- 	fc (m, n) 
m=1 n=1 
N N 
fp (771" n) = fp (m, n) — 	E 	fp (m, n) 
m=1 n=1 
N N 
MAD(x 7 y) = —N2 E E I fc(m, rt) ip(m + x, n + Y)I 
N N 1 
MSE(x, y) = —
N2 
E E(Mm,n) — fp (m + x , n + y)) 2 
n=1 m=1 
where fc (m, n) represents the current subblock of N x N pixels at coordinate (m, n) 
of the current frame and fp (m + x,n + y) represents the corresponding subblock in 
the previous frame at the new coordinate (m + x, n + y). It is clear that the MAD 
and MSE are the more convenient measures because they contain no multiplications. 
Because there is no significant differences in performance between MAD and MSE [89], 
the MAD was chosen for the purposes of this work. 
n=1 m=1 
P(m+x,n+y)) 1 
(5.1) 
(5.2) 
(5.3) 
5.2. Motion Compensation using Block Matching Algorithm (BMA-MC) 	121 
5.2.2 Performance of BMA -MC 
The performance of the BMA depends on several factors [7, pp. 135-1511 [125]. The 
two most significant factors are the maximum allowable displacement and the chosen 
block size. A large maximum displacement is required in order to cope with large 
displacements, i.e., fast moving objects. Using a large maximum displacement, however, 
implies a longer time to find the best match. For example, if the maximum displacement 
is dm pixels in the horizontal and vertical directions, the location of the best match 
using a full search requires the evaluation of (2d, + 1) 2 matching criteria. In order 
to reduce the computations, various fast search methods have been proposed [85] [86] 
[87] [88] [89] [128]. The fast search methods, however, all result in a degradation in the 
reconstructed image and therefore the full search method is used in this study. 
Another factor affecting the performance of the BMA scheme is the chosen block size. 
The optimal block size to be applied in a MC scheme depends largely on the charac-
teristics of the image sequences being encoded. Both large and small block sizes have 
their advantages and disadvantages under certain conditions. 
A large block size has the advantage that fewer blocks are required to cover an entire 
image frame, and so fewer displacement vectors need to be transmitted. However, a 
large block is only efficient where the motion in the frame is either non-existent or 
uniform in both magnitude and direction over large areas of the frame. In these cases, 
where the displacement is uniform over entire blocks a good estimate of the block 
displacement is easy to determine. This leads to less error between actual and predicted 
blocks and, hence, the overall data rate is reduced. If, however, the displacement is 
non-uniform over areas in an image such as near the boundaries of displaced objects 
then a large block size is a disadvantage since the block may cover different objects 
moving at different velocities. In these cases, it is difficult to find a good match. The 
block error thus rises and a higher data rate is needed for transmission. 
In contrast, using a small block size means that in areas of non-uniform motion there 
is better matching produced. Therefore the error between blocks is lower. However, 
because many more blocks are required to code each frame, the contribution of the 
displacement vectors to the overall bit rate increases it dramatically. 
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5.2.3 Simulation Results 
The block diagram of the simulation undertaken is illustrated in Figure 5.2. First of 
all the current frame and the reconstruction of the previous frame are motion compen-
sated using the BMA-MC, to predict the matched frame from the current frame. The 
difference frame can be obtained by subtracting the current frame and the matched 
frame. The difference frame is quantised and coded. The coded difference frame is 
then added back to the matched frame to perform the reconstruction of the current 
frame. The reconstructed current frame is used as the next previous frame. 
The simulation is carried out in order to evaluate the performance of the BMA-MC 
scheme. This performance is expressed in terms of the PSNR and the simulation is 
carried out using the following parameters, 
• block sizes N : 2, 4, 8, 16, and 32 
• maximum displacement dm : ±8, ±16 and ±32 pixels horizontally and vertically 
• frame rate : 25 Hz 
• five image sequences "Miss America", "Salesman", "Skiing", "Band" and "Scenic 
view" which have image dimensions of size 256 x 256 
Incoming 
signal 
Entropy Coding 
To channel 
BMA - MC 
buffer memory Entropy Coding To channel 
Figure 5.2: The block diagram of the simulation. 
Tables 5.1, 5.2, 5.3, 5.4 and 5.5 show the simulation results, from which the following 
observations can be made: 
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1. As the block size decreases, the PSNR increases. This increase is significant for a 
small block size, because it is clear that a small block size must produce a more 
accurate match than a large block size. 
2. As the maximum displacement dm increases, the PSNR increases. Large search 
windows, however, result in a longer time to find the best match. This increase in 
PSNR is significant for large maximum displacements especially for small block 
sizes, because better displacement vectors can be found when using a large search 
window. A large search window, however, results in large displacement vectors 
and consequently a large number of bits for displacement vector. 
3. The variation of PSNR depends on the activities of pixels moving in an image. For 
an image that contains uniform motion or pixels moving in the same directions, 
e.g., for the "Salesman" and "Skiing" images, the results of which are tabulated 
in Tables 5.1 and 5.2, the increase in maximum displacement gives a significant 
increase in the PSNR. This characteristic can be attributed to the uniform motion 
present within the image. If an image, however, contains much activity or has 
pixels moving in different directions as in the images "Miss America" and "Band", 
an increase in the maximum displacement does not give a significant increase in 
the PSNR. These characteristics are illustrated in Figure 5.3. The tables clearly 
show that the PSNR deteriorates steadily with increasing block size. 
4. The total bits for entropy coding (total information bits) comprise the bits re-
quired for coding the displacement vectors and the bits of the difference image. 
A large block size results in a small number of blocks which then results in a 
small number of bits to represent the displacement vectors. A large block size, 
however, results in a large number of bits for the difference image. This is due to 
inaccurate predictions caused by matching large block sizes. 
In summary, it is widely understood in the BMA-MC that the window size and the 
block size should be chosen carefully. It is clear from the simulation results that a 
larger window size gives better results in terms of the PSNR. From the simulation 
results, however, the increase in PSNR is insignificant for window sizes more than ±8 
pixels for block sizes more than 8 x 8. Larger windows simply result in a longer time 
to find the best match. For example in the test image sequence "Miss America", the 
use of a window size of 8 takes 42.648 seconds to code the image, a window size of 16 
takes 126.412 seconds and a window size of 32 takes 454.182 seconds on a Sun SPARC 
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block size dm [pixels) Total bit [Kbitsj 
motion vectors 
Total bit [Kbits] 
all information 
PSNR [dB) 
2 x 2 8 97.674 113.918 38.450 
2 x 2 16 74.772 142.671 38.788 
2 x 2 32 47.057 117.304 38.965 
4 x 4 8 23.494 38.354 36.866 
4 x 4 16 30.326 42.904 37.347 
4 x 4 32 27.898 38.871 37.767 
8 x 8 8 5.080 32.787 35.950 
8 x 8 16 6.365 31.272 36.308 
8 x 8 32 6.099 28.538 36.642 
16 x 16 8 1.095 37.719 35.494 
16 x 16 16 1.356 35.604 35.729 
16 x 16 32 1.162 33.283 35.953 
32 x 32 8 0.228 41.909 35.308 
32 x 32 16 0.277 41.220 35.462 
32 x 32 32 0.258 39.523 35.468 
Table 5.1: Performance of the fixed block size BMA-MC for the image sequence "Miss 
America". 
block size dm [pixels] Total bit [Kbits] 
motion vectors 
Total bit [Kbits] 
all information 
PSNR [dB] 
2 x 2 8 103.437 96.015 37.584 
2 x 2 16 83.016 124.333 38.005 
2 x 2 32 54.217 126.038 38.327 
4 x 4 8 15.504 40.454 35.822 
4 x 4 16 20.009 43.580 36.044 
4 x 4 32 21.856 44.357 36.236 
8 x 8 8 2.544 36.769 35.003 
8 x 8 16 2.976 36.874 35.090 
8 x 8 32 3.172 36.719 35.173 
16 x 16 8 0.431 38.032 34.657 
16 x 16 16 0.462 37.980 34.679 
16 x 16 32 0.470 37.903 34.716 
32 x 32 8 0.072 41.106 34.552 
32 x 32 16 0.072 41.106 34.552 
32 x 32 32 0.072 41.106 34.552 
Table 5.2: Performance of the fixed block size BMA-MC for the image sequence "Sales-
man". 
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- block size d„, [pixels] Total bit [Kbits] 
motion vectors 
Total bit [Kbits] 
all information 
PSNR [dB] 
2 x 2 8 101.969 115.214 37.802 
2 x 2 16 81.078 138.495 38.293 
2 x 2 32 52.821 126.275 38.584 
4 x 4 8 19.642 60.797 36.441 
4 x 4 16 25.162 64.093 36.798 
4 x 4 32 24.830 61.809 37.081 
8 x 8 8 3.762 59.849 35.738 
8 x 8 16 4.507 59.600 35.971 
8 x 8 32 4.373 58.791 36.165 
16 x 16 8 0.685 65.494 35.406 
16 x 16 16 0.784 64.786 35.513 
16 x 16 32 0.732 64.298 35.664 
32 x 32 8 0.123 68.825 35.199 
32 x 32 16 0.139 68.970 35.254 
32 x 32 32 0.141 69.127 35.336 
Table 5.3: Performance of the fixed block size BMA-MC for the image sequence "Band". 
block size din [pixels] Total bit [Kbits] 
motion vectors 
Total bit [Kbits] 
all information 
PSNR [dB] 
2 x 2 8 103.214 104.482 37.862 
2 x 2 16 83.266 129.423 38.274 
2 x 2 32 55.681 125.804 38.589 
4 x 4 8 17.573 53.590 36.491 
4 x 4 16 22.133 56.056 36.669 
4 x 4 32 22.269 54.834 36.825 
8 x 8 8 3.273 51.271 35.673 
8 x 8 16 3.965 50.685 35.791 
8 x 8 32 3.777 49.566 35.899 
16 x 16 8 0.584 53.918 35.330 
16 x 16 16 0.676 53.628 35.387 
16 x 16 32 0.636 53.327 35.417 	i 
32 x 32 8 0.083 56.547 35.192 
32 x 32 16 0.086 56.559 35.193 
32 x 32 32 0.084 56.389 35.206 
Table 5.4: Performance of the fixed block size BMA-MC for the image sequence "Ski-
ing". 
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block size dm [pixels] Total bit [Kbits] 
motion vectors 
Total bit [Kbits] 
all information 
PSNR [dB] 
2 x 2 8 106.790 116.830 37.347 
2 x 2 16 85.249 146.466 37.775 
2 x 2 32 54.562 124.647 38.122 
4 x 4 8 21.842 74.870 35.766 
4 x 4 16 28.619 77.934 35.852 
4 x 4 32 26.549 75.284 35.963 
8 x 8 8 4.280 72.074 35.284 
8 x 8 16 5.086 72.389 35.305 
8 x 8 32 4.857 72.176 35.334 
16 x 16 8 0.956 73.732 35.124 
16 x 16 16 1.085 73.679 35.143 
16 x 16 32 0.970 73.387 35.158 
32 x 32 8 0.225 76.227 35.053 
32 x 32 16 0.249 76.212 35.067 
32 x 32 32 0.204 76.101 35.076 
Table 5.5: Performance of the fixed block size BMA-MC for the image sequence "Scenic 
view". 
station IPX operating under conditions of no load. These results clearly indicate that a 
window size of ±8 pixels in both the horizontal and vertical directions is a good trade-
off between PSNR and computational expense. This supports the previous research 
performed in [7, pp. 133-162]. 
Small block sizes result in a higher PSNR, since a more accurate match can be obtained. 
Small block sizes require, however, more displacement vectors for the larger number 
of blocks and in this case results in a higher number of total bits. The tables and 
above mentioned computational times show that when using a block size 8 x 8 with a 
window size of 8 pixels in both the horizontal and vertical directions an optimum total 
information bit rate is obtained. When using the same window size of 8 pixels in both 
the horizontal and vertical directions, the PSNR is less compared to block sizes of 4 x 4 
and 2 x 2 reinforcing the necessity for a trade-off between block size and computational 
time when choosing a suitable block size. Large block sizes are advantageous in areas 
of uniform motion, small block sizes are necessary in active areas or where non-uniform 
motion is present. These trends also suggest that a variable block size could be an 
advantage in a block matching motion compensation scheme. 
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(a) 
	 (b) 
(c) 
	 (d) 
(e) 
Figure 5.3: Characteristic displacement vectors for the test image  (a) "Miss America", 
(b) "Salesman", (c) "Band", (d) "Skiing" and (e) "Scenic view". 
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5.3 The variable size BMA-MC 
The variable size block BMA-MC scheme is similar to the conventional fixed block BMA 
in that a best match is sought between the previous and current frames [4]. In the fixed 
block BMA, the displacement vector is found using the minimum MAD value obtained 
by matching blocks of pixels in the current frame with blocks of pixels in the previous 
frame. The minimum MAD value is zero if the current block and the previous block 
are perfectly matched or if there is no difference (no translation or moving pixels in the 
block) between the previous and the current blocks. In general image sequences, the 
MAD value is larger than zero, especially in blocks with high activities. Appendix G 
illustrates the minimum MAD values for the test image sequences for varying block sizes 
and a maximum window size of ±8 pixels in both the horizontal and vertical directions. 
As with the fixed BMA these MAD values are used to determine the displacement 
vectors. In Appendix G a large MAD value is due to poor matching resulting in less 
accurate displacement vectors. In the variable size block matching scheme, a given 
threshold value is employed. This value is used for thresholding the MAD values of 
each block when a search is being performed. If the MAD value of a certain block is 
larger than the given threshold value, this block size should be reduced by a factor of 
two, dividing the original block into four blocks which have a block size half the original 
block. Matching is again performed with these four blocks to find the best block match. 
This process of subdivision continues until a MAD value less than the given threshold 
is achieved or a given minimum block size is reached. As can be seen the variable 
block size matching scheme is similar to the conventional fixed block matching scheme, 
except that size of the blocks is now dependent on the characteristics of the image. 
5.3.1 The principle of the algorithm 
The basic operation of the variable size BMA-MC scheme is as follows [4]. Initially, 
the largest allowed square block of size N = Nm , Nmax x N,,,, of pixels is employed 
to encode an image. This large block size is used for predicting the stationary areas or 
objects such as the background. In the block matching, the minimum value of MAD 
is computed and compared to the given threshold value. If the MAD value is less 
than or equal to the given threshold value then a match is obtained. If a suitable best 
fit was found for this block in the previous frame, then this estimate is used for the 
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displacement vector and the next block in the image is processed. If, however, the 
minimum MAD value is larger than the given threshold value, then this implies that 
there is too much activity within the block and a smaller block size needs to be used. 
The block size is then reduced by a factor of four to I- x 4. Four blocks of this size 
are then required to encode the original N x N block. Matches for each of these blocks 
are then performed by searching in the previous frame. This process is repeated until 
either an adequate match is found for each block or until the block size is reduced to 
the smallest allowable size N,,,, x Nmz„. If the minimum MAD of the Nm,„ x Nmj 
sized blocks are still greater than the given threshold value, then there is no alternative 
but to use this size block, with a less than acceptable match. 
Figure 5.4 illustrates a possible resulting structure of the block matched image, depict-
ing a typical "patch work" characteristic. Areas of uniform motion such as sections 
of non-moving background are coded using larger blocks, but as the uniformity of the 
motion decreases, such as around the edges of a moving object, the block size is reduced 
accordingly. 
2N 
Ei Large block size 
Medium block size 
Small block size 
Figure 5.4: The "patch-work" characteristic of the variable block matching algorithm. 
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5.3.2 Coding Requirements 
In the variable block BMA-MC technique, a large block size can be further divided into 
small block sizes when the MAD value is larger than a given threshold. To distinguish 
between the subblock N x N and the divided subblock x it is necessary to allocate 
one control bit to represent the block size. This can be realised by using the flag "1" 
for a subblock which has been subdivided and "0" for subblocks that require no further 
subdivision. Take for example, a frame size of M x M pixels, a maximum block size 
of Nma, X Nmaz , a minimum block size of Nmin x Nmin. The best situation occurs 
when there is no subdivision of Nma, x Nmax. This means the total number of control 
bits is (0--; ) 2 . In the worse case, where all the blocks are divided into N,„„ x Nmin 
sized blocks, the total number of control bits is (0.-) 2 if the minimum block size is 
Nmin = /lir-. Therefore, the total range for the number of control bits is from ( 2M; ) 2 
to ( NM . ) 2 bits. The total number of transmitted bits for the whole frame can then be 
obtained by summing the entropy coding of the difference frame, the entropy coding 
of the displacement vectors and the total number of control bits. Figure 5.5 shows a 
possible subdivision of the frame. 
level maximum level minimum 
Nmax x NIIIIX 
Nmax Ntratx 
2 	2 
fl Nmin x Nmin 
Figure 5.5: A possible subdivision of an original frame. 
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5.3.3 Simulation Results 
The simulation is carried out using a combination of variable block sizes ranging from 
a maximum block size of 32 x 32 to a minimum block size of 2 x 2. Tables 5.6, 5.7, 
5.8, 5.9 and 5.10 show the simulation results for the image sequences "Miss America", 
"Salesman", "Skiing", "Band" and "Scenic view" respectively. Figure 5.6 shows exam-
ple of the "Miss America" image subdivided into blocks varying between a minimum 
size of 2 x 2 and a maximum size of 8 x 8 for thresholds of 3 to 7. Figures 5.7 and 5.8 
also show the results for the test images "Salesman", "Band", "Skiing" and "Scenic 
view" for threshold value equal to 3. From Figure 5.6, it can be seen that a subblock 
which has a MAD value larger than the given threshold results in greater subdivision 
of the block. For a threshold of 3, the subblocks are, in general, more subdivided than 
for a threshold of 6 or 7. 
From the simulation results the following observations can be made: 
1. All the tables clearly show that an increase in the threshold value decreases the 
number of total bits for thresholds less than or equal to 5, and for thresholds 
larger than 5 results in a slight increase especially when using a maximum block 
size more than 8. The higher threshold value results in a lesser number of total 
control bits and displacement vectors, but more bits are needed for transmitting 
the difference image (prediction error) since the higher threshold values result in 
poorer matching. By increasing the threshold value, the total number of displace-
ment vectors and control bits is decreased, as is the PSNR. 
2. The combination of maximum size 8 x 8, minimum size 2 x 2 and a threshold 
value of 6 resulted in the minimum number of totals bits for the images "Miss 
America", "Salesman" and "Scenic view". The threshold value of 7 resulted in 
the minimum number of totals bits for the images "Band" and "Skiing". This 
difference between threshold values arises from the different MAD values which 
are themselves a result of the different levels of activity between the images, as 
illustrated in Appendix G. If an image has a lot of low minimum MAD values 
in its subblocks, a higher threshold value results in a more significant reduction 
in the number of total bits, as demonstrated for the test images "Salesman" 
and "Skiing". A low minimum MAD value in the subblock image represents a 
good match in the search. If an image, however, has a lot of high minimum 
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(a) (b) 
Ing 
(e) (f ) 
Figure 5.6: Examples of the subdivision of the test image sequence "Miss America" into 
a maximum block size of 8 x 8 and a minimum block size of 2 x 2 in the variable block 
size block matching algorithm. (a) The original image, (b) an example for a threshold 
value = 3, (c) an example for a threshold = 4, (d) an example for a threshold value = 
5, (e) an example for a threshold value = 6 and (f) an example for a threshold value = 
7. The brightest colour represents a block size of 8 x 8, the next brightest represents a 
block size of 4 x 4 and the darkest colour represents a block size of 2 x 2. 
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(a) 
(c) (d) 
Figure 5.8: Examples of subdivision for the test image sequences "Skiing" and "Scenic 
view" into a maximum block size of 8 x 8 and a minimum block size of 2 x 2 in the 
variable block size matching algorithm. (a) The original image sequence "Skiing", (b) 
an example for a threshold value =- 3, (c) the original image sequence "Scenic view" 
and (d) an example for a threshold value = 3. The brightest colour represents a block 
size of 8 x 8, the next brightest represents a block size of 4 x 4 and the darkest colour 
represents a block size of 2 x 2. 
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maximum 
block 
minimum 
block 
Threshold 
value 
control bits 
[bits] 
Total bit [Kbits1 PSNR [dBj 
8 x 8 2 x 2 12692 76.370 37.983 
8 x 8 2 x 2 6416 44.769 37.060 
8 x 8 2 x 2 LO  2904 32.706 36.232 
8 x 8 2 x 2 1696 30.580 36.046 
8 x 8 2 x 2 1276 30.701 35.968 
8 x 8 4 x 4 4028 35.354 36.745 
8 x 8 4 x 4 2976 32.653 36.506 
8 x 8 4 x 4 
LO
 1780 31.100 36.165 
8 x 8 4 x 4 1288 30.993 36.002 
8 x 8 4 x 4 1120 31.223 35.958 
16 x 16 2 x 2 12676 77.670 37.941 
16 x 16 2 x 2 6024 45.691 36.903 
16 x 16 2 x 2 LO 2276 35.312 36.003 
16 x 16 2 x 2 856 35.045 35.590 
16 x 16 2 x 2 480 35.586 35.508 
16 x 16 4 x 4 4096 36.265 36.716 
16 x 16 4 x 4 2748 34.703 36.377 
16 x 16 4 x 4 LO 1260 34.142 35.871 
16 x 16 4 x 4 532 35.510 35.559 
16 x 16 4 x 4 360 36.161 35.502 
32 x 32 2 x 2 12712 78.303 37.879 
32 x 32 2 x 2 5980 47.180 36.834 
32 x 32 2 x 2 LO 1892 38.757 35.769 
32 x 32 2 x 2 512 40.359 35.388 
32 x 32 2 x 2 212 41.175 35.316 
32 x 32 4 x 4 V,  
'T
r  I
f
)  
CO  t.'"'  
4148 36.969 36.682 
32 x 32 4 x 4 2744 36.240 36.308 
32 x 32 4 x 4 980 37.916 35.657 
32 x 32 4 x 4 280 40.752 35.359 
32 x 32 4 x 4 132 41.471 35.313 
Table 5.6: Results for the variable block size BMA-MC for the image sequence "Miss 
America". 
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maximum 
block 
minimum 
block 
Threshold 
value 
control bits 
[bits) 
Total bit [Kbitsj PSNR [dli3] 
8 x 8 2 x 2 17376 108.524 37.380 
8 x 8 2 x 2 12008 77.789 36.698 
8 x 8 2 x 2 
LO
  5148 47.623 35.641 
8 x 8 2 x 2 1832 37.208 35.105 
8 x 8 2 x 2 1332 36.721 35.030 
8 x 8 4 x 4 4840 46.720 35.774 
8 x 8 4 x 4 4204 44.286 35.645 
8 x 8 4 x 4 
In
 2596 40.046 35.329 
8 x 8 4 x 4 1352 36.937 35.063 
8 x 8 4 x 4 1136 36.946 35.018 
16 x 16 2 x 2 17612 108.692 37.376 
16 x 16 2 x 2 12004 77.519 36.615 
16 x 16 2 x 2 
Le)  4068 44.382 35.250 
16 x 16 2 x 2 912 36.264 34.724 
16 x 16 2 x 2 508 36.615 34.675 
16 x 16 4 x 4 5088 46.955 35.771 
16 x 16 4 x 4 4296 44.268 35.590 
16 x 16 4 x 4 
II) 1984 38.922 35.023 
16 x 16 4 x 4 552 36.533 34.699 
16 x 16 4 x 4 368 36.917 34.667 
32 x 32 2 x 2 17676 108.918 37.348 
32 x 32 2 x 2 12068 77.720 36.594 
32 x 32 2 x 2 
LO
  3456 43.147 35.103 
32 x 32 2 x 2 576 39.062 34.576 
32 x 32 2 x 2 196 40.018 34.552 
32 x 32 4 x 4 
c
o
 -14  
Ira
 CD
 C- 
5152 47.347 35.749 
32 x 32 4 x 4 4360 44.684 35.563 
32 x 32 4 x 4 1688 38.812 34.924 
32 x 32 4 x 4 292 39.244 34.564 
32 x 32 4 x 4 120 40.011 34.551 
Table 5.7: Results for the variable block size BMA-MC for the image sequence "Sales-
man". 
5.3. The variable size BMA -MC 
	
137 
maximum 
block 
minimum 
block 
Threshold 
value 
control bits 
[bits] 
Total bit [Kbits] PSNR [dB] 
8 x 8 2 x 2 15028 101.697 37.544 
8 x 8 2 x 2 10104 74.394 36.928 
8 x 8 2 x 2 
LC)  6472 60.420 36.355 
8 x 8 2 x 2 4492 54.635 36.057 
8 x 8 2 x 2 3476 53.709 35.938 
8 x 8 4 x 4 4420 61.726 36.380 
8 x 8 4 x 4 3600 58.676 36.220 
8 x 8 4 x 4 
LC) 2680 56.968 36.002 
8 x 8 4 x 4 2124 56.295 35.875 
8 x 8 4 x 4 1836 56.566 35.830 
16 x 16 2 x 2 15056 101.765 37.519 
16 x 16 2 x 2 9812 74.393 36.792 
16 x 16 2 x 2 
1.0
 5928 60.564 36.101 
16 x 16 2 x 2 3628 56.381 35.701 
16 x 16 2 x 2 2504 56.062 35.593 
16 x 16 4 x 4 4552 61.788 36.365 
16 x 16 4 x 4 3508 58.838 36.126 
16 x 16 4 x 4 
1.0
  2348 57.725 35.788 
16 x 16 4 x 4 1508 58.095 35.550 
16 x 16 4 x 4 1152 58.641 35.505 
32 x 32 2 x 2 15004 100.995 37.442 
32 x 32 2 x 2 9712 74.348 36.707 
32 x 32 2 x 2 
In
  5672 61.588 35.945 
32 x 32 2 x 2 3324 58.038 35.452 
32 x 32 2 x 2 2008 59.285 35.334 
32 x 32 4 x 4 
et,
 ...z
r
 if) C
O
  C
--  
4552 61.788 36.365 
32 x 32 4 x 4 3508 58.838 36.126 
32 x 32 2 x 2 2212 58.779 35.646 
32 x 32 4 x 4 1312 60.048 35.313 
32 x 32 4 x 4 852 61.284 35.261 
Table 5.8: Results for the variable block size BMA-MC for the image sequence "Band". 
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maximum 
block 
minimum 
block 
Threshold 
value 
control bits 
[bits] 
Total bit [Kbits] PSNR [dB] 
8 x 8 2 x 2 15588 104.103 37.569 
8 x 8 2 x 2 10648 77.708 36.926 
8 x 8 2 x 2 
u
'  6060 59.969 36.252 
8 x 8 2 x 2 3280 52.496 35.888 
8 x 8 2 x 2 2016 50.706 35.755 
8 x 8 4 x 4 4672 57.493 36.372 
8 x 8 4 x 4 3888 55.579 36.200 
8 x 8 4 x 4 
kt-J 2696 53.058 35.949 
8 x 8 4 x 4 1788 51.640 35.790 
8 x 8 4 x 4 1352 51.357 35.726 
16 x 16 2 x 2 15760 104.325 37.557 
16 x 16 2 x 2 10684 77.235 36.893 
16 x 16 2 x 2 
If  5516 59.841 36.036 
16 x 16 2 x 2 2044 52.525 35.520 
16 x 16 2 x 2 756 51.758 35.363 
16 x 16 4 x 4 4880 57.660 36.365 
16 x 16 4 x 4 4008 55.717 36.178 
16 x 16 4 x 4 
Lt) 2388 53.384 35.769 
16 x 16 4 x 4 972 52.574 35.462 
16 x 16 4 x 4 440 52.731 35.348 
32 x 32 2 x 2 15824 104.730 37.533 
32 x 32 2 x 2 10704 77.396 36.863 
32 x 32 2 x 2 
In
 5328 60.172 35.928 
32 x 32 2 x 2 904 54.422 35.247 
32 x 32 2 x 2 396 54.625 35.209 
32 x 32 4 x 4 4944 57.975 36.348 
32 x 32 4 x 4 4056 56.047 36.150 
32 x 32 4 x 4 2304 54.450 35.669 
32 x 32 4 x 4 392 55.228 35.217 
32 x 32 4 x 4 192 55.490 35.195 
Table 5.9: Results for the variable block size BMA-MC for the image sequence "Skiing". 
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maximum 
block 
minimum 
block 
Threshold 
value 
control bits 
[bits] 
Total bit [Kbits] PSNR [dB] 
8 x 8 2 x 2 17992 122.161 37.179 
8 x 8 2 x 2 13468 95.190 36.627 
8 x 8 2 x 2 
lf3 10316 81.799 36.217 
8 x 8 2 x 2 7156 72.169 35.833 
, 	8 x 8 2 x 2 4904 68.301 35.607 
8 x 8 4 x 4 4852 77.763 35.734 
8 x 8 4 x 4 3992 73.811 35.564 
8 x 8 4 x 4 
tf3 3428 72.100 35.477 
8 x 8 4 x 4 2784 70.713 35.409 
8 x 8 4 x 4 2208 70.068 35.377 
16 x 16 2 x 2 18208 122.285 37.171 
16 x 16 2 x 2 13472 95.629 36.517 
16 x 16 2 x 2 
1.0
 9944 81.790 36.043 
16 x 16 2 x 2 6592 72.209 35.661 
16 x 16 2 x 2 4036 68.626 35.444 
16 x 16 4 x 4 5084 77.972 35.729 
16 x 16 4 x 4 4008 73.647 35.479 
16 x 16 4 x 4 
In
 3232 71.754 35.350 
16 x 16 4 x 4 2420 70.546 35.270 
16 x 16 4 x 4 1616 70.114 35.237 
32 x 32 2 x 2 18272 122.520 37.153 
32 x 32 2 x 2 13440 96.107 36.438 
32 x 32 2 x 2 
k.f) 9856 82.780 35.961 
32 x 32 2 x 2 6432 73.259 35.572 
32 x 32 2 x 2 3572 69.422 35.332 
32 x 32 4 x 4 5148 78.252 35.700 
32 x 32 4 x 4 3988 74.150 35.417 
32 x 32 4 x 4 3184 72.657 35.283 
32 x 32 4 x 4 2316 71.290 35.202 
32 x 32 4 x 4 1352 71.271 35.148 
Table 5.10: Results for the variable block size BMA-MC for the image sequence "Scenic 
view". 
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MAD values in its subblocks, then a higher threshold value does not result in 
a significant increase in the number of total bits, as demonstrated for the test 
images "Scenic view" and "Band". 
In summary, it is clear that the maximum block sizes of 8 x 8 and the minimum block 
sizes of 2 x 2 with a threshold value of 6 or 7 result in the optimum number of total 
bits for the variable block size BMA-MC scheme. The maximum block size of 8 x 8 is 
used so as to limit the number of bits representing the displacement vectors and the 
minimum block size of 2 x 2 is used so as to obtain an improvement in the quality of the 
reconstructed images compared to the fixed block size BMA. Although an improvement 
over the fixed block size BMA the overall coding can be significantly improved further 
by incorporating transform coding. As shown in the next section this also allows the 
use of a lower threshold value. 
5.4 Motion-compensated Wavelet Transform Coding 
In order to produce a higher compression ratio using motion compensation a combi-
nation of motion compensation and the transform coding scheme can be used. This 
technique is called interframe hybrid motion compensation. A general block diagram 
of the scheme is shown in Figure 5.9. A motion vector is detected by either the fixed 
block size or variable block size matching algorithm. Prediction error is obtained by 
taking the difference between the incoming frame and the displaced frame signals. The 
prediction error is then divided into small blocks and transformed with a 2-D forward 
transform and quantised. Motion vectors and quantized coefficients are code-converted 
into Huffman code using variable word lengths in the entropy coding part. In existing 
standard interframe hybrid motion compensation schemes (Figure 5.9), the prediction 
error is transformed using the DCT, which unfortunately results in a blocking effect 
for low bit rates. It can be seen from the simulation results in the previous chapter 
that the multiresolution decomposition wavelet transform avoided the blocking effect 
for low bit rate applications. If the wavelet transform is used to replace the DCT 
in the interframe hybrid motion compensation scheme we can effectively eliminate this 
undesirable effect. This section describes the interframe hybrid multiresolution motion-
compensated scheme where the multiresolution wavelet decomposition is applied either 
before or after motion compensation. 
	lo• Q .■.1... 
Motion 
Estimater Entropy To channel 
Coding  
Incoming 
signal 
2-D 
Transform 
Entropy 
Coding 
To channel 
Inverse 
Transform 
5.4. Motion-compensated Wavelet Transform Coding 	 141 
Figure 5.9: The block diagram of hybrid motion-compensated scheme. 
5.4.1 Multiresolution Motion Compensation 
In the interframe hybrid multiresolution motion compensation scheme, the multireso-
lution wavelet decomposition can be applied to either the original video samples before 
the motion compensation or to the residual video samples after motion compensation. 
The latter scheme is the same as conventional interframe hybrid motion-compensated 
coding except that the DCT transform [35] [93] [126] is replaced by the wavelet trans-
form. Since the multiresolution property of the wavelet transform allows the scheme 
to be adapted to the HVS system, and that the variable block size matching algo-
rithm is superior compared to the fixed block size matching algorithm, we therefore 
propose a variable block matching scheme where the wavelet transform coefficients are 
psychovisually thresholded using the HVS. 
In a multiresolution image decomposition using the conventional approach, an image 
is decomposed into a set of quad-tree (3j + 1) subbands with different resolutions as 
illustrated in Figure 4.3 for the case j = 3. These multiresolution subbands provide a 
representation of the motion structure at difference scales. Since the same filters are 
used in the multiresolution scheme, the motion activities for the subbands are highly 
correlated since they actually specify the same motion structure at different scales [133] 
[1341. Therefore, the motion vector can be firstly estimated for the lowest-resolution 
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subbands. Then, motion vectors in the higher-resolution subbands are predicted by 
using the motion vectors in the lower-resolution subbands and are refined at each step 
(1341 [134 This scheme results in a reduction in the searching and matching times, 
but the overall reconstructed image is of lesser quality compared to the use of all 
subbands as performed in the block matching algorithms 11341. This is because any 
error generated by the motion compensation in the lowest-resolution subbands will be 
propagated and expanded to all subsequent higher-resolution subbands. This scheme 
is illustrated in Figure 5.10. 
The block diagram of the proposed scheme is shown in Figure 5.11. The multiresolution 
wavelet transform is first carried out for the incoming input image sequences. The 
output of each subband, the wavelet transform coefficients, are subjectively thresholded 
according to the HVS sensitivity function, as described in the Section 4.3.2. These 
outputs are then motion-compensated. The variable block size matching algorithm 
used is based on the method described in Section 5.3. In order to improve the quality 
of the reconstructed image, the full motion estimation scheme is used in this study, in 
which each subband of the multiresolution motion compensation is treated in similar 
manner to the conventional variable block size motion compensation scheme. This 
proposed scheme differs from the recently proposed application of motion compensation 
to multiresolution analysis proposed by Zhang et al. in two ways [134] [5]. Firstly, 
their scheme does not incorporate the human visual system in their block matching 
decisions. Secondly, their block size, whilst varying with the scale employed in the 
wavelet transform, is fixed at a particular scale. The algorithm used here determines 
the block size solely on how well the match is made, regardless of the scale of the 
transform where the block is being matched. 
5.4.2 Simulation Results 
The interframe hybrid multiresolution motion compensation scheme is implemented us-
ing the variable size block matching algorithm. Only the biorthonormal spline wavelet 
basis for L = 4 and L = 2 is used for the multiresolution wavelet transform. The 
existing interframe hybrid schemes using both the DCT and the wavelet transforms, 
where the multiresolution wavelet decomposition is applied to the residual video sam-
ples after motion compensation, are also simulated using the fixed block size block 
matching algorithm in order to compare the two schemes. Tables 5.11 and 5.12 show 
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1111 Position of best block matched in previous frame 
Figure 5.10: A typical multiresolution motion estimation using a scaled block size. M 
denotes a motion vector, the numbers 30, 31, 32 and 33 correspond to the subbands 
HH, GH, HG and GG at the third decomposition respectively. The numbers 21, 22 
and 23 for the second decomposition and 11, 12 and 13 for the first decomposition. A 
denotes the difference in the position of the motion vector from the actual position. 
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Figure 5.11: The block diagram of the proposed scheme. 
the simulation results for the existing schemes using the test image sequences "Miss 
America", "Salesman", "Band", "Skiing" and "Scenic view". Tables 5.13, 5.14, 5.15, 
5.16 and 5.17 show the simulation results for the proposed scheme, where the wavelet 
transform is applied to the original video samples and then motion compensated. The 
total bits are the number of total bits transmitted which comprise the bits required for 
coding the displacement vectors, the bits of control subdivided blocks and the bits of 
the difference image. 
test image Total bit [Kbits] WPSNR [dB] 
"Miss America" 12.045 42.661 
"Salesman" 8.672 41.807 
"Band" 26.080 40.932 
"Skiing" 17.371 41.190 
"Scenic view" 34.161 39.187 
Table 5.11: Performance of the existing scheme using the DCT transform as shown in 
Figure 5.9. 
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test image Total bit [Kbits] WPSNR [dB] 
"Miss America" 11.265 43.707 
"Salesman" 7.337 42.217 
"Band" 23.557 41.039 
"Skiing" 15.180 41.107 
"Scenic view" 29.298 39.237 
Table 5.12: Performance of the existing scheme using the wavelet transform. This 
scheme is similar to that proposed by Zhang [133] except that a constant step size in 
the quantization is used so as to allow a comparison with our method that incorporates 
the HVS. 
maximum 
block size 
minimum 
block size 
Threshold 
value 
Total bit 
[Kbits] 
WPSNR [dB] 
8 x 8 2 x 2 
0., -
t4  
If )
 c
o
 t--- 
9.461 44.813 
8 x 8 2 x 2 8.491 44.216 
8 x 8 2 x 2 7.518 43.609 
8 x 8 2 x 2 8.091 43.353 
8 x 8 2 x 2 7.955 43.139 
Table 5.13: Performance of our proposed scheme for the image sequence "Miss Amer-
ica". 
maximum 
block size 
minimum 
block size 
Threshold 
value 
Total bit 
[Kbits] 
WPSNR [dB] 
8 x 8 2 x 2 
C''',  •
:t4  L
O
  C
r)  
t--  
6.341 43.088 
8 x 8 2 x 2 5.910 42.772 
8 x 8 2 x 2 5.487 42.490 
8 x 8 2 x 2 5.852 42.229 
8 x 8 2 x 2 6.066 42.118 
Table 5.14: Performance of our proposed scheme for the image sequence "Salesman". 
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maximum 
block size 
minimum 
block size 
Threshold 
value 
Total bit 
[Kbits] 
WPSNR [dB) 
8 x 8 2 x 2 
en
 c14  I
ra  C
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  Its  
18.851 39.467 
8 x 8 2 x 2 15.960 39.229 
8 x 8 2 x 2 14.098 38.997 
8 x 8 2 x 2 12.755 38.491 
8 x 8 2 x 2 11.936 38.399 
Table 5.15: Performance of our proposed scheme for the image sequence "Band". 
maximum 
block size 
minimum 
block size 
Threshold 
value 
Total bit 
(Kbits] 
WPSNR [dB] 
8 x 8 2 x 2 
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14.748 41.008 
8 x 8 2 x 2 11.373 40.963 
8 x 8 2 x 2 8.985 40.717 
8 x 8 2 x 2 7.518 40.323 
8 x 8 2 x 2 6.691 39.660 
Table 5.16: Performance of our proposed scheme for the image sequence "Skiing". 
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maximum 
block size 
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block size 
Threshold 
value 
Total bit 
[Kbits] 
WPSNR [dB] 
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27.178 41.238 
8 x 8 2 x 2 23.716 40.614 
8 x 8 2 x 2 21.463 40.111 
8 x 8 2 x 2 19.214 39.590 
8 x 8 2 x 2 17.722 39.117 
Table 5.17: Performance of our proposed scheme for the image sequence "Scenic view". 
The total number of bits in the columns of Tables i5.11 - 5.17 is the sum of the number 
of total bits of displacement vectors, the bits of the number of subblocks and the bits 
of the difference images. The simulation results for all Tables are only carried out for 
the image sequences of the first and second frames. The simulation results for more 
frame sequences of the images "Miss America" and "Salesman" are shown in Figure 
5.12 (a) and (b), and Figure 5.13 (a) and (b) respectively. The decoding practically is 
not of interest in this study. 
The simulation results of the proposed scheme clearly show that the number of total 
bits transmitted is less than for the existing schemes for almost the same value of 
WPSNR. This means that the block matching can be performed in the transform 
domain without any sacrifice in the quality of the reconstructed image. Moreover, 
the transform coefficients of the wavelet decomposition can be subjectively thresholded 
using the HVS before the matching is done resulting in a lesser number of blocks to 
match and hence a reduction in the number of total bits to be transmitted. The 
existing scheme when used with the wavelet transform also results in a lesser number 
of total bits compared to the existing scheme using the DCT. Since the proposed 
scheme incorporates thresholding, where the threshold value varies, then the number 
of total bits can also vary. For a threshold value of 3 the increase in performance 
of the proposed scheme over the existing scheme using the wavelet transform is not 
very substantial, with decreases in the total number of bits ranging from only 0.4 to 
4.7 Kbits for the 5 test images. With respect to the existing scheme using the DCT, 
however, the decrease in the total number of bits obtained from using the proposed 
scheme becomes more substantial. These decreases in the number of bits come without 
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Figure 5.12: Comparison of the proposed scheme and the standard DCT scheme for 
image sequences "Miss America", (a) in terms of PSNR and (b) in terms of total bits. 
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Figure 5.13: Comparison of the proposed scheme and the standard DCT scheme for 
image sequences "Salesman", (a) in terms of PSNR and (b) in terms of total bits. 
any substantial decrease or change in the WPSNR compared to the existing schemes 
for the reconstructed images thereby demonstrating the usefulness and superiority of 
the proposed scheme over the existing schemes. Furthermore, when using thresholds 
greater than 3 the number of bits is drastically reduced in the proposed scheme with 
no corresponding decrease in the WPSNR observed, thereby indicating the proposed 
scheme's insensitivity to the threshold level. The comparative computational cost of the 
proposed and the standard DCT schemes is 79.147 and 284.238 seconds respectively 
for the test image sequence "Miss America" on Sun SPARC station IPX operating 
under conditions of no load. The proposed scheme has a lower computational cost 
because the block matching is performed in the transform domain, after psychovisual 
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thresholding. Moreover, the block matching uses a variable block size. This has the 
advantage that small blocks can be used in areas where the motion is complicated, and 
thus the boundaries of moving can be effectively matched. 
5.5 Summary 
The block matching motion compensation scheme is a useful technique for reducing the 
total number of bits for transmission in video coding. The performance of this scheme 
depends on the choice of block size and the maximum window size for performing the 
matching. The simulation results showed that the use of small block sizes resulted 
in a higher PSNR compared to the PSNR obtained from larger block sizes. Large 
window sizes also resulted in a higher PSNR, but also resulted in a longer time to 
find the best match. The block size of 8 x 8 resulted in the optimum number of 
total bits for transmission with a maximum window size of ±8 pixels in both the 
horizontal and vertical directions. The window size of ±8 pixels per frame is satisfactory 
for use in image sequences with frame rates of 25 frames per second allowing low 
computational times, and giving an adequate PSNR. Due to the variable nature of the 
images the use of a fixed block size was deemed inappropriate and a variable block 
size motion compensation algorithm was implemented. Large block sizes are useful for 
compensating blocks of an image that contain uniform motion or a low level of activity, 
thereby resulting in a lesser number of total bits to represent the lesser number of 
displacement vectors. Small block sizes are useful for compensating blocks of an image 
which have many objects moving at different directions or velocities, thereby resulting 
in a better quality reconstructed image. The use of a variable block size demonstrated 
a superior performance compared to the use of a fixed block size in block matching 
motion compensation. The maximum block size of 8 x 8 and minimum block size of 
2 x 2 with a window size of ±8 pixels resulted in the optimum number of total bits for 
transmission. 
In order to reduce further the total of number bits for transmission using block match-
ing motion compensation a combination of motion compensation and transform coding 
was used. The existing motion compensation and coding schemes employ transform 
coding using the DCT after motion compensation. Our proposed scheme [5] performs 
the motion compensation after the transform coding which is implemented using the 
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wavelet transform. The proposed scheme allows the transform coefficients to be subjec-
tively thresholded before variable block size motion compensation is carried out. Since 
the wavelet decomposition is a multiresolution technique it is easily adapted for use 
with the HVS. Therefore, the variable block size motion compensation is carried out 
psychovisually in the transform domain. The proposed scheme has the advantages that 
more transform coefficients can be discarded by the subjective thresholding and hence 
less blocks are matched. The simulation results clearly show that the proposed scheme 
incorporating the HVS is superior compared to the existing schemes using either the 
DCT or the wavelet transform. Moreover, in the proposed scheme, the total bit rate 
can be held constant by varying the quality of the reconstructed image. 
Chapter 6 
Summary and Future Extensions 
6.1 Introduction 
This thesis has been concerned with psychovisual image compression techniques using 
the wavelet transform for image and video coding. Psychovisual image and video 
coding schemes using subjective thresholding of wavelet transform coefficients have 
been proposed and implemented. This chapter presents a summary of the final results 
obtained during the course of this study, as well as outlining a number of possible future 
extensions. 
6.2 An Overview 
Applications of image data compression are primarily in the transmission and storage 
of information. Image compression techniques can be divided into two schemes. These 
are image compression techniques and video compression techniques. The image com-
pression techniques exploit the redundancies in images a single frame at a time (i.e. 
intraframe coding), while the video compression techniques exploit the temporal cor-
relations between successive images in the sequence (i.e. interframe coding). If there 
exists no correlation within the various images making up the sequence, the problem 
of video compression reduces to one of image compression, with each individual image 
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within the sequence treated separately. However, if the sequence is highly correlated, 
the video compression technique holds the promise of significantly greater compression 
in the data when transmitting an image sequence. 
In a number of applications for transmitting video sequences, motion compensation 
has been successfully applied to video coding. The most common motion compen-
sation technique is the Block Matching Algorithm (BMA). In order to obtain a high 
rate of data compression, a combination of motion compensated interframe prediction 
and intraframe DCT encoding has already been implemented and standardized. This 
technique, however, results in a blocking effect for low bit rates. 
The video signals usually contain a considerable amount of statistically and subjectively 
superfluous information. The video signals can be compressed by using either statis-
tical or psychovisual techniques. A statistical image compression technique exploits 
statistical redundancies in the information in the image. This technique reduces the 
amount of data to be transmitted or to be stored in an image with little or information 
being lost. The aim of psychovisual image compression is to discard the subjective re-
dundancies in an image. This technique relies on discarding information that a human 
observer is unlikely to perceive and is based on the actual behaviour of the HVS. This 
technique also offers much greater levels of compression, but it is no longer possible to 
reconstruct the original image perfectly. 
Descriptions of various statistical and psychovisual image coding and compression tech-
niques including a wide range of methods ranging from simple PCM and predictive cod-
ing to more complex algorithms involving transform coding, pyramid coding, subband 
coding and the exploitation of visual psychophysics have been provided. By considering 
the complexities and compression ratios of these techniques, it was concluded that a 
combination of statistical transform coding using the wavelet transform and exploita-
tion of visual psychophysics should be used in order to produce an optimal compression 
algorithm for visual images. 
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6.3 Summary of Results 
The psychovisual image compression of the wavelet transform coefficients in the imple-
mented scheme removes both statistically and psychovisually redundant information 
from the image during the image coding process by combining the wavelet transform 
with the characteristics of the HVS. The results obtained using the wavelet transform 
depend on the choice of wavelet basis. The wavelet basis functions are obtained from 
a mother wavelet by dilation and translation. These basis function are characterised 
by a number of parameters, often mutually exclusive. These are spatial compactness, 
orthonormality, regularity or smoothness and symmetry or anti-symmetry. The wavelet 
bases can be constructed so as to be either orthonormal or biorthonormal. The family 
of orthonormal wavelets can be divided into two families, both of them compactly sup-
ported, i.e. Daubechies wavelets and cofflets. The Daubechies wavelets are constructed 
such that there is a unique solution and a maximum number of vanishing moments for 
the wavelet function only. The coiflets are constructed such that they have a maximum 
number of vanishing moments for both the scaling and wavelet functions. The con-
struction of biorthonormal wavelets results in symmetrical wavelet bases. The scaling 
functions of biorthonormal wavelets are the B-splines, and the wavelets are also spline 
functions. The biorthonormal wavelet bases can also be constructed such that they are 
close to orthonormal, for example the Laplacian wavelets. 
6.3.1 The Image Compression Scheme 
The image compression scheme based on the psychovisual thresholding of wavelet trans-
form coefficients using the approach based directly on Mallat's multiresolution wavelet 
decomposition [18] [69] resulted in a higher WPSNR compared to the statistical com-
pression technique using the wavelet transform for the same bit rates. This result was 
obtained for both the orthonormal wavelet bases as well as the biorthonormal wavelet 
bases. The use of the B-spline biorthonormal wavelet with L = 4 and 1, = 2 resulted in 
the highest WPSNR compared to all other wavelet bases considered. Since, in psychovi-
sual image compression, the subjective thresholding and quantization are only applied 
on the analysis side, only the wavelet bases on the analysis side are taken into account 
in the HVS. Consequently, when using biorthonormal wavelets where the analysis and 
synthesis filters are of different length, the less regular wavelet or shorter filter should 
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correspond to the analysis side since the HVS de-emphasizes the high frequency com-
ponents. The longer filter should be used on the synthesis side in order to produce a 
higher quality reconstructed image. 
The compression performance of the proposed scheme was evaluated by employing five 
standard images of size 512 x 512 x 8 bits. Compression ratios varying from 19 : 1 
to 33 : 1 were obtained for the test images with no observable difference between the 
original and reconstructed images when viewed from the standard viewing distance. 
This result was based on a subjective assessment performed by human observers. 
The proposed and implemented scheme based on the use of Mallat's algorithm [18), 
however, resulted in a slightly lesser WPSNR compared to another proposed scheme 
using the best basis approach with the same constant bit rate. In the best basis ap-
proach it is possible to choose the most appropriate basis for representing the given 
decomposed image using a minimum cost function, while in the conventional approach 
based on Mallat's algorithm the wavelet bases are fixed. In terms of computational cost, 
however, the best basis approach is much more expensive. Due to the large computa-
tional cost that renders the best basis algorithm impractical for real-time applications, 
at least with today's computer processor speeds, it was concluded that the proposed 
subjective wavelet transform coding technique using an approach based on the use of 
Mallat's algorithm is able to provide an ideal basis for efficient, general purpose video 
and image compression. 
6.3.2 The Video Compression Scheme 
The conventional motion compensation scheme using a fixed and variable block match-
ing algorithms was implemented for test image sequences. The simulation results 
showed that motion compensation using the variable block matching algorithm was su-
perior compared to the fixed block matching algorithm. Consequently the implemented 
multiresolution motion compensation scheme utilised a variable block matching algo-
rithm. In this scheme the block matching was performed after the subjective threshold-
ing of the wavelet coefficients. This is in contrast to the existing schemes which apply 
the block matching before the transform coding (either the DCT or wavelet transform). 
Since the subjective thresholding of the wavelet transform coefficients results in more 
transform coefficients being discarded, the matching can be performed faster. 
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The simulation results showed that the proposed scheme is superior in reducing the 
number of total bits compared to the existing schemes which use either the DCT or 
the wavelet transform. In the proposed scheme a variation of the given threshold value 
was employed and due to the nature of the psychovisual-based portion, the total bit 
rate can be adjusted to produce any desired level of reconstructed image quality. 
6.4 Future Extensions 
Although the implemented image and video coding algorithms produce high compres-
sion ratios and good quality reconstructed images, there is inevitably space for im-
provements and extensions within this area of research. 
In the proposed scheme, all the 8-bit test images have been encoded using only the 
gray scale or luminance component information in an image. Clearly, for many ap-
plications, it would be an advantage to extend the proposed scheme to include colour 
images. Colour images contain both luminance and chrominance information, and it is 
well known that the human eye, in general, is much less sensitive to the chrominance 
component, as opposed to the luminance information [14] [136]. This fact allows no-
ticeably less data to be used to represent the chrominance information in an image [11, 
245-299]. Therefore the chrominance information would have to be encoded separately 
and by exploiting the subjective response of the HVS to stimuli of varying levels of 
chrominance, an improvement in the compression ratio could be achieved when using 
our scheme. 
There is also the opportunity for improvement in the area of motion compensation in 
video signals. In particular, motion in images is not limited to translational motion 
only, but can contain rotation and scaling. In many instances objects can move behind 
other objects resulting in what is termed occlusion. These effects significantly increase 
the difficulty in finding the best match in the block matching algorithms. Another 
consideration in motion compensation that should be explored is the effect of lighting. 
Variable lighting conditions can change the intensity of the objects in the scene thereby 
creating problems in accurately matching blocks within an image. Further research is 
also required to determine suitable parameters for temporal masking, since the sub-
jective perception of temporally changing stimuli is an important consideration. The 
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frequency sensitivity of the HVS is also greatly reduced over the entire range of the spa-
tial frequencies as the temporal frequency approaches that of motion video signals [11, 
pp. 245-274]. Therefore by using this type of effect in our scheme the bit rates could 
be reduced without compromising the perceived quality of the reconstructed image 
sequence. 
6.5 Concluding Remarks 
Psychovisual image and video coding algorithms using the wavelet transform in conjunc-
tion with the HVS have been developed and implemented. The use of biorthonormal 
wavelet bases, especially B-Spline wavelet bases, resulted in the highest compression ra-
tios and highest quality reconstructed images. The application of the scheme for image 
sequences also demonstrated that a greater reduction in the bit rates could be achieved 
without any degradation in the reconstructed image. The scheme allows the transform 
coefficients to be subjectively thresholded before variable block size motion compensa-
tion is carried out. Since the wavelet decomposition is a multiresolution technique it 
is easily adapted for use with the HVS. The variable block size motion compensation 
is carried out psychovisually in the transform domain. The scheme has the advantage 
that more transform coefficients can be discarded by the subjective thresholding and 
hence less blocks need to be matched. 
Although the scheme resulted in high compression ratios and high quality reconstructed 
images, and many of the significant considerations relevant to the efficient coding and 
compression for visual communications have been addressed in this thesis, this research 
area has not been exhausted. A number of possible extensions and improvements have 
been suggested in the area of this work. In particular, extensions of this work into colour 
image compression and video coding would prove useful for many visual communication 
applications. 
Appendix A 
Test Images and Sequences 
The standard test images used in the image compression study are presented in this 
appendix. Figures A.1, A.2, A.3, A.4 and A.5 show the five standard test images which 
have dimensions of size 512 x 512 x 8-bits. They are called "Lenna", "Airplane", "Bird", 
"Peppers" and "Zelda" respectively. 
Figures A.6, A.7 A.8, A.9 and A.10 show the first frame of the test image sequences 
which have dimensions of size 256 x 256 with frame rates of 25 frames per second. 
They are called "Miss America", "Salesman", "Band", "Skiing" and "Scenic view" 
respectively. 
Figure A.1: The standard single frame test image "Lenna". 
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Figure A.2: The standard single frame test image "Airplane" 
Figure A.3: The standard single frame test image "Bird". 
Figure A.4: The standard single frame test image "Peppers". 
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Figure A.5: The standard single frame test image "Zelda". 
Figure A.6: The first frame of the standard test image sequence "Miss America". 
Figure A.7: The first frame of the standard test image sequence "Salesman". 
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Figure A.8: The first frame of the standard test image sequence "Band". 
Figure A.9: The first frame of the standard test image sequence "Skiing". 
Figure A.10: The first frame of the standard test image sequence "Scenic view". 
Appendix B 
A Subjective Image Quality 
Measure 
Subjective assessment tests are widely used to evaluate the picture quality of coded 
images [112]. Since the perceived image quality depends on the subjective nature of a 
human observer, it is very difficult to determine a distortion criterion appropriate to 
the human observer. In many circumstances the perceived image quality as observed by 
a human is strongly dependent on a number of variable factors including the observers 
background, his/her motivation and the instructions given to the observer [24] [137]. 
This appendix presents a detailed description of the subjective image quality measure 
employed in this study. 
B.1 Measurement Criterion 
The purpose of the subjective measure used in this study is to measure the distortion 
level resulting from the psychovisual image compression of an image, as adopted in [54]. 
This measurement is defined as the level that the observer can just distinguish that 
the original and reconstructed images are different or a degradation in quality is just 
noticeable in the reconstructed image. Although two observers might both agree that 
the quality of a reconstructed image using compression technique 1 was worse than 
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the quality of the reconstructed image using compression technique 2, it is possible 
that one of the observers might say that the quality of the reconstructed image using 
compression technique 2 is three times worse and the other observer might say that it 
is only two times worse. This highlights the difficulties present when using a subjective 
assessment criterion for image quality measurements. 
B.2 Viewing Conditions 
Visual distortion in an image will appear different to an observer depending on the 
particular viewing conditions at the time. In order to improve the objectiveness of 
the measure, these conditions must be fully defined and maintained throughout the 
measurement process [54]. Figure B.1 shows the position of the viewing conditions for 
the subjective measure and Figure B.2 shows the on screen placement of the original 
and reconstructed images used in this study. 
411 	 6H - 8H ■ 
 
     
   
Image 
height, H 8° 
     
Monitor 
Figure B.1: The viewing conditions. 
The images are displayed at broadcast quality on a 20 inch Sun colour monitor whose 
vertical placement is maintained at eye-level. The distance between the viewer and 
monitor is given by the international viewing standard [11, pp. 119] [112] of six to 
eight times the picture height, thereby resulting in a viewing angle of approximately 8 
degrees subtended by the viewer as illustrated in Figure B.1. In order to produce the 
optimum image quality measurement, the brightness and the contrast of the images 
are maximized. This viewing condition is applied throughout the testing performed in 
Chapter 4. 
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Figure B.2: The placement of the original and reconstructed images. 
B.3 The Testing Method 
For a particular image compression technique the following process is employed in order 
to obtain a measurement of the compression level: 
• The original and reconstructed images are displayed on the monitor under the 
conditions described in Section B.2. 
• The viewer then compares both the original and reconstructed images until sat-
isfied that there is no perceivable difference between them. 
• This process is repeated using progressively higher compression levels with the 
same image until the viewer is able to notice some degradation in the recon-
structed image. 
In order to reduce the subjective nature of the testing method, this process is repeated 
by using a number of different human viewers. The average distortion compression 
level is then determined as the level at which 50 % of the viewers begin to see some 
distortion in the reconstructed image. This method of subjectively measuring image 
quality was used to determine the optimum parameters for the image compression 
techniques developed in Chapter 4. 
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Appendix C 
Average Energy Distributions 
This appendix contains the average energy distributions of twenty standard test images 
for various wavelet bases. The frequency subbands shown in the Figures, which are 
denoted by a4, a3, a2, al, b4, b3, b2, bl, c4, c3, c2, and cl on the horizontal axis, 
correspond to the subbands WH, WH, WPH, w4  HG w3  FIG wlIG 
wfG wfG W2GG , and WFG respectively. Since it is difficult to differentiate between 
the average energy subbands of each wavelet basis in the Figures, and in order highlight 
the difference between the average subband energies of the various wavelet bases, this 
appendix also tabulates the average energy distributions for the various the wavelet 
bases. 
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a4 b4 c4 .3 53 c3 a2 1,2 Cl •I 
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Figure C.1: The average energy distribution of twenty standard test images using 
orthonormal wavelet bases. (a) Daubechies wavelets and (b) near linear phase wavelets. 
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Figure C.2: The average energy distribution of twenty standard test images using 
orthonormal wavelet bases for coiflet wavelets. 
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Figure C.3: The average energy distribution of twenty standard test images using 
biorthonormal wavelet bases. (a) Spline wavelets and (b) Laplacian wavelets. 
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Average energy Average energy Average energy Average energy 
subband L = 2 L = 3 L = 4 L = 6 
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27.965630 27.887570 27.830910 28.154840 
21.899480 21.395090 20.743070 19.576200 
23.358880 22.533830 22.108020 22.244830 
8.263069 7.943480 7.781223 7.556639 
6.367443 6.047582 6.299194 6.353568 
8.133063 7.692980 7.156462 6.289573 
2.203811 2.091296 2.092047 1.974773 - 
Table C.1: The average energy in the subbands for the orthonormal Daubechies wavelet 
bases. 
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7.781597 7.678472 
5.674975 5.567358 
7.147258 6.843588 
2.001996 1.954394 
Table C.2: The average energy in the subbands for the orthonormal near linear phase 
wavelet bases. 
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Average energy Average energy 
subband L = 2 L = 4 
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Table C.3: The average energy in the subbands for the orthonormal Coifiet wavelet 
bases. 
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24.902350 25.307330 
8.304849 9.180062 
5.051787 6.184390 
6.603382 8.117710 
1.424274 2.215493 
Table C.4: The average energy in the subbands for the biorthonormal Spline wavelet 
bases. 
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Average energy Average energy Average energy Average energy 
subband a = 0.03125 a = 0.05000 a = 0.06250 a = 0.07500 
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68.245480 69.160760 71.640780 75.378960 
58.837730 58.776230 59.740650 61.393820 
61.018370 61.018470 61.989740 63.622170 
27.027940 26.786200 27.255050 28.117330 
22.223820 21.601000 21.501600 21.598060 
23.583450 22.757890 22.523820 22.485700 
8.701665 8.045763 7.811048 7.688025 
6.815205 6.174414 5.858797 5.609244 
8.996346 8.178728 7.760748 7.419806 
2.587443 2.187527 1.992147 1.834922 
Table C.5: The average energy in the subbands for the biorthonormal close to orthonor-
mal wavelet bases (Laplacian wavelet bases). 
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Appendix D 
Tables of Huffman Code Words 
This appendix describes the distribution of transform coefficients for the standard test 
images as well as presenting the table of Huffman code words used for coding the 
bit streams. The Huffman code words are generated from the average distribution of 
quantized transform coefficients by using the method of minimum redundancy code 
construction [11, pp. 148] [32]. The Huffman code words consist of the run length, 
the combination of coefficients amplitudes, Beginning Of Subblock (BOS) markers and 
Run-Length Prefix (RLP) markers. Code words for coefficients of magnitude between 
—15 and +15, and run length from 1 to 64 have been determined. Any coefficient 
magnitudes or run lengths which exceed these values are simply encoded by the Huffman 
code for this maximum value followed by an 8-bit binary code word which represents 
the actual value. The activity function, AF, is also coded using an additional 8-bit 
binary code word. This does not unduly affect the average bit rate since the activity 
function is coded only once every subband decomposition. Figures D.1 and D.2 show 
the distributions of transform coefficients for the standard test images. The Huffman 
code words for the transform coefficients and run lengths are tabulated in Tables D.1 
and D.2. 
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1.0 	 I. 
0 	 3 	ID 
quantized coefficient 
0-20 	 - 5 	 0 0 
quantized coefficient 
Figure D.1: The quantized coefficient distributions for the standard test images. (a) 
"Lerma" image and (b) "Airplane" image. 
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quantized coefficient 
(c ) 
Figure D.2: The quantized coefficient distributions for the standard test images. (a) 
"Bird" image, (b) "Peppers" image and (c) "Zelda" image. 
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Amplitude 
value 
Probability Huffman 
Code Word • 
< -15 0.0001 1110 0011 0000 1 + 8 
-14 0.0001 1110 0011 0000 00 
-13 0.0003 1110 1011 100 
-12 0.0005 1110 1011 01 
-11 0.0002 1110 0011 0001 
-10 0.0004 1110 0011 001 
-9 0.0004 1110 1011 11 
-8 0.0012 1110 0011 1 
-7 0.0025 1110 1010 
-6 0.0046 1110 0000 
-5 0.0096 1110 01 
-4 0.0147 1001 10 
-3 0.0299 1001 0 
-2 0.0711 1000 
-1 0.3145 01 
RLP 0.0895 101 
BOS 0.0027 1110 0010 
1 0.3218 00 
2 0.0730 110 
3 0.0306 1111 
4 0.0140 1001 11 
5 0.0082 1110 11 
6 0.0048 1110 100 
7 0.0018 1110 0001 0 
8 0.0016 1110 0001 1 
9 0.0007 1110 0011 01 
10 0.0002 1110 1011 0010 
11 0.0004 1110 1011 000 
12 0.0001 1000 1100 0001 
13 0.0001 1110 1011 0011 0 
14 0.0003 1110 1011 101 
> 15 0.0001 1101 0110 0111 + 8 
Average Bits per Amplitude Code: 2.79 
Table D.1: The Huffman code words for the transform coefficients. 
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Amp. 
value 
Prob. Huffman 
Code Word 
Amp. 
value 
Prob. Huffman 
Code Word 
1 0.3753 00 33 0.0011 1111 	1001 	1 
2 0.1937 10 34 0.0008 0111 	1100 	01 
3 0.1032 110 35 0.0008 1111 	0100 	10 
4 0.0666 0100 36 0.0008 1111 	0100 	11 
5 0.0447 1110 37 0.0007 1111 	0101 	01 
6 0.0316 0101 	1 38 0.0004 0111 	1100 	110 
7 0.0265 0111 	0 39 0.0006 1111 	1001 	00 
8 0.0176 0101 	00 40 0.0004 0111 	1100 	111 
9 0.0172 0101 	01 41 0.0005 0110 	0010 	101 
10 0.0128 0111 	10 42 0.0009 0110 	1000 	11 
11 0.0138 0110 	01 43 0.0007 1111 	1000 	00 
12 0.0131 0110 	11 44 0.0003 0110 	0010 	1001 
13 0.0059 1111 	000 45 0.0005 0110 	1000 	100 
14 0.0059 1111 	001 46 0.0006 1111 	1001 	01 
15 0.0065 0110 	101 47 0.0008 1111 	0100 	00 
16 0.0056 1111 	011 48 0.0009 0111 	1100 	00 
17 0.0062 0111 	111 49 0.0002 1111 	0100 	0110 
18 0.0084 0110 	000 50 0.0002 1111 	0100 	0111 
19 0.0046 1111 	101 51 0.0002 1111 	0100 	0100 
20 0.0020 0110 	0011 	0 52 0.0003 1111 	1000 	110 
21 0.0042 1111 	111 53 0.0004 0111 	1100 	100 
22 0.0045 1111 	110 54 0.0001 0111 	1100 	1011 	0 
23 0.0018 0110 	1001 	0 55 0.0001 0111 	1100 	1011 	1 
24 0.0019 0110 	1000 	0 56 0.0005 0110 	1000 	101 
25 0.0031 0111 	1101 57 0.0005 0110 	0011 	110 
26 0.0010 0110 	0010 	11 58 0.0002 1111 	0100 	0101 
27 0.0018 0110 	1001 	1 59 0.0010 0110 	0011 	10 
28 0.0013 1111 	0101 	1 60 0.0003 1111 	1000 	111 
29 0.0021 0110 	0010 	0 61 0.0002 0111 	1100 	1010 
30 0.0006 1111 	1000 	01 62 0.0003 1111 	1000 	100 
31 0.0003 0110 	0010 	1000 63 0.0003 1111 	1000 	101 
32 0.0007 1111 	0101 	00 > 64 0.0005 0110 	0011 	111 + 8 
Average Bits per Run-length Code: 3.31 
Table D.2: The Huffman code words for the run length. 
Appendix E 
A Weighted PSNR Measure 
Signal to noise ratio (SNR) is widely used as a measure of the picture quality in image 
coding schemes. SNR is a simple and tractable measure and can be defined as 
SNR = 101og10 
E[e2 (x, y)] 
where e(x,y) is the image coding error, E[.] means the expectation and 255 is the peak 
value for the 8-bit representation of grey level images [11, pp. 181]. This SNR is more 
widely known as the peak SNR (PSNR). 
The PSNR alone, however, is not an adequate reflection of the quality in terms of 
subjective assessment. For example, the error sequence {10,10,10,10, 10} has the same 
SNR as {0, 0, 10,15-, 0, 0}, although the spatial distribution of the errors is very different. 
Since the perceived quality of an image is dependent on the human observer, it is 
important to take this into account when assessing the quality of the reconstructed 
image using the PSNR. Much research has been devoted to this aspect of image quality 
assessment and detailed discussions can be found in References [123] [137] [138] [139] 
[140]. 
The subjective assessment method which is used in this study to evaluate the picture 
quality of reconstructed images is a weighted PSNR (WPSNR). The block diagram for 
the computation of the WPSNR is illustrated in Figure E.1. The WPSNR is computed 
as follows : Firstly, the error image is calculated by subtracting the original from the 
255 2 
(E.1) 
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reconstructed image. Secondly, the error image is Fourier transformed and multiplied 
by the frequency response of the HVS so that only perceived errors are retained. This 
is then inverse Fourier transformed to form the weighted error image, e(x, y). The 
WPSNR is computed from the peak power in the original image and the weighted error 
image as follows, 
WPSNR = 101og10 
(Power e(x, y) 
	, ) dB 
Figure E.1: The block diagram for computing the WPSNR. 
255 2 
(E.2) 
Appendix F 
Tables of Displacement Vector 
Code Words 
This appendix contains the one-dimensional code words which are commonly used for 
coding displacement vectors [8, pp. 1331 [132[. These one-dimensional code words are 
tabulated in Table F.1 on the following page. These code words are used for coding 
the displacement vectors in Chapter 5. 
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amplitude 
displacement vector 
code word 
-16 & 16 0000 0011 001 
-15 & 17 0000 0011 011 
-14 & 18 0000 0011 101 
-13 & 19 0000 0011 111 
-12 & 20 0000 0100 001 
-11 & 21 0000 0100 011 
-10 & 22 0000 0100 11 
-9 & 23 0000 0101 01 
-8 & 24 0000 0101 11 
-7 & 25 0000 0111 
-6 & 26 0000 1001 
-5 & 27 0000 1011 
-4 & 28 0000 111 
-3 & 29 0000 1 
-2 & 30 0011 
-1 & 31 011 
0 1 
1 & -31 010 
2 & -30 0010 
3 & -29 0001 0 
4 & -28 0000 110 
5 & -27 0000 1010 
6 & -26 0000 1000 
7 & -25 0000 0110 
8 & -24 0000 0101 10 
9 & -23 0000 0101 00 
10 & -22 0000 0100 10 
11 & -21 0000 0100 010 
12 & -20 0000 0100 000 
13 & -19 0000 0011 110 
14 & -18 0000 0011 100 
15 & -17 0000 0011 010 
Table F.1: Codes for displacement vectors. 
Appendix G 
Graphed and Tabulated MAD 
Values 
This appendix contains the plots of the MAD values for each of the test image se-
quences. The computation of the MAD value is described in Section 5.2. In order to 
differentiate between the MAD value for each of the test image sequences, this appendix 
also tabulates the MAD values for each test image sequence and for each subblock. 
block size minimum 
MAD value 
maximum 
MAD value 
average 
value 
standard 
deviation 
2 x 2 0.0000 20.7500 2.5744 1.1783 
4 x 4 0.4375 17.7500 3.2444 1.4140 
8 x 8 1.3125 13.2500 3.9650 1.4530 
16 x 16 2.3806 10.2700 4.5143 1.2887 
32 x 32 2.9658 8.45210 4.8533 1.0067 
Table G.1: The MAD values for the test image sequence "Miss America". 
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block size minimum 
MAD value 
maximum 
MAD value 
average 
value 
standard 
deviation 
2 x 2 0.0000 14.5000 2.9133 1.2140 
4 x 4 0.4375 14.8750 3.9698 1.3508 
8 x 8 1.4688 11.6250 4.7073 1.1403 
16 x 16 2.7148 9.58200 5.0701 0.8777 
32 x 32 4.1279 5.28550 5.2855 0.7421 
Table G.2: The MAD values for the test image sequence "Salesman". 
block size minimum 
MAD value 
maximum 
MAD value 
average 
value 
standard 
deviation 
2 x 2 0.0000 31.5000 3.0317 2.0317 
4 x 4 0.1250 26.6250 4.2744 2.8124 
8 x 8 0.7812 28.8120 5.2258 2.9497 
16 x 16 1.2656 24.5310 5.8781 2.8998 
32 x 32 2.3320 13.5430 6.2423 2.3729 
Table G.3: The MAD values for the test image sequence "Band". 
block size minimum 
MAD value 
maximum 
MAD value 
average 
value 
standard 
deviation 
2 x 2 0.0000 26.5000 2.8842 1.7389 
4 x 4 0.3750 21.7500 3.9926 2.0595 
8 x 8 0.9687 20.5250 4.8282 1.7418 
16 x 16 1.7656 12.0940 5.2933 1.3207 
32 x 32 3.8438 11.7990 5.5863 1.0723 
Table G.4: The MAD values for the test image sequence "Skiing". 
block size minimum 
MAD value 
maximum 
MAD value 
average 
value 
standard 
deviation 
2 x 2 0.0000 26.0000 3.2395 1.7467 
4 x 4 0.5625 21.0620 5.1409 2.5993 
8 x 8 1.8281 18.2660 5.9299 2.5183 
16 x 16 2.8906 15.0700 6.2594 2.2289 
32 x 32 3.3760 15.6340 6.4803 2.2530 
• Table G.5: The MAD values for the test image sequence "Scenic view". 
30 
20 
I 
3 
Graphed and Tabulated MAD Values 	 181 
3000 	 10000 
	
15000 
	
5000 
	
10000 
	
13000 
block numb.? 1.1.3.2 number 
(a) 
	
(b) 
10 
5000 	 10000 
	
15000 
	
3000 
	
10000 
	
15000 
blew* number binds senzber 
( C ) 
	
(d) 
1000 
	
10000 
	
13000 
hi.. k num 1.• 
(e) 
Figure G.1: The MAD value versus block number for the image sequence divided into 
subblocks of 2 x 2. (a) Test image "Miss America", (b) test image "Salesman", (c) test 
image "Band", (d) test image "Skiing" and (e) test image "Scenic view". 
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Figure G.2: The MAD value versus block number for the image sequence divided into 
subblocks of4 x 4. (a) Test image "Miss America", (b) test image "Salesman", (c) test 
image "Band", (d) test image "Skiing" and (e) test image "Scenic view". 
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Figure G.3: The MAD value versus block number for the image sequence divided into 
subblocks of8 x 8. (a) Test image "Miss America", (b) test image "Salesman", (c) test 
image "Band", (d) test image "Skiing" and (e) test image "Scenic view". 
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Figure G.4: The MAD value versus block number for the image sequence divided into 
subblocks of 16 x 16. (a) Test image "Miss America", (b) test image "Salesman", (c) 
test image "Band", (d) test image "Skiing" and (e) test image "Scenic view". 
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Figure G.5: The MAD value versus block number for the image sequence divided into 
subblocks of 32 x 32. (a) Test image "Miss America", (b) test image "Salesman", (c) 
test image "Band", (d) test image "Skiing" and (e) test image "Scenic view". 
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