The zeros of quasi-orthogonal polynomials play a key role in applications in areas such as interpolation theory, Gauss-type quadrature formulas, rational approximation and electrostatics. We extend previous results on the quasi-orthogonality of Jacobi polynomials and discuss the quasi-orthogonality of Meixner-Pollaczek, Hahn, DualHahn and Continuous Dual-Hahn polynomials using a characterization of quasi-orthogonality due to Shohat. Of particular interest are the Meixner-Pollaczek polynomials whose linear combinations only exhibit quasi-orthogonality of even order. In some cases, we also investigate the location of the zeros of these polynomials for quasiorthogonality of order 1 and 2 with respect to the end points of the interval of orthogonality, as well as with respect to the zeros of different polynomials in the same orthogonal sequence.
Introduction
A sequence {P n } N n=0 of real polynomials with degree n ∈ N 0 where N ∈ N ∪ {∞}, is orthogonal with respect to w(x) > 0 on [a, b] if b a x k P n (x)w(x) dx = 0 for k ∈ {0, 1, . . . , n − 1}.
A well known consequence of orthogonality is that the n zeros of P n (x) are real and simple and lie in (a, b).
Restrictions on the parameters of the classical orthogonal polynomials often are necessary to ensure that the orthogonality conditions hold and when the parameters deviate from these restricted values, the zeros may depart from the interval of orthogonality. The zeros are continuous functions of the parameters and their deviation from the interval of orthogonality occurs in a predictable way which can be explained in terms of the concept of quasi-orthogonality. A sequence of polynomials {P n } N n=r+1 of exact degree n, is quasi-orthogonal of order r ∈ N with respect to w(x) > 0 on an interval [a, b] if b a x k P n (x)w(x) dx = 0 for k ∈ {0, 1, . . . , n − r − 1}, = 0 for k = n − r.
Note that quasi-orthogonal polynomials P n (x) are only defined for n ∈ {r + 1, r + 2, . . .}. A more general definition of quasi-orthogonality is given in [1] . Since the introduction of the concept of quasi-orthogonality in 1923 by Riesz (cf. [2] ), quasi-orthogonal polynomials have been studied by various authors including Fejér, [3] Shohat, [4] Chihara, [1] Dickinson, [5] Draux, [6] Maroni, [7] Brezinski et al. [8] and Joulak. [9] More recently, quasi-orthogonal polynomials and their zeros have found application in various fields, most notably interpolation theory, approximation theory as well as strong and weak asymptotics. The location of the zeros of monic Laguerre-Sobolev-type as quasi-orthogonal polynomials is discussed in [10] and used in [11] to obtain an outer strong asymptotic formula for these polynomials in terms of Laguerre polynomials while, in [12] , the monotonicity and speed of convergence of their zeros is obtained by introducing polynomials that are quasi-orthogonal of order 2 with respect to a measure that is an iterated Christoffel perturbation of the Laguerre weight. In [13] , quasi-orthogonality is studied in the context of multivariate polynomials. Zeros of quasi-orthogonal polynomials of order 2 are used to construct anti-Gaussian quadrature formulas (cf. [14] ) and Brezinski [15] illustrates how the Kronrod procedure and these anti-Gaussian quadrature methods can be used to estimate the error in Padé approximation. In [16] , it is shown how the centroid of zeros of quasi-orthogonal polynomials yields information on the relative position of zeros of not only quasi-orthogonal but also orthogonal polynomials. Quasi-orthogonal polynomials appear in the framework of quadrature formulas but with a degree of exactness lower than that of Gaussian quadrature formulas (cf. [4] ). In [17, 18] , the authors rely on results on the location of roots of quasi-orthogonal polynomials to prove existence of positive Gaussian, Lobatto and Radau quadrature rules.
In his fundamental paper Shohat [4] proved that, if {P n } ∞ n=0 is a family of polynomials, orthogonal with respect to a weight function w(x) > 0 on [a, b] , a necessary and sufficient condition for a polynomial R n of degree n to be quasi-orthogonal of order r with respect to w(x) on [a, b] , is that there exist constants c i,n , i = 0, l, . . . , r, and c 0,n c r,n = 0, such that
There is an extensive literature on the problem of finding the coefficients c i,n , i = 0, l, . . . , r, in linear combinations such as (1.1), see for example [19, 20] . The positivity of these connection coefficients is studied in [21] [22] [23] [24] [25] and plays an important role in determining the relative position of zeros of R n (x) in relation to those of P n (x) and P n−1 (x) (cf. [26] ). The orthogonality of sequences of quasi-orthogonal polynomials, in the context of linear combinations of orthogonal polynomials, has been studied by many authors for particular values of r. For the general case, see [27] and the references therein. In this paper we extend and complete the result on the quasi-orthogonality of Jacobi polynomials given in [8] and we discuss the quasi-orthogonality of Meixner-Pollaczek, Hahn, Dual-Hahn and Continuous Dual-Hahn polynomials. Meixner-Pollaczek polynomials are particularly interesting since they have only even order quasi-orthogonality. We also determine the location of the zeros of these polynomials for order 1 and 2 quasiorthogonality with respect to the end points of the interval of orthogonality, as well as with respect to the zeros of other polynomials, in the cases where the quasi-orthogonal polynomials have n real zeros.
The classical orthogonal polynomials that we consider in this paper form part of the Askey scheme of hypergeometric orthogonal polynomials (cf. [28] ) and can be defined by 
Although we restrict our analysis to polynomials on the 2 F 1 and 3 F 2 level of the Askey scheme, we note that the techniques used in this paper allow possible extension to other classes of p F q hypergeometric polynomials such as Wilson and Racah polynomials. We exploit the hypergeometric structure of the p F q polynomials under consideration and the contiguous relations satisfied by such hypergeometric polynomials, to obtain the linear combinations that we need to prove quasi-orthogonality of the linear combinations. Note, however, that such linear combinations also can be deduced from iterations of Geronimus canonical spectral transformations of the measure (cf. [29] ). Properties of orthogonal polynomials associated with such Geronimus perturbations, including properties satisfied by the zeros, have been analysed in [30] .
We list the preliminary results necessary for our proofs. , a sequence of real polynomials of degree n with R n (x) = P n (x) + a n P n−1 (x), a n = 0 and f n (x) = P n (x)/P n−1 (x). Then
(iv) a n < 0 if and only if, for all i ∈ {1, 2, . . . , n − 1}, x i,n < y i,n < x i,n−1 and x n,n < y n,n ; (v) a n > 0 if and only if, for all i ∈ {2, 3, . . . , n}, x i−1,n−1 < y i,n < x i,n and y 1,n < x 1,n . 
and let x i,n , i ∈ {1, 2, . . . , n}, be the zeros of P n (x) and y i,n , i ∈ {1, 2, . . . , n}, the zeros of R n (x), where
2 F 1 orthogonal polynomials

Jacobi polynomials
Let n ∈ N 0 , α, β ∈ R and k + l < n. Monic Jacobi polynomials of degree n, defined by (cf. [28, p.216 , eqn(9.8.1)])
are orthogonal with respect to w(
It is shown in [8, Thm 7 and Rem 6] that Jacobi polynomials P
and this result is illustrated in Figure 1 .
We prove that there are quasi-orthogonal Jacobi polynomials additional to those mentioned in [8] . 
Theorem 2.1:
n−(k+l) (cf. [8] ), it follows from the orthogonality of {P
is quasi-orthogonal of order k + l with respect to the weight function 
Meixner-Pollaczek polynomials
For n ∈ N, λ > 0 and 0 < φ < π, monic Meixner-Pollaczek polynomials
are orthogonal with respect to e (2φ−π)x | (λ + ix)| 2 on the real line and zeros departing from the interval of orthogonality will do so in complex conjugate pairs. The quasiorthogonality of these polynomials is therefore of even order, as detailed in the next result. Proof: Using the contiguous relations (2), (6) and (7) 
Replacing b with λ + ix, c with 2λ and z with e −2iφ yields
which can, by using the three term recurrence relation satisfied by Meixner-Pollaczek polynomials (cf. [8, p.160]), be written as
It is clear from (2.2) that P λ−1 n (x; φ) is quasi-orthogonal of order 2. Furthermore, when we replace λ with λ − 1 in (2.2) and iterate, we obtain
By repeating this process, we can express P λ−k n (x, φ), 0 < λ < 1, as a linear combination of x, φ) , . . . , P λ n−2k (x, φ) and the result follows from (1.1) and Lemma 1.1.
Remark: (i) By a change in the variable λ, the result in Theorem 2.2 can be rephrased by stating that P λ n (x; φ), with −k < λ < −k + 1, is quasi-orthogonal of order 2k with respect to e (2φ−π)x | (λ + k + ix)| 2 on the interval (−∞, ∞).
(ii) Gegenbauer polynomials also are quasi-orthogonal of even order. In the Gegenbauer case the weight function is even and hence the polynomials are symmetric about the origin, which implies that the zeros depart from the interval of orthogonality in pairs.
3 F 2 orthogonal polynomials
In the proofs of Theorems 3.1, 3.3 and 3.5, we will use the general equation [31, p.82, eqn (15)] 
Hahn polynomials
For n ∈ {0, 1, 2, . . . , N}, monic Hahn polynomials are defined in terms of the generalized hypergeometric function
and are orthogonal for α, β > −1 with respect to a discrete weight function
For a definition of orthogonality and quasi-orthogonality with respect to a discrete weight, we refer the reader to [32, p.182, eqn(1.4)] and [33] respectively. 
which is equivalent to
Replacing β with β − 1, yields
(3.4) From (3.3) and (3.4), we obtain
where
and by iteration it is clear that we can express
as a linear combination of Q n (x; α, β, N), Q n−1 (x; α, β, N) , . . . , Q n−(k+l) (x; α, β, N). From (1.1) we can deduce that, for α, β > −1, the polynomial Q n (x, α − k, β − l, N), with k + l ∈ {1, 2, . . . , N − 1}, is quasi-orthogonal of order k + l. x; α, β − 1, N) , then y 1,n < 0 < x 1,n and
Proof: (i) From (3.3) we obtain the constant a n = n(α + n)(n − N − 1)/(α + β + 2n)(α + β + 2n − 1) and since
the result follows from Lemma 1.2. (ii) From (3.4) we obtain b n = −n(β + n)(n − N − 1)/(α + β + 2n)(α + β + 2n − 1) and since
the result follows from Lemma 1.2.
Theorem 3.2:
For n ∈ {2, 3, . . .} and α, β > −1, the zeros of Q n−1 (x; α, β, N) interlace with the zeros of the second-order quasi-orthogonal polynomial
Proof: Consider the three term recurrence relation satisfied by the Hahn polynomials
< C n for −1 < α, β < 0 and the result follows from Lemma 1.3.
(ii) Iterating (3.4), we obtain
,
Since e n < C n for −1 < α < 0, β > 0, the result follows from Lemma 1.3. (iii) The proof is analogous to the proof of (ii).
Dual-Hahn polynomials
The Dual-Hahn polynomials, also known as Eberlein polynomials (cf. [35, p.51]), are obtained from the Hahn polynomials, by interchanging n and x [36, p.346] and can be defined by
where λ(x) = x(x + γ + δ + 1), and, for n ∈ {0, 1, 2, . . . , N}, they are orthogonal when γ , δ > −1 or γ , δ < −N, with respect to the discrete weight
, it is clear that the n zeros of R n lie in the interval of orthogonality (0, N).
Theorem 3.3:
Let N ∈ N with n ∈ {0, 1, 2, . . . , N}, γ , δ ∈ R. For δ > −1, −1 < γ < 0 and k ∈ N fixed, with k < n,
with λ(x) = x(x + γ + δ + 1) is discrete quasi-orthogonal of order k with respect to the weight function (2x 1, 2 , . . . , N} and has at least n − k real, distinct zeros in (0, N).
with a n = n(N − n + 1) and, by iteration,
where λ(x) = x(x + γ + δ + 1) and b n = n(n − 1)(N − n + 1)(N − n + 2). We deduce that we can express
, and the result follows from (1.1) and Lemma 1.1.
Corollary 3.3:
Let n ∈ N, γ , δ ∈ R and let x i,n , i ∈ {1, 2, . . . , n}, be the zeros of R n (λ(x); γ , δ, N) and y i,n , i ∈ {1, 2, . . . , n}, the zeros of R n (λ(x); γ − 1, δ + 1, N), where
. . , n} and y 1,n < x 1,n .
(i) We use (3.6) and apply Lemma 1.2 (i), from which it follows that y 1,n < 0 if and only if
(ii) Since a n = n(N − n + 1) > 0, the result follows from Lemma 1.2 (v). Proof: From the three term recurrence relation satisfied by the Dual-Hahn polynomials
for δ > −1, −1 < γ < 0. The result follows by applying Lemma 1.3.
Continuous Dual-Hahn polynomials
Monic continuous Dual-Hahn polynomials are defined in terms of the generalized hypergeometric function
and are orthogonal with respect to the weight function Proof:
, we obtain the equations
By repeating this process, we can express 
Proof: (i) From (3.7), we obtain a n = n(a + c + n − 1) > 0 for all n ≥ 2 and the result follows from Lemma 1.2. (ii) The proof is equivalent to that of (i). 
Concluding remarks
Continuous Hahn polynomials are defined in terms of the generalized hypergeometric function 
