I. INTRODUCTION
Detailed all-atom or united-atom models (e.g., the OPLS 1 or TraPPE-type 2 force fields) are now in ubiquitous use in computer simulation of molecular fluids and are often capable of describing molecular systems with a precision that supplements experiments. More than 1% of all the recent articles published in the open scientific and engineering literature involve molecular simulation at this level. 3 Exponential, Moore-law type, 4 increases in computational hardware have extended the limits of possibilities in simulations of large systems; one of the recent records is the molecular dynamics simulation of 3.2 Â 10 11 Lennard-Jones (LJ) atoms of a copper crystal cube with 1.56 μm edge lengths, 5 followed only two years later by the simulation of a system that was an order of magnitude larger. 6 In spite of these impressive metrics and forecasts for the future, molecular simulations spanning even larger length and time scales are routinely required, and coarsegraining (CG) methods must be developed to bridge the gap between the atomistic modeling of matter and the commonplace continuum description of fluids and solids. 7 Highlights in the modeling of soft matter using CG techniques have been collected in three recent volumes: a book edited by Voth, 7 and themed issues of Physical Chemistry Chemical Physics, 8 and Faraday Discussions of the Royal Society of Chemistry.
9
Excellent reviews on the topic have also recently appeared, such as those by Klein and Shinoda 10 and McCullagh et al., 11 to name but a salient few. There are two key challenges faced by any coarse-graining scheme: robustness and transferability. First of all, a formal connection must be established between the coarsegrained model and the underlying (full resolution) model that one is attempting to describe. The resulting description must then be transferable to other similar systems not used in the initial parametrization of the CG model. The resulting model must be robust, with a clear connection between the detailed molecular and macroscopic information, and it must be reliable, allowing for predictions at conditions removed from those where the model was developed.
The techniques that have been used to address these challenges with a certain degree of success have by and large followed a "bottom-up" method. This approach to coarse-graining consists of matching the properties of either a classical atomistic model or a quantum model with those of a "superatom". At this level of description, the CG methodology generally consists of removing some of the degrees of freedom in the system to simplify its description, while at the same time attempting to maintain the thermodynamic description. The theoretical framework for this procedure has a firm and well established foundation. 12 From a statistical mechanical point of view, the full thermodynamic description of a system can be obtained once the Helmholtz free energy A of a system is determined. There is a direct relationship between A and the corresponding configurational integral:
where U(r) refers to the total intermolecular potential that is a function of the vector of all relevant configurational variables r, β = 1/k B T, k B is the Boltzmann constant, T is the temperature, and C and C 0 are specific constants that incorporate the kinectic contributions. The aim and "holy grail" of CG techniques is to be able to reduce the full phase space of r to a small subspace of these, r CG , in such a way that the solution of the configurational integral of the new CG model (and its new intermolecular potential energy, U CG (r CG )) represents in the optimal way the original free energy of the system. This statement is a sufficient condition to achieve consistency in configurational space. 12 Despite the beguiling simplicity of the relationship between the full and CG models, the implementation of the procedure is far from trivial. The exact solution of the configurational integral is impossible apart from the most trivial cases, so the methodology that is used consists of performing a limited molecular simulation study of the full system (eq 1a). The resulting data is then taken as that of the "real" or full-resolution model, and its properties are used to construct the CG model as described by eq 1b.
A wide range of properties are used as the "target" in this context including the matching of effective forces between molecules, 13,14 molecular structure (using iterative Boltzmann inversion), 15, 16 interfacial tensions, 17 partitioning free energies between polar and apolar phases (partition coefficients), 18 and/ or critical points, 19À25 or maximizing the overlap between the target and CG distributions (maximizing the so-called relative entropy). 26 In most of these cases, the robustness of the methods is guaranteed by following well founded statistical mechanical recipes. However, a critical inspection of eq 1 leads one to the conclusion that the transferability to other thermodynamic states and systems will be limited when one adheres to the correct procedure. By eliminating degrees of freedom, we are not capable of uniquely describing the full free energy landscape. The problem plaguing many of the aforementioned methods is that the resulting intermolecular potentials are state and system specific. The issue of transferability is still elusive and has been addressed by several groups in terms of a group contribution approach, where molecules are represented as an assembly of functional building blocks interacting in the same way for different systems. Methodologies using this approach are the MARTINI force field 18 (biomolecular systems), the CG force fields of Klein and co-workers 15, 17, 27, 28 (alkanes, biomolecular systems, amino acids, phenyl-based molecules), the CG force field of Chiu et al. 29 (water and alkanes), and the CG version of the TraPPE force field (TraPPE-CG) developed by Maerzke and Siepmann (alkanes). 30 Different functional forms are used for the nonbonded interactions in these CG force fields. In the MARTINI force field the nonbonded interactions are parametrized with a simple LJ potential. However, for the other methodologies, a more flexible functional form, which allows a greater control of the fine balance between the attractive and repulsive contributions, is used by means of the Morse or Mie potentials.
In this contribution we propose a direct route to obtaining the required CG potential from macroscopic thermodynamic data. Our "top-down" approach relies on having access to an accurate molecular-based equation of state (EoS) that describes the Helmholtz free energy in closed algebraic form and is formulated explicitly in terms of a predefined intermolecular potential. An equation of state of this type can be used to explore a wide parameter space to estimate the set of intermolecular potential parameters that provides an optimal description of the macroscopic experimental data. This parameter set does not represent a unique mapping to a single state point (temperature or density), but rather an overarching average over the entire regression space. When the EoS is expressed in terms of the free energy of the system for a well-defined intermolecular potential, it can be used to develop a "top-down averaged" CG intermolecular potential.
We follow this vein here and present a proof-of-concept of our top-down approach for carbon dioxide (CO 2 ), employing the accurate and versatile family of EoSs based on the statistical associating fluid theory for potentials of variable range (SAFT-VR) 31 ,32 as developed for the Mie (generalized LJ) force field. 33, 34 The SAFT-VR Mie EoS is used to develop a SAFT-γ CG force field for CO 2 by estimating the parameters from fluidphase equilibrium data for the vapor-pressure and saturated liquid density. We adopt the more general SAFT-γ terminology to describe our methodology because it refers to the formulation of SAFT-VR as a generic group contribution approach, 35À37 which allows for a united atom or CG representation on an equal footing.
II. SAFT-γ FORCE FIELD: MIE POTENTIAL AND SAFT-VR MIE EOS
The coarse-graining strategy used in our work is based on the assumption that a wide range of real substances can be modeled effectively as chain molecules formed from fused Mie segments. The use of this type of generalized Lennard-Jonesium potential as the elementary building block for homonuclear chains of spherical segments has proven to be very fruitful in modeling simultaneously the fluid behavior and second-derivative thermodynamic properties of a wide variety of systems. 33, 34 The (λ r , λ a ) Mie potential acting between two spherical segments can be expressed as 38,39
where r is the intersegment distance, ε is the potential depth, σ is the position at which the potential is zero (segment diameter), and λ r and λ a are the repulsive and attractive exponents which characterize the pair energy. The constant C in eq 2 is defined as
which ensures that the minimum of the potential corresponds to Àε. Once the intermolecular potential is defined, the challenge is to derive a closed analytical form for the Helmholtz free energy
The Journal of Physical Chemistry B ARTICLE of the system without loss of accuracy. The SAFT-VR equation of state is well suited for this purpose. For more details of the underlying SAFT approach the reader is referred to the original papers 40, 41 and to various reviews of the method. 42À45 The direct link between SAFT and the underlying potential has been explored before. 46 The original versions of SAFT were developed to describe molecules with potentials of fixed form such as the LJ. The SAFT-VR formulation 31 ,32 allows for a generic description of the effect of the range of the interaction and has been implemented for the square-well, 31 Sutherland, 31 LennardJones, 47 and Yukawa 48 potentials. More recently Lafitte et al. 33 developed a version of the theory for chains of segments interacting through the Mie potential (SAFT-VR Mie) in closed analytical form. The general SAFT form of the Helmholtz free energy of a nonassociating chain fluid can be written as
where a = A/NkT is the dimensionless Helmholtz free energy, a IDEAL is the ideal free energy, a MONO is the residual free energy due to the monomer segments, and a CHAIN is the contribution due to the formation of chains of monomers. The reader is referred to our recent paper 34 for the latest developments with the SAFT-VR Mie EoS, and to the Appendix for a summary of the explicit relations used in our current work.
The Mie potential has long been recognized to allow for an improved description of different properties in both molecularbased theories and atomistic and CG simulations, when the Lennard-Jones potential is found to fail. It is well-known that force fields for the n-alkanes based on the LJ potential cannot be used to reproduce simultaneously the saturated liquid densities and vapor pressures of the fluid with good accuracy (see for example ref 49) . In this respect the Mie potential is more flexible for the modeling of thermodynamic and transport properties as appropriate values of the repulsive (softness/hardness) and attractive exponents can be chosen to provide the best overall representation of the macroscopic properties. 50, 51 Early on Gibbons and Klein 52 proposed a two-center model to study the thermodynamic properties of CO 2 in the solid state using the Mie potential. In their work they found that by varying the repulsive exponent a very good description of the molar volume at absolute zero, the heat of sublimation, and the bulk elastic modulus can be achieved. More recently, Potoff and BernardBrunel 49 developed a new force-field for phase equilibrium calculations of the n-alkanes and n-perfluoroalkanes based on Mie united-atom segments. Using this force-field, the simultaneous representation of saturated liquid densities and vapor pressures for pure components and mixtures is possible. Related studies on the dynamical properties have been reported by Gordon, 51 where the softness of the intermolecular potential was varied to obtain a better description of the viscosity of the n-alkanes.
The Mie potential has also been used in the development of CG force fields. For example, Nielsen et al. 17 employed a CG model for n-alkanes parametrized to reproduce surface tension data using a (9,6) Mie potential. He et al. 53 followed a similar approach to obtain Mie potential parameters for the calculation of the surface tension in CG models of water. Klein and coworkers 15, 54, 55 has now developed force fields based on the Mie potential to describe the nonbonded interaction for use in CG simulations to study the self-assembly of phospholipids 15, 54 and diblock copolymers. 55 An equivalent methodology has been used to model ionic liquids 56 and phenyl-based molecules 57 in CG simulations. These are only a few examples of the capability and flexibility of the Mie potential in modeling the interactions in the context of either atomistic or CG simulations.
III. CASE STUDY: THE CARBON DIOXIDE MOLECULE
A. Classical Intermolecular Potentials for CO 2 . Though clearly not the most complex molecular fluid, carbon dioxide has recently been in the spotlight as the urgent need to reduce its atmospheric concentration becomes evident. Many of the carbon capture abatement technologies that have been proposed require a knowledge of the thermodynamic equilibrium properties of the molecules at interfaces, be it in porous media (e.g., depleted reservoirs), in or in contact with complex fluids (absorption in liquid phases). In this context, molecular simulation can play a significant role in understanding and predicting the relevant physical phenomena. On the other hand, the modeling of interfacial systems requires the simulation of extremely large samples for long times.
Carbon dioxide has been widely studied using molecular simulation, and there are therefore a number of models have been developed. Here we present a brief overview of some of the semiempirical models that have been reported. The simplest conceivable model consists of a single spherical site with both repulsive and attractive contributions. The prototypical potential, u, of this type is the LJ potential, which incorporates a repulsive term, u rep , and an attractive (dispersion) term, u att , and is given by
where the size σ, and energy ε, parameters may be regressed from appropriate experimental data for different properties. Some common choices are based on the use of viscosity and diffusivity data, 58À63 a direct fit of the critical temperature and density, 20, 64, 65 or on an overall representation of single-phase volumetric properties and fluid-phase equilibria data. 66 Some of the available parametrizations for the LJ model of CO 2 are summarized in Table 1 . Clearly there is no unique set of values The Journal of Physical Chemistry B ARTICLE for the parameters, though the parameters obtained from critical properties invoking a corresponding states principle appear to provide the best overall performance. 67 It is interesting to note that no matter what parameter set is chosen, the LJ model alone is unable to describe adequately the vaporÀliquid equilibrium curve of CO 2 . In spite of the well-known fact that a simple single-site LJ interaction does not adequately represent the potential surfaces of real molecules, the model has been used extensively to simulate the fluid-phase equilibrium, 66 ,68À73 transport properties, 74À77 and the adsorption 78, 79 of supercritical CO 2 and mixtures involving perfluoroalkanes. 80 The single-site model is simple and useful but does not have the correct functional form to treat the uneven charge distribution of the carbon dioxide molecule.
Carbon dioxide is a small and rigid molecule, but the presence of significant electrostatic interactions makes the problem of its description far from trivial. Carbon dioxide is linear, with negligible bond bending and with electronegative centers at either end. Due to its symmetry, the molecule has no permanent dipole moment. However, the uneven charge distribution manifests itself in a significant quadrupole moment. In the more realistic potential models the effect of the quadrupole moment is incorporated, either by the incorporation of partially charged sites,
where the sums are over all charged sites (a, b) on the interacting molecules, or indirectly by assigning a centrally placed point quadrupole to the model,
In eq 6, q a is the partial charge of site a, r ab is the centerÀcenter distance between charged sites a and b, ε 0 is the vacuum permittivity, and in eq 7 the superscripts μμ, μQ, and QQ refer to the dipoleÀdipole, dipoleÀquadrupole, and quadrupoleÀ quadrupole interactions, respectively, which are all included for completeness. For an axially symmetric molecule such as CO 2 , the corresponding quadrupoleÀquadrupole energy u QQ can be obtained from a multipole expansion as 58, 81, 82 
where f Ω is a function of the relative molecular orientation. 58 The simplest of these quadrupolar models would consist of a LJ (or other similar) spherical interaction, with a centrally placed point quadrupole; the sum of eqs 5 and 8. This potential has been used by Nouacer and Shing 83 in grand canonical Monte Carlo simulations of naphthalene and CO 2 . The study included an analysis of entrainment with water modeled as a LJ sphere with a point dipole.
As far back as 1974 Gibbons and Klein 52 proposed a twocenter model to study the thermodynamic properties of CO 2 in the solid state. The sites were taken to interact through a Mie potential, and the exponents λ r = 9 and λ a = 6 were found to give the best description of the thermophysical and elastic properties. Johnson and Shaw 84 later proposed a two-center model with force centers on the oxygen atoms (the carbon atom is ignored in their model), using an exponential-6 (exp-6, as opposed to Mie) potential to represent the repulsive and dispersive interactions between the spherical sites. This model may be spherically averaged, either with an exp-6 or in tabulated form. 85 94À96 This two-site LJ plus quadrupole model has been used extensively to model a number of binary 97 and ternary mixtures 98 comprising CO 2 . Elongated molecules represented with Kihara potentials have also been used to model the repulsive-dispersive part of the potential. After decoration with a suitable central quadrupole, 99 this model is found to provide a good description of the vaporÀliquid behavior of CO 2 .
For a more detailed description one should in principle treat the three distinct atoms present in the molecule. Three fused LJ spheres may be used as a repulsive-dispersive nonspherical core, with an additional point quadrupole (3CLJQ). 100À102 Murthy et al. 100 proposed and compared several two-(2CLJQ) and three-site (3CLJQ) models with a centrally placed quadrupole moment, pointing out the superiority of a three-site model with distinct size and energy parameters for the spheres representing the carbon and the two oxygen atoms. A refined version of the 3CLJQ model has been developed recently by Merker et al. 102 to describe the VLE of CO 2 . The aim of their study was to represent the VLE with a better description of the molecular structure. The 3CLJQ model of Merker et al. is found to provide an accurate description of the saturation densities and vapor pressure and is also able to reproduce shear viscosity and thermal conductivity data. A different treatment of the quadrupole moment in the CO 2 molecules was made in the elementary physical model (EPM) of Harris and Yung. 103 Their model comprises three LJ spheres with partial charges associated with each site (instead of a central point quadrupole) positioned to reproduce a net quadrupole moment
. In a readjustment of the parameters they proposed a refined model, referred to as EPM2, with better agreement in the critical region. Models with flexible bond angles have also been considered, but no significant improvement over the other models is found. Several other parametrizations of the EPM2 model are available depending on the particular property sought. 104À110 A variant of this potential with an exp-6 core instead of LJ spheres has also been proposed. 111 These three-center plus electrostatic charge models are comparatively detailed with respect to both the geometry of the molecule and the potential energy surface and have been successfully used to study the fluid structure, 112 vaporÀ liquid equilibria, 105 ,113À116 transport properties, 105 interfacial kinetics, 117 solvation properties, 118 selective adsorption of CO 2 on activated carbons 119 and templated nanomaterials, 120 and the solubility in supercritical CO 2 , 121À125 amongst other work. They are considered to be the de facto standard for simulations of the fluid and solid phases of CO 2 . A related three-center polarizable rigid model has recently been reported by Persson, 126 comprising sites interacting through a modified Buckingham exp-6 potential with an anisotropic (three-body) AxilrodÀTeller dispersion correction, and Gaussian charge densities localized on the atomic sites. In this model the experimental quadrupole moment, polarizability, and bond distances are used during the parametrization. In general, the second and third virial coefficients are underestimated
The Journal of Physical Chemistry B ARTICLE with simple pairwise interaction models of CO 2 , while the model of Persson reproduces these properties with good accuracy.
More sophisticated multiparameter potentials are available, usually developed to reproduce volumetric data and distribution functions obtained from neutron scattering experiments. 127 Ultimately, as mentioned earlier, one may obtain the information about the intermolecular potential directly from quantum-mechanical calculations.
102,128À132 A notable example of this type of approach is the potential that has been suggested by Tsuzuki et al., 133,134 who presented the results of ab initio calculations using a three-site LJ model with partial charges. Unlike the EPM-type models, the partial charges do not coincide with the LJ centers. In general, the gas-phase potential energy surfaces obtained using ab initio methods are not able to reproduce the properties of condensed phases. These potentials are usually tested by computing the second virial coefficient. To use these potentials in molecular simulation of fluid phases, it is necessary to modify the ab initio potential energy surfaces. Merker et al. 102 followed this approach to obtain their 3CLJQ model. The initial locations of the LJ sites were the same as the positions of the nuclei computed using a HartreeÀFock level of theory, while the magnitude of the point quadrupole located at the center of the molecule was calculated by placing a single CO 2 molecule into a dielectric cavity to approximate the liquid-like behavior using the MøllerÀPlesset 2 method. These parameters were subsequently adjusted to reproduce the liquid density, vapor pressure, and enthalpy of vaporization.
B. Coarse-Graining CO 2 as a Single-Site Model. In a molecular dynamics simulations, the complexity of the potential model has a direct effect on the computational effort that is required. To evaluate the interaction energy between two carbon dioxide molecules interacting via the EPM model, for example, one must calculate 3 2 = 9 siteÀsite distances for each pair of molecular interactions and, due to the nonsphericity, solve for the angular momentum conservation equations at each time step. Additionally, the presence of point charges requires special computational techniques, e.g., the use of the Ewald summation, 135À137 reaction-field, 138 or Wolf 139,140 methods, to account for the long-range interactions. Assuming that fluid-phase equilibria are dominated by the energetic contributions to the interactions rather than by specific molecular shape, 19 one can simplify the intermolecular potential by considering that a spherical geometry will be adequate for most calculations, particularly for states of moderate density. The use of a single spherical interaction site model can decrease the computational effort by at least an order of magnitude of CPU time.
In general, multipolar interactions are angle dependent (cf. eq 8), so one must specify both center-to-center distances and relative orientations for a proper evaluation of the intermolecular potential. When one performs an appropriate Boltzmann or free-energy angle average, 19,58 an angle-independent potential function is obtained, which can be used in corresponding states correlations to obtain a simple isotropic multipolar potential (IMP), including angle-average contributions of the type
The resulting overall interaction potential, the sum of eq 5 and eqs 9À11, is isotropic; i.e., it only depends on the radial intermolecular distance r. The IMP model is a function of temperature T, because β = 1/k B T, and is thus not a true potential, but rather a potential of mean force (free energy) corresponding to an "effective" force field. For isothermal simulations this does not present a problem, though the potential will depend on the thermal state being simulated. In representing CO 2 with the original IMP parametrization, a constant value of the quadrupole moment Q = À4.1 Â 10 À26 esu 141 (À1.367 Â 10 À39 C m 2 ) is used, with an energy ε/ k B = 215 K and diameter σ = 3.748 Å. 19 The critical temperature obtained from simulations of the IMP fluid using finite-size scaling calculations is 304.8 ( 0.5 K, 20 which compares favorably with the experimental values of 304.21 K.
142, 143 It is feasible that one could obtain different parameter values for the IMP model that would provide a better description of other properties, such as the coexistence densities, vapor pressures, etc.
19,22 Alternatively, the value of the quadrupole moment could be varied, using it as an adjustable parameter to provide a better representation of a given property.
A question immediately arises from the discussion of the previous section: to which extent can one represent the thermodynamic properties of CO 2 with a state independent single-site spherical intermolecular potential? This may at first sight appear too crude an approximation because it is wellknown that simple spherically symmetric intermolecular potentials such as the LJ model cannot be used to capture the fluid-phase equilibria of CO 2 with reasonable accuracy 20, 22 (cf. section III , A). To assess the possibility of simplifying the description of CO 2 with a single spherical core, we propose a new "top-down" coarse-graining approach based on the use of the SAFT-VR EoS for molecules comprising Mie segments (cf. Appendix A1). 34 By making use of an analytical SAFT-VR free energy, which is based on an explicit intermolecular potential model, one can rapidly explore a very large parameter space and estimate the parameters that provide the best representation of the available macroscopic experimental data. The approach also allows one to assess the importance or otherwise of explicitly treating the nonsphericity of CO 2 by simply comparing the representation for different numbers of interactions sites, cf. the number of molecular segments m s in the SAFT-VR treatment (see Appendix A1). We opt for a good overall description of fluid-phase equilibria over the entire vaporÀliquid temperature range as the most important characteristic of our coarse-grained model. To this end the model parameter values are estimated by optimizing the SAFT-VR Mie description for a set of experimental data over a range of subcritical temperatures: the vapor pressure and saturated liquid density are considered in this particular case. It should be emphasized that other properties such as the heat capacity of the liquid, JouleÀThomson inversion curve, or speed of sound of the fluid could also have been taken into account. These other properties were not considered in developing the potential model, however, because the equation of state is based on a high-temperature perturbation theory, and the calculation of second-derivative properties with respect to temperature can lead to some discrepancies with the "exact" values as determined from molecular simulation, particularly at low temperature. 144 We advocate the use of a simple estimation procedure that involves only first-derivatives of the Helmholtz free energy function (the pressure and chemical potential corresponding to phase equilibria) by minimizing the relative 
where N p and N d are the number of experimental points for the vapor pressure and saturated liquid densities, respectively. Note that F is a function of the four interaction parameters of the Mie potential including the repulsive and attractive exponents λ r and λ a . A common consideration with the attractive exponent is to fix it to the LJ value of λ a = 6 to follow the London law for the forces. However, London forces invoke a simple dispersion attraction without permanent multipoles, which is not the case for CO 2 . Both exponents are therefore optimized here to capture effectively the unique multipolar interactions present. The intermolecular SAFT-γ model parameters are obtained by optimizing the theoretical description of the experimental fluidphase equilibrium; a LevenbergÀMarquardt algorithm 145 is used to minimize the objective function, F. As is common practice with equation of state parameters, experimental data for the vapor pressure and saturated liquid density are used in the determination of potential parameters; in this case we used 40 state points (temperature, pressure, density) equally spaced in temperature from the triple point to 90% of the critical point T c , i.e., T/T c = 0.9. Smoothed experimental data were taken directly from the NIST database. 143 It should be pointed out that the proposed approach will result in a slight overestimate of the critical temperature and pressure predicted by the equation of state. Such a behavior is unavoidable with any algebraic EoS unless a specific treatment of the near-critical region is made. 146 This does not mean that the resulting intermolecular potential will lead to a poor estimate of the critical point by simulation, as we will show later in the paper. We obtain the following optimal molecular parameters for our single-site SAFT-γ Mie force field for CO 2 : σ = 3.741 Å, ε/k B = 361.69 K, λ a = 6.66, and λ r = 23.0. These molecular parameters are also presented in Table 2 for ease of comparison. A single-site Mie potential provides an accurate description of both the vapor pressure and saturated liquid density. Details of the property predictions with this new SAFT-γ intermolecular potential model for CO 2 are described in section IV.
C. Molecular Simulation Details. The fluid-phase equilibria and second-derivative properties of the SAFT-γ Mie CG model of CO 2 are determined using Monte Carlo simulation of the fluid in the grand canonical (GC-MC) and isobaricÀisothermal (NPT-MC) ensembles, respectively. The simulation of phase equilibria is not straightforward, as the system will form an interface between coexisting phases, with a free energy that is higher than that of the coexisting states; this energetic barrier has to be overcome for a correct description of the coexistence properties with the GC-MC technique. To overcome the interfacial free energy barrier during the GC-MC simulation, we make use of the so-called multicanonical methods 147, 148 that modify the acceptance criteria using a preweighting distribution function, which allows for a uniform sampling of all states without being trapped in energy minima for temperatures below the critical point. 149 The aforementioned preweighting function is not known a priori and different methods have been proposed for its evaluation. 149 In our work we use the transition matrix Monte Carlo method, 150À152 as implemented by Errington, 153,154 to calculate the probability distribution Π(N;μ,V,T) for numbers of particles ranging from N = 0 to N max , in a self-consistent way using the acceptance probability between the microstates sampled during the simulation. To calculate Π(N;μ,V,T), all of the information about the microstates, including those that are rejected, is taken into account, which makes the method very efficient. During the simulation Π(N;μ,V,T) can be used to obtain the preweighted distribution that modifies the acceptance probability of the GC-MC method to access the low-probability mixedphase states using the multicanonical method. It should be stressed that even when the simulation is biased using the multicanonical method, Π(N;μ,V,T) has to be calculated using the unbiased acceptance probability. Once the simulation has been undertaken, one can make use of the histrogram reweighting (HR) technique 155, 156 to determine the chemical potential at coexistence, μ coex (T). To reweight the data at a single temperature, the following expression can be used: ln ΠðN;μ;V ;TÞ ¼ ln ΠðN;μ 0 ;V ;TÞ þ βðμÀμ 0 ÞN ð13Þ where the chemical potential μ is tuned until the areas underneath the two peaks of the bimodal number distribution Π(N;μ,V,T) are equal, corresponding to the coexisting vapor and liquid phases. In eq 13 the subscript 0 refers to that of the original simulated state. In practice, it is convenient to have an estimate of μ coex (T) to start the simulations; as shown by Errington, 153,154 any suitable value of μ will in principle lead to similar results after reweighting. A good estimate can be obtained by running a set of simulations for a small system at any value of μ, and then reweighting the data. This approach provides an estimate of μ coex (T) that is no more than 1% of that of the large systems. If the low-density limit N = 0 has been sampled, the vapor pressure can be calculated by using the ideal gas as a reference state: 
Finally, the surface tension can be estimated using the finitesize scaling (FSS) formalism of Binder, 157 which can be 
where γ L is the surface tension of the finite system, γ is the surface tension of the infinite system, and L is the length of the cubic simulation box; the factor of a one-half is included because the system will exhibit two interfaces. Using this approach, it is possible to extrapolate γ from a series of simulations for systems of different sizes. 158 The interfacial free energy A L is obtained from the particle number distribution Π(N;μ coex ,V,T) as 159 could also have been used in this case, but we opted for the FSS method as this can also be used to provide an accurate estimate of the critical point.
The calculations of volumetric and second-derivative thermodynamic properties are carried out using NPT-MC simulations, where one can determine the coefficient of thermal expansion R P , the isothermal compressibility k T , and the configurational heat capacity at constant pressure C P conf directly. These properties are estimated by using the appropriate expressions involving the averages of the fluctuations of the configurational internal energy U conf , the configurational enthalpy H conf , the volume V, and their combinations. These expressions are given by 95 ,160,161
where the AE ae brackets correspond to ensemble averages. To make a comparison with experimental data, the ideal contribution C P id to the heat capacity at constant pressure is added to the configurational part,
where the ideal contribution is taken from experimental correlations. 142, 143 Once these properties have been calculated, the other second-derivative properties can be obtained using the standard thermodynamic relationships. The isochoric heat capacity C V , the JouleÀThomson coefficient μ JT , and the speed of sound ω can be conveniently obtained from
μ JT ¼ AEV ae
where M w and N A are the molecular weight and the Avogadro constant, respectively. The calculations of the fluid-phase equilibria using GC-MC simulation are carried out in a cubic simulation box of volume L 3 with L* = L/σ = 14. An estimate of μ coex is obtained using a small system of length size L* = 6 and a HR technique is used to locate the coexistence point. Simulation runs are carried out for 1 Â 10 9 MC configurations for the system with L* = 6 and about (4À5) Â 10 9 for the system with L* = 14. In all cases, the cutoff of the potential is taken to be half of the simulation box length, R c = 0.5L*, and standard long-range corrections to the energy and pressure virial are included. 135, 136 Fixed probabilities of 70% for the insertionÀdeletion attempts and 30% for the particle displacements are chosen. Extra simulations involving systems with sizes corresponding to L* = 8, 10, and 12 are also carried out to allow for an extrapolation to the macroscopic interfacial tension. The critical temperature T c is estimated using a Wegner expansion up to the first-order correction term:
where F l and F v correspond to the coexisting liquid and vapor densities, respectively, τ = 1 À T/T c , β c = 0.325 is the critical exponent that is fixed at its universal renormalization-group value, Δ is the so-called gap exponent that is taken as 0.51, and B i are the correction amplitudes. The critical density F c is calculated by means of a least-squares fit of the rectilinear diameter law:
where D is the correlation parameter. A more accurate description for the critical region is possible with, e.g., FSS techniques, 149, 166, 167 but as the scope of the present work is not an exhaustive treatment of the critical region, we have limited ourselves to the use of the simple scaling relations embodied in eqs 24 and 25. The critical pressure is obtained by extrapolation using the ClausiusÀClapeyron equation:
where C 1 and C 2 are correlation parameters. The NPT-MC simulations are carried out for a system of N = 800 particles. The runs are performed for 7.5 Â 10 4 MC cycles for equilibration and 2.5 Â 10 5 cycles to accumulate the averages. In our simulations, one NPT-MC cycle refers to N Monte Carlo steps, 5% of which corresponds to an attempt to change the volume of the system and 95% to attempted displacements of the particles. The cutoff of the potential is fixed to R c = 4σ in the NPT simulations, and standard longrange corrections to the energy and pressure virial are also
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IV. RESULTS
The results of the GC-MC simulations for the coexistence curve and vapor pressure of our SAFT-γ CG single-center Mie model of CO 2 are presented in Figures 1 and 2 . The simulation data for our new model are compared with the calculations obtained with the SAFT-VR Mie EoS (which is used to develop the potential model), 34 the corresponding data obtained for the EPM and EPM2 models of Harris and Yung 103 and for the 3CLJQ model of Merker et al., 102 and with the available experimental data.
142, 143 As can observed from Figure 1 , the simulation data for the SAFT-γ model and theory are in good agreement with the experimental vaporÀliquid coexistence envelope, except close to the critical point, where a small overestimate is expected with the theory; one should appreciate that the GC-MC technique will also lead to a slight overestimate of the critical temperature unless a full FSS treatment is made. The average absolute deviation (AAD%)
168 obtained with our model for the coexistence liquid density is 2.6% for a temperature range between 228 and 289 K, compared with 2.0% and 1.7% obtained with the EPM and EPM2 models, respectively, over the same range. The 3CLJQ model of Merker et al. reproduces the experimental data very well with an AAD% of 4% for the larger temperature range of 220À300 K. Our model predicts the vapor density with an accuracy of 6% for temperature between 228 and 289 K. By comparison, the EPM and EPM2 models overpredicts this property by more than 10%, while the 3CLJQ model of Merker et al. underpredicts the vapor density by 5%.
The critical point for the SAFT-γ CG Mie model of CO 2 corresponds to a critical temperature of T c = 311.13 K compared with the experimental value of 304.128 K, which is an overprediction of 2.3%. By comparison, a critical temperature T c = 312.8 K is obtained with the EPM model, which is about 3% higher than the experimental value. The EPM2 model provides a correct description of the critical point, because it has been parametrized for that purpose. Our model can also be compared with the more sophisticated models for CO 2 , such as the twocenter LJ plus point quadrupole (2CLJQ) model of M€ oller and Fischer, 86 which was parametrized using saturation properties of the fluid. This model predicts a critical temperature of T c = 307.83 K, which corresponds to an overprediction of about 1.2%. The 3CLJQ model developed for CO 2 by Merker et al. 102 describes the critical region with very good accuracy.
From Figure 2 it is also apparent that our SAFT-γ CG Mie model reproduces the experimental vapor-pressure data for CO 2 very well, corresponding to an AAD% of 2.9% for temperatures ranging between 228 and 298 K. The EPM and EPM2 models both give rise to an significant deviation of the vapor pressure of more than 10%, while the model of Zhang and Duan 107 leads to an overprediction of about 15%. For the 3CLJQ model of Merker et al. 102 a deviation of only 1.8% for the saturation pressure is obtained. The good description of the experimental vapor pressure with our model is perhaps not that surprising, because it is well-known that the variable repulsive and dispersive exponents of the Mie potential are the key feature which allow for this property to be captured accurately. 33 The same observation has been made by Potoff and Bernard-Brunel 49 in their simulation studies on the use of the Mie potential to develop united atom models of the alkanes and perfluoroalkanes. Though one could improve the description of the fluid-phase behavior of CO 2 by further refinement of our CG Mie model, it is important 103 respectively, and the squares represent the results for the 3CLJQ model of Merker et al. 102 The filled diamond represents the experimental critical point, 142,143 the filled circle the critical point obtained for our model, the filled triangle the critical point of the EPM model, and the filled square the critical point of the 3CLJQ model of Merker et al.
The Journal of Physical Chemistry B ARTICLE to stress that the values of the interaction parameters are obtained with the SAFT-VR Mie EoS 34 without any a posteriori adjustment of the CG model. It is also very gratifying to find that a single-site CG model can be used to reproduce the phase behavior of CO 2 with good accuracy, as long as the softness/ hardness of the interaction is modeled appropriately.
The SAFT-γ CG Mie model of CO 2 is obtained using the SAFT-VR EoS by estimating the intermolecular parameters solely to the saturation properties of the fluid. The prediction of other thermodynamic properties, not used in the parametrization of the model, provides a stringent assessment of the robustness of our single-site model. For example, our model provides a good prediction of the enthalpy of vaporization ΔH v as can be observed in Figure 3 , which corresponds to an AAD% of about 5% for this caloric property. The EPM and EPM2 predict ΔH v with AAD%s of about 9% and 2%, respectively. The corresponding AAD% obtained with the model of Merker et al. 102 is 8.1% for this property over the temperature range from 200 to 300 K. It is important to reiterate that as shown in Figures 1À3 , the simulated properties for the SAFT-γ CG Mie model are in excellent agreement with the predictions of the SAFT-VR EoS, which is why it is possible to use the theory to estimate the intermolecular parameters in an accurate manner for a very broad range of thermodynamic states.
We have also determined the interfacial tension of the vaporÀliquid interface of our CG CO 2 model using the FSS methodology described in section III , C, and the resulting values are compared with experimental data in Figure 4 . It is clear from Figure 4 that the use of the CG model leads to a reasonable description of the experimental values with a small overestimate of the interfacial tension corresponding to a shift in the curve by an almost constant amount (∼7 K) over the entire range of temperatures. This constant deviation is related to the overprediction of the critical point with our CG model. A further refinement of the SAFT-γ CG Mie model can be made to describe accurately the saturation curve and the interfacial tension of CO 2 simply by ensuring that the model reproduces the experimental critical temperature. One can achieve this with a direct rescaling of the potential energy parameter from ε/k B = 361.69 K to ε/k B = 353.55 K, which essentially corresponds to a Guggenheim 169 corresponding states treatment for the tension,
μ c , where γ 0 is a substance specific "zero temperature" coefficient and μ c = 1.26 is a universal constant. The interfacial tension obtained with the rescaled model is also shown in Figure 4 , where an excellent agreement between simulation and experiment is now observed. The saturation densities obtained using the rescaled and unscaled models are depicted in the inset of Figure 4 , where a good agreement is seen, apart The Journal of Physical Chemistry B ARTICLE from the slight deterioration of the description expected at low temperatures for parameters that have been rescaled to the critical point. In the case of studies of the interfacial properties of CO 2 and its mixtures we recommend the use of the rescaled energy parameter.
Lafitte et al. 33 have shown how by using a Mie potential with variable repulsive and attractive range one is able to represent accurately not only the fluid-phase behavior of a variety of systems but also the single-phase volumetric and second-derivative thermodynamic properties that are of importance in many practical applications. Using NPT-MC simulations, we have calculated the second-derivative properties of CO 2 for five supercritical isobars P = 10, 20, 30, 40, and 50 MPa. The results are summarized in Figures 5À10 . In Figure 5 we present results for the density as a function of temperature for the five aforementioned isobars. As can be observed, the molecular simulation data obtained with our SAFT-γ CG Mie model of CO 2 are in good agreement with the experimental values over a broad range of densities, with an AAD% for the density of 1.29%. The largest deviation is in the vicinity of the critical region, as one would expect. In the same figure, we make a comparison with the description obtained with the SAFT-VR Mie EoS, where it can be observed that the theory provides a good representation of both the experimental and simulation data. Our simulation results are also in good agreement with the values obtained with more sophisticated models: for example, Colina et al. 95 have reported data for the volumetric properties and second-derivative properties using molecular simulation with the 2CLJQ model. Our data are in close agreement with that of Colina et al., suggesting that (for these properties at least) the electrostatic complexity and nonspherical shape of CO 2 can be effectively integrated out and described in an effective sphericalised manner using the adjustable attractive and repulsive exponents of the Mie potential.
The coefficient of thermal expansion, R P , and the isothermal compressibility, k T , are shown in Figures 6 and 7 , respectively. In general, good agreement between the simulation data for the SAFT-γ CG Mie model and the experimental values is obtained, with an AAD% of 3.90% and 5.59% for R P and k T , respectively. It is very encouraging to see that one is able to predict accurately the high peaks observed at low pressures and low temperatures (in the vicinity of the critical point) with our CG model. As in the case of the density, the highest AAD%s for both properties are The Journal of Physical Chemistry B ARTICLE found close to the critical region, where deviations of about 30% and 20% can be observed for R P and k T , respectively.
In Figure 8 we present the results for the temperature and pressure dependence of the isobaric heat capacity, C p , where an AAD% of 2.71% is found between the values obtained with our CG model and experiment. The highest deviations are again seen close to the critical point, decreasing rapidly away from that region. The deviations characterizing our model are comparable to those reported by Colina et al., 95 who also found an AAD% of less than 3% with the 2CLJQ model.
Finally, in Figures 9 and 10 we present the results for the temperature and pressure dependence of the JouleÀThomson coefficient μ JT and speed of sound ω, respectively. As before, very good agreement is found for both properties apart from near the critical region. The description of the speed of sound data obtained with our CG model is commensurate with the results reported by Colina et al. 95 using the 2CLJQ model, where good agreement with experimental data is found in general. With our model, the overall AAD% for the speed of sound is less than 5%. A close inspection of the results for μ JT at low temperatures in Figure 8 reveals a good agreement of the values of both the SAFT-VR Mie theory and simulation data for our model compared with experimental data. This region is extremely important for the representation of the JouleÀThomson inversion curve.
The fact that the complex intermolecular potential of CO 2 can be represented as a one-site model leads to considerable savings in computational time. For example, for the EPM and EPM2 models developed by Harris and Yung, 103 the CO 2 molecule is modeled as three fused LJ sites with three partial charges embedded in each of the sites. A comparison of the computational performance for molecular dynamics simulations of the fluid with our single-site CG model and the EPM2 model, at one thermodynamic state, is made in Figure 11 . The resulting benefits are striking, exemplifying how one can explore longer times and larger length scales using such a CG model. The findings presented in Figure 11 can be rationalized in two ways: for a fixed CPU time per time step one can simulate a system-size that is about 2 orders of magnitude larger with the CG model than with the EPM model; conversely, for a fixed system size one can access simulation times which are two (and in some cases three) orders of magnitude larger with the single-site CG model.
V. CONCLUSIONS
In this work we have introduced our new SAFT-γ methodology for coarse graining intermolecular potentials. The key feature that sets it apart from common approaches is that we employ a top-down procedure, in which an accurate equation of state (in this case SAFT-VR Mie 34 ) is used to estimate the molecular parameters from experimental macroscopic fluid-phase properties. The robustness of our approach lies in the fact that the effective intermolecular potentials developed in this way are not state dependent, which is an issue commonly faced with bottomup CG approaches.
The version of SAFT-VR Mie used in our work has thus been shown to be powerful tool not only in the description of the fluidphase behavior of different systems but also as a global framework for the representation of complex intermolecular potential functions with a much simpler Mie form. The approach still involves the estimation of the potential parameters using some macroscopic experimental input. However, this is an efficient procedure as the theory is algebraic and a large amount of data can be included in estimating the parameters for a broad range of thermodynamic states, involving only a few minutes (or even seconds) of CPU time. Using this approach, it has been possible to obtain optimized molecular parameters that are not statedependent. This is a step change in comparison with the common bottom-up approaches, in which computationally expensive simulations of high-resolution models are required to establish the CG models.
We have outlined the methodology by proposing a single-site spherical CG model for the CO 2 molecule. This molecule is interesting not only from the technological and environmental point of view but also as a nontrivial test case as its potential function is sufficiently complex, involving nonuniform dispersion force centers, electrostatic terms, and a nonspherical shape. The main aim of the current paper is to show how CO 2 can be described, using the SAFT-VR Mie equation of state with a single-site SAFT-γ CG Mie force-field with appropriate choices of the attraction and the repulsion parameters. The simulation and theoretical results for the CG model are in good agreement with most of the experimental data, apart from the vicinity of the critical region. The description obtained with our CG model also compares favorably with that for more sophisticated models of CO 2 . One remarkable feature is the improved prediction of the vapor pressure with our model. This is one of the most elusive properties to model with CG models, but one that is important from an engineering perspective. Even the de facto model for CO 2 , the EPM2 model, fails to provide a good description of the vapor pressure. The adequacy of our CG model for CO 2 has also been assessed in its description of the volumetric and secondderivative properties. We have simulated different supercritical isobars, finding good overall agreement with experiments, and with the corresponding representation obtained with the more complex models, 170 though some deviation in the critical region is observed.
The present methodology is not limited with respect to the type of molecule that is considered and may be applied in a straightforward fashion to large macromolecules and to mixtures. In the forthcoming work we will demonstrate how long chain molecules such as n-alkanes can be described as CG chains formed from Mie segments. The methodology can also be extended to treat molecules formed from heteronuclear Mie sites of different type by using the SAFT-γ equation of state, which is an extension of the homonuclear SAFT-VR approach, suitable for molecules comprising chemically distinct groups (e.g., see refs 35 and 36 for a description of the group contribution theory for molecules formed from different square-well segments). The algebraic SAFT-γ equation of state thus enables the development of force-fields for both coarse-grained and united-atom representations of complex molecules. We are currently expanding the SAFT-γ force field (based on Mie segments) for a wide range of compounds of varying chemical nature.
' APPENDIX
In this Appendix, we summarize the key relations of the SAFT-VR Mie equation of state that is used in this work to develop the CG SAFT-γ force field for CO 2 . For a complete derivation of the theory the reader is directed to our forthcoming paper. 34 The general formulation of the (dimensionless) Helmholtz free energy for a nonassociating chain fluid is expressed in the usual SAFT manner as
where a = Aβ/N, A being the total Helmholtz free energy, and N is the total number of molecules. In this equation a IDEAL is the contribution of the ideal free energy, a MONO is the residual free energy due to the monomer segments, and a CHAIN is the contribution due to the formation of the chains of monomers.
A1. Ideal Contribution. The ideal gas contribution is given in the usual form as
where F is the number density of chain molecules and Λ is a de Broglie wavelength that incorporates all of the translational, rotational, and vibrational kinetic contributions of the molecules.
A2. Monomer Contribution. The monomer contribution for a chain composed of m s segments is
where a M = A M β/N s is the residual Helmholtz free energy per monomer and N s is the number of spherical segments. This term is expressed as a series expansion in the inverse of the temperature β up to third-order:
In this relation a HS is the Helmholtz free energy of a hardsphere (HS) fluid of diameter d, which is obtained from the Carnahan and Starling relation as The first perturbation term a 1 can be obtained with the following compact expression: 
Note that to calculate the first-and second-order terms, as given by eqs 33 and 40, one needs to obtain an analytical expression for the mean-attractive energy a 1 s (λ) of a Sutherland potential of variable range. These expressions are obtained using a SAFT-VR 31,32 treatment, which gives the following compact expression:
where the effective packing fraction η eff is parameterized for the range 5 < λ e 100. The mean-attractive energy a 1 s (λ) calculated in this way is as accurate as computer simulation results, 34 with the effective density parameterized as 
The second perturbation term a 2 is evaluated with a modified macroscopic compressibility approximation (MCA), 34 which can be written as a function of the mean-attractive energies of hard-core Sutherland potentials a 1 s as where R represents the reduced van der Waals attractive constant of the Mie potential,
The third-order term in the Helmholtz free energy expansion is given by the following empirical function:
which depends on the Mie exponents λ a and λ r through the constant R. The functions f i are defined as follows:
n ¼ 4 ϕ i;n R n À 3 Þ for i ¼ 1; :::; 6
The values of the coefficients ϕ i,n are reported in Table 3 .
A3. Chain Contribution. Assuming that the segments are bonded together at r = σ, i.e., that the model consists of freely jointed chains of tangent segments, the residual contribution to the Helmholtz free energy is given by 
The first-order radial distribution function at contact in eq 47 is expressed in terms of the first-order perturbation terms of the Helmholtz free energy of Sutherland (a 1 s ) and Mie (a 1 ) potentials as follows: 
The second-order term in the radial distribution function expansion is based on a corrected MCA approximation, 
The empirical correction γ c is chosen to capture the positive slope of the radial distribution function at contact for long-range 
