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Abstract
The methods of non-linear realizations have proven to be powerful in studying the low energy
physics resulting from spontaneously broken internal and spacetime symmetries. In this paper,
we reconsider how these techniques may be applied to the case of spontaneously broken gauge
theories, concentrating on Yang–Mills theories. We find that coset methods faithfully reproduce
the description of low energy physics in terms of massive gauge bosons and discover that the
Stu¨ckelberg replacement commonly employed when treating massive gauge theories arises in
a natural manner. Uses of the methods are considered in various contexts, including general-
izations to p-form gauge fields. We briefly discuss potential applications of the techniques to
theories of massive gravity and their possible interpretation as a Higgs phase of general relativity.
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1 Introduction
Gauge symmetries form a pillar of modern physics and as such they have been studied and inter-
preted in myriad ways. Here we focus on a treatment of gauge fields in the context of non-linear
realizations. The basis for this approach is the observation that the global part of a gauge symmetry
acts linearly on gauge fields, while the local symmetries act non-linearly. That is, the transforma-
tion for a Yang–Mills (YM) one-form gauge field, A, schematically given by A 7→ U(A + d)U−1,
is generally non-linear due to the presence of the second term, but becomes linear in the global
limit where U is independent of x. This allows us to think of the gauge field as a Goldstone field
non-linearly realizing the gauge symmetry and to apply standard coset construction techniques to
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build its action.1
The techniques of non-linear realizations were developed in the context of spontaneously broken
global symmetries [1–3]. Given a spontaneous symmetry breaking (SSB) pattern in which a global
symmetry group G is broken to a preserved subgroup H, denoted G→ H, these methods generate
all terms which can appear in the low energy effective action used to describe the physics of the
broken phase [4]. The preserved symmetries of H act linearly on the resulting low energy degrees of
freedom, while those in G/H act non-linearly. The coset construction has recently seen a resurgence
of interest (see [5–14] for a variety of novel applications).
The power of coset methods lies in their generality. For example, in the case of (internal)
global symmetry breaking one only needs the knowledge of the breaking pattern to derive the
universal form of the low energy, infrared (IR) action. Long-wavelength features are insensitive
to the detailed high energy microphysics responsible for breaking the symmetries. The goal of
this paper is to elucidate the analogous result for gauge theories. That is, to determine the gross
features of the Higgs phase of a gauge theory only from the knowledge of the breaking pattern,
while remaining agnostic about the theory’s ultraviolet (UV) completion.
Gauge fields are not typically interpreted as low energy degrees of freedom arising from sponta-
neous symmetry breaking, but the coset techniques described above are still useful in this context.
A typical gauge group, which we denote Glocal, is infinite dimensional and includes global transfor-
mations as a subgroup, denoted Gglobal. As noted previously, the action of Gglobal on gauge fields is
linear while the action of an element in Glocal/Gglobal is non-linear. Applying the coset methods to
the “breaking” pattern SU(N)local → SU(N)global, for example, one can generate the YM action
[15–17]. The Einstein–Hilbert action can be derived similarly by considering the diffeomorphism
group [18].
Non-linear realization techniques have previously been used to study Higgs phases of gauge
theories, but this was done by first applying coset methods to global symmetry breaking patterns
and then gauging the resulting theory of Goldstone bosons by hand [19, 20]. Here, we instead
systematically construct the appropriate actions for broken gauge theories entirely in the coset
framework. This alternate route has gauge bosons built in from the start and makes contact with
a greater number of conceptual and technical aspects of coset methods, such as the subtleties of
spacetime symmetries due to “Inverse Higgs” effects, and the use of cohomological methods in
finding Wess–Zumino terms.
Before studying the broken phase of gauge theories, we review the standard coset construction
for both internal and spacetime symmetry groups and then perform the construction of unbroken
Yang–Mills theory in this language. Along the way, we provide interesting demonstrations of how
various facets of gauge theories are expressed in the coset language. For instance, the search for
Wess–Zumino terms leads us to the construction of Chern–Simons terms.
1It is quite surprising that this is possible; after all gauge symmetry is merely a redundancy of description and
not a physical symmetry. Nevertheless, we will see that decomposing the gauge symmetry into an infinite number of
global transformations will allow us to construct gauge fields as Goldstones.
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We then turn to the main case of interest and demonstrate that these techniques are also
applicable to Yang–Mills theories which truly exhibit spontaneous symmetry breaking. That is,
given a SSB pattern in which Gglobal is at least partly broken, coset methods correctly reproduce
the fact that the low energy degrees of freedom are a mix of massive and massless gauge bosons,
where the precise mixture depends on the breaking pattern. Further, we find that coset techniques
automatically employ the Stu¨ckelberg trick commonly used for treating massive gauge bosons.
In the final section we discuss applications and generalizations of these methods. We consider
scenarios in which different residual symmetries are preserved after SSB and work out one such case
in detail, confirming that we accurately reproduce known results. We also discuss the generalization
to the case of p-form gauge fields where the Stu¨ckelberg realization of the p-form gauge symmetry
arises naturally. Finally, we discuss the potential use of coset methods in treating anomalous gauge
theories.
There are many generalizations and applications of the formalism we present. One such appli-
cation is to the spontaneous breaking of gauge symmetries in the non-relativistic setting. Although
throughout we assume that Poincare´ symmetry is preserved, our results generalize straightforwardly
to the non-relativistic arena. Another possible application of the coset formalism is to investigate
the Abelian vector duality presented in [21], which we discuss. Finally, we briefly discuss the po-
tential application of our methods to theories of gravity. In this context, coset methods can be
used to study generic IR properties of gravitational Higgs mechanisms in a systematic way which
is insensitive to the precise UV mechanism. In particular, we are interested in studying breaking
patterns which can give rise to ghost-free de Rham–Gabadadze–Tolley (dRGT) [22] massive grav-
ity and exploring whether the dRGT interactions are special in some way when compared to the
generic terms one generates. We explore this possibility in detail in a companion paper [23].
2 General Coset Methods
In this section, we review the machinery of non-linear realizations for treating the spontaneous
breaking of both internal and spacetime symmetry groups. The procedure for the internal case was
originally developed in [1, 2] and is discussed nicely in [4, 24–26]. The construction was generalized
to broken spacetime symmetries in [3] and techniques and subtleties relevant to the spacetime case
can be found in [9, 26–30]. Both cases are reviewed in [6, 7], which we follow.
2.1 Internal Symmetry Breaking
Consider the spontaneous breaking of an internal symmetry group, G, to a subgroup H. Let VI ,
I ∈ {1, . . . ,dimH}, be the generators of the preserved subgroup, H, and all other generators be
denoted by Za, a ∈ {1, . . . ,dimG/H}. We refer to VI ’s and Za’s as the “unbroken” and “broken”
generators, respectively. Representative coset elements, g˜ ∈ G/H, are written in the canonical form
g˜ = exp(ξaZa). From Goldstone’s theorem, there are as many Goldstone bosons as there are broken
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generators and we identify the associated fields with the coordinates of the coset space G/H. The
coset elements are maps from spacetime, denoted M, to the coset space, g˜(x) : M → G/H, and
the Goldstone fields are the ξa(x)’s.
Every group element g ∈ G defines a symmetry transformation of the fields, g : ξa → ξ′a, defined
through
g exp(ξa(x)Za) = exp(ξ
′a(x)Za)h(g, ξ
a(x)) , (2.1)
where h(g, ξa(x)) is an element of H. Generally, the transformation ξa → ξ′a is complicated and
non-linear, but in the limit that g ⊂ H the relationship becomes linear.2
In order to build actions for the ξa fields we employ the Lie algebra-valued Maurer–Cartan form
g˜−1dg˜ ≡ Ω = ΩZ +ΩV = Ω
a
ZZa +Ω
I
V VI .
The utility of Ω is that it transforms nicely under (2.1), where ΩZ transforms homogeneously and
ΩV transforms as a connection,
g :


ΩZ 7−→ h(x)ΩZ h
−1(x)
ΩV 7−→ h(x) (ΩV + d)h
−1(x)
. (2.2)
For a d-dimensional spacetime, one then builds a G-invariant d-form lagrangian for the Goldstone
fields by combining together factors of ΩaZ ’s using the exterior product
3 and contracting indices
appropriately so that the result is H-invariant, in the sense that the final d-form is invariant under
(2.2). Other matter fields couple to the Goldstones via the covariant derivative whose connection
is defined by ΩV .
The above procedure of creating d-form lagrangians only constructs terms strictly invariant
under the relevant symmetries and therefore may miss certain “Wess–Zumino” (WZ) terms which
shift by a total derivative under the symmetries. These terms can also appear in the action, but
require a higher dimensional construction [4, 31]. Finding a WZ term is equivalent to a cohomology
calculation: one looks for an exact, H-invariant (d + 1)-form4 α = dβ, built out of the ΩaZ , such
that β is not itself H-invariant. Instead, β shifts by a closed form under the symmetries, so that
α = dβ is still strictly invariant, and thus β represents a perfectly fine term that can be added
to the d-dimensional action. That β is not strictly invariant is equivalent to the statement that
it is not built out of the ΩaZ building blocks and is therefore a term that would be missed had we
restricted ourselves to only searching for d-forms. (See [4, 32–34] for more on the cohomological
aspects of WZ terms.)
2Strictly, speaking this is only if commutators between broken and unbroken generators never contain any unbroken
generators. The algebras we consider obey this restriction.
3Equivalently, the forms ΩaZ can be used to construct a covariant derivative for the Goldstone fields: dx
µ
Dµξ
a =
ΩaZ , which transforms covariantly.
4One imagines that the form α is constructed either on a (d+1)-dimensional spacetime or on G itself so that the
(d+ 1)-form is well defined and not simply automatically zero.
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This higher dimensional construction can help elucidate the quantum mechanical properties of
Wess–Zumino terms [31]. Given the appropriate (d+ 1)-form α, one can compactify spacetime so
that it encloses a (d+1)-dimensional ball B, with ∂B =M, and define the WZ action as an integral
over the ball by
Swz =
∫
B
α =
∫
M
β .
There are actually inequivalent possibilities for the ball over which the WZ action is defined, say
B and B′. In order for the physics to be insensitive to the choice made, the difference between the
two actions must be a integer multiple of 2π,∫
B
α−
∫
B′
α =
∫
Sd+1
α = 2πk , k ∈ Z , (2.3)
so that the path integral is unaffected. As indicated in (2.3), the difference between the integrals
over the two balls is equivalent to a single integral over the (d+ 1)-sphere generated by gluing the
two balls together. Essentially, one has compactifiedM into the d-sphere, Sd, which is the equator
of a (d + 1)-sphere, Sd+1, whose northern hemisphere is B, and whose southern hemisphere is B′.
The (d+1)-form α now defines a map from Sd+1 into the coset space G/H. Such maps are classified
by the homotopy group πd+1(G/H); if this group is nontrivial, then it is possible for
∫
Sd+1
α 6= 0
and the condition (2.3) forces the coefficient of α to be quantized. The coupling constant therefore
cannot change continuously and hence it cannot be renormalized. This is the procedure of [31]
where it is shown that the Wess–Zumino–Witten term of the chiral lagrangian must be built in this
manner and enjoys a non-renormalization theorem. See [4] for more details and subtleties in such
constructions.
2.2 Spacetime Symmetry Breaking
The coset treatment for spontaneously broken spacetime symmetries proceeds much as the internal
case, but with two main subtleties. For simplicity, we takeM to be d-dimensional Minkowski space
in this section.
The first subtlety is that every translation generator is included in the coset element g˜, regardless
of whether it’s truly broken or not. The reason for this is a practical one; the generators included in
the coset element are precisely those that induce non-linear symmetry transformations, and since
translations act non-linearly on coordinates i.e., xµ 7→ xµ+bµ, they too need to appear in the coset
element, despite the fact that they may act linearly on fields in the theory.
The coset elements are then members of G/H, where H includes all preserved transformations
except for translations. Generators of H and preserved translations are denoted by VI and Pµ,
respectively, and the remaining generators are denoted by Za. We write the coset element as
g˜ = exp(xµPµ) exp(ξ
aZa) , (2.4)
where xµ’s are the spacetime coordinates. The Maurer–Cartan 1-form is expanded as
Ω = ΩZ +ΩV +ΩP = Ω
a
ZZa +Ω
I
V VI +Ω
µ
PPµ , (2.5)
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and ΩV again transforms as a connection, while ΩP and ΩZ transform homogeneously. Further,
ΩP defines a vielbein for the system with components (ΩP )
ν
µ defined by ΩP = dx
µ(ΩP )
ν
µPν , where
ν is the Lorentz index, so that the covariant metric is given by gµν = (ΩP )
α
µ(ΩP )
β
νηαβ .
The second subtlety is that, in the case of spacetime symmetry breaking, there can be fewer
Goldstone modes than broken symmetries. There are various interpretations of this phenomenon,
see [9, 11, 27–30, 35–38], but there is no general consensus and it is a topic of ongoing research.
In any case, a procedure exists for determining when one can reduce the number of degrees of
freedom by eliminating fields in the action. Schematically, the rule is that if the commutator of an
unbroken translation generator, P , and a broken generator, Z1, contains another broken generator,
Z2, that is [P,Z1] ∼ Z2, then it is possible to eliminate the field corresponding to Z1 in favor of the
remaining fields and their derivatives. The relation between fields is determined by setting parts
of the Maurer–Cartan form along Z2 to zero. This is known as the Inverse Higgs (IH) effect [27].
In practice the elimination of the Z1 field is often equivalent to integrating the field out via its
equations of motion [29], but this is not always the case [7].
There is something of an art to choosing which parts of the Maurer–Cartan form to set to zero
and in determining whether the fields ought to be eliminated at all [9], but the only requirement
from a consistency standpoint is that the final theory obey all of the symmetries contained within
G. We take the viewpoint that one chooses which inverse Higgs constraints to apply based on the
degrees of freedom one wishes to describe. For example, when considering Yang–Mills we know
that we are interested in gauge bosons and therefore we eliminate all higher order fields in favor
of Aaµ. Keeping the other fields may be interesting in other contexts, but not the one we wish to
study here, and we leave such explorations to future work.
3 Yang–Mills As A Nonlinear Realization
With the knowledge of the previous sections, we can construct the YM action on d-dimensional
Minkowski space. Much of the following section is a modern rephrasing of the original calculation
of [15] and appears elsewhere in the literature (see [39] for a nice review), but some lesser known
results will be emphasized. Although the results are very general, we will assume that the gauge
group is a simple group for simplicity. For these groups, one can choose a matrix representation for
the generators, {Ta}, which satisfy tr(TaTb) ∝ δab = diag(+, . . . ,+).
5 We shall use the notations
interchangably when convenient. The existence of other invariant tensors depends on the group
in question and for the majority of our purposes it is sufficiently general to only contract group
indices with δab.
5In addition, for a simple group, the structure constants of the Lie algebra can be made totally anti-symmetric
by employing the Cartan–Killing metric gab = f
c
ad f
d
bc .
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3.1 The Local Yang–Mills Algebra
We now construct the algebra which the gauge fields nonlinearly realize. Although our main interest
is non-Abelian gauge theory, it is helpful for building intuition to first consider the Abelian case.
An Abelian 1-form gauge field, A, transforms under a gauge transformation, with g = eα(x)Q as
A 7−→ g−1(A+ d)g = A+ dα , (3.1)
where Q is the U(1) generator and α(x) is an arbitrary function. We can imagine Taylor expanding
this function as
α(x)Q =
∞∑
n=0
cµ1···µnx
µ1 · · · xµnQ , (3.2)
where the cµ1···µn are constant coefficients. If we then define new generators
Qµ1···µn ≡ xµ1 · · · xµnQ , (3.3)
we can think of a gauge transformation as being built out of an infinite number of global rota-
tions [39]
g = ecQ+
∑
∞
n=1 cµ1···µnQ
µ1···µn
. (3.4)
The interpretation is then that the global transformation generated by Q is linearly realized, while
the transformations generated by the Qµ1···µn are nonlinearly realized and the gauge field is the
corresponding Goldstone boson. Notice that the generators Qµ1···µn explicitly depend on xµ and
therefore do not commute with the spacetime Poincare´ generators.
With this intuition, we can now proceed to construct the algebra nonlinearly realized by a
non-Abelian gauge field. We denote the generators of the global part of the algebra by Ta, a ∈
{1, . . . , N}, satisfying commutation relations
[Ta, Tb] = −gf
c
ab Tc , (3.5)
where g is the gauge coupling. Latin gauge indices are raised and lowered with δab and whether an
index is up or down is unimportant. The Poincare´ generators are Pµ and Jµν .
In order to define local gauge generators we again expand the gauge generator as αa(x)Ta ≡∑∞
n=0 α
a
ν1...νn
xν1 . . . xνnTa for some set of constants α
a
ν1...νn
. Then, defining T ν1...νna ≡ x
ν1 . . . xνnTa,
these generators obey commutation relations6
[Tα1...αna , T
β1...βm
b ] = −gf
c
ab T
α1...αnβ1...βm
c
[Pµ, T
ν1...νn
a ] = −nδ
(ν1
µ T
ν2...νn)
a , (3.6)
and indeed we take (3.6) to define the algebra under study, along with the relations for [Pµ, Jαβ ],
[Jµν , Jρσ ] and [Jµν , T
α1...αn
a ] whose specific forms will not be needed. We call {T
α1...αn
a }, n 6= 0, the
“local generators” of the gauge group and {Ta} are the “global generators.” The union of the two
sets generates Glocal while {Ta} generates Gglobal ⊂ Glocal.
6We symmetrize with weight one, e.g., T(µν) =
1
2
(Tµν + Tνµ)
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3.2 Unbroken Phase
When the global symmetry is preserved, the SO(3, 1) rotations and Gglobal transformations act
linearly on gauge fields and YM is reproduced by studying the “breaking” pattern
Glocal × ISO(3, 1) −→ Gglobal × SO(3, 1) . (3.7)
The representative coset element belongs to (Glocal× ISO(3, 1))/(Gglobal×SO(3, 1)) and is written
as
g˜=ex
µPµ [. . .]eΦ
a
α1α2α3
T
α1α2α3
a eΦ
b
ν1ν2
T
ν1ν2
b e−A
c
µT
µ
c , (3.8)
where the fields {Φaν1...νn} are totally symmetric in all Greek indices and the terms in [. . .] are all
higher order in that they contain generators with more Greek indices.
3.2.1 Maurer–Cartan Form and Inverse Higgs
Given the coset representative (3.8), we can compute the Maurer–Cartan form and expand it as
Ω = ΩµPPµ +Ω
aTa +Ω
a
νT
ν
a + . . ., with components calculated to be
ΩµP = dx
µ
Ωa = dxνAaν
Ωaν = −dA
a
ν − 2dx
µΦaµν +
1
2
gf abc A
b
µA
c
νdx
µ . (3.9)
The commutation relation [Pµ, T
αβ
a ] = −2δ
(α
µ T
β)
a reveals that we can eliminate the field correspond-
ing to Tαβa , i.e., Φaαβ, through an inverse Higgs constraint. In components,
7 we have Ωaν = dx
µΩaµν ,
which we can separate into a symmetric and an anti-symmetric piece, where Φaαβ only appears in
the symmetric components
Ωa(µν) = −∂(µA
a
ν) − 2Φ
a
µν
Ωa[µν] = −∂[µA
a
ν] +
1
2
gf abc A
b
µA
c
ν = −
1
2
F aµν . (3.10)
Setting Ωa(µν) = 0, we eliminate Φ
a
µν in favor of derivatives of A
a
µ through
Φaµν = −
1
2
∂(µA
a
ν) . (3.11)
Evaluating Ωaν on this constraint, we obtain the YM field strength tensor, denoted
Ωaν
∣∣
IH
= −
1
2
F aµνdx
µ . (3.12)
A similar pattern holds when performing the calculation to higher orders. The fields Φaα1...αn
can all be removed by IH constraints which eliminate them in favor of Aaν and its derivatives. The
higher order components of the Maurer–Cartan form all turn into gauge covariant derivatives of
the field strength tensor [39].
7There is potential confusion here as Greek indices are used both as form indices and indices on the fields, but
their meaning should be clear in context.
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3.2.2 Symmetries
As a consistency check, we confirm that actions constructed using the IH constraint still respect the
full set of Glocal symmetries. We perform a generic symmetry transformation by acting on g˜ with
exp(−
∑
n ǫ
a
α1...αn
Tα1...αna ). Defining ǫ
a(x) ≡
∑
n x
ν1 . . . xνnǫaν1...νn , the infinitesimal transformations
are found to be
δAaµ = gf
a
bc ǫ
bAcµ + ∂µǫ
a
δΦaµν = gf
a
bc ǫ
bΦcµν −
1
2
∂µ∂νǫ
a −
1
2
gf abc A
c
(ν∂µ)ǫ
b . (3.13)
The first line of (3.13) is recognized as the familiar non-Abelian gauge transformation with gauge
parameter ǫa. The second line demonstrates that −12∂(µA
a
ν) and Φ
a
µν have the same transformation
properties and hence the IH replacement, Φaµν 7→ −
1
2∂(µA
a
ν), is consistent and yields an action
invariant under the full Glocal group.
3.2.3 Construction of the Action
We now construct the action. As discussed previously, the components of the Maurer–Cartan
form along the preserved generators define the connection used in matter covariant derivatives, and
thus from (3.9) the connection is simply Aaµdx
µ ≡ Aa, as expected. The remaining components
are contracted in H-invariant ways. For the case under consideration, this simply translates into
the requirement that Latin gauge indices are contracted with factors of δab and Greek indices are
contracted with ηµν or ǫµ1...µd .
We are imposing the IH constraint Φaµν = −
1
2∂(µA
a
ν) and so the lowest order forms we can build
actions with are ΩµP = dx
µ and Ωaν
∣∣
IH
= −12F
a
µνdx
µ. In generic d > 2 dimensions, there is only one
possible invariant action which is quadratic in Ωaν
∣∣
IH
,
L2 ∝ δabF
a ∧ ⋆F b = tr F ∧ ⋆F , (3.14)
where F is given by8
F a =
1
2
F aµνdx
µ ∧ dxν = ΩνP ∧Ω
a
ν (3.15)
and where ⋆ is the Hodge star with respect to the vielbein on M defined by ΩµP (here just the flat
metric). This is nothing but the standard Yang–Mills kinetic term, tr F ∧ ⋆F ∝ ddxF aµνF
µν
a , and
hence the coset construction is seen to generate the correct term.
We therefore see that the objects from which we can construct an invariant action are the
field strength tensor F aµνTa and the gauge covariant derivative Dµ = ∂µ + igA
a
µTa, and that any
Lagrangian L(Dµ, Fµν) built from these ingredients will be gauge invariant, which is a familiar
result.
8This relation is actually independent of whether or not one chooses to impose the IH constraint.
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In even dimensions, there are further possibilities. For example, in d = 4 there can be a term of
the form Lθ ∝ tr F ∧ F . This is nothing but the topological θ-term which is known to be a total
derivative. It is straightforward to verify this fact by explicitly writing out Lθ in terms of A
a
µ, but
it proves more interesting and fruitful to verify this fact through an alternative procedure which
takes advantage of the underlying group structure and makes connections to standard techniques
of coset methods.
3.2.4 Chern–Simons as a Wess–Zumino Term
Given a group G with Lie algebra generators Xa which obey [Xa,Xb] = f
c
ab Xc, the components of
the Maurer–Cartan form obey the Maurer–Cartan equation,
dΩc +
1
2
f cab Ω
a ∧ Ωb = 0 , (3.16)
where Ω = ΩaXa. For the Lie algebra at hand (3.6) and the Maurer–Cartan components in (3.9),
this implies
dΩµP = 0
dΩa =
g
2
f abc Ω
b ∧ Ωc +ΩµP ∧ Ω
a
µ
dΩaµ = gf
a
bc Ω
b
µ ∧Ω
c +ΩνP ∧ Ω
a
νµ . (3.17)
The exterior derivative relations (3.17) then provide the necessary ingredients for the cohomological
problem of finding Wess–Zumino terms.
For simplicity, we will focus on the case d = 4 and use (3.17) to show that tr F ∧ F is closed
and, relatedly, that there exists a WZ term in d = 3 which is simply the Chern–Simons term. We
follow the general WZ strategy and look for closed 4-forms. There is no need to impose IH for this
part of the calculation; we consider the form
Lθ ≡ δab(Ω
µ
P ∧Ω
a
µ) ∧ (Ω
ν
P ∧ Ω
b
ν) . (3.18)
Using the relations (3.17) we find that this form is closed,
dLθ = 2gf
d
ca (Ω
µ
P ∧Ω
c
µ) ∧ (Ω
ν
P ∧ Ω
a
ν) ∧ Ωd = 0 , (3.19)
since under c ↔ a the structure constant is antisymmetric while the forms are symmetric. As
indicated by our notation, this 4-form is simply the θ-term from the previous section, Lθ ∝ tr F ∧F ,
and thus we have proven the claim that it is a total derivative using the coset framework.
Further, Lθ is the exterior derivative of a 3-form which is not itself H-invariant. Explicitly,
Lθ = d
[
ΩµP ∧Ω
a
µ ∧ Ω
bδab +
1
6
gfabcΩ
a ∧ Ωb ∧ Ωc
]
≡ dLcs3 , (3.20)
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and since we are not allowed to use Ωa in constructing the relevant H-invariant actions, Lcs3 is not
itself strictly H-invariant. Therefore, Lcs3 represents a WZ term which can appear in the d = 3
action which would have been missed in a purely three dimensional coset construction. Replacing
the Ω’s in favor of Aa and the field strength, we find
Lcs3 = δabA
a ∧ F b +
1
6
gfabcA
a ∧Ab ∧Ac
= δabA
a ∧ dAb −
1
3
gfabcA
a ∧Ab ∧Ac , (3.21)
as the notation indicates, and as one may have expected, the Wess–Zumino 3-form for non-Abelian
gauge fields is simply the Chern–Simons term. Note that this result is in harmony with the earlier
discussion about symmetries in the coset construction; the Chern–Simons term (aWZ term) changes
by an exact form under a gauge transformation while the standard, non-WZ, kinetic term is strictly
invariant.9 A similar connection between Chern–Simons and Wess–Zumino terms was noted in [41].
The extension to higher dimensional cases is straightforward, but group dependent. If the gauge
group Gglobal admits an invariant tensor of the form Ma1...ak , then there exists a closed, gauge-
invariant 2k-form L2k which will lead to WZ terms defined by
L2k = dβ2k−1wz =Ma1...akΩ
µ
P ∧ Ω
a1
µ ∧ . . . ∧ Ω
ν
P ∧ Ω
ak
ν , (3.22)
but the existence of such an invariant tensor depends on the precise gauge group at hand. In terms
of the usual treatment of gauge fields, given the set of generators {Ta} the tensor Ma1...ak exists
if tr(Ta1 . . . Tak) is non-vanishing. Assuming the tensor exists, then the (2k − 1)-form β
2k−1
wz shifts
under the gauge transformation by an exact form. Having chosen the gauge group and determined
the values of k for which (3.22) exists, we can build the WZ terms appropriate for odd, d = 2n− 1
dimensions.
There are, in general, multiple such terms and they are all constructed by wedging a single β2k−1wz
type form with a set of L2k type forms such that the final result is a (2n − 1)-form. That is,
Lwz = β
2k−1
wz ∧ L
2k2 ∧ . . . ∧ L2km (3.23)
will define a WZ term (equivalently, a Chern–Simons term) in d = 2n−1, so long as k1+. . .+km = n
and the appropriate invariant tensors exist to generate each of these forms. For instance, defining
the shorthand Ωa(2) ≡ Ω
µ
P ∧ Ω
a
µ, d = 7 will always inherit a Chern–Simons term from the 8-form
L8′ ≡ δabδcdΩ
a
(2) ∧ Ω
b
(2) ∧ Ω
c
(2) ∧ Ω
d
(2) , (3.24)
9It is well known that the coupling of the d = 3 non-Abelian Chern–Simons form is quantized for certain gauge
groups [40]. In particular, the d = 3 Chern–Simons level is quantized if the homotopy group pi3(G) is nontrivial. On
the other hand, a naive application of Wess-Zumino-Witten [31] type arguments would alternatively indicate that
this coupling is quantized if pi4 ((Glocal × ISO(2, 1))/(Gglobal × SO(2, 1)) is non-trivial. Further explorations of the
relation between the two arguments would be interesting, but fall outside the scope of this paper.
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and if Mabcd exists then there will also be a second Chern–Simons term coming from
L8 ≡MabcdΩ
a
(2) ∧ Ω
b
(2) ∧ Ω
c
(2) ∧ Ω
d
(2) . (3.25)
These results are well-known, so this section is intended both as a translation between the
language and concepts of coset constructions and those of gauge theories and as a further check
that the methods of non-linear realizations can reproduce known results. Indeed the final two lines
of (3.17) are nothing but the definition of the curvature tensor and the Bianchi identity, respectively
implying
F a = dAa −
1
2
gf abc A
b ∧Ac
dF a − gf abc A
b ∧ F c = 0 . (3.26)
If one were to repeat the calculations of this section using the identities in the form (3.26) rather
than (3.17), the derivation of Chern–Simons terms would have directly mirrored methods familiar
in the literature. For instance, the 8-forms in (3.24) and (3.25) simply correspond to
L8
′ ∝ (trF ∧ F ) ∧ (trF ∧ F )
L8 ∝ tr(F ∧ F ∧ F ∧ F ) , (3.27)
in the usual language, with corresponding Chern–Simons 7-forms.
3.3 Spontaneously Broken Phase
We now want to address the situation in which the gauge symmetry is spontaneously broken. For
concreteness, we consider the case where all of the gauge symmetries are broken. It is straightfor-
ward to apply the following procedure to more general breaking patterns and we will comment on
other scenarios in a later section.
The primary difference from the unbroken case is that now the global part of the gauge transfor-
mation is also nonlinearly realized. Therefore, only Lorentz symmetry is linearly realized, and the
corresponding breaking pattern is Glocal× ISO(3, 1)→ SO(3, 1). The representative coset element
belongs to (Glocal × ISO(3, 1))/SO(3, 1) and can be written as
g˜ = ex
µPµ [. . .] eΦ
b
ν1ν2
T
ν1ν2
b e−A
c
µT
µ
c epi
aTa , (3.28)
in the same manner as (3.8).
3.3.1 Maurer–Cartan Form and Inverse Higgs
The construction of the Maurer–Cartan form and the implementation of the inverse Higgs constraint
proceed along the same lines as the unbroken case. Since the representative coset element of the
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broken case is related simply to that of the unbroken case, i.e., g˜broken = g˜unbrokene
piaTa , the two
Maurer–Cartan forms are also closely related
Ωbroken=e
−piaTaΩunbrokene
piaTa + e−pi
aTadepi
aTa . (3.29)
Expanding out the Maurer–Cartan form as before, we find that the coefficients are
ΩµP = dx
µ
Ωa = dxνAbνU(π)
a
b +
1
g
f abc U(π)
b
ddU(π)
dc
Ωaν = −dA
b
νU(π)
a
b − 2dx
µΦbµνU(π)
a
b +
1
2
gf dbc A
b
µA
c
νdx
µU(π)ad , (3.30)
where we have defined the matrix
U(π)ba = δ
b
a + gπ
cf bca +
1
2
g2πcπc
′
f dca f
b
c′d + . . . = exp[gπ
cf bca ] , (3.31)
also note that U−1(π)ba = U(π)
a
b . Additionally, we have chosen to normalize the generators so that
f dac f
c
bd = δab.
The IH constraint which eliminates Φaαβ remains the same:
10 Φaαβ = −
1
2∂(αA
a
β). After imposing
this constraint, we have Ωaν
∣∣
IH
= −12dx
µF bµνU(π)
a
b .
3.3.2 Relation to the Stu¨ckelberg Trick
The above calculation demonstrates that the ingredients derived from coset methods for building
Yang–Mills actions in the Higgs phase are simply a realization of the Stu¨ckelberg trick used to
restore gauge symmetries. In this section, we make the correspondence explicit.
First, we review the implementation of the Stu¨ckelberg trick in the theory of massive SU(N)
YM gauge bosons which, for simplicity, all have the same mass m,
L = −
1
4g2
trFµνF
µν −
m2
2g2
trAµA
µ . (3.32)
This lagrangian is not gauge invariant, but gauge invariance can be restored by coupling in new
fields, πa(x), with a ∈ {1, . . . , N2 − 1}, i.e., one field for each generator of SU(N). In order to
insert the πa(x)’s appropriately, one first performs a gauge transformation with πa(x) as the gauge
parameter,
Aµ 7−→ U
†(π)(Aµ + ∂µ)U(π) ≡ A
′
µ
Fµν 7−→ U
†(π)FµνU(π) ≡ F
′
µν (3.33)
10Notice that the commutation relation [Pµ, T
ν
a ] = −δ
ν
µTa implies that it is possible to eliminate A
a
µ in favor of
pia and its derivatives through an inverse Higgs constraint. In accordance with our philosophy on the IH effect, we
choose not to implement the constraint. Physically, we know that we want to describe gauge bosons so we keep the
Aaµ’s. In practice, the resulting IH constraint would force A
a
µ to be pure gauge, resulting in a trivial Maurer–Cartan
form free of any dynamical fields, which is indeed invariant under the relevant symmetries, but is not particularly
useful.
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where U(π) = epi
a(x)Ta is an element of SU(N). We then define a new lagrangian L′ by taking
(3.32) and replacing Aµ 7→ A
′
µ and Fµν 7→ F
′
µν . That is,
L′ = −
1
4g2
trF ′µνF
′µν −
m2
2g2
trA′µA
′ν
=−
1
4g2
trFµνF
µν−
m2
2g2
trDµU(π)D
µU †(π) , (3.34)
where DµU(π) = ∂µU(π) + AµU(π) is the gauge covariant derivative of U(π). The lagrangian L
′
then enjoys a gauge symmetry under which we simultaneously change
Aµ 7−→ V
†(x)(Aµ + 1∂µ)V (x)
U(π) 7−→ V †(x)U(π) , (3.35)
where V (x) ∈ SU(N).
The physics of the L and L′ lagrangians is the same, we have just made the degrees of freedom
in (3.32) manifest. In L′, we introduced N2 − 1 new fields, but also restored N2 − 1 gauge sym-
metries and hence degree of freedom counting is the same for both cases. We can demonstrate the
equivalence explicitly by using the gauge symmetry of L′ to go “unitary gauge” in which we set
U(π)→ 1, where the two lagrangians coincide.
The above process and its generalizations are known collectively as the Stu¨ckelberg trick, which
is often a useful tool for elucidating the physics in certain regimes of theories, especially at high
energies. See [19, 42–44] for good discussions of Stu¨ckelberg fields in various contexts.
The Stu¨ckelberged fields in (3.33) are precisely the terms which arise in the Maurer–Cartan
form (3.30) when applied to completely broken SU(N). We noted in (3.29) that the Maurer–
Cartan forms for the broken and unbroken phases of YM are related in a very simple manner. If
we expand out the terms on each side of (3.29) using
Ωbroken = Ω
′µ
PPµ +Ω
′aTa +Ω
′a
νT
ν
a + . . .
Ωunbroken = Ω
µ
PPµ +Ω
aTa +Ω
a
νT
ν
a + . . . (3.36)
then (3.29) demonstrates that
Ω′aTa = e
−pib(x)Tb
(
ΩaTa + d
)
epi
b(x)Tb
Ω′aνT
ν
a = e
−pib(x)TbΩaνT
ν
a e
pib(x)Tb . (3.37)
Identifying Ωa 7→ A
a
µdx
µ, Ωaν 7→ −
1
2F
a
µνdx
ν and epi
b(x)Tb = U(π) (and similar for primed terms),
we easily see that the ingredients we obtain from the Maurer–Cartan form (3.30) are precisely the
same as the fields used in the Stu¨ckelberg trick (3.33).
The Stu¨ckelberg trick is applicable to more general theories (in our example the gauge masses
were only chosen to be equal for simplicity) and, as we will see, the broken phase Maurer–Cartan
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components (3.30) provide the completely general building blocks for generating the low energy
action in completely broken gauge theories.
It is interesting that the coset construction for broken YM theories automatically comes replete
with Stu¨ckelberg fields, but perhaps it is not surprising. After all, the coset construction generates
actions which non-linearly realize every broken symmetry of the system. Massive gauge theories
written in the standard form, as in (3.32), retain none of the broken gauge symmetries. Only when
we couple in Stu¨ckelberg fields do we restore a realization of gauge invariance and hence one might
have expected this method to coincide with the coset result.
3.3.3 Relation to Gauging Cosets by Hand
Finally, we comment on the relation between our construction, the Stu¨ckelberg trick and the method
in which coset models are gauged by hand [19, 20]. This technique explores the role of gauge fields
in SSB systems essentially by using the Stu¨ckelberg trick in reverse. Rather than beginning with
the gauge fields, one starts with the Goldstones {πa} which parameterize the coset space G/H
corresponding to a global symmetry breaking pattern G→ H.
As detailed previously, the action for the bosons is generated by writing a typical element of
G/H as g˜ = epi
aTa , taking the πa’s to be the Goldstone fields and defining the non-linearly realized
symmetries of πa by πa → π′a via the relation
gepi
aTa = epi
′aTah(π, g) , (3.38)
or equivalently g : g˜ → g˜′ = gg˜h−1(π, g), where g is an arbitrary, spacetime independent element of
G. One then constructs the Maurer–Cartan form Ω = g˜−1dg˜ = ΩZ + ΩV = Ω
a
ZZa + Ω
I
V VI , where
VI ’s generate H and Za are the remaining, broken generators. Under (3.38) these components
transform as
g :


ΩZ 7−→ h(π, g)ΩZh
−1(π, g)
ΩV 7−→ h(π, g) (ΩV + d)h
−1(π, g)
. (3.39)
If we wish to promote this to local transformations, g → g(x), so that the transformation now
replaces πa by πa → π′a via the new relation
g(x)epi
aTa = epi
′aTah(π, g(x)) , (3.40)
or equivalently g(x) : g˜ 7→ g˜′ = g(x)g˜h−1(π, g(x)), we need to introduce a gauge field A with
components along all of the generators of G. Since we wish to insert A in such a way that we
retain the nice properties we had when working with the Maurer–Cartan form, it proves useful to
consider the object Ω˜ ≡ g˜−1(d + A)g˜ = Ω + g˜−1Ag˜. Demanding that under the action of g(x), A
transforms as g(x) : A 7→ g(x)(A + d)g(x)−1, we find that the total transformation of Ω˜ is
g(x) : g˜−1(d +A)g˜ 7→ hg˜−1g(x)−1
[
d + g(x)Ag(x)−1 + g(x)dg(x)−1
]
g(x)g˜h−1
= hΩ˜h−1 + hdh−1 . (3.41)
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If we break up Ω˜ into its components along Za and VI as Ω˜ = Ω˜Z+Ω˜V = Ω˜
a
ZZa+Ω˜
I
V VI then, entirely
analogously to the ungauged case (3.39), the above transformation law and the assumed properties
of the groups imply that the components of Ω˜ along broken generators transform homogeneously
while those along unbroken generators transform as a connection,
g(x) :


Ω˜Z 7−→ h(π, g(x))Ω˜Zh(π, g(x))
−1
Ω˜V 7−→ h(π, g(x))(Ω˜V + d)h(π, g(x))
−1
. (3.42)
From here, the coset construction proceeds as normal; one uses Ω˜Z to write down H-invariant
actions, and in particular one can use these terms to write down masses for the broken gauge
generators. In the limiting case where the gauge group is entirely broken, we see that we are
required to build actions with g˜−1(d + A)g˜, with g˜ ∈ G, which is exactly the object we used to
build actions in the previous section when using the Stu¨ckelberg trick which was, in turn, found to
be essentially equivalent to the construction used in this paper.
In the end, the building blocks found through the methods of this section, the Stu¨ckelberg
trick and the spacetime coset techniques presented in this paper are identical to each other, but
rather than starting with only gauge fields or only Goldstone bosons, our method incorporates both
simultaneously and fits entirely within the framework of non-linear realizations, which may prove
to be a technical advantage. In particular, when studying Higgs mechanisms for systems which
also spontaneously break Poincare´ invariance, spacetime coset methods handle the implementation
of inverse Higgs constraints quite naturally and would seem to be better suited for these scenarios
than Stu¨ckelberging or gauging by hand would be [23].
3.3.4 Construction of the Action
We now construct the d-dimensional action appropriate for the broken phase of the theory. Two
crucial differences between the broken and unbroken cases are that we can now use Ωa in the
construction of the action (because it now corresponds to a broken generator) and we no longer are
required to contract gauge indices with δab.
Defining ΩνP ∧Ω
a
ν ≡ F
a = F bΩ(π)ab , the most general SO(3, 1) invariant action quadratic in the
Maurer–Cartan components is
L2 = IabF
a ∧ ⋆Fb −MabΩ
a ∧ ⋆Ωb +ΘabF
a ∧ Fb + εabΩ
a ∧ Ωb (3.43)
for arbitrary tensors Iab andMab. The tensors Θab and εab can be non-zero only in d = 4 and d = 2,
respectively, and we do not consider them further. Any theory whose gauge group is completely
broken will have a low energy description whose action takes on the form (3.43), at lowest order.
Basic physical requirements place coarse constraints on the form of (3.43), but finer grained
information cannot be determined without further assumptions. The requirement that there be
no tachyons forces the mass matrix Mab to be positive semi-definite, while freedom from ghosts
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and technical naturalness11 require that Iab parametrically reduces to Iab → λδab, with λ > 0, as
Mab → 0 [42]. But there is no physical principle that determines, for example, the distribution of
the gauge boson masses.
This is as it should be, since the knowledge that the symmetry group is entirely broken is
not enough information on its own to determine the distribution of gauge masses. The coset
construction only gives us invariant objects that can be used to build low-energy effective actions
and finding a UV theory which gives rise to specific parameters is a separate question. In fact,
even given a micophysical model where the field content, interactions and couplings are specified,
this information may not be enough to uniquely determine the spectrum of gauge masses. For
instance, there could be moduli in the theory which break the gauge symmetries by acquiring
vacuum expectation values (VEVs), which in turn set the gauge masses. Since there exist many
possible values for the VEVs, there exist many possible distributions for the gauge masses.
The coset construction can thus properly reproduce the generic form of the low energy action
for a completely spontaneously broken gauge theory. We found that the gross features of the action
could be determined, but certain details could not. This is in part an artifact of the example we
chose to study. Often the gauge group is not entirely broken, rather it is only broken down to a
subgroup, or there may be additional UV global symmetries which more tightly constrain the form
of the low energy action than in the setting considered above. We briefly touch on some of these
alternative situations in the next section.
3.3.5 WZ Terms in the Broken Phase
For completeness, we search for possible Wess–Zumino terms in the broken phase. Unlike in the
unbroken case, there are no terms which we a priori expect to find. That is, the Chern–Simons
term fit all of the criteria for a WZ term and it was fairly clear that it would arise as such in the
unbroken phase. However, there are no well known analogues which appear in the action only in
the broken phase and, indeed, we will not find any WZ terms here.
The procedure is nearly identical to that of the unbroken case. For simplicity we assume that in
addition to Glocal there is an additional global G symmetry and that the total group is spontaneously
broken down to the diagonal subgroup12, Glocal × G → (Glocal × G)diag. This is not a significant
change. The Maurer–Cartan components for this pattern are the same as in (3.30) and the preserved
symmetry just forces us to contract Latin gauge indices with gauge invariant tensors, as we will
see more explicitly in later examples. The choice is simply made for brevity, since it reduces the
number of terms we need to consider when constructing actions.
We start with the components of the Maurer–Cartan form and use the Maurer–Cartan structure
11Here we mean requiring that gauge invariance be restored in the limit that the gauge masses are taken to zero.
This ensures that corrections to the gauge masses are proportional to the masses themselves, so that the mass is not
raised to the cutoff by quantum corrections.
12Along with the usual “breaking” pattern for the Poincare´ symmetries, which we have omitted writing here.
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equations to find H-invariant, closed (d + 1)-forms which are locally the exterior derivative of a
d-form which is not itself H-invariant. The d-form defines a d-dimensional WZ term. Since the
algebra under study remains unchanged in the broken phase, all of the Maurer–Cartan structure
equations remain exactly the same. The only differences are that the Maurer–Cartan components
now have different dependences on the fields13 and we can now use Ωa, whereas it was forbidden
in the unbroken case. Finally, to be precise, we concentrate on the construction of WZ terms in
d = 3 in order to compare to the work of previous sections.
We find that in the broken phase there exist only two invariant 4-forms that are generically
closed14. The first such 4-form is
L = Ωaµ ∧ Ω
µ
P ∧Ω
b ∧Ωcfabc , (3.44)
but this is the exterior derivative of an allowed 3-form,
L =
1
3
d
[
fabcΩ
a ∧ Ωb ∧ Ωc
]
, (3.45)
The second 4-form is familiar to us: it is simply the θ-term
Lθ ≡ δab
(
ΩµP ∧Ω
a
µ
)
∧
(
ΩνP ∧ Ω
b
ν
)
, (3.46)
and as we stated earlier, we already knew this would be closed in the broken phase since the Algebra
and form of the Maurer-Cartan structure equations remain unchanged. Again, we previously found
(3.20) that Lθ is exact
Lθ = d
[
ΩµP ∧Ω
a
µ ∧ Ω
bδab +
1
6
gΩa ∧Ωb ∧Ωcfabc
]
= dLcs3 , (3.47)
but now the conclusion is different. In the unbroken phase the use of Ωa was disallowed in the coset
construction and so L3 was missed when attempting to generate 3-form actions, meaning that Lcs3
represented a true WZ term. In the broken phase, Ωa can now be used to generate 3-forms and
so Lcs3 is simply a 3-form action that can be written down within the usual coset framework. In
the language of non-linear realizations, Lcs3 no longer represents a WZ term in the broken phase.
Therefore, there are no WZ terms at all for spontaneously broken d = 3 gauge theories.
There is some potential confusion with respect to the interpretation of Lcs3 in the Higgs phase
which deserves comment. We no longer have ΩaTa = A
aTa, but instead, from (3.30), it is of the form
ΩaTa = U(π)
−1 (AaTa + d)U(π), where U(π) is an element of G which depends on the π
a fields.
Therefore, Lcs3 defined in (3.47) is the normal Chern–Simons 3-form (3.21) with the replacement
13For example, in the broken phase Ωa = dxνAbνU(pi)
a
b +
1
g
f abc U(pi)
b
ddU(pi)
dc, while in the unbroken phase it was
simply Ωa = dxµAaµ.
14By “generically closed”, we mean closed for all possible gauge groups. Certain forms may end up being closed
only for particular gauge groups simply due to dimensionalities. For example, Ωa ∧Ωb ∧Ωc ∧Ωd vanishes for SU(2)
because there are only three independent gauge indices, and this fact could in principle cause certain forms to be
closed when studying SU(2), but this would not generally be true.
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A 7→ U−1(A + d)U everywhere, which we write as Lcs3 [U
−1 (A+ d)U ]. Since the CS term is
gauge invariant up to a total derivative it is tempting to replace Lcs3 [U
−1 (A+ d)U ] → Lcs3 [A]
and remove the Stu¨ckelberg fields entirely. Possible confusion arises as this replacement obscures
the fact that the CS term is no longer a Wess-Zumino term in the sense that it should no longer
shift by a total derivative. That is, we have claimed that non-WZ terms are strictly invariant,
but if we make the above replacement then we will find that Lcs3 [A] shifts by a total derivative
under gauge transformations, as usual. The key is that to preserve the non-WZ nature of this
term in the broken phase we should not drop the total derivatives we get when removing the
Stu¨ckelberg fields as they are responsible for keeping Lcs3 [U
−1 (A+ d)U ] strictly gauge invariant.
For most purposes, either form of Lcs3 will be fine and this discussion is just a clarification on
the internal consistency of these coset procedures. However, there does exist one subtlety in that
the usual non-renormalization argument [40] for the CS coupling constant does not go through for
Lcs3 [U
−1 (A+ d)U ] as it crucially relies on the fact that the CS term shifts by a total derivative.
4 Applications and Generalizations
In this section, we generalize the previous construction in two ways. First, we consider a situation
where the gauge symmetry is not completely broken, but rather is broken to some subgroup. Ad-
ditionally, we consider the generalization of our techniques to p-form gauge theories, and construct
actions for these theories in both the unbroken and Stu¨ckelberg phases using coset techniques.
4.1 Other Breaking Patterns
First we consider symmetry breaking patterns where the UV physics contains both gauged and
global copies of a symmetry group G which is spontaneously broken down to a group which contains
a diagonal version of G.
As a concrete example, consider an SU(N) theory with N Higgs fields transforming in the
fundamental representation. We can combine the Higgs fields into an N × N matrix Φ and build
an appropriate potential out of tr[Φ†Φ] such that the fields acquire a vacuum expectation value
〈Φ〉 ∝ 1 [43]. The potential has an SU(N)× SU(N)× U(1) symmetry under which Φ→ eiθLΦR,
where eiθ ∈ U(1) and L,R ∈ SU(N).
Now imagine that we have gauged the left transformations. The VEVs then generate the break-
ing pattern SU(N)local × SU(N)global × U(1)global → SU(N)diagonal, since 〈Φ〉 → L〈Φ〉R with
L = R−1 is the only preserved symmetry.
We now examine this breaking pattern using our coset methods. Letting the generators of
SU(N)local, SU(N)global and U(1)global be {T
ν1...νn
a }, {Ua} and V respectively, the only preserved
internal symmetry is generated by the diagonal set {Ta −Ua}. It is convenient to take the basis of
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broken generators as {T ν1...νna , V }, in which case the representative coset element is
g˜′ = ex
µPµ [. . .]eΦ
a
µνT
µν
a e−A
c
µT
µ
c epi
aTaeφV , (4.1)
and we may expand the Maurer–Cartan form as
g˜′−1dg˜′ = Ω′µPPµ +Ω
′
T
aTa +Ω
′
U
aUa +Ω
′
V V +Ω
′
T
a
νT
ν
a + . . . . (4.2)
The calculation is almost the same as in the broken case (3.30), and the result is
Ω′P
µ = dxµ
Ω′V = dφ
Ω′T
a = Abνdx
νU(π)ab +
1
g
f abc U(π)
b
ddU(π)
dc
Ω′T
a
ν = −dA
b
νU(π)
a
b − 2dx
µΦbµνU(π)
a
b +
1
2
gf dbc A
b
µA
c
νdx
µU(π)ad , (4.3)
where the matrix U(π)ba is defined in (3.31).
Every part of the Maurer–Cartan form lies along a broken generator, since there is no component
along Ua, and hence we can use every component of (4.3) to build actions. It is crucially important
that there is now a preserved global, diagonal SU(N) symmetry, as this dictates that the Latin
gauge indices must be contracted with δab. This eliminates many of the U(π)
b
a factors, since
U(π)baU(π)
c
b = δ
c
a, and the most general, stable action that is quadratic in the components of the
Maurer–Cartan form is found to be
L = −
1
4g2
trFµνF
µν −
m2
2g2
trDµU(π)D
µU−1(π)−
1
2
(∂φ)2 , (4.4)
where we have imposed the inverse Higgs constraint, employed trace notation rather than displaying
the explicit δab’s and have used the gauge covariant derivative notation of (3.34).
Therefore, the result of the symmetry breaking pattern is N2−1 gauge bosons of equal mass and
a massless Goldstone field corresponding to the broken U(1), in accord with the results of [43].15
We thus see that the coset methods applied to gauge theories can have more predictive power when
more symmetries are preserved. Also note that had we not included the U(1) factor we would have
reproduced the Lagrangian of (3.33).
4.2 Generalization to p-forms
Thus far, we have been studying one-form gauge fields, but it is also straightforward to generalize
to the case of Abelian p-forms. Such a form, Ap = Aµ1···µpdx
µ1 ∧ · · · ∧ dxµp , transforms under a
gauge transformation as
Ap 7−→ Ap + dΛp−1 , (4.5)
15We have assumed that the acquired gauge boson masses are smaller than the masses of the radial modes so that
the massless φ field and the gauge fields are the lowest energy degrees of freedom.
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where Λp−1 is a (p − 1)-form. Explicitly, in components, this is Aµ1···µp 7→ Aµ1···µp + ∂[µ1Λµ2···µp].
As before, the global part of the gauge transformation (for which dΛ = 0) is linearly realized
on Ap, while the local part of the gauge transformation is realized non-linearly. Similar to the
Yang–Mills case, we can expand out the gauge parameter Λp−1 and define new generators by
Tα1···αnµ1···µp−1 ≡ xα1 · · · · xαnT µ1···µp−1 , all of which commute with each other. Note that T µ1···µp−1
generates the global part of the gauge transformation, while the other generators generate the local
transformations. These generators have non-trivial commutators with spacetime translations
[Pν , T
α1···αnµ1···µp−1 ] = −nδ(α1ν T
α2···αn)µ1···µp−1 , (4.6)
and also with spacetime rotations and boosts, but the form of this latter commutator will be
immaterial to our purposes.
We are interested in the coset Glocal/Gglobal, which we parameterize as
g˜ = ex
µPµ · · · eΦα1α2µ1···µp−1T
α1α2µ1···µp−1
eAαµ1···µp−1T
αµ1···µp−1
. (4.7)
Note that Aαµ1···µp−1 is anti-symmetric in all of its indices. From this, we can compute the compo-
nents of the Maurer–Cartan form
Ω = ΩµPµ +Ωµ1···µp−1T
µ1···µp−1 +Ωαµ1···µp−1T
αµ1···µp−1 (4.8)
where the coefficients are given by
Ωµ = dxµ (4.9)
Ωµ1···µp−1 = dx
αAαµ1···µp−1 (4.10)
Ωαµ1···µp−1 = dAαµ1···µp−1 − 2dx
βΦ(αβ)µ1···µp−1 . (4.11)
As before, we can eliminate the field Φ through an inverse Higgs constraint by setting
1
2
∂(βAα)µ1···µp−1 − 2dx
βΦ(αβ)µ1···µp−1 = 0 . (4.12)
This projects the part symmetric in (αβ). Upon substituting back in, we obtain the field strength:16
Ωαµ1···µp−1 =
1
2
dxβ∂[βAαµ1···µp−1] =
1
2
dxβFβαµ1···µp−1 . (4.13)
Using this, we can construct the quadratic action
L2 = Ωµ1···µp ∧ ⋆Ω
µ1···µp ∼ Fp+1 ∧ ⋆Fp+1 , (4.14)
where Fp+1 = dAp. Notice that in the case p = 1, with A = Aµdx
µ, this reduces precisely to
Maxwell electrodynamics, as expected.
16Here we have used the fact that ∂[βAα]µ1···µp−1 = ∂[βAαµ1···µp−1], because A is antisymmetric in all its indices.
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Similar to the Yang–Mills case, there exist Wess–Zumino terms for p-forms, descending from
topological terms built out of products of Ωµ1···µp , of the form
L ∼ Fp+1 ∧ Fp+1 ∧ · · · ∧ Fp+1 , (4.15)
which exist whenever n(p + 1) = d for some n. These terms are exact (L = dβcs), and have
corresponding Wess–Zumino terms in one lower dimension, which are again the Chern–Simons
terms
βcs = Ap ∧ Fp+1 ∧ · · · ∧ Fp+1 , (4.16)
which shift by a total derivative under a gauge transformation.
4.2.1 Spontaneously broken p-form gauge theories
We now consider the theory of spontaneously broken p-form gauge fields. Much as in the Yang–Mills
case, in order to construct the theory in the broken phase, we consider breaking the global part
of the field transformation also, corresponding to T µ1···µp−1 , which has a corresponding Goldstone
boson, Bµ1···µp−1 . We therefore consider the coset element
g˜ = g˜locale
Bµ1···µp−1T
µ1···µp−1
. (4.17)
The Maurer–Cartan forms are similar to before: after imposing the inverse Higgs constraint (4.12),
the MC 1-forms are
Ωµ = dxµ (4.18)
Ωµ1···µp−1 = dx
α
(
Aαµ1···µp−1 + ∂[αBµ1···µp−1]
)
(4.19)
Ωαµ1···µp−1 =
1
2
dxβFβαµ1···µp−1 . (4.20)
Notice that in addition to the kinetic term ∼ F 2, we can also now construct a mass term for the
gauge field, so that the quadratic lagrangian is (in form notation)
L = −
1
2
dAp ∧ ⋆dAp −
m2
2
(Ap + dBp−1) ∧ ⋆(Ap + dBp−1) , (4.21)
which is invariant under a gauge transformation where both Ap and Bp−1 transform
Ap 7−→ Ap + dΛp−1 , (4.22)
Bp−1 7−→ Bp−1 − Λp−1 . (4.23)
Here the form field Bp−1 is a Stu¨ckelberg field which restores gauge invariance in the massive theory.
This type of Stu¨ckelberg realization of the gauge symmetry arises, for example, in the worldvolume
action of D-branes in the presence of background p-form gauge fields [45]. Again, in the case p = 1,
this reduces to the scalar Stu¨ckelberg field that appears in a massive U(1) theory.
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4.3 Anomalous Gauge Theories
Finally, we note that the discussion has so far remained classical, but the above methods could
have applications to interesting quantum mechanical aspects of symmetry breaking. There exist
gauge theories which are anomaly free in the UV, but which display gauge anomalies in the IR after
SSB occurs, as is nicely discussed in [43]. Here, a gauge invariant description can be restored by
coupling in Stu¨ckelberg fields through a Wess–Zumino term whose gauge variation does not vanish,
but precisely cancels the anomalous variation arising from the other low energy fields. It would be
an interesting exercise to explore whether the physics of such anomalous low energy theories can
be captured in the coset language.
5 Conclusion
The coset methods of Callan, Coleman, Wess and Zumino, and Volkov [1–3] have proven to be
invaluable tools for exploring the low energy behavior of systems which exhibit the spontaneous
breaking of internal symmetries. These methods were later extended and it was shown that the YM
lagrangian naturally arises if one studies a “breaking” pattern in which a local gauge symmetry is
“broken” to the global group [15, 16]. In this paper, we have extended these methods to study the
case where gauge symmetries are truly spontaneously broken.
First, we reproduced the coset construction of Yang–Mills gauge theories in modern language.
The results are familiar, but it is interesting to approach YM from this non-standard direction.
For instance, the search for a Wess–Zumino action in the coset calculation, in the sense of [4], was
shown to lead to the Chern–Simons terms.
Next, we have extended these techniques to the case where even the global symmetry is non-
linearly realized, which physically corresponds to a true breaking of the gauge symmetry. Coset
methods faithfully reproduce the result that the low energy physics is described by massive gauge
bosons. Depending on the breaking pattern, it can be possible to discern the distribution of gauge
boson masses while remaining agnostic about the UV physics. Historically this is what makes the
coset construction powerful: generic properties of the low energy physics can be discerned from
only the knowledge of the breaking pattern. A search for WZ terms in the broken phase revealed
that none exist.
We were able to reproduce familiar results about Stu¨ckelberged Yang–Mills theories, where the
non-linear realization of gauge symmetry arises in an interesting way. Further, we were able to
reproduce results about other breaking patterns, where only some of the gauge symmetries are
broken in this alternative language. Similar analyses can be performed for other, related patterns.
For instance, the above procedure could be used to study color flavor locking [46], electroweak
symmetry breaking via chiral condensates, or theories with approximate custodial symmetries.
Alternatively, it is straightforward to study examples in which subsets of the gauge group are
preserved. Additionally, it was straightforward to generalize our results to the case of p-form gauge
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theories. Although we focused on Abelian p-form theories, it would be interesting to see if these
techniques could be applied to the construction of actions for non-Abelian p-form gauge fields.
Many other directions in which to generalize present themselves. An obvious one is to consider
what happens if in addition to gauge symmetry, spacetime symmetries are broken. In this note
we have assumed that Poincare´ symmetry is preserved by the symmetry breaking physics, but this
need not be so, and the formalism should generalize readily to this case. Such Higgs phases of non-
relativistic gauge theories have recently been considered in [47, 48], and it would be intetresting to
try to reproduce their results in this language. Another possible application of these techniques is to
the duality recently pointed out in [21] for Abelian vector fields. Similar to the way that the duality
enjoyed by galileon theories [49] can be understood from the coset perspective [13, 50], it should
be possible to understand this vector duality using the techniques presented here. Concretely, the
duality should follow upon the identification Tµ 7→ Tµ+αPµ, which implements the field redefinition
xµ 7→ xµ + αAµ in the low-energy theory.
A final application of these methods concerns studying Higgs phases of gravity. Various proposals
for Higgs mechanisms of gravity have been previously suggested, but only with the recent discovery
of dRGT [22] has it become known how to construct an apparently consistent, ghost free theory of
massive gravity, making it the leading candidate for describing a potential Higgs phase of gravity.
Applying our methods to general relativity, it is possible to determine to what extent dRGT can
be expected as the generic low energy description of spontaneously broken gravity. These avenues
are currently under investigation [23].
Acknowledgments: We thank Lasha Berezhiani, Kurt Hinterbichler, Denis Klevers, Emil Mar-
tinec, Alberto Nicolis, Riccardo Penco, Rachel Rosen and Yi-Zen Chu for useful dicussions. The
work of G.G. and M.T. was supported in part by the US Department of Energy. The work of A.J.
was supported in part by the Kavli Institute for Cosmological Physics at the University of Chicago
through grant NSF PHY-1125897, an endowment from the Kavli Foundation and its founder Fred
Kavli, and by the Robert R. McCormick Postdoctoral Fellowship.
References
[1] J. Callan, Curtis G., S. R. Coleman, J. Wess, and B. Zumino, “Structure of
phenomenological Lagrangians. 2.,” Phys.Rev. 177 (1969) 2247–2250.
[2] S. R. Coleman, J. Wess, and B. Zumino, “Structure of phenomenological Lagrangians. 1.,”
Phys.Rev. 177 (1969) 2239–2247.
[3] D. Volkov, “Phenomenological Lagrangians,” Sov. J. Particles Nucl. 4 (1974) 3.
[4] E. D’Hoker and S. Weinberg, “General effective actions,” Phys.Rev. D50 (1994) 6050–6053,
arXiv:hep-ph/9409402 [hep-ph].
25
[5] H. Watanabe and H. Murayama, “Unified Description of Nambu-Goldstone Bosons without
Lorentz Invariance,” Phys.Rev.Lett. 108 (2012) 251602, arXiv:1203.0609 [hep-th].
[6] K. Hinterbichler, A. Joyce, and J. Khoury, “Non-linear Realizations of Conformal Symmetry
and Effective Field Theory for the Pseudo-Conformal Universe,” JCAP 1206 (2012) 043,
arXiv:1202.6056 [hep-th].
[7] G. Goon, K. Hinterbichler, A. Joyce, and M. Trodden, “Galileons as Wess-Zumino Terms,”
JHEP 1206 (2012) 004, arXiv:1203.3191 [hep-th].
[8] P. Creminelli, M. Serone, and E. Trincherini, “Non-linear Representations of the Conformal
Group and Mapping of Galileons,” JHEP 1310 (2013) 040, arXiv:1306.2946 [hep-th].
[9] A. Nicolis, R. Penco, F. Piazza, and R. A. Rosen, “More on gapped Goldstones at finite
density: More gapped Goldstones,” JHEP 1311 (2013) 055, arXiv:1306.1240 [hep-th].
[10] A. Nicolis, R. Penco, and R. A. Rosen, “Relativistic Fluids, Superfluids, Solids and
Supersolids from a Coset Construction,” arXiv:1307.0517 [hep-th].
[11] S. Endlich, A. Nicolis, and R. Penco, “UV completion without symmetry restoration,”
arXiv:1311.6491 [hep-th].
[12] H. Watanabe and H. Murayama, “The effective Lagrangian for nonrelativistic systems,”
arXiv:1402.7066 [hep-th].
[13] K. Kampf and J. Novotny, “Unification of Galileon Dualities,” arXiv:1403.6813 [hep-th].
[14] K. Hinterbichler and A. Joyce, “Goldstones with Extended Shift Symmetries,”
arXiv:1404.4047 [hep-th].
[15] E. Ivanov and V. Ogievetsky, “Gauge Theories as Theories of Spontaneous Breakdown,”
JETP Lett. 23 (1976) 606.
[16] A. Borisov and V. Ogievetsky, “Theory of Dynamical Affine and Conformal Symmetries as
Gravity Theory,” Theor.Math.Phys. 21 (1975) 1179.
[17] P. Kosinski, J. Rembielinski, and W. Tybor, “On Gauge Groups,”
J.Phys. A9 (1976) 1187–1190.
[18] V. Ogievetsky, “Infinite-dimensional algebra of general covariance group as the closure of
finite-dimensional algebras of conformal and linear groups,”
Lett.Nuovo Cim. 8 (1973) 988–990.
[19] C. Burgess and D. London, “Uses and abuses of effective Lagrangians,”
Phys.Rev. D48 (1993) 4337–4351, arXiv:hep-ph/9203216 [hep-ph].
[20] S. Weinberg, “The quantum theory of fields. Vol. 2: Modern applications,”.
26
[21] C. de Rham, L. Keltner, and A. J. Tolley, “Generalized Galileon Duality,”
arXiv:1403.3690 [hep-th].
[22] C. de Rham, G. Gabadadze, and A. J. Tolley, “Resummation of Massive Gravity,”
Phys.Rev.Lett. 106 (2011) 231101, arXiv:1011.1232 [hep-th].
[23] G. Goon, K. Hinterbichler, A. Joyce, and M. Trodden, “(in preparation),”.
[24] B. Zumino, “Effective Lagrangians and broken symmetries,” Brandeis Univ. 1970, Lectures
On Elementary Particles And Quantum Field Theory 2 (1970) 437–500.
[25] S. Weinberg, “Nonlinear realizations of chiral symmetry,” Phys.Rev. 166 (1968) 1568–1577.
[26] V. Ogievetsky, “Nonlinear Realizations of Internal and Space-time Symmetries,” Proc. of.
X-th Winter. School of Theoretical Physics in Karpacz 1 (1974) .
[27] E. Ivanov and V. Ogievetsky, “The Inverse Higgs Phenomenon in Nonlinear Realizations,”
Teor.Mat.Fiz. 25 (1975) 164–177.
[28] I. Low and A. V. Manohar, “Spontaneously broken space-time symmetries and Goldstone’s
theorem,” Phys.Rev.Lett. 88 (2002) 101602, arXiv:hep-th/0110285 [hep-th].
[29] I. McArthur, “Nonlinear realizations of symmetries and unphysical Goldstone bosons,”
JHEP 1011 (2010) 140, arXiv:1009.3696 [hep-th].
[30] T. Brauner and H. Watanabe, “Spontaneous breaking of spacetime symmetries and the
inverse Higgs effect,” arXiv:1401.5596 [hep-ph].
[31] E. Witten, “Global Aspects of Current Algebra,” Nucl.Phys. B223 (1983) 422–432.
[32] E. D’Hoker, “Invariant effective actions, cohomology of homogeneous spaces and anomalies,”
Nucl.Phys. B451 (1995) 725–748, arXiv:hep-th/9502162 [hep-th].
[33] J. de Azcarraga, A. Macfarlane, and J. Perez Bueno, “Effective actions, relative cohomology
and Chern Simons forms,” Phys.Lett. B419 (1998) 186–194,
arXiv:hep-th/9711064 [hep-th].
[34] J. de Azcarraga, J. Izquierdo, and J. Perez Bueno, “An Introduction to some novel
applications of Lie algebra cohomology in mathematics and physics,”
Rev.R.Acad.Cien.Exactas Fis.Nat.Ser.A Mat. 95 (2001) 225–248,
arXiv:physics/9803046 [physics].
[35] H. B. Nielsen and S. Chadha, “On How to Count Goldstone Bosons,”
Nucl.Phys. B105 (1976) 445.
[36] H. Watanabe and T. Brauner, “On the number of Nambu-Goldstone bosons and its relation
to charge densities,” Phys.Rev. D84 (2011) 125013, arXiv:1109.6327 [hep-ph].
27
[37] Y. Hidaka, “Counting rule for Nambu-Goldstone modes in nonrelativistic systems,”
Phys.Rev.Lett. 110 (2013) 091601, arXiv:1203.1494 [hep-th].
[38] H. Watanabe and H. Murayama, “Redundancies in Nambu-Goldstone Bosons,”
Phys.Rev.Lett. 110 (2013) 181601, arXiv:1302.4800 [cond-mat.other].
[39] F. Riccioni and P. West, “Local E(11),” JHEP 0904 (2009) 051,
arXiv:0902.4678 [hep-th].
[40] G. V. Dunne, “Aspects of Chern-Simons theory,” arXiv:hep-th/9902115 [hep-th].
[41] T. Brauner and S. Moroz, “Topological interactions of Nambu-Goldstone bosons in quantum
many-body systems,” arXiv:1405.2670 [hep-th].
[42] K. Hinterbichler, “Theoretical Aspects of Massive Gravity,”
Rev.Mod.Phys. 84 (2012) 671–710, arXiv:1105.3735 [hep-th].
[43] J. Preskill, “Gauge anomalies in an effective field theory,” Annals Phys. 210 (1991) 323–379.
[44] N. Arkani-Hamed, H. Georgi, and M. D. Schwartz, “Effective field theory for massive
gravitons and gravity in theory space,” Annals Phys. 305 (2003) 96–118,
arXiv:hep-th/0210184 [hep-th].
[45] J. Polchinski, “String theory. Vol. 1: An introduction to the bosonic string,”.
[46] M. G. Alford, K. Rajagopal, and F. Wilczek, “Color flavor locking and chiral symmetry
breaking in high density QCD,” Nucl.Phys. B537 (1999) 443–458,
arXiv:hep-ph/9804403 [hep-ph].
[47] H. Watanabe and H. Murayama, “Englert-Brout-Higgs Mechanism in Nonrelativistic
Systems,” arXiv:1405.0997 [hep-th].
[48] S. Gongyo and S. Karasawa, “Nambu-Goldstone bosons and the Higgs mechanism without
Lorentz invariance: Analysis based on constrained-system theory,”
arXiv:1404.1892 [hep-th].
[49] C. de Rham, M. Fasiello, and A. J. Tolley, “Galileon Duality,” Phys.Lett. B733 (2014) 2,
arXiv:1308.2702 [hep-th].
[50] P. Creminelli, M. Serone, G. Trevisan, and E. Trincherini, “Inequivalence of Coset
Constructions for Spacetime Symmetries,” arXiv:1403.3095 [hep-th].
28
