Normalizing constants of conditional distributions include Bayesian marginal likelihoods and likelihoods of mixture models, such as hierarchical models and state-space time-series models. A promising method for estimating such quantities was proposed by Chib and Jeliazkov (CJ) and improved by Mira and Nicholls using bridge sampling results. Here three additional improvements and one theoretical result for the methods of CJ are given. First, a different Metropolis-Hastings proposal density is used for estimating the normalizing constant than for the MCMC run. Second, a ratio of effective sample sizes is incorporated into the optimal bridge function to account for sequential dependence of the MCMC output. Third, the Moving Block Bootstrap is used to estimate the variance of the normalizing constant estimates, which is then minimized with respect to the CJ proposal density and bridge function. It is shown that the optimal proposal density for estimating the normalizing constant, regardless of the proposal density used for the MCMC, is the (unknown) full conditional density. Results from likelihood estimation for a state-space time-series model show that the improvements can decrease the standard error of the log-normalizing constant by an order of magnitude. The methods perform well even for a model that fits the data poorly.
INTRODUCTION
In statistical problems where simulated samples from conditional distributions, such as samples from Markov chain Monte Carlo (MCMC) algorithms, play a central role, an important problem is to estimate the normalizing constant of the conditional distribution. Often the normalizing constant is a model comparison statistic such as a mixture model likelihood or Bayesian marginal likelihood. For example, the normalizing constant of the distribution of latent variables (or states) in a mixture model given fixed parameters and data is the likelihood [see Meng and Wong (1996) for an overview of motivations]. Here "mixture model" encompasses the wide range of models defined by some unobserved random variables that are jointly distributed with the data, including hierarchical models, generalized linear mixed models, state-space models for time-series, Markov random field models, and latent variable models. In Bayesian model comparisons, the marginal probability of the data is the normalizing constant of the posterior distribution. It is inherent to the problem that the normalizing constant is not recoverable as a simple expected value from a conditional sample of unobserved states or parameters given data. Although there is no statistical uncertainty in the normalizing constants, we speak of "estimating" them in the statistical sense because we deal with Monte Carlo approximations for them.
This article develops several improvements, which in some cases reduce the standard error of estimates by an order of magnitude, to the method for estimating normalizing constants developed by Chib and Jeliazkov (2001, hereafter "CJ") and improved by Mira and Nicholls (2004, hereafter "MN") , who placed it in the class of bridge sampling algorithms of Meng and Wong (1996, hereafter "MW") . Among the appealing features of the CJ method is that, in contrast to some other methods, it can be expected to work well even for a poorly fitting model. Likelihoods and other normalizing constants are typically used to compare models, and showing that one model is decisively better than another can require accurate calculations even for bad models; a conclusion such as "this model is rejected because it does not fit well enough for our algorithm to converge" may not be entirely satisfactory.
My investigation is developed in the general context of normalizing constant estimation that can be applied to mixture model likelihoods, Bayesian marginal likelihoods, and other problems. For a simulated example I use a state-space time-series problem, in which there are stochastic models for unobserved states and for data given states, so the likelihood is the normalizing constant of the distribution of states given data (for any fixed parameters). The state-space likelihood problem is especially demanding because it is typically high-dimensional, and indeed CJ explicitly cautioned that their approach was "not useful" for problems with dimension that "can easily run into the hundreds, if not thousands." Therefore, beyond developing improvements to the CJ approach, this article considers the question of whether the CJ approach, improvements included, is accurate enough to be useful for high-dimensional problems such as state-space models.
Section 2 gives a general framework of the normalizing constant problem with interpretations for either Bayesian or maximum likelihood settings. Section 3 summarizes the methods of Chib and Jeliazkov (2001) and Mira and Nicholls (2004) , as well as relevant results of Meng and Wong (1996) . Section 4 discusses observations about the current methods that point toward improvements, which are presented in Section 5. An example using a Gaussian state-space time-series model is given in Section 6, and Sections 7 and 8 contain some final discussion points.
GENERAL FRAMEWORK
Consider a model, M, which defines probability densities p M ( ) and p M (y| ) for the unobserved and observed random variables, and y, respectively. In a Bayesian con-text, M defines the model structure and hyperparameters, is the parameter vector, and y is the data vector; in this context p M ( ) is the prior distribution of the parameters and p M (y| ) is the likelihood. In a mixture model context, M defines the model structure and parameters, is the vector of unobserved latent variables or states, and y is the data vector. In this context p M ( ) is the distribution of latent variables under model M and p M (y| ) is the probability of the data given latent variables . (Of course, in a Bayesian context one may also have a latent variable structure in the model.)
In either context, the likelihood of M is
In the Bayesian context this is the marginal likelihood (integrated over the prior distribution for the parameters, ), and in the mixture model context this is the likelihood (integrated over the unknown latent variables, ). This value is also the normalizing constant of the conditional distribution p M ( |y) (the posterior distribution in a Bayesian context) in the sense that:
It is typical to study P M ( |y) using a Markov chain Monte Carlo (MCMC) sample, but this leaves P M (y) unestimated. Since P M (y) enters the Bayes Factor or the likelihood ratio for the parameter and/or model structure comparisons, estimating P M (y) is an important step of a statistical analysis. For the rest of this article M is omitted from the subscript notation because all densities depend on M.
We assume that some other method has been used to obtain one or a few values of M that are of interest. For example, in a Bayesian context, one might have several model structures (with hyperparameters) of interest on scientific grounds and want to compare them using their marginal likelihoods. In a maximum likelihood context for a mixture model, one might want to compare either different model structures or nested hypotheses within one model structure. For comparing different model structures, different M represent different model structures together with their maximum likelihood estimates. Then one may want to compare the models using Akaike Information Criteria (AIC), which require normalized likelihoods. To compare nested hypotheses within the same model structure, different values of M represent different parameters, such as the maximum likelihood estimates under null (constrained) and alternative (unconstrained) hypotheses. Then a log-likelihood ratio to compare hypotheses requires normalized likelihoods.
It is reasonable to assume that some other method is available to obtain maximum likelihood estimates of a mixture model because a variety of Monte Carlo methods have been developed to do so (reviewed by de Valpine 2004 for state-space models). Most of these do not produce the normalized likelihood value itself, but some involve as a subproblem implementation of an MCMC sampler for p( |y), which facilitates the CJ approach to estimate p(y). For example, in the Monte Carlo Expectation Maximization algorithm (Wei and Tanner 1990; Chan and Ledolter 1995; Hürzeler and Künsch 2001) , samples from p( |y) are generated for a sequence of parameters values iterating toward the maximum likelihood parameters, so one using this approach already has a sampler for p( |y) available. In the Monte Carlo Kernel Likelihood algorithm of de Valpine (2004) , a weighted kernel density estimate of a Bayesian posterior distribution, p(M, |y) gives maximum likelihood parameters, and a sampler for p( |y) will typically be easily extractable from the more complicated sampler for p(M, |y). 
SUMMARY OF CURRENT METHODS
. Then r b is a ratio of normalizing constants:
In this context, the bridge sampling identity for a ratio of normalizing constants is defined as follows. Let f 
and
Then we have
where
b is expectation with respect to p MN) . To obtain a Monte Carlo estimate of (3.5), define S
b . Then we have the estimateŝ . MN showed that the original CJ method is a special case of the bridge sampling class of MW with the choice
is the Metropolis-Hastings acceptance probability for a proposal from * b to b with proposal density q( b | * 1:b , b+1:B ):
. (3.9) Then (3.5) becomes
For the denominator this follows directly and for the numerator this follows from considering each case in the minimum in (3.9). CJ derived (3.10) directly from "the reversibility of the subkernel" of the Metropolis-Hastings Markov chain. From the realization that the CJ method is a special case of MW's bridge sampling, MN applied MW's results on the optimal choice of h b (·) to the problem of estimating normalizing constants. With reference to earlier work of Bennett (1976) , MW showed that the relative mean squared error,
. In MW and MN, the β (i) b , i = 1, 2 are absent, and it was recognized that N (i) b , i = 1, 2 should in theory be replaced by effective sample sizes that reflect the nonindependence of the samples. In Section 5.2 we explain how
b is well-motivated as an effective sample size and how an optimal value of γ b can be estimated.
MW followed two paths to choose h b . First, they considered that (in our notation)
b will typically be close to 1. Then the only remaining unknown in (3.12) is r bthe quantity to be estimated-so they proposed the iterative solution of starting with an r b value in h O b , using it to estimater b has converged (generally quickly). MN applied such iterations on r to the estimation of normalizing constants. MN also replaced N b with an effective sample size using "the integrated autocorrelation time of the likelihood statistic output from the MCMC simulation." After suggesting the iterative procedure, MW considered several families of noniterative choices of h b , and their power family corresponds to (3.12) with their k = 1 and their A = 1/γ b , but they did not provide a way to estimate either parameter. In the following we give a method to estimate γ b , thus incorporating the effective sample size into the optimal choice of h b , and provide support for MW's conjecture that k = 1 should be optimal (although it could also be estimated by the methods below).
An important feature of h O b is that any components of b+1:B whose (unnormalized) density can be easily conditioned on b will contribute identical factors to f ) and therefore will cancel from every summand in (3.6) and (3.7). For example, in a hierarchical model with multiple levels, consider when b affects the distribution of the unknown mean of each of multiple groups of data and b+1:B includes the unknown group means and any further (nested) latent variables that depend on them. Then f
is the same for i = 1 and 2. In a state-space time-series model the same simplification occurs, with b corresponding to time.
Typical model comparison calculations use the log of the normalizing constant, such as chi-squared statistics and information criteria from log-likelihood differences. Therefore another relevant accuracy measure is the standard error of log(r b ):
) have the same first-order delta-approximation,
14)
where .4) ). Indeed, the proof of optimality of h O b uses the first-order terms (MW, Ap-pendix), so it applies also to SE(log(r 
OBSERVATIONS ABOUT THE ALGORITHM
Having summarized previous development of these methods, we are ready to make several observations.
• The density q * b in (3.5) does not need to be the proposal density actually used to generate the samples. Its role in (3.5) is separate from its role in generating the samples, and the only requirement for the former is that it be normalized. This was recognized but not pursued by Mira and Nicholls (2004) . We develop optimization over q * b as a way to decrease SE(log(r
• Iterative estimation of r b represents an implicit method to minimize RE 2 over h b functions of the form h O b . An alternative approach would be to estimate (and optimize) RE 2 directly from the samples using the Moving Block Bootstrap to incorporate the sequential dependence of the MCMC output. This is developed in the following and allows more general optimizations, such as optimization over q * b and optimization over the combined parameter γ b , which includes the ratio of effective sample sizes, in h O b .
• In evaluating the variance of the entire scheme, one must consider numeratordenominator pairs that use the same Monte Carlo sample (i.e.η • A potential improvement to the CJ framework that we mention but do not explore here is that it is easy to simulate additional b given b+1:B for eitherη • A question we do not explore here is how the choice of blocks in affects the variance of the final normalizing constant estimate. Typically some aspects of the blocking are obvious, such as conditionally independent groups of a hierarchical model, or times in a state-space model. A blocking choice can either aggregate or split components of , resulting in fewer higher dimensional integrations or more lower dimensional integrations, respectively (where each integration is (3.6) or (3.7)).
• Another consideration we do not explore here is that for large dependency struc 
IMPROVEMENTS TO THE ALGORITHM
In this section we develop improvements to the algorithm. Examples are given in the following section.
MOVING BLOCK BOOTSTRAP
The 
Different bootstrap sample sizes (m) forη (1) andη (2) could be used but are not considered here. Mignani and Rosa (2001) compared the MBB to other options for estimating the variance of averages of functions of MCMC output and concluded that it performs well and has the advantage of flexibility for estimating the variance even of complicated functions of the MCMC output. Efficient implementation of the MBB is discussed in Section 5.4.
INCLUDING EFFECTIVE SAMPLE SIZE RATIO IN OPTIMIZATION OF h O
Next we motivate the form of (3.12). The variance ofη
(1) b can be written by introducing a heuristic effective sample size coefficient β = 1. This is theoretically justified because it matches the form of the asymptotic variance of averages of functions of a stationary, ergodic series (e.g., Equation (7) b ) replacing their n i , giving (3.12). This extends their result to the case of MCMC output rather than independent samples. Also, combined with the optimality of h O b , this rationale supports their conjecture that for their power family, k = 1 should be optimal. With the form of γ b in (3.12) well motivated, the MBB can be used to estimate the value of γ that minimizes (5.2), i.e.γ ≡ arg minŜE(log(r (h) )). Note that by using the combined parameter γ we do not need to estimate the β (i) b values directly or iterate (3.8) to get a separate estimate of r in γ .
OPTIMIZATION OVER q
Next we show that the optimal choice of q( b | * 1:b , b+1:B ) is the full conditional density p( b | * 1:b−1 , b+1:B , y), that is, the Gibbs sampling density. Since this will not always be known, in practice we define a parameterized family of possible q(·) functions and select the optimal parameters by minimizing the MBB error estimate (5.2).
Following MW and Bennett (1976) , the minimum of RE 2 (r h b ) (or SE 2 (log(r
b )]. To minimize (5.4), we show there is a choice of q that maximizes the term inside the brackets in (5.4) for the integral over b for all b+1:B . Note thatp
is constant for the integration over b . Then minimizing (5.4) is equivalent to maximizing
and b+1:B , y) . This is good to know in theory but not helpful in practice because the full conditional density will often be unknown.
In practice, we consider defining a family of probability densities q( b | * 1:b , b+1:B , σ q ), where σ q includes any parameters of the density, and estimating the σ q that minimizes the MBB estimateŜE(r 
EFFICIENT MBB CALCULATIONS
For optimization ofŜE(log(r (h) )) (with b subscripts omitted) with respect to γ and/or q, the MBB calculations can be implemented very efficiently based on the following points. (In general it is worth considering the balance between computational time spent on finding optimal γ and/or q versus simply generating larger MCMC samples, but in the examples here the efficiency gains from optimal γ and (especially) q are clearly worthwhile because the equivalent gains could require many-fold increases in the MCMC sample size.)
• The same bootstrap samples S (i),k , can be used for every value of γ or σ q in an optimization search. This allowsŜE(log(r (h) )) to be a smooth surface in γ and σ q (as opposed to a stochastic surface), which greatly facilitates optimization (see Geyer 1996; Robert and Casella 1999, p. 209 ) . Smoothness in σ q requires additional considerations described below.
• The values f ( j) (
, for i, j = 1 or 2, do not depend on γ . Therefore, for optimization over γ , the bookkeeping of the MBB can be implemented by calculating f ( j) ( • Not all components ofη . These recalculations can be made once for the original samples, S
(1) t and S (2) t , and then propagated to the bootstrap samples.
• Resampling , k = 1 . . . m, for every value of σ q in an optimization search could lead to a stochastic optimization surface. In many situations this can be overcome by using a fixed sample of z k b , k = 1 . . . m, and calculating
as a smooth function of σ q and z k b . An obvious example, used below, is z k b ∼ N (0, 1) and
• Once every value of q and h has been calculated for particular parameters σ q and γ , the sums in (3.6)-(3.7) can be made efficient for each resample estimate by calculating one cumulative sum vector for the original sample. Then the sum involved in any sequential block from the original sample is a single difference of elements separated by d (i) in the cumulative sum vector.
SIMULATED COMPARISONS
Which improvements provide substantial gains in efficiency by reducing variance of the normalizing constant estimates? To explore this question, I used the problem of likelihood estimation of a state-space time-series model. In this context, t is the unobserved state of the system at time t, where subscript b = 1 . . . B is replaced by t = 1 . . . T to indicate time but otherwise the notation is unchanged. Now y ≡ (y 1 , . . . , y T ) is the vector of observations at each time. Each of t and y t may be a scalar or a vector. In general we are interested in data generated by the (nonlinear, non-Gaussian) stochastic process and measurement models t+1 = F( t , ν t ), (6.1) and
respectively. Here ν t and t are process and measurement noises, respectively, whose distributions must be estimated. Finally, M corresponds to a vector of all parameters for the models F and G and the distributions of ν t and t . The general model (6.1)-(6.2) motivates the methods of this article, but for efficiency comparisons it is useful to work with a simple case, so we used a linear, Gaussian statespace model:
3)
where ν t ∼ N (0, σ 2 ν ), t ∼ N (0, σ 2 ), and 1 ∼ N (0, σ 2 ν ). Using such a simple model facilitates comparison to the easily calculated correct answer, allows easy implementation of MCMC pretending the full conditional (Gibbs) distributions are not known, allows use of the Gibbs distributions to compare results from the optimal q (Gibbs) to other q densities, and allows independent sampling from p( 1:T |y) for comparison to results from MCMC samples.
Time series of length T = 20 were generated for two cases: Model A, with (ρ, σ 2 ν , σ 2 ) = (0.5, 1, 1); and Model B, with (ρ, σ 2 ν , σ 2 ) = (0.5, 0.25, 1). Models A and B have the same autocorrelation for the states but different amounts of process noise relative to measurement noise. For each dataset, r 5 was calculated for well-fitting ("good") and poorly fitting ("bad") parameters. Only one r t value was estimated because the variance structure of p( t | 1:t−1 , y) is similar for all t in this case. The good parameters were the correct values of (σ 2 ν , σ 2 ) and the maximum likelihood value,ρ, given (σ 2 ν , σ 2 ). For the data from Model A,ρ = 0.228, and from Model B,ρ = 0.237. The bad parameters were chosen by findingρ <ρ such that −2 times the log-likelihood difference fromρ falls on the 99.9 percentile of a chi-squared distribution with 1 degree of freedom, that is,ρ is a boundary of the 99.9% approximate confidence region forρ. For the data from Model A,ρ = −0.247, and from Model B,ρ = −0.056.
For each case, . Monte Carlo samples were generated independently and r 5 was estimated using a range of standard deviations in a normal q distribution for two estimation methods: "q Normal CJ," the basic CJ method; and "q Normal (iterate r)," the r -iterations of MN and MW. For comparison, two methods with optimal q-distributions are shown: "q Gibbs (CJ)", the optimal q with the basic CJ method; and "q Gibbs (iterate r)", the optimal q with r -iterations. Data are from Model A with good parameters. This figure reveals that choice of q distribution can have an order-of-magnitude impact on accuracy of the normalizing constant estimate, and the improvement due to r -iteration depends on choice of q. Figures 2-5 show the effects of using nonindependent MCMC samples, estimating better q-distributions, and estimating optimal γ , an extension of r -iterations.
• "q Gibbs (optimize γ )": q( t | * 1:t , t+1:T ) = p( t | * 1:t−1 , t+1:T , y); h t = h O t ; γ t estimated by minimizingŜE(log(r t )) using MBB. Compared to "q Gibbs (iterate r)", this shows the impact of incorporating effective sample size ratios in optimization of h O t when q is known to be optimal.
Every MCMC sample used N Results using independent samples for S (1) and S (2) and different values of σ q ( Figure  1) show that the standard error of log(r t ) using r -iterations alone varies across an order of magnitude for different values of σ q ; can be up to roughly an order of magnitude better than using h CJ t ; and is one to two orders of magnitude worse than using the (often unknown) optimal Gibbs q. Results using MCMC samples generated using a range of standard deviations, σ MCMC , (horizontal axes of Figures 2-5) show that estimation of optimal σ q to minimize standard error ofr t brings the standard error down to a level approximately independent of σ MCMC . Compared to the methods that arbitrarily set σ q = σ MCMC , optimizing q Gibbs (iterate r) q Gibbs (optimize gamma) Figure 2 . MCMC samples were generated with normal proposal distributions for each t with standard deviation shown on the horizontal axis. Data were from Model A with good parameters. See text for explanation of six methods in legend. This figure shows that estimating optimal σ q for normalizing constant estimation, "q Normal (optimize q and gamma)," can reduce standard error by an order of magnitude relative to the basic CJ method, "q Normal (CJ)," and to methods that optimize only over the bridge function, h t , but still use the q that happened to generate the MCMC sample, "q Normal (iterate r)" and "q Normal (optimize gamma)." Nevertheless even optimizing the normal q remains an order of magnitude worse than using the true optimum q, "q Gibbs (iterate r)" and "q Gibbs (optimize Gamma σ q can in some cases decrease the standard error by an order of magnitude, depending on how bad the arbitrary choice of σ q might be. Nevertheless, methods with the Gibbs q would be an order of magnitude better yet.
Comparison of likelihood accuracy for the good and bad parameters highlights that CJ methods can be accurate even for a poorly fitting model. Roughly speaking, this occurs because p (1) and p (2) likelihood problem. For example, the likelihood can be factored as T t=1 p(y t |y 1:t−1 ), and each p(y t |y 1:t−1 ) is the ratio of the normalizing constants of p( 1:t |y 1:t−1 ) and p( 1:t |y 1:t ), so bridge sampling could be applied with p ( 1:t ) = p( 1:t |y 1:t ), and h t ( 1:t ) replacing p t ( t:T ), and h t ( t:T ), respectively, in (3.3)-(3.4). Thus a sample from every p( 1:t |y 1:t ) is needed, yielding roughly the same computational burden as the CJ approach. I refer to this as the "filtering" bridge sampling because the p( 1:t |y 1:t ) are "filtered" densities in state-space terminology, while the p( t:T | * 1:t−1 , y) of the CJ methods are related to "smoothed" densities. Detailed exploration of filtering bridge sampling is beyond the scope of this article because it appears that it will perform poorly (or require additional steps to perform well) for models that do not fit well, that is, where p( t |y 1:t−1 ) and p( t |y 1:t ) are quite different. However, for Figure 4 shows that the high estimation accuracy for both good and bad parameters in Model A is qualitatively not sensitive to relative amounts of process noise and measurement error. models that fit well, this approach has the possible advantage of providing every one-stepahead prediction density, which may be useful for model diagnostics.
FOR HOW LONG OF A SERIES CAN THE LIKELIHOOD BE ACCURATELY ESTIMATED?
For a time series of length T where each log(r t ) is estimated with independent standard error σ , the standard error of the final log-likelihood estimate will be √ T σ . A reasonable yardstick for acceptable error can be motivated by two times the log-likelihood, which enters likelihood ratio tests and information criteria model comparisons. Suppose the loglikelihood is part of a chi-squared calculation with one degree of freedom for which the true answer falls on the 95th chi-squared percentile, and we require the 95% Monte Carlo confidence interval to fall within about one percentage point of the correct answer (or between the 94th-96th chi-squared percentiles). Half the distance between the 94th and 96th chi-squared percentiles with one degree of freedom is 0.34, which would represent 3.92 standard errors of the final log-likelihood. Then the standard error for each r t must be ≤ 0.019, 0.012, 0.0087, and 0.0027 for T = 20, 50, 100, and 1000, respectively. Compared to the results in the autoregressive example here, one may be generally optimistic about the feasibility of accurate likelihood estimates for short-to-medium time-series (T = 20, 50), cautiously optimistic for long (T = 100) time-series, and not beyond consideration for very long time-series (T = 1000), with the caveat that one's sense of short versus long may depend on the field of application and complexity of the models. Nevertheless, this generally suggests that improved CJ estimation methods may give usefully accurate results even for high-dimensional problems.
DISCUSSION
A wide range of statistical problems are being tackled one way or another with Markov chain Monte Carlo algorithms to generate samples from complicated conditional distributions. A vital component of such an analysis program is accurate estimation of normalizing constants, which are typically model comparison statistics such as likelihoods and thus can be central to the analysis, not just "icing on the cake." Here we have shown improvements to existing methods that are relatively simple to implement and can decrease estimation error by an order of magnitude in some cases. We have suggested in passing other possible paths to improvement, such as simulating extra samples in the b dimensions and exploration of optimal blocking schemes. Additional openings to further improvement may include using more information in the partially fixed, partially free MCMC samples to construct good bridge sampling estimators. For example, even if the Gibbs distribution is not available analytically for use in a bridge sampling estimate, the MCMC samples contain information about it and might allow estimation of a useful approximation. The ChibJeliazkov class of normalizing constant estimators, as extended by Mira and Nicholls and extended further here, can be made very accurate even for high-dimensional problems and may be yet further improved.
