Abstract. We apply variational methods to Converse KAM theory. These are useful for symplectomorphisms in the annulus that satisfy weaker hypotheses than those usually required. For instance, we do not need the existence of a global Lagrangian generating function. We obtain the variational principles from the primitive function of our symplectomorphism. They are introduced not only for the orbits of a symplectomorphism, but also for the so-called invariant Lagrangian graphs. Among the non-degenerate i.L.g. we focus on the minimizing ones. Applications are also described for a broad class of examples.
Introduction
A fundamental question in symplectic-Hamiltonian dynamics is which parts of the phase space contain invariant tori and which do not. Often one works on the d-annulus A On the one hand, KAM theory (from Kolmogorov 18] , Arnold 1] and Moser 26] ) has enabled us to obtain many invariant tori of dimension d for the exact symplectomorphisms which are close enough to completely integrable ones. Some non-degeneracy conditions are needed. In fact, this theory proves that the measure of the complement of the invariant tori in any bounded region is arbitrarily small when the size of the perturbation is reduced. The dynamics on these tori are conjugated to ergodic translations on T d satisfying Diophantine conditions. Herman has proved that these tori need to be Lagrangian 15] . On the other hand, the Birkho 's theory 8] concerning the invariant rotational curves for area preserving maps in the annulus A = T R is the rst step towards a global (non-perturbative) study on the existence of such curves. This theory gives several Lipschitzian inequalities for the invariant curves and rst asserts that they must be graphs (under some non-degeneracy conditions). These theorems also appear in the studies of Herman 14] and Mather 24] . Herman improved and generalized these results to higher dimensions in the course of several papers 15, 16] . We shall refer to this theory as BHM theory. Bialy and Polterovich 7] have a high-dimensional version of the`second' Birkho 's theorem for optical Hamiltonian di eomorphisms. Finally, it would be useful to determine the conditions under which there are no invariant tori through a given point or region in phase space. The development of such criteria is known as Converse KAM theory. After the earlier work by Aubry and Mather, non-existence criteria were found for area preserving twist maps 20] and later for symplectic twist maps 21] . A summary of these results appears in 9].
In order to study the existence of invariant rotational tori for symplectomorphisms de ned on T d R d (that is, invariant tori which are homotopic to the zero-section), here we apply variational methods, attempting to ensure that they are more e ective in higher dimensions and under weaker hypotheses than those usually required (say, that our symplectomorphism satis es a strong condition of positivity). Although we still need some positivity conditions and we are only able to work with those tori that are graphs, it might be possible that our results work in more general cases by using suitable coordinates, thanks to the local character of our variational principles. As a summary, we obtain that:
the orbits on a monotone positive invariant Lagrangian horizontal torus are minimizing. The de nition of monotone positivity was given by Herman 15, 16] , although he referred to symplectic maps rather than invariant tori, and the result is similar to that obtained by MacKay, Meiss and Stark 21] . We obtain the following non-existence criterion of invariant tori (cf. 21]):
If the orbit by z yields on a monotone positive region and it has a nonminimizing segment, then it does not lie on any invariant Lagrangian horizontal torus included within such a region. Notice that we do not require global conditions for our symplectomorphism because we can test whether a segment of orbit is a local minimum of the corresponding action. Hence, the existence of a global generating function, which involves global conditions for our symplectomorphism, is not necessary.
We have applied this to a broad class of examples, given by the family of generalized standard-like maps 19] . Some examples that appear in this paper are examples of nontwist symplectic maps, but we can study the region in phase space where the positivity conditions are satis ed. ; DF (z) 2 Sp(2d). In such a case, the exactness equations associated to F, which are the Pfa an system 8 > > > < > > > : @S @x (x; y) = g(x; y) > @f @x (x; y) ? y > ; @S @y (x; y) = g(x; y) > @f @y (x; y); are solvable.
De nition: A solution S : R 2d ! R of the exactness equations is referred to as a primitive function of F, and it is de ned apart from additive constants. Anyway, we write pf(F ) = S. k2Z . Formally speaking, the orbits are in correspondence with the stationary bisequences X = (x k ) k2Z of the action
L(x k ; x k+1 ) (see 5, 22] ). Notice also that the value of this action along an orbit is X k2Z S(x k ; y k ).
Variational principles
Since the generating function of a symplectomorphism is not always well de ned, or its computation is di cult, we shall perform variational principles without its aid. The nal part of this paper is devoted to some examples of symplectomorphisms which are not de ned by means of generating functions. Given two x-points x m ; x n 2 R d , suppose that the corresponding set of chains, C xm;xn , satis es the transversality condition, and consider the orbital action S m;n on it. Then: The connecting orbits are critical chains of S m;n . If F is monotone, the critical chains of S m;n are connecting orbits of F. If (x i ; y i ) i=m n?1 is a connecting orbit from x m to x n , then it is a critical chain of the function S m;n (take 8i = m+1 n?1 i = y i and n = g(x n?1 ; y n?1 )).
Suppose that @f @y 6 = 0. For a critical chain of S m;n (8i = m n?1 x i+1 = f(x i ; y i )) the second set of equations gives 8i = m n?1 i+1 = g(x i ; y i ) and, therefore, the rst one gives 8i = m+1 n?1 i = y i . Finally, we obtain 8i = m n?2 g(x i ; y i ) = i+1 = y i+1 .
t u
Remarks:
i) We can extend these ideas to any cotangent bundle of a manifold M, T M, where a canonical exact symplectic structure is de ned 2]. Recall that the cotangent bundles are the phase spaces of classical mechanics, and the basic manifolds M are the con guration spaces. For further information about these variational principles of discrete mechanics see 13] . ii) From a physical point of view, if our symplectomorphism is the time-1 map of a certain time-periodic Hamiltonian (with period 1), an F-chain corresponds to aǹ orbit' whose velocity is crudely changed every period (as in a maneuver). Hence, the fact to make the action extreme on the set of F-chains corresponds to the smoothing of the peaks. /
Extremal character of an orbit
We have seen that the connecting orbits from x m to x n are critical F-chains of a certain action. We need to consider their extremal character, i.e., the character of the second derivative H m;n = D Of course, these functions are de ned on a neighborhood of our connecting orbit. 
Minimizing orbits
De nition: We say that a (m; n)-segment of orbit is minimizing i it is monotone and the corresponding matrix H m;n is de nite positive. Then, we say that an orbit is minimizing i it is monotone and all its Hessian matrices H m;n are positive de nite.
Remarks:
i) So then, minimizing means non-degenerate minimum. ii) As the eigenvalues of a matrix depend continuously on its components, if we have a minimizing segment of orbit, then another segment of orbit close enough to the rst will also be minimizing. iii) All the subsegments of a minimizing segment are also minimizing. iv) A minimizing orbit for F is also a minimizing orbit for a power of F, because in the second case the chains are de ned with more constraints. This is due to the fact that the primitive function of a power of F is the sum of the values of the primitive function on the points of the corresponding segment. / On the other hand, they describe a method to block-diagonalize that matrix. They found that the diagonal blocks associated to H 0;n are given by the recurrence 3.4. Invariance of the extremal character of an orbit We consider whether the extremal character of an orbit is independent of the variables in which we write our symplectomorphism. In fact, we shall see that it does not change under lifts and vertical translations, but it can change by conjugating with other symplectomorphisms. This is due to the concomitant distinction between x and y variables. For the sake of simplicity, we shall work in the monotone case. Otherwise, the orbits are degenerate as critical chains of the action.
, the extremal character of monotone orbits does not change by (symplectic) vertical translations and lifts.
Proof: We shall prove the rst point, the second being similar (see 13]). So then, let G = rl be the vertical translation induced by the function l : R d ! R, which de nes a change of variables ( x = x; y = y + rl( x): Our symplectomorphism F written in the new variables if F = G ?1 F G, and it is given by ( x 0 = f( x; y + rl( x)); y 0 = g( x; y + rl( x)) ? rl(f ( x; y + rl( x))): Recall that if the primitive function of F is S, then the primitive function of F is S G + l q ? l f G, where q is the projection on the x-variables.
We consider now two corresponding orbits of F and F. Hence, let (x 0 ; y 0 ) the initial point of an F-orbit and ( x 0 ; y 0 ) = G ?1 (x 0 ; y 0 ) the initial point of the corresponding Forbit. We know that the extremal character of an F-orbit is given by the recurrence Remark: A physical interpretation of this result is that the laws of discrete mechanics are independent of the coordinates in our con guration space and certain privileged observers. This is geometrically connected with the choice of a certain 1-form = y dx in our phase space, and the distinction between x and y coordinates that it produces./
Invariant Lagrangian graphs
The rst step in order to understand the properties of invariant Lagrangian manifolds is to study the simpler ones: the invariant Lagrangian graphs (in short, i.L.g.).
This section seeks to extend results reported by , with pf(F ) = S, we can associate with the Lagrangian graph L rl a critical function^ : R 2d ! R bŷ (x; y) = S(x; y) ? (l(f(x; y)) ? l(x)): Its value on the graph is denoted by (x) =^ (x; rl(x)).
We can thus obtain the next proposition of characterization of invariant Lagrangian graphs.
Proposition 4 Let 
(ii) L is F-invariant , 8x 2 R d D^ (x; rl(x)) = 0 (Characterization of i.L.g.).
Proof: The invariance condition is 8x 2 R d g(x; rl(x)) = rl(f (x; rl(x) g(x; rl(x)) = rl(f (x; rl(x))); because the rank of the matrix (A(x; y) B(x; y)) is maximal at all points. De nition: If all the points have the same character as critical points of the` bered' function, and then all the corresponding Hessian matrices have non-zero eigenvalues, we shall say that our graph is non-degenerate. In such a case, if all these matrices are positive de nite we shall say that our graph is minimizing, and if all of them are negative de nite we shall say that it is maximizing. Otherwise we shall say that it is inde nite. (i) projection of the zero-section, (ii) simpli cation of the dynamics on that zero-section, via conjugation by a lift.
Proof: We shall prove the rst step, the second being similar (see 13]). So then, the extremal character of our graph is given by the symmetric matrices Hence, our connecting orbit minimizes the action on the chains. Notice that the restriction of the action to the set of F-chains is fundamental.
We have to improve this result and show that any segment of orbit is, in fact, a nondegenerate minimum of the corresponding action. We do not need global conditions. Thanks to the invariance of the extremal character of orbits (3.4) and graphs (4.4) under vertical translations, we can restrict our attention to the case in which our graph is the zero-section. In such a case, our symplectomorphism is given by Let : T d ! T d be the dynamics on the torus, that is to say, the di eomorphism given by (x) = f(x; rl(x)). We shall also write A(x) = A(x; rl(x)); B(x) = B(x; rl(x); etc. Suppose also that T is monotone (8x 2 T d jB(x)j 6 = 0).
Remark: In the course of this paper we have supposed that our invariant Lagrangian tori are graphs. Unfortunately, there is no equivalent to higher dimensions of the next l(x 0 ) 0: Finally, since E 1 is non-singular everywhere, it is also de nite positive everywhere, and the graph is minimizing.
If we suppose that the graph is monotone (+ d ) the proof is similar. We have to take the preimage by of the maximum of l to prove that E 2 is positive de nite everywhere.
Hence, if our graph is minimizing (for instance, if our graph is monotone positive) then these matrices are all positive de nite. These matrices appear on the diagonal of the second derivative of the action, and this result was previously obtained.
In particular, ifÂ(x; y) 0 then there is no minimizing invariant graph through (x; y). ; jj (DB ?1 )j j 1 ) where jj jj 1 means the sup-norm of a function de ned on T d and means the spectral radius of a matrix. This is the main result of BHM theory, and we have used its proof in relating it with Converse KAM theory. This upper bound is a little stronger than the previous one, because we have a stronger hypothesis. Herman also proved that if our exact symplectomorphism is iii) A similar proposition was also proved by Herman 15, 16] and by MacKay, Meiss and Stark 21] using di erent assumptions. They need the generating function (and impose twist conditions on the symplectomorphism). We believe that many results can be proved without using a global generating function which satis es some strong conditions of positivity. iv) Notice that E 1 is B ?1 A and E 2 is DB ?1 after projection of the graph on the zerosection. So then, the graph is minimizing i when we project it on the zero-section then it is monotone positive in the two senses. /
Non-existence criterion
In 21], a variational criterion for the non-existence of invariant Lagrangian graphs was derived. We can write it as follows. We shall use the same notation as in the proposition. If the orbit by z yields on a monotone positive region and it has a nonminimizing segment, then it does not lie on any invariant Lagrangian horizontal torus included within such a region. In order to determine whether a segment is minimizing we shall use the MMS method (3.3.1). Of course, if we take segments of length 1 we obtain rather crude estimates.
In 21], the test was applied to the Froeschl e map 11], which is a 4D twist map (given by a Lagrangian generating function). However, we have seen that we should not be so restrictive, and we can apply their methods to other examples. For instance, suppose our map be positive de nite. Then, we can throw out the pieces of the phase space where the points are not minimizing after a nite number of iterations. We are sure that in these pieces there are no invariant tori. On the other hand, minimizing orbits not only correspond to invariant tori, but also to minimizing periodic orbits, cantori, etc. This is the philosophy in 21]. To obtain rigorous results we should use techniques of interval analysis 20].
We shall apply the method to di erent generalized standard maps.
Some 2D examples
We shall consider d = 1, that is, an area preserving map (in short, a.p.m.), and the potential V given by V (x) = ? K (2 ) 2 cos(2 x); where K is a positive perturbative parameter. In these examples we shall apply: the rst step in the variational criterion, in order to obtain rather crude estimates of the critical value of K in which all the i.r.c. have been broken; the MMS method to a region of the phase space, in order to check in which parts of the phase space invariant tori do not exist and in which parts their existence is possible. We have taken di erent values of K to illustrate the minimizing and maximizing regions. We have taken the piece of the cylinder, C ?1;1] = T ?1; 1], and we have compared:
dynamics, taking 1024 points and iterating each of them 1024 times; extremal character of the orbits, applying the MMS method to segments of length 128 and drawing the initial points with a colour, which depends on the number of positive eigenvalues of the corresponding Hessian matrix (the scale appears in gure 1); minimizing and maximizing regions, by choosing the corresponding points from the previous picture. If K 2, there are no i.L.g.. If we take a segment of length 2, then we must take into accountD 1 (0; y) = 2 ? K andD If 0 < K < 2 thenD 1 > 0 and there are no i.L.g. ifD 2 0. The maximum value ofD 2 is taken for y = 1 2 and it is 2 + K ? Herman 15 ] to higher dimensions). Later, MacKay and Percival 20] re ned it to obtain K 63=64. This re nement is an example of a computer assisted proof. Finally, Jungreis 17 ] also performed a method for proving (computer assisted) that the standard map has no invariant circles for K = 0:9718. These bounds are in accordance with the result of Greene 12] , who estimated (not rigorously) the bound K > 0:971635406, by means of the residue criterion. Figure 2 shows how the invariant tori disappear when we increase the parameter K.
2) The quadratic standard map. We consider W(y) = In these pictures, the resonance zone associated with the elliptic xed point has been roughly bounded. The resonance zone, whose points surround the elliptic xed point and do not escape, is bounded by an invariant curve. For a more accurate study of this`last' invariant curve see the paper by Sim o and Treschev 28] . / In gure 5 we show the extremal character of the points from a piece of the symmetry plane fx 1 = 0; x 2 = 0g and we have chosen the minimizing ones. The channels in the second picture above are similar to those obtained in 21] for the Froeschl e map. They are related to the resonances associated with elliptic periodic orbits. /
Conclusions and perspectives
We have introduced variational principles for the orbits of any symplectomorphism de ned on R d R d (or, in general, for exact symplectomorphisms de ned on the cotangent bundle of a manifold). The key point lies in using the primitive function and de ning the action on the set of chains. Then, we have given a non-existence criteria of monotone positive invariant tori, because their orbits are minimizing. These methods also work for a broader class of maps: the symplectic skew-products 13]. In order to study the break-down of a certain invariant torus, we can apply criteria similar to Greene's 12], but instead of using the dynamic character of periodic orbits (given by their Floquet multipliers) we can use their extremal character.
For further information on these questions see 13].
