In this paper, integration of speaker identification and speech recognition for intelligent doorway application has been proposed. Two target speakers will be identified through an one-word speech utterance. Moreover, this utterance will be recognized to be a pre-defined speech command. The speaker identification in the proposed framework is based on support vector machine (SVM). The "one-versus-one" approach is applied in this paper to classify test point input utterance according to the number of votes. As for the speech recognition, we use confusion matrix to develop an efficient phonetic set for a command-based multi-lingual system, the confusion matrix calculates acoustic similarities between every two phonemes. The proposed framework has been realized in the intelligent doorway application and will be applied to many other daily life computer speech applications.
Introduction
In the real world, there are three commonly applications in speech recognition system, such as "who is speaker?", "what is content?", and "where is speaker?". The contribution of this paper is to propose a practical consolidated framework to integrate both the speaker identification and speech recognition, with the aim at satisfaction of human computer interface in recognizing "who is speaker?" and "what is content?" at same time.
Support Vector Machine has been explored and proved in speaker recognition for many years [1] [2] . SVM has many desirable attributes that can classify and robust to sparse data without over-training and to make linear and non-linear decision via kernel functions [3] . However, due to complicated algorithm and time-consuming process in training SVM, thus it still not gained widespread utilization in many applications.
Ubiquitous Robot Companion (URC) proposed a text-independent speaker identification using microphone-array on a robot and intends to enrich the interaction between human and robot [4] . Far-field speaker recognition proposed two approaches to improve the robustness of speaker recognition. The first is to use the conventional method based on acoustic feature. The second approach is to make use of higher-level linguistic feature. However, the adverse environmental condition and adverse training-testing conditions still need to be considered and conquered under proposed benchmark environment [5] . Ubiquitous and robust text-Independent speaker recognition [6] proposed a new microphone-array configuration of framework for benchmark. This framework is used a mixer to received speech signal from six microphones, then the six channel speech signal are mixed and output only one signal for feature extraction.
The mixed-language speech recognition has been researched for many years [7] [8] [9] . In this proposed consolidated of speech recognition system, the speaker independent voice command recognition is adopted, and with a string size of tens or more words. In addition, an acoustic and phoneme modeling based on confusion matrix for ubiquitous mixed-language speech of recognition system is integrated in proposed framework [10] . This system allows users to use given command to control electrical device via speech. The system is also flexibly applied in different command-based control applications by changing the dictionary description and grammar in each new work.
The reminder of this paper is organized as follows. In Section 2, the basic theories of SVM algorithm for data classification as well as confusion Matrix of acoustic model for bilingual speech recognition are described. In Section 3, the proposed framework of consolidated speech recognition system is presented. The experimental results of proposed architecture are shown in Section 4. Finally, we draw our conclusion in Section 5.
Literature Review

SVM based Speaker Identification
The main concept of SVM is to use a partition hyperplane to maximize the distance between support vectors of two classes features, and then to create a classifier between two clusters of sample. The gain of the SVM-based pattern recognition method is robust to sparse training data samples [11] [12] . This optimal hyperplane is obtained by minimizing the following constrained optimization problem as shown in Eq. (1). For the nonlinear SVM, the dimension of the vector w can be large or even infinite.
The constrained optimization problem in Eq. (1) can be handled by Lagrange multiplier approach. The Lagrange function is constructed as Eq. (2) 1
where are the Lagrange multipliers.
Based on the duality theorem, Eq. (2) are the primal problem and its corresponding dual is formulated as in Eq. (3). 
To train the SVM is to search through the feasible region of the dual problem and maximize the objective function, and the optimal solution can be checked using the KKT conditions. The further detail training algorithm is described in [13] .
Alternatively, the classification approaches in SVM classifier is essential to be stressed as 1).One-versus-the rest approach. 2).One-versus-one approach [9] . The first approach is to construct K separate SVMs, in which the k th model y k (x) is trained using the data from class C k as the positive examples and the data from the remaining K-1 classes as the negative examples. The second approach is to train K(K-1)/2 different 2-class SVMs on all possible pairs of classes, and then to classify test point according to which class has the highest number of 'votes'. In this paper, the one-to-one approach is adopted in our proposed framework in testing phase for speaker identification.
Confusion Matrix of Acoustic Model for Bilingual Speech Recognition
The confusion matrix is basically a confusion matrix, which is a supervised learning skill in the field of artificial intelligence and pattern recognition [10] ; the confusion matrix is also called a matching matrix as well in unsupervised learning.
Each column of the confusion matrix is defined as the instances in a predicted class, while each row is defined as the instances in an actual case class. The advantage of confusion matrix is simple to be observed if the system is confusing two classes. The example of confusion matrix is shown in Table. 2.1. The rows of the confusion matrix are always normalized by summarized number of total symptoms for evaluation. And the value of the confusion frequency in the estimated matrix is as the relative number of confusion. Eq. (6) is given by (6) where card is defined as number of elements. s  : is a confusion matrix estimation which is obtained for the set of models, it contains the estimation of how likely it is that a given model is classified as other model.
The procedures of the mixed-language acoustic model based on Mandarin and
English are shown in follow:
1). Clustering the similarity phones set acoustically and phonetically in English and Mandarin.
2). The monophonic sets are built by single Gaussian acoustic model.
3). For each phone in Mandarin, we calculate the dissimilarity of the phone set based on the confusion matrix to all the phones in the same group for English. If the value is below a threshold, the source phone in Mandarin would be mapped to that phone in English. Otherwise, both the phones would be modeled separately in the bilingual system. 4). If some phones in Mandarin can not map to phone cluster in English, in such cases will not try to map this phone in mandarin to English. 5). While the list of phones in bilingual system is finished, the lexicon for Mandarin is edited by using the mapping rules. The mixed-language phone set is shown in the The appealing work of this paper is to propose a framework, which is integrated the speaker identification and speech recognition into a consolidated speech recognition system, this architecture is shown in Fig 3. 1. This system is capable of dealing with one specified word of speech signal as prior defined, then using SVM based speaker identification procedure to find out the target speaker, at the same time the same speech signal is then used to examine second target speaker by confusion matrix based of speech identification system. The scenario is such as: The Speaker A pronounces a sentence as, "I want to leave message to Speaker B" to proposed system:, then the SVM based speaker identification will recognize Speaker A by the input speech utterance, and the speech identification system will recognize the Speaker B by the same word string of speech utterance. Based on utilizing the information of energy, zero-crossing rate and the spectral flatness, then the informational signal frame is thus detected and non-information frame is ignored. If the silence is presented among two or more frames between signals, then that particular segments must be removed from the original speech signal.
VAD (Voice activity detection) method of EPD (end-point detection) is also adopted. The goal of EPD is to identify the important part of informational signals for further processing. The EPD is also known as "speech detection" or "voice activity detection", which usually play an important role in speech signal processing and recognition.
Multi-class SVMs of Testing Phase in Speaker Identification
The Multi-class (C classes) training process is to train C(C-1)/2 different 2-class SVMs on all possible pairs of classes, and then to classify test points according to which has the highest number of 'votes', this approach is called one-versus-one [12] . 
Based on Eq. (7), when the input sample data after undergoing C(C-1) hyper plane or vote i,j computations except diagonal vote i,i in Table. 2.4. In order to find the high score of the target speaker, then to summarize votes from each row beside diagonal votes in Table. 
j j i i class i value is vote vote target class vote
HTK based Speech Recognition for Testing Phase
The components of proposed consolidated system in speech recognition are included as 1) Tree lexicon, 2) The task grammar, and 3) Viterbi beam search [10] .
The first component is to create a dictionary. The dictionary provides an association between words used in the task grammar and the acoustic models, in that may be This component is essentially a dynamic programming algorithm, consisting of traversing a network of HMM states and maintaining the best possible path score at each state in each frame. It is a time-synchronous search algorithm in that it is to process all states completely at time t before moving on to time t + 1.
After three components are finished, and the recognizer is complete and ready for evaluating the performance. The recognition process can be summarized as in the top part of Fig.3 .1 related to Speak B. In the beginning, the input speech signal is transformed into a series of"acoustical vectors" (here MFCCs) by using the HTK tool HCopy, in the same way as what was done with the training data. The input observation is then processed by the Viterbi algorithm using the HTK tool HVite.
Experimental Results
In order to evaluate the performance of the consolidated system in real life, thus the experiments are tested in the Aspire Home, which is located in the NCKU Chi-Mei
Building. The training and testing phase of the individual speaker identification system and speech recognition system as well as proposed consolidated speech recognition system are setup and evaluated, respectively.
Experimental Results of Individual Speaker Identification System
The component of speaker identification system is to use 18 order of LPCC 
Experimental Results of Consolidated System
The consolidated speech recognition system is examined in the real doorway of Aspire House in NCKU. In this experiment, totally six persons are joined test. The training and testing utterance period is the same as speaker identification system. In the speech recognition, there are six sentences of word string for testing, each testing pattern is formatted as "I want to leave message to XXX", the sub-string "XXX" is represented as the name of six speakers in English or Mandarin. When the speaker pronounces the randomly selected testing pattern within six sentences, the system will identify two target speakers at the same time from the real speaker and word string speaker. Each speaker is to test the system for thirty times. In this test, the single microphone configuration is used for assessment. The experimental results of consolidated system are shown in Fig. 4 For human-centric digital life, this paper has presented an integrated architecture of speaker identification and speech recognition for intelligent doorway application. This framework is capable of recognize two target speakers via only one-word utterance.
The SVM is used for speaker identification and the confusion matrix is used for develop the multi-lingual speech recognition system. This integrated system has been realized in the intelligent doorway of our prototype digital house. The future work intends to integrate a sound localization technique to localize the speaker position.
