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Quantum state transfer in optical microcavities plays an important role in quantum information
processing, and is essential in many optical devices, such as optical frequency converter and diode.
Existing schemes are effective and realized by tuning the coupling strengths between modes. How-
ever, such approaches are severely restricted due to the small amount of strength that can be tuned
and the difficulty to perform the tuning in some situations, such as on-chip microcavity system.
Here, we propose a novel approach that realizes the state transfer between different modes in op-
tical microcavities by tuning the frequency of an intermediate mode. We showed that for typical
functions of frequency-tuning, such as linear and periodic functions, the state transfer can be real-
ized successfully with different features. To optimize the process, we use gradient descent technique
to find an optimal tuning function for the fast and perfect state transfer. We also showed that our
approach has significant nonreciprocity with appropriate tuning variables, where one can unidirec-
tionally transfer a state from one mode to another, but the inverse direction transfer is forbidden.
This work provides an effective method for controlling the multimode interactions in on-chip optical
microcavities via simple operations and it has practical applications in all-optical devices.
I. INTRODUCTION
As an important fundamental task, state transfer is
widely studied in atomic, optical physics and quantum
information for its indispensable role in building optical
and quantum devices, such as optical transistor [1, 2],
frequency conversion [3] and quantum interface [4–7]. In
atomic system, the typical approaches for realizing state
transfer are the rapid adiabatic passage [8] for two-level,
the stimulated Raman adiabatic passage [9] for excited
state assisted three-level Λ quantum systems and their
optimized shortcuts to adiabaticity technique[10–16].
Optical microcavity, which can effectively enhance the
interaction between light and matters [17], is a good plat-
form for studying optical physics and useful applications.
For instance, some interesting physics, such as parity-
time-symmetry [18–20], chaos [21, 22] and nonreciproc-
ity [23, 24], have been demonstrated in microcavities. In
applications, microcavities show significant functions for
sensing [25–29] and processing quantum information [30–
37]. Photon can be confined in microcavity and can also
be transferred to another one via evanescent waves cou-
pling or other interactions. Realizing state transfer be-
tween microcavities is important for making microcavity
a good physical system for quantum information process-
ing and optical devices. In quantum computing, all opti-
cal microcavity coupling lattice structure can be used for
performing boson sampling [38] and microcavity can also
be considered as a quantum bus to connect solid qubits
for building quantum computer. To make all-optical de-
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vice, such as transistor [1, 2] and router [39], the tar-
get is achieved by performing the state transfer between
microcavities successfully. Some effective protocols for
state transfer between optical modes are reported with
adiabatic methods [40–42], nonadiabatic approaches [42]
and shortcuts to adiabaticity technique. [43, 44]. By
using optomechanical interactions [45–52], the protocols
are completed successfully by tuning coupling strengths
very well to satisfy technique constraints.
When we consider the situation of state transfer in on-
chip all optical microcavity system, the coupling strength
tuning becomes difficult. To solve this problem, in this
paper, we proposed an approach to realize the state
transfer task between separated modes in optical micro-
cavities via frequency-tuning. In our protocol, we as-
sume that all the coupling strengths are constant and
tune the frequency of intermediate microcavity to con-
trol the interactions. With linear and periodic tuning,
one can transfer the state from the initial cavity mode to
the target successfully. To achieve the faster frequency-
tuning induced state transfer (FIST) with high fidelity,
we use gradient descent to optimize result and acquire
an optimal tuning function. Our protocol also shows
an significant nonreciprocity in appropriate area of pa-
rameters. Good experimental feasibility and interesting
features of our work provides potential applications in
quantum computing and optical devices.
This article is organized as follows: We describe the
basic model of multimode interactions in optical micro-
cavities in Sec. II. In Sec. III, we show how to realize the
FIST via numerically calculation. We discuss the linear,
periodic and optimized tuning in Sec. III A, B and C,
respectively. In Sec. IV, we investigate the nonreciproc-
ity in our model. Discussion and conclusion are given in
Sec. V.
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FIG. 1: Schematic diagram for the model of multimode in-
teractions in optical microcavities. All the modes have very
narrow linewidth. A mode in one cavity couples to two differ-
ent optical modes, (a) in the same cavity, (b) in two different
cavities separately. (c) Resonance frequency tuning of inter-
mediate cavity to induce state transfer. The tuning domain
is divided into three parts labelled with I, II and III.
II. BASIC MODEL FOR MULTIMODE
INTERACTIONS IN OPTICAL MICROCAVITIES
We consider a model of multimode interactions in cou-
pled optical microcavities shown in Fig. 1. The model
is universal for situations which two optical modes cou-
pled to the intermediate one and all the modes have very
narrow linewidth. Fig. 1 (a) gives a setup with near-
est neighbour couplings in three optical cavities. We as-
sume that the coupling strengths between corresponding
modes are constant and the system can be controlled
by tuning the resonance frequency of intermediate mode.
Under the rotating frame with unitary transformation
U = exp[iω1t(a
†
1a1 + a
†
tat + a
†
2a2)], the Hamiltonian is
given by
H1 = δa
†
2a2 + ∆(t)a
†
tat + g1a
†
1at + g2a
†
2at + H.c., (1)
where ai (a
†
i ) (i = 1, 2, t) are the annihilation (creation)
operators for the corresponding i-th mode of the cavity
and the corresponding frequency is ωi, respectively. The
detunings are δ = ω2−ω1 and ∆(t) = ωt−ω1. gi (i = 1, 2)
is the coupling strength between modes at and ai. The
Hamiltonian can be expressed in Heisenberg equations
with id~a(t)/dt = M(t)~a(t) and the matrix M(t) is given
by
M(t) =
 0 g1 0g1 ∆(t) g2
0 g2 δ
 . (2)
Here the vector is ~a(t) = [aˆ1(t), aˆt(t), aˆ2(t)]
T . To show
the results more clearly, we omit the dissipation and noise
terms in our calculation due to the very narrow linewidth.
In general, the coupling strength between cavities is dif-
ficult to be modulated for on-chip sample. Therefore, we
keep the coupling strengths constant here and tuning the
resonance frequency of intermediate cavity to control the
evolution path of system.
III. FIST BETWEEN SEPARATED MODES
The frequency-tuning can be realized with different
functions. Here we perform the FIST task with two com-
mon typical envelopes, i.e. linear and periodic functions,
and use the gradient descent technique to optimize the
process.
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FIG. 2: The result of FIST between a1 and a2 by linearly
tuning the resonance frequency of at. The speed is chosen
with 0.08δ2. The inset is the plot of tuning function and the
unit of time t is δ−1.
A. FIST with linear function
We assume that the envelope of frequency-tuning is
chosen with ∆(t) = vt + ∆0. Here v and ∆0 are tuning
speed and the initial value of detuning, respectively. At
the initial time, the mode a1 is stimulated and the other
modes are kept in their ground state, i.e. a1(0) = 1 and
at(0) = a2(0) = 0. Without loss of generality, we choose
the frequency-detuning of mode a1 and a2 with δ > 0
and sweep the frequency of mode at from left to right in
Fig. 1 (c). As the frequency of intermediate mode at is
swept, the state is transferred from the initial mode to
other modes. We numerically simulate the process and
show the result in Fig. 2. The resonance frequency of in-
termediate mode is swept from −6δ to 7δ with a constant
speed 0.08δ2, i.e. ∆0 = −6δ and v = 0.08δ2. The cou-
pling strength between modes are chosen with g1 = 0.6
and g2 = 0.2 in our simulations. Fig. 2 shows that the
population P of mode a1 is transferred to at when the
frequency of at is swept to a1. When the frequency of
intermediate mode is moving in domain I of Fig. 1 (c),
3the mode a2 has no effective exchange of population with
at and almost keeps its initial state due to the large de-
tuning with at. When the frequency of at is swept into
domain II (between a1 and a2), at exchanges the popu-
lation with a1 and a2 simultaneously. As the frequency
of at arrived at domain III, i.e. the right of a2, the mode
a1 returns to its ground state and keep the state to the
end due to the large detuning with at. The population
of at also keep transferring to a2 until the at evolves to
its ground state. When the detuning ∆(t) is larger than
about 4δ(t), the system evolves to our target state, i.e.
a2(T ) ≈ 1 and a1(T ) ≈ at(T ) ≈ 0. In whole process, one
only need to keep a stable tuning speed to get the perfect
state transfer after the at becomes larger than 4δ(t). The
maximal population of a2 is about P = 0.9536.
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FIG. 3: Simulation of final population of mode a2 effected
by tuning variables. The units of d and v are chosen with
δ and δ2, respectively. (a) Population P vs tuning range d
with v = 0.27δ2. All the ∆0 are chosen with ∆0 = (δ − d)/2.
(b) Population P vs tuning speed v with d = 2.65δ and ∆0 =
−0.825δ. (c)Population P vs tuning range d and tuning speed
v. The dashed line is all the points of evolution time with
10δ−1.
To investigate how FIST is effected by different tuning
range d and tuning speed v, we show the final popu-
lation of mode a2 with respective to d and v in Fig. 3.
The Fig. 3 (a) and (b) are the 2-dimensional cross-section
analysis of two dot-dashed line in Fig. 3 (c). In Fig. 3
(a), the tuning speed is fixed with v = 0.27δ2. The pop-
ulation is proportional to the tuning range d within a
short range less than about 3.0δ and oscillates to a sta-
ble value as the range becomes larger. The reason is that
system has more time to transfer the state from a1 to
a2 as tuning range becomes larger in the domain about
(0, 3.0δ). When the tuning range becomes very long, the
population has little change. Because the large detun-
ing makes little contribution to state transfer. As shown
in Fig. 3 (b), on the contrary, when the tuning range is
kept with 2.65δ, the population is inversely proportional
to the tuning speed along with a little oscillation, since
faster speed makes shorter interaction time. Fig. 3 (c)
indicates the clearer conclusion that large tuning range
and slow tuning speed are the best tuning manner.
B. FIST with periodic function
Beside the linear tuning, we consider the situation
with periodic function. For simplicity, we choose sine
function here. The frequency-detuning is described as
∆(t) = A[sin(Ωt) + c0]/2. With the parameters chosen
with A = 9.6, Ω = 0.95 and c0 = 0.5, the populations
of each modes are performed in Fig. 4. The envelope
curve of populations of a1 and a2 are evolved as a sine
function. The modes a1 and at exchange their popula-
tions with Rabi frequency Ω, which is the frequency of
tuning function. The maximal value of population P of
mode a2 in this periodic tuning is 0.9365. Compared with
linear tuning, the population transferred here is realized
successfully by controlling the evolution time of tuning
function. For instance, in Fig. 4, the evolution should be
ended in around 160δ−1. In principle, if the end time is
missed, one can wait for the neat periodic time, but the
long time will decrease the fidelity of protocol by bring
more decoherence.
0 50 100 150 200 250 300
Time
0.0
0.2
0.4
0.6
0.8
1.0
Po
pu
la
tio
n
a1
a2
at
FIG. 4: The populations change with respective to evolution
time via sine tuning function. Lines labelled with a1, a2 and
a3 are the populations of corresponding modes, respectively.
C. Optimizing the FIST via gradient descent
To achieve a perfect and fast state transfer from a1 to
a3, we use the gradient descent technique to optimize the
FIST and pick an optimal function for frequency tuning.
The gradient descent technique is usually used for finding
a optimal evolution path for system along the opposite
direction of gradient descent. In our model, the evolution
4equations are given by
a(t) = U(t, 0)a(0), (3)
where the evolution operator is a Dyson series with ex-
pression given by U(t, 0) = exp[
∫ t
0
M(t′)dt′]. The time
domain is chosen with t = [0, t1] and the frequency of
intermediate mode, considered as parameter to be op-
timized, is divided into n discrete constant variables,
i.e. ∆I = [∆1, · · · ,∆n]. Therefore, the operator can
be rewritten with
a(t1) = U(∆1, · · · ,∆n; t1, 0)a(0). (4)
The target function is chosen with L(a, t) = |a2(t)|2 and
can be described as
L(a, t1) = L(∆1, · · · ,∆n; t1, 0). (5)
Our goal is to optimize above function and get the maxi-
mal value. So the gradient of the target function is calcu-
lated as ∇L = ∂L∂ω . In numerical calculation, the gradient
is written approximatively by
∇L = (∇L1, · · · ,∇Ln), (6)
where ∇Li is
∇Li= L(· · · ,∆i + δ∆, · · · ; t1, 0)−L(∆1, · · · ,∆n; t1, 0)
δ∆
.(7)
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FIG. 5: Simulation of fast FIST from a1 to a2 by using gra-
dient descent technique. The parameters are the cross point
of Fig. 3 (c) with (d = 2.65δ,v = 0.27δ2). (a) The result of
optimized population transfer process. (b) The correspond-
ing optimal tuning function of intermediate mode. The unit
of time here is δ−1.
The simulation of optimized fast FIST is shown in
Fig. 5. We plot the transfer results and the tuning func-
tions in Fig. 5 (a) and (b), respectively. In our simu-
lations, we first choose the ∆I(t = 0) = 0 and cut the
tuning function ∆I(t) into discrete 100 segments which
are mutually independent to be optimized via gradient
descent algorithm. The results and optimal tuning enve-
lope are plotted respectively in Fig. 5 (a) and (b) with
dotted curves. During the evolution time, the population
of mode a2 monotonically increases to its maximal value
0.9923. However, the curves of modes a1 and at decrease
to its ground state with an oscillating process.
To make the scheme conveniently controlled, according
to the envelope of dotted line in Fig. 5 (b), we reasonably
give the tuning function with expression as
∆II(t) = A sin[(Ωt+ θ) + C1] ∗ [e−γt + C2], (8)
where the parameters A, Ω, θ, γ, C1 and C2 are unde-
termined coefficients to be optimized. By calculating the
state transfer task with the Eq. (8), the population of
mode a2 can be optimized to 0.9826 and the parame-
ters are given with A = −5.555, Ω = 1.276, θ = 0.564,
γ = 1.467, C1 = −0.797 and C2 = 0.119. The evolutions
of populations and tuning functions are plotted in Fig. 5.
The envelope of Eq. (8) and the evolution of popula-
tions are similar with the dotted curves in each figures,
respectively.
In linear tuning shown in Fig. 3 (c), the maximal pop-
ulation P of mode a2 with evolution time less then 10δ
−1
is P = 0.618 labelled with a cross point. With the evolu-
tion time 10δ−1, the optimized protocol can achieve the
population with P > 0.98. Compared with linear tuning,
the state transfer under this protocol can be optimized
with a faster evolution path and higher fidelity.
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FIG. 6: Nonreciprocal state transfer between modes a1 and
a2. (a) The populations of modes a1 and a2 vs tuning speed.
The tuning range is d = 14δ. (b)The populations of modes
a1 and a2 vs tuning range. The tuning speed is v = 0.1δ
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5IV. NONRECIPROCITY IN MULTIMODE
INTERACTIONS
Our model shows the significant nonreciprocity in state
transfer between a1 and a2. For example, when the fre-
quency of intermediate mode is swept from a1 to a2, the
state can be transferred from a1 to a2, but it completely
failed for a2 to a1. The results of the nonreciprocal state
transfer are plotted in Fig. 6 with linear tuning from a1
to a2, i.e. from left to right in Fig. 1 (c). We fix the tun-
ing range with d = 14δ and change the tuning speed in
Fig. 6 (a). The top (bottom) green (blue) line is the final
population of a2 (a1) with the initial state is prepared in
a1 (a2). As the speed becomes slower, the nonreciprocity
is more clearly. At very slow speed, the population of a2
transferred from a1 is almost 1 but the population of in-
verse transfer process is less than 10−4. In Fig. 6 (b), we
investigate the nonreciprocity with respective to tuning
range with constant tuning speed v = 0.1δ2. The small
populations of both a1 and a2 in different directions in
small tuning range indicate that the nonreciprocity is not
clearly. When we increase the tuning range d, the green
and blue line converge towards unit and 10−5, respec-
tively.
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FIG. 7: All-optical on-chip microcavities structures. (a) One-
dimensional microcavity array. (b)Two-dimensional optical
microcavity lattice.
V. DISCUSSION AND CONCLUSION
All the results shown above are considered in all op-
tical cavities system. Actually, our model is a univer-
sal approach for multimodes interaction system, such as
all mechanical phonon modes or the photon-phonon in-
teractions. For example, the direct interaction between
phonons is difficult. So one can transfer the state from
one mechanical resonator to another one via an interme-
diate optical cavity mode [43, 50]. Beside the coupling
strength tuning way, one can use frequency tuning ap-
proach described here to control the interactions.
To perform more interesting applications, our model
can be extended to design one-dimensional microcavity
array and two-dimensional microcavity lattice. The de-
tailed schematic diagrams are shown in Fig. 7. An array
is built by coupling n + 1 microcavities with n tuning
cavities in Fig. 7(a). The structure can be used for re-
alizing all-optical transistor with more abundant physi-
cal tuning. Fig. 7 (b) shows the two-dimensional lattice
structure which designed by connecting one tuning cavity
with three storage cavities. Every unit of this structure
is a simple optical router. The structure has function for
building all-optical on-chip quantum network [6, 7].
In our model, we always keep the coupling strengths
constant with the assumption that the distances between
cavities are fixed. The typical corresponding physical
system is the on-chip optical microcavity sample. Be-
cause the distances between each cavity are difficult to
change after complete the fabrication. Our frequency
tuning manner is possible. This is because the frequency
of microcavity is sensitive to its shape which can be mod-
ulated by some operations, such as temperature [53–55],
external forces [56–62] and etc. The above frequency tun-
ing approaches have been realized with high resolution in
experiments, but the tuning speed is limited. So the fast
tuning way is needed for improving the feasibility of the
practical applications.
In conclusion, we have proposed an approach to realize
the state transfer between two separated modes in opti-
cal microcavities. Our proposal are valid for both two
and three microcavities. The FIST can be realized with
high fidelity via different tuning manner, i.e. linear and
periodic function, of resonance frequency of intermediate
mode. To optimize the tuning function, a fast and perfect
evolution process is performed by using gradient descent
technique. Our proposal also shows the significant non-
reciprocity. The state can be transferred successfully in
the same direction with frequency tuning and it is fail
in the opposite direction. Our work provides an effective
approach for controlling the optical mode in on-chip mi-
crocavities and has important applications in all-optical
devices.
ACKNOWLEDGMENT
The authors thank Guo-Qing Qin for helpful discus-
sions. This work was supported by the National Nat-
ural Science Foundation of China (20171311628); Na-
tional Key Research and Development Program of China
(2017YFA0303700); Beijing Advanced Innovation Cen-
ter for Future Chip (ICFC). H.Z. acknowledges the
China Postdoctoral Science Foundation under Grant
No.2019M650620.
6[1] D. A. B. Miller, Are optical transistors the logical next
step?, Nat. Photonics 4, 3 (2010).
[2] W. Chen, K. M. Beck, R. Bu¨cker, M. Gullans, M. D.
Lukin, H. Tanji-Suzuki, and V. Vuletic´, All-optical switch
and transistor gated by one stored photon, Science 341,
768 (2013).
[3] X. Guo, C.-L. Zou, H. Jung, and H. X. Tang, On-Chip
Strong Coupling and Efficient Frequency Conversion be-
tween Telecom and Visible Optical Modes, Phys. Rev.
Lett. 117, 123902 (2016).
[4] K. Hammerer, A. S. Sørensen, and E. S. Polzik, Rev.
Mod. Phys. 82, 1041 (2010).
[5] T. Wilk, S. C. Webster, A. Kuhn, and G. Rempe, Single-
atom single-photon quantum interface, Science 317, 488
(2007).
[6] J. I. Cirac, P. Zoller, H. J. Kimble, and H. Mabuchi,
Quantum state transfer and entanglement distribution
among distant nodes in a quantum network, Phys. Rev.
Lett. 78, 3221 (1997).
[7] M. C. Kuzyk and H. Wang, Scaling Phononic Quantum
Networks of Solid-State Spins with Closed Mechanical
Subsystems, Phys. Rev. X 8, 041027 (2018).
[8] N. V. Vitanov, T. Halfmann, B. W. Shore, and K.
Bergmann, Laser-induced population transfer by adia-
batic passage techniques, Annu. Rev. Phys. Chem. 52,
763 (2001).
[9] K. Bergmann, H. Theuer, and B. Shore, Coherent pop-
ulation transfer among quantum states of atoms and
molecules, Rev. Mod. Phys. 70, 1003 (1998).
[10] D. Gue´ry-Odelin, A. Ruschhaupt, A. Kiely, E. Tor-
rontegui, S. Martinez-Garaot, and J. G. Muga, Short-
cuts to adiabaticity: Concepts, methods, and applica-
tions, Rev. Mod. Phys. 91, 045001 (2019).
[11] M. V. Berry, Transitionless quantum driving, J. Phys. A:
Math. Theor. 42, 365303 (2009).
[12] X. Chen, I. Lizuain, A. Ruschhaupt, D. Gue´ry-Odelin,
and J. G. Muga, Shortcut to adiabatic passage in two-
and three-Level atoms, Phys. Rev. Lett. 105, 123003
(2010).
[13] A. Baksic, H. Ribeiro, and A. A. Clerk, Speeding up
adiabatic quantum state transfer by using dressed states,
Phys. Rev. Lett. 116, 230503 (2016)
[14] Y. H. Chen, Y. Xia, Q. Q. Chen, and J. Song, Efficient
shortcuts to adiabatic passage for fast population transfer
in multiparticle systems, Phys. Rev. A 89, 033856 (2014).
[15] Y. Liang, Q. C. Wu, S. L. Su, X. Ji, and S. Zhang, Short-
cuts to adiabatic passage for multiqubit controlled-phase
gate, Phys. Rev. A 91, 032304 (2015).
[16] X. K. Song, H. Zhang, Q. Ai, J. Qiu, and F. G. Deng,
Shortcuts to adiabatic holonomic quantum computation
in decoherence-free subspace with transitionless quantum
driving algorithm, New J. Phys. 18, 023001 (2016).
[17] K. J. Vahala, Optical microcavities, Nature (London)
424, 839 (2003).
[18] H. Jing, S. K. O¨zdemir, X.-Y. Lu¨, J. Zhang, L. Yang, and
F. Nori, PT-symmetric phonon laser, Phys. Rev. Lett.
113, 053604 (2014).
[19] B. Peng, S. K. O¨zdemir, F. Lei, F. Monifi, M. Gian-
freda, G.-L. Long, S. Fan, F. Nori, C. M Bender, and
L. Yang, Paritytime-symmetric whispering-gallery micro-
cavities, Nat. Phys. 10, 394 (2014).
[20] L. Chang, X. Jiang, S. Hua, C. Yang, J. Wen, L. Jiang,
G. Li, G. Wang, and M. Xiao, Paritytime symmetry
and variable optical isolation in activepassive-coupled mi-
croresonators Nat. photonics 8, 524 (2014).
[21] X. Jiang, L. Shao, S.-X. Zhang, X. Yi, J. Wiersig, L.
Wang, Q. Gong, M. Lonar, L. Yang, and Y.-F. Xiao,
Chaos-assisted broadband momentum transformation in
optical microresonators, Science 358, 344-347 (2017).
[22] X.-Y. Lu¨, H. Jing, J. Y. Ma, and Y. Wu, PT-Symmetry-
Breaking Chaos in Optomechanics, Phys. Rev. Lett. 114,
253601 (2015).
[23] Z. Shen, Y.-L. Zhang, Y. Chen, C.-L. Zou, Y.-F. Xiao,
X.-B. Zou, F.-W. Sun, G.-C. Guo, and C.-H. Dong, Ex-
perimental realization of optomechanically induced non-
reciprocity, Nat. Photonics 10, 657 (2016).
[24] C.-H. Dong, Z. Shen, C.-L. Zou, Y.-L. Zhang, W.
Fu, and G.-C. Guo, Brillouin-scattering-induced trans-
parency and non-reciprocal light storage, Nat. Commun.
6, 6193 (2015).
[25] C. L. Degen, F. Reinhard, and P. Cappellaro, Quantum
sensing, Rev. Mod. Phys. 89, 035002 (2017).
[26] W. Chen, S. K. O¨zdemir, G. Zhao, J. Wiersig, and L.
Yang, Exceptional points enhance sensing in an optical
microcavity, Nature (London) 548, 192 (2017).
[27] N. Zhang, Z. Gu, S. Liu, Y. Wang, S. Wang, Z. Duan, W.
Sun, Y.-F. Xiao, S. Xiao, and Q. Song, Far-field single
nanoparticle detection and sizing, Optica 4, 1151 (2018).
[28] J. M. Ward, Y. Yang, F. Lei, X.-C. Yu, Y.-F. Xiao, and
S. N. Chormaic, Nanoparticle sensing beyond evanescent
field interaction with a quasi-droplet microcavity, Optica
5, 674 (2018).
[29] G.-Q. Qin, M. Wang, J.-W. Wen, D. Ruan, and G.-
L. Long, Brillouin cavity optomechanics sensing with
enhanced dynamical backaction, Photon. Res. 7, 1440
(2019).
[30] C. J. Hood, T. W. Lynn, A. C. Doherty, A. S. Parkins,
and H. J. Kimble, The atom-cavity microscope: Single
atoms bound in orbit by single photons, Science 287,
1447 (2000).
[31] T. J. Wang and C. Wang, Universal hybrid three-qubit
quantum gates assisted by a nitrogen-vacancy center
coupled with a whispering-gallery-mode microresonator,
Phys. Rev. A 90, 052310 (2014).
[32] X.-F. Liu, T. J. Wang, and C. Wang, Optothermal
control of gains in erbium-doped whispering-gallery mi-
croresonators, Opt. lett. 43, 326-329 (2018).
[33] H.-R. Wei and F.-G. Deng, Compact quantum gates
on electron-spin qubits assisted by diamond nitrogen-
vacancy centers inside cavities, Phys. Rev. A 88, 042323
(2013).
[34] B. C. Ren and F. G. Deng, Robust hyperparallel photonic
quantum entangling gate with cavity QED, Opt. Express
25, 10863 (2017).
[35] G.-Y. Wang, T. Li, Q. Ai, A. Alsaedi, T. Hayat, and F.-
G. Deng, Faithful Entanglement Purification for High-
Capacity Quantum Communication with Two-Photon
Four-Qubit Systems, Phys. Rev. Appl. 10, 054058
(2018).
[36] M. Li and M. Zhang, Robust universal photonic quantum
gates operable with imperfect processes involved in dia-
mond nitrogen-vacancy centers inside low-Q single-sided
7cavities, Opt. Express 26, 33129 (2018).
[37] S.-S. Chen, H. Zhang, Q. Ai, and G.-J. Yang, Phononic
entanglement concentration via optomechanical interac-
tions, Phys. Rev. A 100, 052306 (2019).
[38] J. B. Spring, B. J. Metcalf, P. C. Humphreys, W.
S. Kolthammer, X.-M. Jin, M. Barbieri, A. Datta, N.
Thomas-Peter, N. K. Langford, D. Kundys, J. C. Gates,
B. J. Smith, P. G. R. Smith, and I. A. Walmsley, Boson
Sampling on a Photonic Chip, Science 339, 798 (2013).
[39] K. Xia and J. Twamley, All-optical switching and router
via the direct quantum control of coupling between cavity
modes, Phys. Rev. X 3, 031013 (2013).
[40] Y. D. Wang and A. A. Clerk, Using interference for high
fidelity quantum state transfer in optomechanics, Phys.
Rev. Lett. 108, 153603 (2012).
[41] L. Tian, Adiabatic state conversion and pulse transmis-
sion in optomechanical systems, Phys. Rev. Lett. 108,
153604 (2012).
[42] Y.-D. Wang and A. A. Clerk, Using dark modes for high-
fidelity optomechanical quantum state transfer, New J.
Phys. 14, 105010 (2012).
[43] H. Zhang, X.-K. Song, Q. Ai, H. Wang, G.-J. Yang, and
F.-G. Deng, Fast and robust quantum control for mul-
timode interactions using shortcuts to adiabaticity, Opt.
Express 27, 7384 (2019).
[44] X. Zhou, B. J. Liu, L. B. Shao, X. D. Zhang, and
Z. Y. Xue, Quantum state conversion in opto-electro-
mechanical systems via shortcut to adiabaticity, Laser
Phys. Lett. 14, 095202 (2017).
[45] M. Aspelmeyer, T. J. Kippenberg, and F. Marquardt,
Cavity optomechanics, Rev. Mod. Phys. 86, 1391 (2014).
[46] M. Gao, F. C. Lei, C. G. Du, and G. L. Long, Self-
sustained oscillation and dynamical multistability of op-
tomechanical systems in the extremely-large-amplitude
regime, Phys. Rev. A 91, 013833 (2015).
[47] F. C. Lei, M. Gao, C. G. Du, Q. L. Jing, and G. L.
Long, Three-pathway electromagnetically induced trans-
parency in coupled-cavity optomechanical system, Opt.
Express 23, 11508–11517 (2015).
[48] X. Jiang, M. Wang, M. C. Kuzyk, T. Oo, G. L. Long,
and H. Wang, Chip-based silica microspheres for cavity
optomechanics, Opt. Express 23, 27260–27265 (2015).
[49] C. Dong, V. Fiore, M. C. Kuzyk, and H. Wang, Optome-
chanical dark mode, Science 338, 1609–1613 (2012).
[50] M. C. Kuzyk and H. Wang, Controlling multimode op-
tomechanical interactions via interference, Phys. Rev. A
96, 023860 (2017).
[51] J.-Q. Liao and L. Tian, Macroscopic quantum superpo-
sition in cavity optomechanics, Phys. Rev. Lett. 116,
163602 (2016).
[52] Y.-C. Liu, Y.-F. Xiao, X. Luan, and C. W. Wong, Dy-
namic Dissipative Cooling of a Mechanical Resonator in
Strong Coupling Optomechanics, Phys. Rev. Lett. 110,
153606 (2013).
[53] Y. S. Park, A. K. Cook and H. Wang, Cavity QED
with diamond nanocrystals and silica microspheres, Nano
Lett. 6, 2075-2079 (2006).
[54] B. Peng, S. K. O¨zdemir, W. Chen, F. Nori and L. Yang,
What is and what is not electromagnetically induced
transparency in whispering-gallery microcavities, Nat.
Commun. 5, 5082 (2014).
[55] T. Wang, Y.-Q. Hu, C.-G. Du and G.-L. Long, Multiple
EIT and EIA in optical microresonators, Opt. Express
27, 7344-7353 (2019).
[56] V. S. Ilchenko, P. S. Volikov, V. L. Velichansky , F.
Treussart, V. Lefevre-Seguin, J. M. Raimond and S.
Haroche, Strain-tunable high-Q optical microsphere res-
onator, Opt. Commun. 145, 86-90 (1998).
[57] W. von Klitzing, R. Long, V. S. Ilchenko, J. Hare and
V. Lefevre-Seguin, Frequency tuning of the whispering-
gallery modes of silica microspheres for cavity quantum
electrodynamics and spectroscopy, Opt. Lett. 26, 166-
168 (2001).
[58] K. N. Dinyari, R. J. Barbour, D. A. Golter and H. Wang,
Mechanical tuning of whispering gallery modes over a
0.5 THz tuning range with MHz resolution in a silica
microsphere at cryogenic temperatures, Opt. Express 19,
17966-17972 (2011).
[59] R. Henze, T. Seifert, J. Ward and O. Benson, Tuning
whispering gallery modes using internal aerostatic pres-
sure, Opt. Lett. 36, 4536-4538 (2011).
[60] R. Henze, J. M. Ward and O. Benson, Temperature in-
dependent tuning of whispering gallery modes in a cryo-
genic environment, Opt. Express 21, 675-680 (2013).
[61] Z. H. Zhou, C. L. Zou, Y. Chen, Z. Shen, G. C. Guo
and C. H. Dong, Broadband tuning of the optical and
mechanical modes in hollow bottle-like microresonators,
Opt. Express 25, 4046-4050 (2017).
[62] X.-S. Xu, H. Zhang, M. Wang, D. Ruan, G.-L. Long,
Arbitrary function resonance tuner of the optical micro-
cavity with sub-MHz resolution, Opt. Lett. 44, 3250-3253
(2019).
