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Value functions are deﬁned over a ﬁxed set of outcomes. In work on preference handling
in AI, these outcomes are usually a set of assignments over a ﬁxed set of state variables.
If the set of variables changes, a new value function must be elicited. Given that in
most applications the state variables are properties (attributes) of objects in the world,
this implies that the introduction of new objects requires re-elicitation of preferences.
However, often, the user has in mind preferential information that is much more generic,
and which is relevant to a given type of domain regardless of the precise number of
objects of each kind and their properties. Such information requires the introduction of
relational models. Following in the footsteps of work on probabilistic relational models
(PRMs), we suggest in this work a rule-based, relational language of preferences. This
language extends regular rule-based languages and leads to a much more ﬂexible approach
for specifying control rules for autonomous systems. It also extends standard generalized-
additive value functions to handle a dynamic universe of objects. Given any speciﬁc set of
objects this speciﬁcation induces a generalized-additive value function over assignments to
the controllable attributes associated with these objects. We then describe a prototype of a
decision support system for command and control centers we developed to illustrate and
study the use of these rules.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Much of the work in AI on preference handling has focused on tools for modeling preferences of lay users, often in
applications related to electronic commerce, such as support for online selection of goods [29,12,10,4], tools for prefer-
ence elicitation in combinatorial auctions [33], recommender systems [12], etc. Some work also targets the more classical
decision-analysis setting which is usually mediated by an expert decision analyst, supporting the elicitation process of the
detailed classical structures used there, namely utility functions (e.g., [11,17]). However, much less work considers the use
of preferences as a key tool in the design of complex systems.
The idea of using preferences to design autonomous systems is quite intuitive. Autonomous systems make many decisions
during their run-time, and ideally, their choices should be the ones maximally preferred among available choices at the
current context. A preference-based design explicitly models the designer’s preferences for different choices in different
contexts, and uses a generic mechanism for selecting a preferred feasible choice at run-time.
A preference-based design can provide a uniform declarative and modular approach for the design and speciﬁcation
of certain autonomous systems. It is naturally amenable to customization, both before and during deployment, either by
providing additional information about the context, or allowing for additional user-speciﬁc preferences. Compared with
electronic commerce-based applications which deal with users who usually spend little time with the system and require
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designer is likely to be willing to spend more than a few minutes on her system, and she can be expected to spend time
learning how to effectively specify her preference. On the other hand, the designer’s willingness to adopt a new tool is
likely to depend greatly on the convenience and intuitive appeal of this tool, and on the amount of learning required to
use it effectively without expert assistance. This puts the system design context somewhere between the end-user context
and the decision analysis context, and motivates the need for formalisms that address this setting. These formalisms must
provide suﬃcient expressiveness while remaining intuitive.
Decision-theoretic agent design is not a new paradigm. It pervades the classic text of [32], and recent work in robotics
shows that it can be very successful [24]. A full-ﬂedged decision-theoretic approach requires maintaining a probabilistic
state estimate and a utility function. The main drawback of using classical, propositional probability distributions and utility
functions is that they limit the agent’s knowledge to a ﬁxed set of propositions or objects. Thus, more generic knowledge
about certain classes of objects, or relationships, cannot be captured. This limits the applicability of these systems to a
single ﬁxed, static domain. On the probabilistic side, relational and object-oriented probabilistic models provide tools that
allow designers to describe generic probabilistic models that can then be used in diverse contexts in which the number and
properties of concrete object instances may be quite different. On the preference side, we are not there yet, although the
need to model preferences may be more pressing, as they are harder to learn from data because of their subjective nature.
This need for preference representation tools that support the system design and control context and provide the ability
to express relational preferences in an intuitive manner that system designers can easily grasp, motivates this paper. Its main
contribution is the introduction of a simple relational preference formalism whose semantics generalizes that of generalized
additive value functions. In addition, it explains how optimal choices can be computed given such a speciﬁcation using
standard techniques, such as variable elimination, but also, how this problem can be reduced to the problem of computing
the most probable explanation given a probabilistic relational model (PRM), leveraging existing algorithms for these models.
Finally, we describe a concrete application domain, which is of independent interest, which serves to motivate this type of
formalism and illustrate its possible application.
Relational Preference Rules (RPRs) specify preferences for systems that act in dynamic environments where both the set
of objects and their state change constantly. They combine ideas from rule-based systems and earlier preference formalisms
leading to a simple rule-based syntax with weights attached to different choices. The basic idea is very simple: for every
value of a controllable attribute, specify what conditions affect its desirability, and how happy we would be to see this value
in this context. The syntax is simple:
∧
(Condition on attributes other than v) → v : 〈list of (weight,value of v) pairs〉
Readers familiar with formalisms such CP-nets [6] and especially UCP-nets [5] will see the clear resemblance to the
conditional preference/utility tables used there, with one main difference: the conditions expressed in those formalisms are
propositional, whereas here we have conditions over relations. Indeed, given any concrete set of objects, these rules induce
a concrete value function, which is induced by all possible groundings of these rules. Like rule-based systems, preference
rules-based systems can be used in process and decision control applications in which rule-based systems are currently
used. They retain the natural form of rule-based systems, but are much more ﬂexible because their conclusions are not
based on rigid deduction, but rather on optimization.
Preference rules bare certain resemblance to soft constraint logic programs (SCLP) [2], though their semantics is different.
They are also closely related to generalized-additive value functions [16,1], as each ground rule is a factor in the induced
value function. They can also be viewed as specifying a linear value function where the basis functions correspond to the
rules. Similar rules have been suggested as a formalism to specify the behavior of a multi-agent system. And of course,
these rules were motivated by PRMs, of which Markov Logic is the most similar, semantically [31]. We will discuss these
relations in more depth in Section 4.
The rest of this paper is structured as follows: In Section 2 we describe and discuss the syntax and semantics of pref-
erence rules. Section 3 discusses the complexity of inference and how these rules can be transformed into Markov Logic
theories. In Section 4 we discuss related work. In Section 5 we describe a system prototype we built using the methodol-
ogy described in this paper. This system shows how preference rules can be used to select which information to display
to decision makers in a real-time command and control center. We conclude with a discussion of future challenges in
Section 6.
2. Preference rules
We introduce the syntax and semantics of preference rules, and follow up with a discussion of some of our choices.
2.1. The language
We adopt an object-oriented world model. Objects are instances of certain object classes. A set of attributes is associated
with every instance of every class. The value of these attributes may be a simple type, such as integers, reals, strings, or an
object class. Object-valued attributes capture binary relations between objects, and, in principle, any n-ary relation can be
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classes: controllable and uncontrollable.
Example 1. Throughout the paper, we refer to the ﬁre-ﬁghters domain, which is an instance of the type of command and
control application that motivated this work. In this domain, we are interested in supporting decision making in a command
and control center for the emergency services of a large city. Our objects will correspond to objects of interest in this setting.
Uncontrollable variables correspond to state variables (location of personal, ﬁres, etc.), while controllable variables usually
correspond to information sources we can turn on and off.
Some classes could be: ﬁreman, ﬁre-engine, ﬁre, etc. Fireman might have attributes such as location, rank, and role, and a
class attributes base-station. Imagine that in addition, ﬁremen are equipped with sensors, such as a camera, CO2-level, and
temperature. Fire can have attributes location and intensity. Fire-engine might have attributes such as location, driver, ladder.
The ﬁremen’s sensor attributes, as well as the driver and ladder attributes are themselves objects. The camera object has
two attributes: on, and display which determine whether it is on, and whether the video stream is being displayed in the
command center. Both of these attributes are examples of controllable attributes. We can imagine an application where the
ﬁre-engine’s driver attribute is controllable, as well.
Our goal is to deﬁne a generic value function, one that can be used across different instances of the same domain type.
Technically, we specify a function that, given a set of objects returns a value function over the set of possible assignments
of the relevant attributes of these objects. This is done by using preference rules that take the following form:
rule-body → rule-head : 〈(v1,w1), . . . , (vk,wk)〉
Intuitively, the rule-head speciﬁes a controllable attribute, and this rule speciﬁes the desirability (the wi ’s – weights) of
different assignments of values (the vi ’s) in the context speciﬁed by the rule-body. Thus, the speciﬁcation process requires
the designer to contemplate about what different contexts inﬂuence the desirability of different assignments to the possible
values of a controllable variable, and how.
More precisely, rule-body has the following form:
class1(x1) ∧ · · · ∧ classk(xk) ∧ α1 ∧ · · · ∧ αm
and αi has the form: xi .path REL value or xi .pathi REL x j .path j . Each xi must appear earlier within a class j(xi) ele-
ment. By path we mean a possibly empty attribute chain such as x.mother.profession and REL denotes a relational
operator such as =, =,>,<, etc. The rule-head has the form x j .path where x j .path denotes a controllable attribute.
〈(v1,w1), . . . , (vk,wk)〉 is a list of pairs, the ﬁrst of which denotes a possible value of the attribute in rule-head, and the sec-
ond of which is a real-valued weight. Given a rule r, we use w(r, v) to denote the weight associated with assigning value v
to the head of rule r. Thus, what we get is something akin to a weighted Horn rule, though we do not require that literals
in the body be positive. Finally, we do not allow multiple controllable attributes within one attribute chain. For example,
x.girl-friend.salary would not be allowed if one can both choose one’s girl-friend, and the girl-friend’s salary.
Example 2. The following rule expresses the fact that viewing the stream generated by a ﬁreman in a location of a ﬁre has
value 4:
(1) ﬁreman(x) ∧ ﬁre(y) ∧ x.location = y.location → x.camera.display : 〈(“on”,4), (“off”,0)〉
Note that this will have the same effect as
(
1′
)
ﬁreman(x) ∧ ﬁre(y) ∧ x.location = y.location → x.camera.display : 〈(“on”,4)〉
Here is another rule that expresses a preference that the rank of a ﬁreman whose camera is on will be high (e.g., so that
we know what commanders on-site are seeing):
ﬁreman(x) ∧ x.camera.display = “on” → x.rank : 〈(“high”,4)〉
However, this rule is not allowed, as the variable at the head — the rank of the ﬁreman, is not directly controllable.
Here is another rule that would increase the value of observing the oxygen level of ﬁremen in areas with a high level
of CO2:
(2) ﬁreman(x) ∧ x.CO2-level = high → x.oxygen-level-display :
〈
(“on”,10), (“off”,0)
〉
Here is a another rule that includes a controllable attribute in the body:
(3) ﬁreman(x) ∧ ﬁre-engine(y) ∧ x.location = y.location∧ y.camera.display = on
→ x.camera.display : 〈(“off”,8), (“on”,0)〉
It expresses the fact that we usually don’t need another camera on when the ﬁre-engine’s camera is on in the same location.
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at design time. In fact, this set can change throughout the life-time of an application, and we need a ﬁxed preference spec-
iﬁcation formalism that can work in diverse settings. For instance, new ﬁres may occur, while others may be extinguished,
and new equipment or ﬁreman may be added. Moreover, we would not want to have to rewrite the logic behind the system
each time we deploy it in a new location.
A note on notation. Although we use the term relational rules, we chose to use an object-oriented notation, rather than a
pure relational one. In the application we worked on when designing these rules, described in Section 5, we found this
notation to be more intuitive. This, of course, is a matter of taste, and one can switch between different notations.
Example 3. Here are rules 1 and 2, described using a relational syntax.
(1′′) ﬁreman(x) ∧ ﬁre(y) ∧ co-located(x, y) → camera-display-on(x) : 〈(true,4)〉
(2′′) ﬁreman(x) ∧ high-CO2-level(x) → oxygen-level-display-on(x) :
〈
(true,10)
〉
Early work in PRMs made a similar choice [25], but later work has adapted the relational notation. Indeed, the object-
based notation is inconvenient when we wish to specify relations involving more than 3 objects. Binary relations, such as X
is the commander of Y , can be captured in relational syntax using commander(X, Y ) or using object-oriented notation as
X .commander = Y . However, a ternary relation such as parents(X, Y , Z ), capturing the fact that X and Y are the parents of
Z and X and Y are married, is hard to represent directly using an object-oriented notation. Of course, any k-ary relation can
be represented using k binary notation, but this new representation is less intuitive and requires the introduction of addi-
tional “relation” objects. On the other hand, in decision-theoretic applications, it is natural to make the distinction between
controllable and uncontrollable attributes. One could make a similar distinction between controllable and uncontrollable re-
lations, but that is much less intuitive. For example, it is more natural to say that we can control the location of a ﬁreman,
rather than the relation co-located.
2.2. The semantics
Preference rules have the ﬂexibility to model diverse settings because they are basically schemas of ground rules, and the
concrete set of ground rules generated depends on the nature of the actual objects. A set of objects induces a set of ground
rules. A ground rule instance is obtained by assigning a concrete object from the appropriate class to the rule variables.
Thus, given a rule
class1(x1) ∧ · · · ∧ classk(xk) ∧ α1 ∧ · · · ∧ αm → α
and an assignment of objects o1, . . . ,ok to variables x1, . . . , xk from appropriate classes (i.e., oi belongs to classi), we obtain
a ground rule instance which has the form:
α′1 ∧ · · · ∧ α′m → α′,
where α′i is obtained from αi by replacing each x j by the corresponding o j , and similarly for α
′ .
Example 4. Suppose that we have a single ﬁreman, Alice, and a single ﬁre-engine, Fred. Because there are no ﬁre objects,
there are no ground instances of Rule 1. However, Rules 2 and 3 have a single ground instance, each:
Alice.CO2-level = high → Alice.oxygen-level-display :
〈
(“on”,10), (“off”,−10)〉
Alice.location = Fred.location∧ Fred.camera.display = on → Alice.camera.display : 〈(“on”,0), (“off”,8)〉
Now, suppose that we add a ﬁre object: Fire1. Rule (1) would have a single ground instance:
Alice.location = Fire1.location → Alice.camera.display : 〈(“on”,4), (“off”,0)〉
If we add another ﬁreman, Bob, then Rules (1)–(3) have another ground instance, as above, but with Alice replaced by Bob.
A set O = o1, . . . ,on of objects also induces a set AO = {A1, . . . , Am} of attribute instances with their respective domains.
These are precisely the attributes associated with the objects in O. Naturally, if objects are added or removed, then AO
changes. We use a¯ to denote a particular assignment to these attribute instances. Here we introduce an important closed-
world assumption, which basically states that O, the set of objects, is the entire set of objects. Thus, object-valued attributes
(which can act like functions, or binary relations) must have a value in O. This bounds the size and number of possible
interpretations.
A preference rule base R = {r1, . . . , rk}, where each ri is a preference rule, and a set of objects O, induces a value
function vO over the possible assignments to AO . The basic idea is straightforward: the set of objects induces a set of
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ground rules it satisﬁes.
More formally, given an assignment to all attributes of all objects, we can evaluate all conditions of the form:
α1 ∧ · · · ∧ αm → x.path :
〈
(v1,w1), . . . , (vk,wk)
〉
Let a¯ be a possible assignment to the current objects’ attributes. We say that r is satisﬁed by attribute assignment a¯ if
α1, . . . ,αm are satisﬁed by a¯. Recall that αk has the form xi .path REL value or xi .path REL x j .path, where xi, x j are object
instances, so the deﬁnition of its satisfaction given a complete assignment to all attributes is straightforward.
Given a ground rule r and an attribute assignment a¯, the rule’s value given a¯, denoted w(r, a¯) is deﬁned as follows:
• wi if r is satisﬁed and a¯ assigns vi to x.path
• 0 if r is not satisﬁed or the value a¯ assigns to x.path is not in {v1 . . . vk}
The value function vR,O induced by a rule-base R on a set of objects O is simply the function that assigns to every
possible attribute assignment a¯ the sum of values of all its ground instances given a¯.
vR,O(a¯) =
∑
ground instances r′ of r∈R
w(r, a¯)
When R and/or O are ﬁxed by the context, we shall omit these subscripts and simply write v(a¯).
Example 5. Consider the rule-base R containing Rule (1) and a set of objects O containing ﬁreman Alice and Bob, and a
ﬁre Fire1. The rules have two ground instances:
(1a) Alice.location = Fire1.location → Alice.camera.display : 〈(“on”,4), (“off”,0)〉
(1b) Bob.location = Fire1.location → Bob.camera.display : 〈(“on”,4), (“off”,0)〉
Given these ground rules, the value of an assignment to the attributes of Alice, Bob, Fire1 depends only on their locations
and the value of their camera.display attribute. If we have one ﬁreman in the location of the ﬁre and we display his camera,
the value is 4. If we have two ﬁremen in the location of the ﬁre then the value is 4 if we display a single camera, and 8 if
we display both. Under all other assignments, the value is 0.
2.3. Discussion
We now consider a number of issues that our formalism gives rise to. The ﬁrst issue has to do with multiple rules with
the same head. Imagine that we add the rule:
(4) ﬁreman(x) ∧ ﬁreman(y) ∧ ﬁre(z) ∧ x = y ∧ x.location = y.location∧ x.location = z.location∧
x.camera.display = “on” → y.camera.display : 〈(“on”,−4)〉
Intuitively, this rule says that there is a negative value to more than one camera at a location. We now have two rules,
(1) and (4), that have the same head and can be applied in the same situation (i.e., there are object and attribute value
choices in which the bodies of both rules are satisﬁed). Notice that with the introduction of this rule, it is less preferred
to have two cameras on in the location of the same ﬁre. For each camera, we get +4 from rule (1), but we also have
two possible, symmetric instantiations of rule (4) that contribute −8. Altogether the value of turning two cameras on is 0,
whereas each of the two assignments in which we turn one camera on and the other off, has a value of 4.
Should we allow multiple rules with the same head attribute? Our current formalism remains well deﬁned in this case —
it implies that we will add the contribution of the groundings of both rules. This implies that the “value” of a certain
attribute value can be spread out among multiple rules, as opposed to a single place. A similar choice arises in PRMs.
Bayesian Logic [21], for instance, allows multiple rules with the same head, while Relational Bayesian Networks [19] require
unique rule-heads. In both cases, combination rules (whether within rules or external to them) are used to determine the
ﬁnal value. A combination rule tells us how to combine multiple inﬂuences. That is, how to infer P (a|b, c) from P (a|b) and
P (a|c). For example, consider the rule:
P
(
worried(x) = true|call(y, x) = true)= 0.9
This rule states that the probability that x will be worried given that x received a call from y is 0.9. Thus, P (worried(a) =
true|call(b,a)) = 0.9, and P (worried(a) = true|call(c,a)) = 0.9. But what about P (worried(a) = true|call(b,a), call(c,a))? We
don’t really have information how to compute this value. One needs to explicitly state how to combine the two inﬂuences,
e.g., something like:
combining-rule(worried) = noisy-or
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Using this terminology, in RPR, we have opted for summation as a single, default combination rule. To see this, suppose
we have:
person(x) ∧ neighbor(x) ∧ call-me(x) → worried〈(true,4), (false,0)〉
then, if we have a context with one person who called me, the value is 4, and if two people call me, the value is 8, and
more generally, this rule will contribute 4 · k, to assignments where worried is true, where k is the number of neighbors
who called me. We believe that summation, or additivity, makes sense in the case of value functions. It does, however,
assume some form of independence, and so there may be cases where it is not as natural. (For example, I no longer make
distinctions between 3 or more calls from neighbors.)
Note that using this property, we were able to capture the fact that two cameras’ displays from the same location are
not as good as a single camera’s display. In that example, we achieved it by using negative weights. But is the use of
negative weights necessary? Because the model is additive, one is tempted to think that we can maintain the same relative
order among alternative assignments if we add a constant c to the weight associated with every possible value of the
attribute at the head. And if c is suﬃciently large, all weights would be non-negative. This is true if no controllable value
appears in the body of a rule. In that case, the number of times that a particular rule is ﬁred is ﬁxed by the assignment
to the uncontrollable variables. Thus, the value of all assignments to the controllable variables increases by a constant (the
number of times the rule is ﬁred times c). However, if a controllable attribute appears in the body of some rule, this rule
may be ﬁred a different number of times in different assignment to the controllable variables. Thus, the change in value
across different assignments will not be constant, and the ordering may not be preserved.
Example 6. Consider the following two rules:
class1(o) ∧ o.a = true → o.b
〈
(true,0), (false,4)
〉
class1(o) → o.a
〈
(true,4), (false,0)
〉
Here is the value associated with each assignment, assuming a single object:
a = T a = F
b = T 4 0
b = F 8 0
Now, suppose that we add a constant of −10 to the ﬁrst rule, obtaining:
class1(o) ∧ o.a = True → o.b
〈
(True,−6), (false,−10)〉
The new values are:
a = T a = F
b = T −2 0
b = F −6 0
which clearly order the valuations differently.
This sensitivity to the actual weight values is a weak point of our formalism. However, we note that this is also a
property of Markov Logic [31], which appears to be the most popular formalism for specifying PRMs. Other PRMs do not
have this property, and pay for that in conceptual complexity and in the need to deﬁne explicit combination rules. One
possible way to address this problem is by using learning algorithms that adjust rule weights based on experience. This
can be done using existing reinforcement learning algorithms, and some positive preliminary results appear in [35]. Such
algorithms allow for reduced sensitivity to exact weight values, and make the elicitation process simpler.
3. Finding an optimal assignment
Each set of objects has a number of attributes that are controllable, while the rest are not. The uncontrollable attributes
can be viewed as specifying the context in which we operate. Our main computational task given a rule-base R and a set
of objects O is to ﬁnd an assignment to the controllable attributes that is optimal. Sometimes, as in our application, our
choice is constrained. More formally, let U and C denote the uncontrollable and the controllable attributes in the set of
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to C .1
Let u, c denote assignments to the set of attributes U ,C , respectively. Our goal is to compute:
max
c∈C vR,O(u, c)
where u denotes the current context of uncontrollable attributes. That is, we want to ﬁnd an assignment to the controllable
attributes that maximizes v subject to constraints C and assignment u.
There are a number of standard methods for solving such a problem. These include various variants of stochastic local
search and systematic, branch and bound, search. We will not discuss the speciﬁcs of such methods, as they are well
known, and our paper does not attempt to empirically evaluate different alternatives. Instead, we will discuss two methods.
The ﬁrst is variable elimination, which is also a standard method, but which is helpful in establishing some complexity
results. The second is a reduction of this problem to a related optimization problem in PRMs. The main advantage of this
latter transformation is that for these models a number of lifted inference techniques exist (i.e., ones that do not require
grounding the rules) and we can immediately beneﬁt from any new techniques in this area.
We note that, in practice, and especially for the application described in Section 5, the more standard methods may
be better, and, indeed, we implemented them in our system. In that application, this optimization problem needs to be
resolved whenever the value of the uncontrollable variables (i.e., the assignment u) changes and a solution that is as close
to the previous solution is preferred. In the case of stochastic local search, by starting the search from the current solution,
we can bias the search to its vicinity. In the case of branch and bound, the current solution may provide a good initial lower
bound.
3.1. Grounding and ﬁltering
To determine the preferred assignment in a given context, consisting of an assignment to all uncontrollable variables,
most standard algorithms require that ﬁrst we ground and ﬁlter the rules.2 This step generates the set of applicable ground
rule instances and ﬁlters them according to the values of the uncontrollable variables.
Let r be a rule of the form
class1(x1) ∧ · · · ∧ classk(xk) ∧ α1 ∧ · · · ∧ αm → α :
〈
(v1,w1), . . . , (vk,wk)
〉
Let O be the current set of objects with their uncontrollable values ﬁxed.
(1) The rule grounding and ﬁltering process considers all possible assignments to x1, . . . , xk from classes class1, . . . , classk ,
respectively.
(2) It replaces each occurrence of an attribute by its value given the current assignment.
(3) It evaluates any condition αi that depends only on the value of uncontrollable attributes.
(a) If a condition evaluates to false, this grounding is ruled out.
(b) Conditions that evaluate to true are dropped.
The result of this ﬁltering stage is a set of ground rules involving only controllable attributes of the form:
ψ1 ∧ · · · ∧ ψl → ψ
〈
(v1,w1), . . . , (vk,wk)
〉
where each ψi has the form o.path = r, or o.path = o′.path′ where o,o′ ∈ O o.path,o′.path′ denote an attribute path starting
at o and o′ , ending in some controllable attribute, and r is a value of some simple type. ψ has the form o.path, and wi
is the weight associated with value vi , which is identical to the weight of vi in the original rule. We have actually seen
examples of this process, e.g., in Example 4.
3.2. Complexity of grounded optimization
Finding an optimal assignment given a set of ground preference rules and objects is NP-hard both for the unconstrained
problem and, obviously, for the constrained problem.
Theorem 1. Deciding whether an assignment to the controllable attributes is optimal given a set of grounded, ﬁltered preference rules
is NP-hard.
Proof. This result follows immediately from classical results on the complexity of max-Horn-sat, i.e., the problem of deciding
whether a truth assignment is maximal with respect to a set of weighted Horn clauses, which is NP-hard [20]. To see
1 Here we are agnostic as to the language specifying the constraints, although this choice can affect the complexity of the constrained optimization task.
2 The exception would be lifted inference algorithms which exist for PRMs.
R.I. Brafman / Artiﬁcial Intelligence 175 (2011) 1180–1193 1187this, note that every weighted Horn-rule of the form {body → head = v : w} is equivalent to a ground rule of the form:
body → head〈(v,w)〉. Thus, our decision problem is at least as hard as max-Horn-sat. We note that given certain properties
of the constraint graph induced by the rules, this problem can be solved in polynomial time, as we discuss below.
It is also instructive to see another proof by reduction from the problem of deciding whether an assignment is the most
probable explanation (MPE) to a Bayesian network. This highlights the important relation between inference in our model
and in probabilistic models. MPE is known to be NP-hard [36]. Given a Bayes-net over variables X1, . . . , Xn , deﬁne a single
class class with attributes X1, . . . , Xn and a rule for every entry in the CPT of each variable. (We ignore the object from now
on, as there is a single one in each rule.) That is, for every variable Xi and for every possible assignment pai to its parents
in the Bayes-net. We add the rule:
pai → Xi
〈{
(xi,exp
(
Pr(xi |pai)
) ∣∣ xi ∈ D(Xi)}〉
The size of the set of rules is linear in the size of the Bayes-net. Recalling that the joint probability in a Bayes-net is the
product of the local conditional probabilities, and that the value in our formalism is obtained by adding the weights over
all applicable rules, and because
argmax
∑
wi = argmax
∏
exp(wi)
we conclude that this is, indeed a reduction (and obviously, a polynomial one).
This transformation between computing MPE and ﬁnding the most preferred assignment to a generalized-additive value
function is well known. Here, the multiplicative factoring of probabilistic models leads to an additive factoring of their
logarithm, which can be viewed as a generalized additive value function. 
Of course, our original problem is given by a set of relational rules, not the grounded ﬁltered rules. The grounded, ﬁltered
set of rules can be at most exponential in the maximal number of variables appearing in each rule, and linear in the number
of rules.
3.3. Variable elimination
A set of ground rules deﬁnes a value function. However, this value function has special structure. It is a sum of sub-
functions, each one corresponding to a single rule. Each such rule usually refers to a small number of attributes. This form
of a value function v( X¯) =∑ v j( Z¯ j), where Z j ⊆ X , is known as a generalized additive value function (or GAI for short).
For example, consider the following ground rule instance:
Alice.location = Fire1.location → Alice.camera.display : 〈(“on”,4), (“off”,0)〉
This deﬁnes a factor over the variables Alice.location, Fire1.location, and Alice.camera.display. This factor assigns a value 4
to all cases in which Alice.location = Fire1.location and Alice.camera.display = “on”, and 0 otherwise. Variable elimination is
a generic technique that can be used, among other things, to compute a maximizing assignment. The basic idea is to push
the max operator forward, as much as possible based on the following equivalence:
max
x1
. . .max
xn
[
f1(·) + · · · + fk(· · ·) + fk+1(· · · , xn) + · · · + f j(· · · , xn)
]
= max
x1
. . .max
xn−1
[
f1(·) + · · · + fk(· · ·) +max
xn
[
fk+1(· · · , xn) + · · · + f j(· · · , xn)
]]
where f1, . . . , fk are functions that do not depend on xn , whereas fk+1, . . . , f j are functions that do depend on xn . Deﬁning
gn(x1, . . . , xn−1) =max
xn
[
fk+1(· · · , xn) + · · · + f j(· · · , xn)
]
we now have a new maximization problem, where xn was eliminated:
max
x1
. . .max
xn
[
f1(·) + · · · + fk(· · ·) + fk+1(· · · , xn) + · · · + f j(· · · , xn)
]= max
x1
. . .max
xn−1
[
f1(·) + · · · + fk(· · ·) + gn(· · ·)
]
For more information on this well know technique, see, e.g., [15].
In the worst case, the complexity of this technique is exponential in the tree-width of an appropriate graph. The graph
in question, which is also known as a cost network [15], contains a node for each ground attribute, and an edge between
any two ground attributes that appear in the same rule. Its tree-width is often much smaller than the number of nodes. For
example, imagine that each relational rule contains reference to a single object instance only, i.e., it has a single variable,
and different rules refer to different object classes. In that case, the tree-width of the graph is bounded by the maximal
number of attributes per rule.3
3 Of course, this is an obvious case in which the problem is much simpler. The point is that variable elimination can beneﬁt from this and other types of
loose coupling between variables, automatically.
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Earlier, we noted some similarities between our model and PRMs. Now, we show how to reduce the problem of op-
timal action choice in using RPRs to the problem of computing the most probable explanation (MPE) for a Markov Logic
Network [31], one of the most popular current PRMs.
A Markov Logic network consists of a set of weighted ﬁrst-order formulas. Together with a set of constants, it deﬁnes a
Markov network with one node per ground atom and one feature per ground formula. The weight associated with a feature
(generally, a real-valued function of the value of the nodes on which it is deﬁned, here, a Boolean function of the relevant
atoms) is the weight of the ﬁrst-order formula from which the ground formula originates. The probability distribution over
possible worlds x speciﬁed by the MLN and constants is thus P (x) = 1/Z exp(∑i wini(x)), where wi is the weight of the ith
formula and ni(x) is its number of true groundings in x, and Z is a normalizing constant. Thus, this is basically a method
for assigning weights to ﬁrst-order models whose domain is restricted to a given set of constants.
Suppose we are given a preference rule of the form
body → head〈(v1,w1), . . . , (vk,wk)〉
We can transform it as follows into a set of weighted formulas, as used in MLNs: {body∧ head = vi : wi}. For example:
ﬁreman(x) ∧ ﬁre(y) ∧ x.location = y.location → x.camera.display : 〈(“on”,4), (“off”,0)〉
would be transformed into:
ﬁreman(x) ∧ ﬁre(y) ∧ x.location = y.location∧ x.camera.display = on : 4
and
ﬁreman(x) ∧ ﬁre(y) ∧ x.location = y.location∧ x.camera.display = off : 0
To ﬁnd the optimal assignment, we instantiate all variables denoting uncontrollable attributes, and are left with control-
lable variables only. Now, we compute the most-probable explanation, i.e., the assignment with highest probability:
argmax
x∈X P (x) = argmaxx∈X 1/Z exp
(∑
i
wini(x)
)
= argmax
∑
i
wini(x)
The latter is, essentially, the value function associated with the original preference rules.
Using this reduction, we can beneﬁt from any improvement in algorithms for solving MPE for MLNs. Until quite recently,
inference in probabilistic models was done by ﬁrst grounding the model and then applying propositional reasoning tech-
niques. Recent work has come up with lifted algorithms for probabilistic reasoning. For MPE, we can use ﬁrst-order variable
elimination [28,14]. The key idea in this method is to do as much as the computation without grounding (hence “lifted”)
the rules or formulas. In ﬁrst-order variable elimination, instead of eliminating one variable at a time, as in regular variable
elimination, one eliminates a collection of related variables all at once. Where variables are related if they are different
instantiations of the same predicate (as in tall(alice), tall(bob), . . .). This method is elegant, yet complex conceptually and
computationally. And it is not yet clear that it is more eﬃcient in practice then grounded methods. Still, theoretically, it can
scale up much better with the number of objects.
4. Related work
There are many diverse formalisms for specifying preferences and real-valued functions over structured discrete domains
(i.e., domains described using multiple discrete variable), many of which have relational versions. Here, we discuss those we
ﬁnd most relevant to RPRs.
Mathematically, a probability distribution is a value function with special properties. Hence, it is not surprising that the
preference rules formalism was inspired by PRMs. Indeed, there is much similarity between utility functions, which capture
preferences, and probability functions. Probability distributions have a natural multiplicative decomposition (via the chain
rule), while value and utility functions often have an additive decomposition, very much like log probabilities. Because log
and exp are monotonic functions, the same values that maximize with respect to p, maximize w.r.t. log(p). Of course, there
are also important differences: the notion of a conditional distribution plays an important part in multiplicative decompo-
sition via the chain rule and it has no apparent semantics in the case of value function. Still, some of the computational
questions in preference rules and PRMs are similar.
One of the earliest attempts to combine ﬁrst-order logic with probabilities and utilities is Poole’s independent choice
logic (ICL) [27]. This is a very general formalism that can model games, where different agents have different valuations to
each state. Our formalism is geared more towards systems with multiple controllable variables, each of which can be viewed
as an agent. But this system is cooperative, with a single value associated with every assignment. In ICL, the utility of a state
is described via clauses of the form utility(agent,value) : −condition. Multiple clauses of this form for the same agent need to
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rules, on the other hand, have an additive structure that applies to multiple groundings and to multiple rules with the same
head. Instead, in ICL, the rules should partition the space of possible worlds/assignments and there is no built-in additive
semantics. We will see that this is typically the difference between preference rules and similar formalisms, such as SCLP
and Relational MDPs, described below.
RPRs also resemble soft constraint logic programs (SCLP) [2,3]. SCLPs are constraint logic programs in which standard
constraints are replaced by soft-constraints. A program is a set of Horn clauses, where the head is an atom, and the body
is a collection of atoms or a value from some set of values of some semi-ring. An interpretation maps each ground atom
to a value, and it satisﬁes a clause if the value of the head is greater than or equal to the value of the body. It is a model
of the program if it satisﬁes all of its clauses. As in logic programs, there is the notion of a minimal model associated with
an SCLP, as well. A minimal model is obtained by intersecting all models of the program. Here, intersection implies taking
the minimal value assigned to each atom, where minimality is deﬁned w.r.t. the semi-ring used. Finally, a goal is simply a
collection of atoms.
Intuitively, a minimal model should correspond to an optimizing value function. However, there are differences in the
semantics that make it non-trivial to map between the two formalisms. The most important aspect is that of additivity. In
preference rules we have two aspects of additivity. First, the value of a model is the sum of weights associated with all
ground instances of the rules. In SCLP, the value of a non-ground formula is the supremum over the values associated with
the ground instances. Similarly, when we deal with combinations, i.e., multiple rules with the same head, the semantics of
SCLPs is again one of maximization rather than sum. Another difference is that values are not associated with every clause,
but only with clauses without a body.
A popular model for sequential decisions is that of a Markov Decision Process (MDP) [30]. Relational variants of MDPs
were introduced by [7]. A relational MDP is a more fundamental model than RPRs in the sense that it describes the under-
lying dynamics of the world. RPRs were devised, primarily, for contexts in which there is no need or no ability to specify an
underlying world model. For example, in the application presented in this paper, it is hardly likely that we have the knowl-
edge to specify a good world model describing the dynamics of rescue and emergency services. However, domain experts
have good intuitions about what behavior is good and what behavior is bad, and we seek to capture this in a convenient
manner.
In MDPs, the term value function is associated with a speciﬁc policy, and maps possible states to their value given this
policy. An optimal value function maps each state to its value given an optimal policy. In [7,34], reward and value functions
for relational MDPs are deﬁned by a case statement. That is, by partitioning the set of possible states according to certain
properties, and associating a value to each part. These properties are described via sentences in the situation calculus.
This is a much simpler and more explicit notation than preference rules. The former describes an explicit partition of the
state space, whereas the latter is implicit, contains additive structure, cyclical references, and require counting the number
of ground instances of rules. This is to be expected because the value function of an MDP speciﬁes the value of states
according to the optimal policy. Preference rules, on the other hand, can be viewed as specifying the value of all possible
policies, and hence contain explicit reference to the choice of action/controllable variable.
Recently, [39] introduced ﬁrst-order decision diagrams (FODD) as a more compact tool for representing relational value
functions. FODDs are very much like BDDs and ADDs. A FODD is a labeled rooted directed acyclic graph, where each non-leaf
node has exactly two children. The outgoing edges are marked with values true and false. Each non-leaf node is labeled with
an atom P (t1, . . . , tn), or an equality t1 = t2, where each ti is a variable or a constant. Leaves are labeled with numerical
values. An FODD is, thus, also a speciﬁcation of a value function over states which partitions the set of states, but in a more
compact manner than a case statement. A FODD could be used to specify a value function over the set of possible states and
policies, by adding conditions that pertain to action values. However, its utility as a tool for specifying value functions is not
clear because it is not an intuitive format for users to specify directly, nor is it clear that it gives computational advantages
for optimization.
One popular approach for obtaining approximately optimal policies in large MDPs is linear value-function approxima-
tion [38,8]. Given a set of basis functions ϕi (deﬁned on states), a vector of weights is sought such that
∑
i wi · ϕi(·) is a
good approximation of the true value function. Two key issues are computing (or learning) good weight vectors and gen-
erating good basis functions. Our formalism can be viewed as deﬁning a linear-value function over possible assignments
where the basis functions, or features, correspond to rules:
∑
i
∑
j
ci, jφi, j(a¯)
Here φi, j(a¯) is the number of times that the ith rule is ﬁred when the head of this rule is assigned its jth value in a¯, and 0
otherwise; and ci, j is the weight associated with the jth value in this rule. Although we do not assume that our underlying
model is an MDP, we believe that we can use reinforcement learning algorithms to improve rule weights and rule bodies.
Successful application of these ideas will imply that designers need only specify reasonable rules with reasonable weights,
and that learning algorithms can automatically improve them online. Encouraging initial results appear in [35].
We explained early on that we view preference rules as a good candidate for prescribing system control. For such
applications, it is really only interesting if we have multiple, inter-dependent controllable variables. This is the case when
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the agent takes on in a particular context. The value of a joint-strategy can be described using a set of rules. This idea was
explored by [18]. Rules of the form 〈ρ, c : v〉, where c is some condition on the set of variables (the context and agent
variables), v is a real value, and ρ is the function which assigns assignments in which c holds a value of v . The semantics
is additive, and the value function is deﬁned as the sum of contributions of all rules. This framework is deﬁned abstractly,
and the conditions can be formulated in propositional logic, or predicate calculus. Indeed, [22] applies these ideas to the
robot soccer domain, where the rules are conjunctions of conditions expressed using predicates with free variables. Thus,
like our relational rules, these are schemas that can be applied in contexts with different numbers of soccer playing agents.
The optimal assignment is computed using variable elimination, and is used to control the system.
5. Preference rules for command and control display
Our work on preference rules arose out of our desire to solve a concrete problem for which we found current techniques
inadequate. We explain this problem domain and describe a system prototype we built to test these ideas.
5.1. Problem domain
Consider a command and control room for real-time operations. This can be a control room for the ﬁre-department of a
large city; a control room for handling large-scale emergencies, such as earthquakes, ﬂooding, or terrorist attacks; a control
center for complex missions, such as NASA shuttle missions; an army command center; or a monitoring center for some
ﬁrm that receives much real-time data that requires the attention of a decision maker. To be concrete, let us focus on the
ﬁrst setting, that of a ﬁre department that needs to deal with ﬁre and rescue operations, and disasters. Imagine, a not very
futuristic scenario in which each ﬁreman has a camera on his helmet, cameras are located in various places across the city
(as is the case today in London and many other cities), and heat, smoke, and other hazardous material sensors are located
on some ﬁremen and in various places in buildings.
In a realistic scenario, we are talking about thousands of possible information streams that the decision maker in the
control room might have access to. Moreover, much more information is accessible by querying databases: from street maps
to building plans and building material speciﬁcations, to resource status such as ﬁremen, ﬁre trucks, special equipment, etc.
Analysis tools that analyze the various aspects of the current situation, statistical tests, risk analysis, and simulations may
also be available.
Clearly, a given decision maker cannot handle this volume of information. An ideal intelligent application will be able to
fuse all the information together, but this is unlikely to happen in the foreseeable future. While much work is carried out
on sensor fusion [23], current technology is very limited in the type and scope of sensory data that can be fused together.
We seek a more modest solution, that although challenging, appears to be feasible, and can have enormous impact on the
quality of decisions made. We seek a tool that will automatically control the information sources displayed to a decision
maker based on the current state of the world.4
Consider the characteristics of such a system. The set of object types, i.e., classes, is known ahead of time. Some of the
instances may also be known (e.g., the personnel in the ﬁre department) but some change dynamically (e.g., a new ﬁre is
modeled as a new object of the ﬁre class). The attribute values of concrete object instances change throughout the situation.
As the state of the system changes (i.e., attribute value change or instances are added or removed), display choices must
be made, and they must be made quickly (i.e., in a matter of seconds). Finally, information can be displayed in various
modes, for instance, a video can be shown in different sizes and in different places on the user screen. Analysis results or
interesting items of information can be shown directly, or using icons that require a click.
Attributes that represent display choices, such as whether a video stream is displayed and how, correspond to con-
trollable attributes. All other attributes are uncontrollable. We seek a speciﬁcation that describes the preferred values of
controllable variables as a function of the values of uncontrollable variables and other controllable variables. For example,
whether I want to show a video stream from the camera of a ﬁreman in some ﬁre scene depends on the ﬁreman’s status
and rank, and on which other cameras will be shown. In some situations, one camera from a scene is enough, and in others
more cameras are preferred.
Abstracting away a bit, we see an application where we must assign value to a number of controllable variables. The
desirability of an assignment to a controllable variable depends on the state of the uncontrollable variables and the value
assigned to other controllable variables. This set of variables changes dynamically as the set of objects changes. In addition,
value choices are constrained by resource limitations (e.g., screen size, user attention). Using a simple rule-based system to
determine the value of controllable variables is not natural and unlikely to be feasible as the resource constraints introduce
strong inter-dependence into the system. A value function, on the other hand, provides context dependence in two ways.
First, explicitly by allowing us to condition value on various choices and external parameters. Second, implicitly, via the
ideas of constrained optimization, where we seek an optimal feasible solution.
4 We do not address the diﬃcult practical question of how the state of the world is maintained. In some situations, we can assume human operators
update the database, such as 911 operators. In others, the state is automatically updated, as in corporate settings where online transactions contain all the
relevant information.
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We built a system that is able to select among incoming video feeds and present the selected images on screen. Our
system was conﬁgured to show three video ﬁles concurrently (although any other number can be selected), depending on
the current state. The system selects both which video streams to show on the user’s screen, and where. In addition, the
system can run queries in the background and presents icons on the user’s screen that provide quick access to the query
result. The choice of which query to run is also context-dependent.
The system can function in live or simulated mode. All it needs is a list of available video streams, some event update
feed which updates the state of the monitored environment, and the preference rules base. Simulation mode works in
much the same way, but with an event ﬁle which stores events and their time of occurrence, and ﬁles storing video streams
which are used in place of the live feeds. As far as the system is concerned there is no difference, as it expects URLs for the
information sources as well as a feed of state updates.
As we do not have access to a real command and control center, we emulated video feeds by videos captured from
the game unreal tournament.5 In one of the modes of this game, two teams play a game of capture the ﬂag. Each
team must protect its own ﬂag while attempting to capture the ﬂag of its opponents. The system developers played
the game and recorded the environment throughout the game. The recorded video streams correspond to each of the
players (i.e., they constantly monitor the actions of this player) as well as each of the ﬂags. These videos were stored
in a database and were used to test the system in simulation mode. One such run of the system can be viewed at
http://www.youtube.com/watch?v=UP37mlxWToA. This narrated demo is self explanatory. It shows how the dis-
play choices change as events occur, and explains the rationale behind these.
The system itself is quite ﬂexible, although we tested it only on the capture-the-ﬂag domain. It is implemented in JAVA.
Documentation is available at http://www.cs.bgu.ac.il/~giorasch/documents.htm and the sources from the
author. The system supports both stochastic local search and branch and bound algorithms. The demo referred to above
uses stochastic local search and a system of objects containing 25 sensors that act as uncontrollable variables as well as 6
controllable variables (corresponding to cameras attached to the agents and the ﬂags). The number of free variables in rules
is at most 3, and branch and bound had no problem with this small domain.
Our system is only an initial prototype and many issues need to be addressed to make it more realistic. Our main goal
was to demonstrate the process of selecting the appropriate cameras as a function of the current context. Much more
attention to user interface issues is required. On the one hand, one would like to make transitions in display smooth and
minimal. On the other hand, changes in display grab the user’s attention, and sometimes this is desirable. The principled
way of addressing this would be to change the objective function to reﬂect the (un)desirability of particular changes between
consecutive conﬁgurations. In certain cases, this can be modeled using additional preference rules, for example:
ﬁreman(x) ∧ x.camera.display′ = on → x.camera.display〈(on,0), (off,−1)〉
Here, x′ refers to the previous value of attribute x, and we are basically penalizing a change in value. Of course, not all
smoothness constraints can be naturally captured this way, but the general idea of amending the value function with
smoothness preferences can be used to address diverse preferences, and existing optimization methods can be used to
optimize the new function (although reduction to PRMs may not work now). Another important HCI issue is how to provide
the user with the right balance of manual control and automated change in display.
A more fundamental technical issue is our reliance on a source that feeds us new events and reassigns all uncontrollable
variables. In real systems this usually requires advanced image processing techniques. Moreover, we would expect that
many important uncontrollable variables would not be perfectly observable, requiring us to deal with uncertainty about the
context. Handling this requires a richer model, ideally, probabilistic, and the ability to compute and maximize the expected
value of assignments to the controllable variables.
6. Summary and future work
We presented a new ﬂexible approach to preference speciﬁcation based on RPRs, which have a number of advantages.
First, they are very intuitive. Second, they are much more ﬂexible than regular rules — they are not rigid: their choices
are sensitive to context and other choices made, and they can be augmented by external constraints while retaining their
semantics. Preference rules can be speciﬁed for a generic system — i.e., given only knowledge of the set of classes, and for
any set of objects they induce a generalized additive value function. Thus, they can be used to control dynamic systems in
which both the state and the number of objects changes, as their speciﬁcation does not require complete information about
the system, only the classes of its basic components.
This work provides a rich set of questions for future work. The ﬁrst question is the adequacy of the proposed model.
In modeling the command and control setting we run into a number of issues that might suggest some revisions. Consider
the example we used in which having one camera on in a certain arena was valuable, but any additional cameras were
counter-productive. To capture this we gave a positive value to each camera that is on, and a negative value to each pair of
5 http://www.unrealtournament3.com.
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objects satisfying a rule? Similarly, in another domain we are currently working on, preference rules are used to describe
the preferred behavior of agents within a computer game. Some of the state variables of these agents are integer-valued
(e.g., their health level, their ammunition level). In this domain it seemed natural to make the weight associated with an
assignment a function of some of these integer-valued variables, rather than a constant.
Returning to our current formalism, an important practical challenge is providing lifted inference. The number of ground
rules quickly grows as the number of objects increases – exponentially in the number of free variables per rule. Lifted
inference methods may be able to perform much of the computation off-line, or support methods that work with the
original set of rules without generating ground rules. As we showed, we can map maximization over preference rules to
a suitable maximization problem over PRMs, utilizing the results obtained in that area. This raises the issue of how to
integrate relational preference and probability models, to provide a full decision-theoretic model. While the speciﬁcation
part is simple – we have relational probabilistic and utility models now – the main question is one of eﬃcient inference.
There are two different cases. The simpler case is one where preferences are deﬁned on controllable variables, as in our
current formalism, yet the value of the uncontrollable variables is unknown. In this case, assuming we have a probability
distribution over possible values of the uncontrollables, we need to compute the expected value of assignments to the
controllable variables. In that case, we can compute the probability of the uncontrollables in the body of each rule, scale
the value accordingly, and perform optimization as usual. Note that with a suitable PRM, this can be done often without
grounding the rules.
A more complex case is one where we have preferences over the uncontrollable variables, and their value is inﬂuenced
stochastically by the assignment to the controllable variables. For example, in a soccer game we care about the ﬁnal score,
and our actions (such as kicking, or passing) have no inherent value. They do, however, inﬂuence the likelihood that we
will win. In this case, the probabilities and values/utilities are more tightly coupled, and solving this maximization problem,
especially without grounding all rules, is a real challenge.
An interesting theoretical question is the tradeoff between the succinctness of a formalism for behavioral speciﬁcation
(i.e., the size of the speciﬁcation), the complexity of computing an optimal behavior, and the ease of elicitation. While the
latter is hard to measure, except for via empirical evaluation, the relationship between the former two criteria is a staple
of research in knowledge representation. The work that appears to be most relevant to this question is that of knowledge
compilation. In particular, Darwiche and Marquis [13] consider the problem of compiling propositional weighted bases.
Weighted bases are knowledge bases based on penalty logic [26]. They consist of pairs of the form 〈φ,w〉, where φ is
some propositional formula, and w is some integer-valued weight. The weight should be thought of as the cost of violating
this formula. The value of a complete assignment (possible world) is the sum of weights associated with those formulas
that are not satisﬁed. Hence, an optimal assignment is one that minimizes this value. The propositional analogue of our
preference rules is equivalent to a weighted base of clauses. The key question in the theory of knowledge compilation is
whether a knowledge base in one form can be compiled into a knowledge base in some other form off-line so that queries
can be answered more eﬃciently with respect to the new knowledge base. Eﬃciency is deﬁned with respect to the size
of the original knowledge base, so that compiling to an exponentially larger knowledge base is not a useful approach. To
deﬁne the problem more precisely, one needs to be explicit about the form of the knowledge-base (the static part) and the
queries. The idea is that it could be worthwhile to spend much effort compiling the static part once, in order to answer
many queries much more quickly, online.
Existing results on weighted knowledge bases cover the case of queries that either ask whether a particular possible
world is minimal or whether a certain formula is implied by all minimal possible worlds. The knowledge-base is the static
part and the possible assignment, or formula, are the dynamic part. Our problem is somewhat different. First, it is an
optimization problem and not a decision problem: we seek an optimal assignment, as opposed to deciding whether a
particular assignment is optimal. Second, the dynamic part in our case is the assignment to the uncontrollable variables.
This means that the set of “active” clauses changes each time – thus, the methods described in [13] do not apply. In fact,
it is not hard to build a set of rules that is polynomial in the number of uncontrollable variables, yet induces exponentially
many different sets of active rules.6
Perhaps more relevant to this discussion is the work of [37]. That work can be viewed as exploring various variants of
penalty logic that differ in the type of propositional formulas they allow. The authors present a large number of variants
and compare their succinctness, expressivity, and complexity. It also considers the “right” complexity question from our
perspective, i.e., that of ﬁnding an assignment of maximal utility. Their results provide an important piece in this puzzle.
However, ultimately, we would like to see a better understanding of this question in a wider scope. Formally, (focusing
on Boolean variables and the propositional case) our speciﬁcation language deﬁnes a mapping from {0,1}n to {0,1}m , where
n is the number of uncontrollable variables and m is the number of controllable variables. This function returns an optimal
assignment to the controllables given a certain assignment to the uncontrollables. Thus, we must explore alternative ways
of representing such functions, the diﬃculty of transforming one to the other, how large the output is with respect to the
input, and how quickly can one compute this function given a certain representation. Note that, formally, such a function
can be viewed as a set of m Boolean functions, where the latter is one of the most central structures in computer science.
6 For every value of an uncontrollable variable, we will have a speciﬁc rule over controllable ones.
R.I. Brafman / Artiﬁcial Intelligence 175 (2011) 1180–1193 1193But while m Boolean functions may be a suitable target representation, it is quite different from our input representation
which intentionally mixes the different controllable variables, unless each rule contains a single controllable variable –
a degenerate and not very interesting case.
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