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THE INTERIOR TRANSMISSION PROBLEM AND BOUNDS
ON TRANSMISSION EIGENVALUES
MICHAEL HITRIK, KATSIARYNA KRUPCHYK, PETRI OLA,
AND LASSI PA¨IVA¨RINTA
Abstract. We study the interior transmission eigenvalue problem for sign-
definite multiplicative perturbations of the Laplacian in a bounded domain. We
show that all but finitely many complex transmission eigenvalues are confined
to a parabolic neighborhood of the positive real axis.
1. Introduction and statement of results
Recently, there has been a large number of new developments in the study of
transmission eigenvalues and the interior transmission eigenvalue problem for
elliptic operators with constant coefficients, see e.g. [3, 8, 9, 15, 16, 21]. Trans-
mission eigenvalues play an essential role in reconstruction algorithms of inverse
scattering theory in an inhomogeneous medium, such as the sampling method
and the factorization method [1, 6, 17], and also carry information about the
scatterer [2, 21].
The discreteness of the set of transmission eigenvalues was established in [7] in
the case of the Laplacian – see also [15] for more general operators. As for
the existence of transmission eigenvalues, the first results are due to [21], and the
existence of infinitely many real transmission eigenvalues was shown in [4]. Going
into the complex spectral plane, the existence of transmission eigenvalues off the
real axis has been demonstrated in the recent paper [2] in a particular situation.
The purpose of this note is to study the location of transmission eigenvalues in
the complex plane. We show that the transmission eigenvalues are confined to a
parabolic neighborhood of the positive real axis. To the best of our knowledge,
the only previous result concerning the location of transmission eigenvalues is
due to [2], where it is proved that under suitable additional assumptions, the
transmission eigenvalues belong to the right half plane.
We shall now proceed to recall the precise statement of the interior transmission
problem. Let Ω ⊂ Rn be a bounded domain with C∞-boundary ∂Ω, and m ∈
C∞(Ω,R) with m > 0 in Ω. In the context of scattering theory, the function
1 + m represents the index of refraction of an inhomogeneous medium, with Ω
being the support of the perturbation m.
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The interior transmission eigenvalue problem for the operator P0 = −∆ is the
following degenerate boundary value problem,
(P0 − λ)v = 0 in Ω,
(P0 − λ(1 +m))w = 0 in Ω,
v − w ∈ H20 (Ω).
(1.1)
Here
H20(Ω) = {u ∈ H
2(Rn) : supp (u) ⊂ Ω},
where H2(Rn) is the standard Sobolev space.
We say that 0 6= λ ∈ C is a transmission eigenvalue if the problem (1.1) has
non-trivial solutions 0 6= v ∈ L2(Ω) and 0 6= w ∈ L2(Ω).
The following is the main result of this note.
Theorem 1.1. There exist 0 < δ < 1 and C > 1 that such all transmission
eigenvalues λ ∈ C with |λ| > C satisfy
Reλ > 0, |Imλ| ≤ C|λ|1−δ.
Remark. It follows from the proof that we can take δ = 1/25.
✲
✻
Im λ
Reλ
Imλ = C|λ|1−δ
Figure 1. All but finitely many transmission eigenvalues are lo-
cated in a parabolic neighborhood about the positive real axis
The proof of Theorem 1.1 is carried out in several steps. First, following [21],
in Section 2 we reformulate the interior transmission problem (1.1) as an elliptic
boundary value problem for a quadratic operator pencil. We are interested in the
invertibility properties of the pencil in question. It appears that available results
on quadratic pencils in the literature such as e.g. [10], [20] do not seem to be
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applicable in our situation. We shall therefore adopt a direct approach, based on
methods of the semiclassical analysis. The second step in the proof is a reduction
to a semiclassical boundary value problem, given in Section 3. This problem is
inverted asymptotically in Section 4, which leads to the absence of transmission
eigenvalues in a parabolic neighborhood of the real axis. The final step of the
proof of Theorem 1.1 is done in Section 5, where we show that the left-half plane
contains at most finitely many transmission eigenvalues. In the appendix we have
collected some basic facts concerning the semiclassical calculus which are used in
the main part of the paper.
It would be interesting to study the distribution of transmission eigenvalues inside
of the parabolic region of Theorem 1.1. We hope to return to this problem in the
future, where the methods of this work could be expected to be applicable.
2. Reduction to an elliptic boundary value problem
From [21] let us recall the following characterization of transmission eigenvalues.
A complex number λ 6= 0 is a transmission eigenvalue if and only if there exists
0 6= u ∈ H20 (Ω) satisfying
T (λ)u := (P0 − λ(1 +m))
1
m
(P0 − λ)u = 0.
Notice that by elliptic regularity, u ∈ C∞(Ω).
We have
T (λ) = A− λB + λ2C,
where
A = P0qP0, B = qP0 + P0q + P0, C = 1 + q, q =
1
m
.
Let us consider the following boundary value problem,
T (λ)u = f, in Ω,
γ0u = g1, on ∂Ω,
γ0∂νu = g2, on ∂Ω,
(2.1)
where ν is the exterior unit normal to the boundary ∂Ω, and γ0 is the operator
of the restriction to ∂Ω. Let
T (λ) : u 7→ (T (λ)u, γ0u, γ0∂νu)
and
Hs = Hs−4(Ω)×Hs−1/2(∂Ω) ×Hs−3/2(∂Ω), s > 3/2, (2.2)
where
H t(Ω) = {u|Ω : u ∈ H
t(Rn)}, t ∈ R,
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and H t(∂Ω) is the standard Sobolev space on ∂Ω. It is then known that for any
λ ∈ C, (2.1) is an elliptic boundary value problem in the classical sense, and
hence, the operator
T (λ) : Hs(Ω)→Hs, s > 3/2,
is Fredholm, see for instance [5, 14, 23]. In what follows in (2.2) we shall take
s = 4.
Proposition 2.1. For any λ ∈ C, ind(T (λ)) = 0.
Proof. In [15] it was shown that the operator T (0), equipped with the domain
H4(Ω) ∩ H20 (Ω) is selfadjoint and positive. It follows that the operator T (0) is
injective.
To see the surjectivity of T (0) it suffices to notice that the trace operator
(γ0, γ0∂ν) : H
4(Ω)→ H4−1/2(∂Ω) ×H4−3/2(∂Ω),
is surjective, as well as T (0). Thus, T (0) is an isomorphism, and, hence, T (λ)
has index zero, for each λ ∈ C .

3. Semiclassical reduction
Let us extend q ∈ C∞(Ω) to the whole of Rn in such a way that the extension,
still denoted by q, satisfies q ∈ C∞b (R
n), q > 0, and q is a positive constant near
infinity. Here
C∞b (R
n) = {u ∈ C∞(Rn) : ∂αu ∈ L∞(Rn), ∀α}.
Then T (λ) becomes an elliptic partial differential operator of order four on Rn,
with coefficients in C∞b (R
n), depending polynomially on λ.
We shall study the family of operators T (λ) in the regime |λ| ≫ 1. It will be
convenient to make a semiclassical reduction of T (λ), so that we write
λ =
z
h2
,
where 0 < h≪ 1 is a semiclassical parameter and z ∈ C, |z| ∼ 1. The idea in the
semiclassical approach is to write T = h4T (λ) in the form, where all the partial
derivatives ∂xi are multiplied by the semiclassical parameter h. In this way we
arrive at
T = T (x, hDx, z; h) = h
4T (λ) = Ah − zBh + z
2Ch, in R
n, (3.1)
Ah = h
2P0qh
2P0, Bh = qh
2P0 + h
2P0q + h
2P0, Ch = 1 + q.
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Let us consider the semiclassical version of the boundary value problem (2.1),
T (x, hDx, z; h)u = f, in Ω,
u|∂Ω = g1,
hDνu|∂Ω = g2,
(3.2)
with Dν = i
−1∂ν .
We have T (x, hDx, z; h)u = T (x, hDx, z; h)u, and therefore, it will suffice to con-
sider the region Im z > 0. The main step in the proof of Theorem 1.1 is a
construction of a right parametrix for the boundary value problem (3.2) in the
region Im z ≥ hδ/2, for δ > 0 sufficiently small. The semiclassical parametrix
construction implies the existence of a right inverse for the operator
T : H4(Ω)→ H4, T u = (Tu, γ0u, γ0hDνu),
for Im z ≥ hδ/2 and all h small enough. Here the spaces H4(Ω) and H4 are
equipped with the natural semiclassical norms. In view of Proposition 2.1, this
leads to the absence of transmission eigenvalues in the region |λ| ≥ C and |Imλ| ≥
C|λ|1−
δ
4 , for some constant C > 0. The parametrix construction for the boundary
value problem (3.2) is carried out in Section 4 and in Section 5 the proof of
Theorem 1.1 is completed by observing that the left-half plane Reλ < 0 contains
at most finitely many transmission eigenvalues.
4. Parametrix construction for the problem (3.2)
4.1. Inverting the family T (x, hDx, z; h) in R
n. We shall be concerned with
the family T in the region of the complex spectral plane, where Im z ≥ hδ/2, δ > 0
small enough. We refer to the appendix for the notation and basic facts of the
calculus of semiclassical pseudodifferential operators.
Let t = t0 + ht1 be the full symbol of T (x, hDx, z; h) ∈ Oph(S
4). Here t0 is the
semiclassical leading symbol of T (x, hDx, z; h) given by
t0(x, ξ, z) = q(x)p
2
0(x, ξ)− z(2q(x) + 1)p0(x, ξ) + z
2(q(x) + 1)
= q(x)(z − p0(x, ξ))
(
q(x) + 1
q(x)
z − p0(x, ξ)
)
,
(4.1)
where p0(x, ξ) = ξ
2, and t1 ∈ S
3.
Since |z| is in a bounded set and q, 1/q ∈ L∞(Rn), we have
|t0(x, ξ, z)| ≥
{
(Im z)2, (x, ξ) ∈ Rn × Rn,
〈ξ〉4/C, |ξ| ≥ C,
where C is large enough.
We have the following result giving a parametrix construction for T in Rn.
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Proposition 4.1. Consider the region Im z ≥ hδ/2, 0 ≤ δ < 1/2. Then there
exist rj ∈ S
δ+2δj,−4−j
δ , j = 0, 1, . . . , such that for any N ∈ N,
TOph(
N∑
j=0
hjrj) = I + h
N+1Oph(cN), cN ∈ S
2δ(N+1),−N−1
δ .
Here r0 = 1/t0 and rj, j ≥ 1, are of the form fj/gj, where gj is a positive power
of t0 and fj is a polynomial in z, ξ, whose coefficients are smooth in x.
Proof. Set
r0(x, ξ, z) =
1
t0(x, ξ, z)
.
Let us first show that r0 ∈ S
δ,−4
δ . Indeed, using the Faa` di Bruno formula [19]
and the fact that |t0| ≥ h
δ, we get, for bounded |ξ|,
|∂αx∂
β
ξ r0| ≤ Cα,βh
−δh−δ(|α|+|β|).
Since the estimate for large |ξ| is clear, the claim follows.
We have
TOph(r0) = 1 + Oph(c0),
where
c0 = ht1r0 +
4∑
|α|=1
h|α|
i|α|α!
∂αξ t∂
α
x r0 ∈ hS
2δ,−1
δ .
Next we shall determine r1 ∈ S
3δ,−5
δ so that
TOph(r0 + hr1) = 1 + Oph(c1), c1 ∈ h
2S4δ,−2δ . (4.2)
Arguing as above, we see that it suffices to choose r1 so that c0+ht0r1 = 0. With
this choice, we get (4.2) with
c1 = h
2t1r1 + h
4∑
|α|=1
h|α|
i|α|α!
∂αξ t∂
α
x r1 ∈ h
2S4δ,−2δ .
Iterating the above procedure with the choice rj = −h
−jt−10 cj−1 at each step, we
get the result.

Set
r(N) =
N∑
j=0
hjrj ∈ S
δ,−4
δ ,
where N is large enough but fixed. The operator Oph(r
(N)) will serve as a right
parametrix for our boundary value problem in the interior of Ω.
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4.2. The boundary parametrix. Recall that we consider the region of the
complex spectral plane, where Im z ≥ hδ/2, δ > 0 small enough. When con-
structing the parametrix for (3.2) near a boundary point, it will be convenient
to straighten out the boundary locally by means of the boundary normal co-
ordinates. Let x0 ∈ ∂Ω and introduce the boundary normal coordinates y =
(y′, yn) ∈ neigh(0,R
n), y′ = (y1, . . . , yn−1), centered at x0. Here neigh(0,R
n)
stands for some open neighborhood of 0 in Rn. In terms of y, locally near x0, ∂Ω
is defined by yn = 0, and yn > 0 if and only if x ∈ Ω. The principal symbol of P0
expressed in the new coordinates becomes
p0(y, η) = η
2
n + s(y, η
′). (4.3)
Here s(y′, 0, η′) > 0 is the principal symbol of the Laplace–Beltrami operator
−∆∂Ω on ∂Ω, expressed in the local coordinates y
′, see [18].
The problem (3.2) in terms of the coordinates y is given by
T (y, hDy, z; h)u(y
′, yn) = f(y
′, yn) in R
n
+,
u(y′, yn)|yn=0 = g1(y
′),
hDynu(y
′, yn)|yn=0 = g2(y
′),
(4.4)
where Rn+ is the half-space yn > 0.
Working locally near y = 0 in Rn, let f˜ be the zero extension of f to Rn. We
shall look for the right parametrix of (4.4) in the form
R(f, g1, g2) = Oph(r
(N))(f˜) +Rb(ψ1, ψ2),
where
ψj(y
′) = gj(y
′)− γ0(hDyn)
j−1Oph(r
(N))(f˜), j = 1, 2,
and
γ0 : u 7→ u|yn=0
is the restriction operator from the half space Rn+. Here Rb should be a right
parametrix of the boundary value problem
T (y, hDy, z; h)u(y
′, yn) = 0 in R
n
+,
u(y′, yn)|yn=0 = ψ1(y
′),
hDynu(y
′, yn)|yn=0 = ψ2(y
′).
(4.5)
We now shall construct Rb. In what follows, we shall write (x
′, xn) instead of
(y′, yn), and (ξ
′, ξn) instead of (η
′, ηn).
The construction will proceed similarly to [22] and is essentially well-known in
the theory of elliptic boundary value problems, see e.g. [5, 12, 13, 14]. For
the convenience of the reader, we shall sketch a direct argument in the present
semiclassical framework.
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It follows from (4.1) together with (4.3) that the equation
t0(x, ξ
′, ξn, z) = 0
has the solutions
ξn = σ
+
j (x, ξ
′, z), j = 1, 2,
in the open upper half-plane, and the solutions
ξn = σ
−
j (x, ξ
′, z), j = 1, 2,
in the open lower half-plane. We have explicitly,
σ±1 (x, ξ
′, z) = ±
√
z − s(x, ξ′), σ±2 (x, ξ
′, z) = ±
√
q + 1
q
z − s(x, ξ′), (4.6)
where we fix the branch of the square root with a positive imaginary part. In
particular, we see that σ+1 (x, ξ
′, z) 6= σ+2 (x, ξ
′, z) for all values of x, ξ′, z.
For large |ξ′|, we have |σ±j (x, ξ
′, z)| ∼ |ξ′| and |Im σ±j (x, ξ
′, z)| ∼ |ξ′|, j = 1, 2.
Furthermore, σ±j (x, ξ
′, z) ∈ S1 for large |ξ′|. Using that Im z ≥ hδ/2, we see that
for bounded |ξ′|,
|Im σ±j (x, ξ
′, z)| ≥
hδ/2
C
.
We have the factorization
t0(x, ξ
′, ξn) = q(x)t
+
0 (x, ξ
′, ξn)t
−
0 (x, ξ
′, ξn),
t±0 (x, ξ
′, ξn) = (ξn − σ
±
1 (x, ξ
′, z))(ξn − σ
±
2 (x, ξ
′, z)).
Recall from Proposition 4.1 that r(N)(x, ξ′, ξn, z; h) extends to a meromorphic
function of ξn ∈ C with the poles at σ
±
j (x, ξ
′, z). To be precise, following [22], let
us notice that the function r(N)(x, ξ′, ξn, z; h) belongs to the symbol class S
δ,−4
δ
in the domain
{(x, ξ′, ξn) : x ∈ neigh(0,R
n), ξ′ ∈ Rn−1, ξn ∈ Ω(x, ξ
′, z)},
where for large |ξ′|,
Ω(x, ξ′, z) = {ξn ∈ C : |ξn| ≤ C〈ξ
′〉, |ξn − σ
+
j | ≥ 〈ξ
′〉/C, j = 1, 2, Im ξn ≥
1
C
〈ξ′〉}
whereas, for |ξ′| = O(1),
Ω(x, ξ′, z) = Ω1(x, ξ
′, z) ∪ Ω2(x, ξ
′, z),
Ω1(x, ξ
′, z) = {|ξn| ≤ C, 0 ≤ Im ξn ≤
hδ/2
C
}
and
Ω2(x, ξ
′, z) = {|ξn| ≤ C, Im ξn ≥
hδ/2
C
, |ξn − σ
+
j (x, ξ
′, z)| ≥
1
C
, j = 1, 2}.
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Here C > 0 is an arbitrarily large but fixed constant. This follows from our
estimates for the roots σ±j .
Let γ = γ(x, ξ′, z; h) be a simple closed C1 curve in Ω(x, ξ′, z), which encircles the
roots σ+1 (x, ξ
′, z) and σ+2 (x, ξ
′, z) in the positive sense, and such that the length
of γ is O(〈ξ′〉).
Continuing to follow [22], locally near 0, we define the operators,
Πj : C
∞
0 (neigh(0,R
n−1))→ C∞(neigh(0,R
n
+)),
Πjϕ(x) =
1
(2pih)n−1
∫
ξ′∈Rn−1
∫
ξn∈γ
eix·ξ/hr(N)(x, ξ, z; h)ξjnϕ̂
(
ξ′
h
)
dξ′
1
2pii
dξn,
j = 0, 1. From [5], we recall the following mapping properties,
Πj : H
s
0(neigh(0,R
n−1))→ Hs+4−j−1/2(neigh(0,Rn+)), s ∈ R. (4.7)
As the poles of the meromorphic function ξn 7→ r
(N)(x, ξ′, ξn, z; h) in the upper
half-plane are precisely σ+j , j = 1, 2, a contour deformation argument in the
ξn-plane shows that
Πjϕ =
h
i
Oph(r
(N))(ϕ⊗ (hDxn)
jδxn=0), j = 1, 2, xn > 0. (4.8)
The operators Πj can therefore be viewed as Poisson operators for the boundary
value problem (4.5). Using that the operator T is local together with (4.8), we
get from Proposition 4.1,
TΠjϕ = h
N+1Oph(cN )(ϕ⊗ (hDxn)
jδxn=0), xn > 0, (4.9)
with cN ∈ S
2δ(N+1),−N−1
δ .
We shall construct the parametrix Rb of the boundary value problem (4.5) in the
form,
Rb(ψ1, ψ2) = Π0(ϕ0) + Π1(ϕ1)
for some functions ϕ0, ϕ1, defined locally near 0 ∈ R
n−1, to be determined. In
view of (4.9), we need only to compute γ0Πj and γ0hDxnΠj, j = 0, 1.
Let r(N) = r0 + hr˜
(N), where r0 ∈ S
δ,−4
δ and r˜
(N) ∈ S3δ,−5δ . Then we have
γ0Πj = Oph(dj),
where
dj =
1
2pii
γ0
∫
ξn∈γ
eixnξn/hξjnr
(N)(x, ξ, z; h)dξn = dj,0 + hd˜j.
with
dj,0 =
1
2pii
∫
ξn∈γ
ξjnr0(x
′, 0, ξ, z)dξn ∈ S
δ,−4+j+1
δ ,
and d˜j ∈ S
3δ,−4+j
δ . Here we have used the assumption that the length of the
contour γ is O(〈ξ′〉).
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The residue calculus gives that
dj,0(x
′, ξ′, z) =
2∑
ν=1
(σ+ν )
j
∂ξnt0(x
′, 0, ξ′, σ+ν )
. (4.10)
For j = 0, 1, we compute next
γ0hDxnΠjϕ =
1
(2pih)n−1
∫
ξ′∈Rn−1
eix
′·ξ′/hcj(x
′, ξ′, z′)ϕ̂
(
ξ′
h
)
dξ′ = Oph(cj)ϕ,
where
cj =
1
2pii
γ0
∫
ξn∈γ
(ξj+1n r
(N)(x, ξ, z; h) + ξjnhDxnr
(N)(x, ξ, z; h))eixnξn/hdξn
= cj,0 + hc˜j.
Here
cj,0 =
1
2pii
∫
ξn∈γ
ξj+1n r0(x
′, 0, ξ′, ξn, z)dξn ∈ S
δ,−2+j
δ ,
and c˜j ∈ S
3δ,−3+j
δ . We have
cj,0 =
2∑
ν=1
(σ+ν )
j+1
∂ξnt0(x
′, 0, ξ′, σ+ν )
. (4.11)
Hence, we obtain the following pseudodifferential system on the boundary,
A
(
ϕ0
ϕ1
)
=
(
ψ1
ψ2
)
, A =
(
γ0Π0 γ0Π1
γ0hDxnΠ0 γ0hDxnΠ1
)
=
(
Oph(d0) Oph(d1)
Oph(c0) Oph(c1)
)
.
In view of (4.10) and (4.11), we see that the semiclassical principal symbol of A
is given by
a(x′, ξ′, z) =
 1∂ξn t0(σ+1 ) + 1∂ξn t0(σ+2 ) σ+1∂ξn t0(σ+1 ) + σ+2∂ξn t0(σ+2 )
σ+
1
∂ξn t0(σ
+
1
)
+
σ+
2
∂ξn t0(σ
+
2
)
(σ+
1
)2
∂ξn t0(σ
+
1
)
+
(σ+
2
)2
∂ξn t0(σ
+
2
)

=
(
1 1
σ+1 σ
+
2
)( 1
∂ξn t0(σ
+
1
)
0
0 1
∂ξn t0(σ
+
2
)
)(
1 σ+1
1 σ+2
)
.
Writing a = (ajk), 1 ≤ j, k ≤ 2, we observe that ajk ∈ S
δ,j+k−5
δ . In order to invert
A, let us consider det(a(x′, ξ′, z)) ∈ S2δ,−4δ . It follows from (4.6) that for large
|ξ′|,
|det(a(x′, ξ′, z))| ∼ 〈ξ′〉−4,
while for |ξ′| = O(1),
|det(a(x′, ξ′, z))| ≥ 1/C.
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The Faa` di Bruno formula [19] implies that for large |ξ′|,∣∣∣∣∂αx′∂βξ′ 1det(a)
∣∣∣∣ ≤ Cα,β〈ξ′〉4−|β|,
and for |ξ′| = O(1), ∣∣∣∣∂αx′∂βξ′ 1det(a)
∣∣∣∣ ≤ Cα,βh−3δ(|α|+|β|).
Hence, 1/det(a) ∈ S0,43δ . It follows that if b = a
−1 = (bjk), 1 ≤ j, k ≤ 2, that
bjk ∈ S
δ,−j−k+5
3δ . We obtain that
AOph(b) = I − hOph(e), e ∈
(
S4δ,−13δ S
4δ,−2
3δ
S4δ,03δ S
4δ,−1
3δ
)
,
provided that δ < 1/6. Let
B(N) = Oph(b)
N−1∑
k=0
(hOph(e))
k ∈ Oph
(
Sδ,33δ S
δ,2
3δ
Sδ,23δ S
δ,1
3δ
)
, N ∈ N. (4.12)
Then
AB(N) = I − hNOph(e
(N)), e(N) ∈
(
S4δN,−N3δ S
4δN,−N−1
3δ
S4δN,−N+13δ S
4δN,−N
3δ
)
.
Introducing
G0 = Π0B
(N)
11 +Π1B
(N)
21 , G1 = Π0B
(N)
12 +Π1B
(N)
22 , (4.13)
we define the boundary parametrix Rb by
Rb(ψ1, ψ2) = G0ψ1 +G1ψ2.
Thus, we have
γ0Rb(ψ1, ψ2) =ψ1 − h
NOph(e
(N)
11 )ψ1 − h
NOph(e
(N)
12 )ψ2,
γ0hDxnRb(ψ1, ψ2) =ψ2 − h
NOph(e
(N)
21 )ψ1 − h
NOph(e
(N)
22 )ψ2.
(4.14)
Also, the kernel of the operator TGj , j = 0, 1, satisfies
|∂αx∂
β
y′TGj(x, y
′, z; h)| ≤ O(hM), |α|+ |β| ≤M, (4.15)
where M = M(N) → ∞, as N → ∞. When verifying (4.15), it suffices to
consider TΠ0B
(N)
11 , since the treatment of the other terms in (4.13) is similar. It
follows from (4.9) that
TΠ0B
(N)
11 ϕ = h
N+1Oph(cN)(B
(N)
11 ϕ⊗ δxn=0), xn > 0,
with cN ∈ S
2δ(N+1),−N−1
δ . The kernel of this operator is of the form
hN+1
(2pih)2n−1
∫
eixnξn/hei(x
′−y′)·ξ′/hei(y
′−z′)·η′/hcN (x, ξ)b
(N)
11 (y
′, η′)dy′dη′dξ,
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and since cN ∈ S
2δ(N+1),−N−1
δ , it is easy to see that (4.15) holds.
The right parametrix of (4.4) takes the form
R(f, g1, g2) = Rint(f) +Rb(g1, g2), (4.16)
where
Rint(f) = Oph(r
(N))(f˜)−G0γ0Oph(r
(N))(f˜)−G1γ0hDxnOph(r
(N))(f˜).
One can also check that the kernels of TGjγ0(hDxn)
jOph(r
(N)), j = 0, 1, satisfy
the estimates
|∂αx∂
β
y TGjγ0(hDxn)
jOph(r
(N))(x, y, z; h)| ≤ O(hM), |α|+ |β| ≤M, j = 0, 1,
(4.17)
where M = M(N) → ∞, as N → ∞. We refer to [22, Section 3] for the details
of this verification based on a contour deformation argument in the complex
ξn-plane and repeated integration by parts. Finally, we have
|∂αx′∂
β
y (γ0(hDxn)
jRint)(x
′, y, z; h)| ≤ O(hM), |α|+ |β| ≤ M, j = 0, 1, (4.18)
where M = M(N) → ∞, as N → ∞. This completes the construction of the
right parametrix for the problem (4.4).
4.3. Global parametrix. We can find finitely many points xj ∈ Ω, 1 ≤ j ≤ L,
such that xj ∈ Ω, 1 ≤ j ≤ L
′, xj ∈ ∂Ω, L
′ + 1 ≤ j ≤ L, and neighborhoods Uj
of xj forming an open cover of Ω such that we can introduce boundary normal
coordinates in each Uj , L
′ + 1 ≤ j ≤ L. Let ϕj ∈ C
∞
0 (Uj) form a partition of
unity in Ω. Take ψj ∈ C
∞
0 (Uj) with ψj = 1 near supp (ϕj). Then define the
global parametrix R = R(z; h) by
R(f, g1, g2) =
L′∑
j=1
ψjOph(r
(N))ϕjf +
L∑
j=L′+1
ψjRj(ϕjf, ϕj |∂Ωg1, ϕj|∂Ωg2).
Here when L′ + 1 ≤ j ≤ L, in the boundary normal coordinates in Uj , Rj is of
the form (4.16).
Let us recall the space Hs introduced in (2.2). As before, we equip the spaces
Hs and Hs(Ω) with the natural semiclassical norms. Then it follows from (4.7),
(4.12) and (4.13) that the operator
R : H4 → H4(Ω),
is bounded, where we do not insist on any uniformity with respect to h.
Recall from Section 3 the operator T = (T, γ0, γ0hDν). Then it is standard to
see, using Proposition 4.1 together with (4.14), (4.15), (4.17), (4.18), that the
operator R satisfies,
T R − 1 = O(hM) : H4 → H4,
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with M = M(N) → ∞, as N → ∞. We conclude that for h small enough, the
operator T has the right inverse. By Proposition 2.1, it follows that the operator
T : H4(Ω) → H4 is invertible for h small enough and Im z ≥ hδ/2, for δ > 0
sufficiently small. Applying the semiclassical reduction of Section 3, we obtain
that there exists a constant C > 0 such that all transmission eigenvalues λ ∈ C
with |λ| ≥ C satisfy |Imλ| ≤ C|λ|1−δ/4.
5. The region Reλ ≤ 0 of the complex plane
In order to complete the proof of Theorem 1.1, it remains to show that the left
half-plane Reλ ≤ 0 contains at most finitely many transmission eigenvalues.
Let (·, ·) be the scalar product in L2(Ω). When u ∈ H4(Ω)∩H20 (Ω) and Reλ < 0,
we have
Re (T (λ)u, u) = (qP0u, P0u) + 2|Reλ|Re (P0u, qu) + |Reλ|(P0u, u)
+ ((Reλ)2 − (Imλ)2)((1 + q)u, u).
We have already established that all but finitely many transmission eigenvalues
belong to the region
|Reλ| ≥ C|Imλ|,
where C > 0 is the constant that can be taken arbitrarily large. Restricting the
attention to this region, for C large enough, we get
Re (T (λ)u, u) ≥ 2|Reλ|Re (P0u, qu) + |Reλ|(P0u, u) +
1
2
(Reλ)2‖u‖2,
= 2|Reλ|‖q1/2∇u‖2 + 2|Reλ|Re (∇u, u∇q)
+ |Reλ|‖∇u‖2 +
1
2
(Reλ)2‖u‖2.
Using the inequality
2|Reλ||(∇u, u∇q)| ≤ 2|Reλ|‖u∇q‖‖∇u‖ ≤ ε|Reλ|2‖∇q‖2L∞‖u‖
2 +
1
ε
‖∇u‖2
with ε > 0, we obtain that
Re (T (λ)u, u) ≥
(
1
2
− ε‖∇q‖2L∞
)
(Reλ)2‖u‖2 +
(
|Reλ| −
1
ε
)
‖∇u‖2.
Choosing ε small enough, we see that the region Reλ < −2‖∇q‖2L∞ does not con-
tain any transmission eigenvalues. Since the strip Reλ ∈ [−2‖∇q‖2L∞ , 0] contains
at most finitely many transmission eigenvalues, the result follows. This completes
the proof of Theorem 1.1.
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Appendix A. Basic facts on semiclassical calculus
Let us start by recalling the definition of the following standard symbol class.
Let Sk(Rn×Rn) be the space of symbols a(x, ξ, z; h), which are C∞ with respect
to (x, ξ) ∈ Rn × Rn, such that for all α, β ∈ Nn, there is a constant Cα,β so that
uniformly in h and z, we have
|∂αx∂
β
ξ a(x, ξ, z; h)| ≤ Cα,β〈ξ〉
k−|β|, for all (x, ξ) ∈ Rn × Rn.
Here 〈ξ〉 = (1 + |ξ|2)1/2.
The classical quantization of the symbol a ∈ Sk is given by
Oph(a)u(x) =
1
(2pih)n
∫
Rn
eix·ξ/ha(x, ξ, z; h)û(ξ/h)dξ,
where
û(ξ) =
∫
Rn
e−ix·ξu(x)dx
is the Fourier transform.
Let a ∈ Sk1 and b ∈ Sk2 . We have
Oph(a)Oph(b) = Oph(a#b),
where a#b ∈ Sk1+k2 is given by
a#b(x, ξ, z; h) = e−ix·ξ/hOph(a)(b(·, ξ)e
i(·)·ξ/h)
=
1
(2pih)n
∫∫
a(x, η, z; h)b(y, ξ, z; h)e
i
h
(x−y)·(η−ξ)dydη.
(A.1)
Moreover, the symbol a#b has the asymptotic expansion, see [11],
a#b(x, ξ, z; h) ∼
∑
|α|≥0
h|α|
α!
∂αξ aD
α
xb, (A.2)
in the sense that for any N ,
a#b(x, ξ, z; h)−
∑
|α|<N
h|α|
α!
∂αξ aD
α
xb ∈ h
NSk1+k2−N .
When studying the invertibility of the family T given by (3.1), we shall encounter
symbols having a slightly degenerate behavior in the region where |ξ| is bounded,
and to keep track of that we introduce the following symbol class, based on
Sk(Rn × Rn). When 0 ≤ δ < 1/2, m ≥ 0, k ∈ R, we let Sm,kδ (R
n × Rn) stand for
the space of symbols a(x, ξ, z; h), which are C∞ with respect to (x, ξ) ∈ Rn×Rn,
such that
(1) supp (a) ⊂ K × Rn, where K is a compact subset of Rn,
(2) for ξ outside some h-independent compact set, a ∈ Sk,
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(3) a satisfies
|∂αx∂
β
ξ a(x, ξ, z; h)| ≤ Cα,β,Lh
−mh−δ(|α|+|β|), for all (x, ξ) ∈ Rn × L,
for all α, β ∈ Nn and all compact sets L ⊂ Rn.
Let a ∈ Sm1,k1δ and b ∈ S
m2,k2
δ . Then we shall show that the symbol a#b ∈
Sm1+m2,k1+k2δ . Indeed, let χ ∈ C
∞
0 (R
n), supp (χ) ⊂ {ξ : |ξ| < 1/2} and χ = 1
near 0. Then using (A.1) let us write a#b = c1 + c2, where
c2(x, ξ,z; h)
=
1
(2pih)n
∫∫
a(x, η, z; h)b(y, ξ, z; h)
(
1− χ
(
η − ξ
〈ξ〉
))
e
i
h
(x−y)·(η−ξ)dydη.
Carrying out repeating partial integrations with respect to the variable y, we see
that for any N , α, β, there exits CNαβ > 0 such that
|∂αx∂
β
ξ c2(x, ξ, z; h)| ≤ CNαβh
N 〈ξ〉−N , (x, ξ) ∈ Rn × Rn.
Now
c1(x, ξ, z; h) =
1
(2pih)n
∫∫
a(x, η, z; h)b(y, ξ, z; h)χ
(
η − ξ
〈ξ〉
)
e
i
h
(x−y)·(η−ξ)dydη
=
(
〈ξ〉
2pih
)n ∫∫
a(x, 〈ξ〉η + ξ, z; h)b(x+ y, ξ, z; h)χ(η)e−
i〈ξ〉
h
y·ηdydη.
It follows from the standard semiclassical calculus [11], that c1 ∈ S
m1+m2,k1+k2
δ ,
with the natural asymptotic expansion, similar to (A.2). In particular,
a#b− ab ∈ hSm1+m2+2δ,k1+k2−1δ .
Finally let us recall the following mapping properties of the classical quantization
of the symbol a ∈ Sm,kδ , 0 ≤ δ < 1/2, m ≥ 0, k ∈ R, see [11],
Oph(a) : H
s(Rn)→ Hs−k(Rn), s ∈ R,
and
‖Oph(a)‖Hs→Hs−k ≤ O(h
−m).
Here the standard Sobolev space Hs(Rn) has been equipped with the natural
semiclassical norm
‖u‖2Hs =
1
(2pi)n
∫
Rn
(1 + |hξ|2)s|û(ξ)|2dξ.
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