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Abstract
Bush Jones published a series o f papers providing sequential algorithms that 
are key to reconstructability analysis. These algorithms include the determination of 
unbiased reconstructions and a  greedy algorithm for a generalization o f the 
reconstruction problem. The implementation o f these sequential algorithms provide 
scientists and mathematicians with the means o f utilizing reconstructability analysis 
in systems modeling. The algorithms, however, are so computationally intensive that 
the system is limited to a very small set o f variables.
Many papers have been written applying reconstructability analysis and 
maximum entropy methods to various disciplines. Reconstructability analysis has the 
potential o f dramatically impacting the scientific community, but the sequential 
algorithms leave the utilization o f reconstructability analysis infeasible. The author 
has parallelized the reconstructability analysis algorithms developed by Jones, 
thereby, bridging the gap between theoretical application and feasible implementation.
Since the goal o f parallelization o f these reconstructability analysis 
algorithms is to make them feasible to as many researchers as possible, a specific 
architecture is not assumed. It is assumed that the architecture employed is a multiple 
data architecture. That is, the architectural design needed for the implementation of 
these algorithms must have memory local to each processing element (PE). The 
parallel algorithms developed and presented here do not address the problems of 
communications between processors o f particular architectures. These algorithms 
assume a reconfigurable bus system which is a bus system whose configuration can be
dynamically altered thus allowing broadcasting and long-distance communications to 
be completed in constant time. It is noted that processor arrays with such 
reconfigurable bus systems have been designed.
Frequently, parallel algorithms do not address the situation in which the 
number o f values on which to operate is larger than the number o f processors. 
However, since the purpose o f the parallelization o f these reconstructability analysis 
algorithms is to make them feasible for large structure systems, the parallelization 
given does address the situation in which the number o f  values on which to operate is 
larger than the number o f processors available. Therefore, implementation o f the 
algorithms involves simply incorporating the communication protocols between 
processors for the particular architecture employed.
x
Chapter 1 
Overview o f  Reconstructability Analysis
Traditionally, systems modeling focuses on the validity o f subsystems. In the 
early 1960's Ross Ashby broke with tradition and considered the reconstructability 
and validity o f the overall system. The mid 1970's saw more comprehensive 
investigations o f the problem o f reconstructability. Reconstructability analysis sprang 
to life in the early 1980's when the International Journal o f General Systems devoted a 
special issue to the evaluation o f the reconstruction hypothesis. [CAVA 81a] In this 
special issue, Roger Cavallo and George Klir present a comprehensive evaluation of 
the reconstruction hypothesis. The main results o f the paper are that
"(1) the concept o f  meaningful reconstruction hypothesis is developed;
(2) efficient procedures are derived for determining the unbiased 
reconstruction for any given reconstruction hypothesis; (3) the concept 
of the reconstruction family is developed; (4) efficient procedures are 
proposed for determining the reconstruction family for any given 
structure system." [CAVA 81b]
In the mid 1980's Bush Jones published a series of papers providing sequential 
algorithms that are key to reconstructability analysis. These algorithms include the 
determination o f unbiased reconstructions [JONE 85a] and a greedy algorithm for a 
generalization o f the reconstruction problem [JONE 85b], The implementation of 
these sequential algorithms provide scientists and mathematicians with the means o f 
utilizing reconstructability analysis in systems modeling. The algorithms, however, 
are so computationally intensive that the system is limited to a very small set o f 
variables.
1
Many papers have been written applying reconstructability analysis and 
maximum entropy methods to various disciplines and sub-disciplines. 
Reconstructability analysis has the potential o f dramatically impacting the scientific 
community, but the sequential algorithms leave the utilization o f reconstructability 
analysis infeasible. The author has parallelized the reconstructability analysis 
algorithms developed by Jones [JONE 85a] [JONE 85b], thereby, bridging the gap 
between theoretical application and feasible implementation.
1.1 Introduction
1.1.1 General Definitions
Cavallo and Klir describe two problems in systems modeling: the 
reconstructability problem and the identification problem. The reconstructability 
problem is viewed as the determination of whether a subsystem is adequate to 
reconstruct the behavior o f the overall system within a desired level o f approximation. 
The identification problem is viewed as the determination of properties o f an unknown 
overall system from appropriate properties o f given subsystems. The process o f 
solving these two problems is called reconstructability analysis [CAVA 81a].
Cavallo and Klir, pioneers in reconstructability analysis, define a behavior 
system as a sixtuple:
"B = (F, y , s , A , Q J )  (1)
where V  = {v(| ie  N,} ( /V, = {1,2,...,/}) is a set o f variables, ^  = {Vj | j  
e N m, m< /} is a family o f state sets; V-> V is an onto assignment 
function by which one state set from V is assigned to each variable in 
V; A = s(v,) x s(v2) x ... x ^(v,) is the set o f all potential aggregate 
states; Q  is a set o f real numbers which includes 0; f :  A Q  is a 
function, referred to as a behavior function, which represents
3information regarding the aggregate states o f the behavior system"
[CAVA 81b].
(Note that the author has taken the liberty o f changing variables in the definition to
avoid notation confusion in future chapters.) A behavior function may be considered
as an overall system [CAVA 81b]. An example o f a probabilistic behavior function is
illustrated in Figure 1.
Before proceeding further, some notation must be defined:
"For each aggregate state (n-tuple)
a  = ( a /  | / e  Nt ) e  A 
o f a behavior system defined by (1) and for each state
P =  i h l j e X . X e ! )  
associated with variables in set
Z  = i vj \ j  e  X, Xcz  Nt } cz V, 
let p be called a substate of a  ( or a  be called a superstate o f p ) if  and 
only if
P, = o.j for all j  e  X.
Let P(a (and a )P ) denote that p is a substate o f a "  [CAVA 81b],
"Let |/4 ' Z] denote the projection o f/ which disregards all variables in 
V except those in set Z c  V. Then, \ f i  Z] is itself a mapping from a set 
o f states (substates o f states in A) to Q ... such that
\fi Z]( p ) = «({/( a )  | a )P » ,
where function g  is determined by the nature o f function f  For 
instance,
[/■J- Z ] ( p ) = S ( A a ) )a>p
when f  is a probabilistic function" [CAVA 81b].
Figure 2 illustrates a projection.
A behavior function may also be considered as a subsystem o f a larger 
behavior system [CAVA 81b], Given an overall behavior system B  as defined above, 
another system
"B = { nV, "V, ns, "A, °Q, "J)
V0 v. v2 f()
0 0 0 0.0
0 0 1 0.2
0 1 0 0.1
0 1 1 0.3
1 . 0 0 0.0
1 0 1 0.1
1 1 0 0.2
1 1 1 0.1
Figure 1: A Probabilistic 
Behavior Function
If Z = {v,, v,} and f ( ) is the behavior 
function as defined in Figure 1, then 
[f 'I'Z], the projection o f f  is a mapping 
from {00, 01, 10, 11} to [0. 1] where
[/4Z](00) = /(0 0 0 ) + / O 0 0 ) = o.O 
[/■^Z](01) = /(0 0 1 ) + /O 0 1 )  = 0.3 
[/■4Z](10) = /(0 1 0 ) + / 0  10) = 0.3 
[/^ Z ](l 1) = / ( 0 1 1) + / ( 1 11) = 0.4
Figure 2: A Projection
is a subsystem B if  and only if it satisfies the following conditions:
"* ° F c  V;
* 0 c  It such that °s is onto;
* ° s : nV —> 11I' such that °j(v,) = s(v,) for each v, e  °V;
* °A = I I  °s(v,) such that v, e  "V;
*  "Q = Q;
* °f~  1/4' °V\" [CAVA 81b].
The system illustrated in Figure 3 is a subsystem o f the system in Figure 1.
"Let a set o f behavior systems, say the set
5  =  {kB  =  (kV, k f f ,  %  %  kQ,, kJ ) \ k e  Nq), 
be referred to as a structure system. Let behavior systems kB be called 
elements o f the structure system S" [CAVA 81b].
Jones clarifies this definition by stating that given an overall system B with a 
behavior function/ and a subsystem kB, the behavior function kf  must satisfy 
the condition:
V ( P ) =  E / t a ) ,r  a)|l
where of course P e  kA, a  e/1, and a)P  (i.e. that p is a substate o f a  ) [JONE 82]. 
Note the similarity to the behavior o f marginal probabilistic functions in Statistical 
Analysis.
1.1.2 The Unbiased Reconstruction
Now that the basic foundation has been laid in reconstructability analysis 
terminology, we can turn our attention to the specifics o f The unbiased reconstruction. 
If we have a structure system S  = {*5}, each solution to a set o f equations satisfying 
certain constraints defines a behavior function which "uniquely represents a member 
of . the reconstruction family o f 5" [JONE 82], The unique member o f the ,
which is the maximum entropy solution is called the unbiased reconstruction [JONE 
85a].
The goal set before us is to determine the unbiased reconstruction with the
information that is available but from nonredundant sets o f information. Given the
subsystems in Figure 4, an overall system can be reconstructed, but these subsystems
contain redundant information. The same overall system can be reconstructed from
the information in the subsystems illustrated in Figure 5. The process o f eliminating
redundant information involves partitioning the substate instances into disjoint
independent sets and then applying the unbiased reconstruction to one o f these sets.
Since the unbiased reconstruction is unique, it will be the same regardless which set
of states is used in the reconstruction [JONE 85a]. Jones suggests generalizing the
reconstruction problem by partitioning the substates into disjoint equivalence classes
by using the concept o f null extensions:
"an overall state a  is the null extension o f p, written p ', if  a)P  and 
every variable o f a  which does not occur in p has a value o f zero" 
[JONE 85b].
In 1964, Ross Ashby suggested a procedure for determining the unbiased 
reconstruction for a given reconstruction hypothesis. The Ashby procedure can be 
expressed by the formula
Fs = n  [* 'F t V-k V]*gA'v 1 J
where F  denotes the behavior relation o f an overall system B and kF  denotes the 
behavior relation o f the selection behavior function kf  = [f  4-* F](£ e  N q ) involved in 
the reconstruction hypothesis S. [kF  T V-k V] is the extension o f kF  with respect to
V„ v, 2f()
0 0 0.2
0 1 0.4
1 0 0.1
1 1 0.3
Figure 3: A 
Subsystem of the 
System in Figure 1
vi v, 4f() v2 v, 5f() v, v3 6f()
0 0 0.25 0 0 0.17 0 0 0.11
0 1 0.18 0 1 0.16 0 1 0.14
1 0 0.20 0 2 0.12 0 2 0.18
1 1 0.37 1 0 0.14 1 0 0.20
1 1 0.18 1 1 0.20
1 2 0.23 1 2 0.17
Figure 4: A Set of Subsystems
v, v, 4f() v, V3 5f() vi v3 6f()
1 1 0.37 1 0 0.14 0 1 0.14
1 1 0.18 0 2 0.18
1 2 0.23 1 0 0.20
1 1 0.20
1 2 0.17
Figure 5: Subsystems with N onredundant 
Inform ation
8the variables V - V  [CAVA 81b]. One way to implement the Ashby procedure is to use 
the complement o f the equation:
where k F=k A -  kF. This complement is then used in the following algorithm [CAVA 
81b]
"Given a reconstruction hypothesis S  with behavior relations
kF(k e  Nq), to determine the unbiased (largest) behavior relation Fs
implied by S :
[1] Let X  -  A and let k  = 1;
[2] for each a  6 A' and each p e* F, if  P(a, then make
X - [ a ] - > X ;
[3] if k< Nt/. make k  + 1 -»  k  and go to [2];
[4] stop; FS= X "  [CAVA 81b].
Cavallo and Klir give an algorithm for the determination o f the unbiased 
reconstruction based on "the use o f the relational join and forms the overall maximum 
entropy relation Fx by sequentially joining each of the relations associated with the 
subsystem" [CAVA 81b].
Jones revised the algorithm taking into account the partitioning the substates 
into equivalence classes. Jones' revision eliminates the requirement o f a complete set 
o f substates for the structure system. Jones' unbiased reconstruction algorithm works 
for an arbitrary collection o f substates [JONE 85a]. Even though his general 
algorithm is short and concise, implementation is not trivial. This algorithm is 
presented in detail in section 1.2.1.
As you may have noticed, the discussion up to this point has considered only 
behavior functions that are probabilistic and that have discrete data values. Jones has
extended the reconstruction process to the application on both general functions - 
functions that are not necessarily probabilistic or possibilistic behavior functions - and 
arbitrary data.
The general function, called a g-system, is first transformed to a dimensionless 
form and then "a mathematical structure is then induced via a type o f isomorphism 
onto this system which renders it amenable to analysis by established techniques" 
[JONE 85c]. The system induced by this isomorphism is called a A-system or Klir 
system. A g-system is formally defined as a sixtuple:
”(T> {v/}, {a}, {P },./(•)> {"!/(•)})
* x is a parameter
* {v,} is a set o f variables;
* {a} is a set o f states;
* (P } is a set o f substates;
* / ( • )  is a function on { a };
* {"/(•)} are functions 011 {P}" [JONE 85c].
The resulting A:-system is, of course, also a sixtuple:
”(T. {v /}, {a }, {p }, *(•), {"'*(•)})
* x is a parameter;
* {v,} is a set o f variables;
* {a} is a set o f states;
* (P } is a set o f substates;
* ./(•) is a function on {cx};
* {"/(•)} are functions on {p}" [JONE 85c].
Since a ^-system is isomorphic to a g-system, there is no information present in 
the /r-system which is not present in the g-system and all o f the information in the 
g-system is present in the ^-system. One can, therefore, apply reconstructability 
analysis to a Ar-system to deduce or discover information about the isomorphic 
g-system [JONE 85c].
Jones has also extended the reconstruction process to systems o f arbitrary data. 
Three types o f problems arise when dealing with arbitrary data: data scattering, state 
contradictions, and missing data. These problems are addressed by clustering data, 
refining the variables or introducing new variables, and considering only known states, 
respectively [JONE 85d]. Therefore, we can treat general systems with arbitrary data 
as the simpler probabilistic behavior functions with discrete data values without loss of 
generality.
1.1.3 Maximum Entropy
Reconstructability Analysis employs the principle o f maximum entropy to 
ensure that no extraneous information is factored into the reconstruction process.
First, we will look at the properties o f entropy, then we will examine the principle of 
maximum entropy.
Entropy itself is "considered a good measure o f the amount o f uncertainty 
contained in a probability distribution" [GUIA 85]. Consider the probability
distribution p  = • • -,pm) which o f course satisfies the conditions pk ^  0 and
m
2  Pk — 1 . The entropy of the probability distribution is the number
= H„,(pi,p 2 , - ” ,p m) = - Z  pk\npk " [GUIA 85]. We define 0 In0 = 0 to
ensure the continuity o f the function at the origin.
Entropy displays some interesting properties. First, entropy is continuous,
invariant under any permutation o f the indices, and ^  0. Second, if  a
probabilistic experiment has only one possible outcome, then it contains no
uncertainty. In other words, = 0. Third, if  we have a probabilistic experiment 
with a set number o f possible outcomes, and we add another outcome with the 
probability o f 0, the amount o f uncertainty in the experiment does not change:
Hm( p \ , p v '  •pm) = (p i ,p i ,  • • pm, 0 ) . Fourth, the maximum uncertainty is
contained in the uniform distribution. Hm(p i ,p i ,  ■ • ',pm) ^  #/»(»»> m> *' *m)an<i
H(pi,P2 , • • pm) = Hm(ih ir„ • • 4 )  ^  v i  < /:<  m. Fifth, the amount o f
uncertainty in a pair o f random variables is the sum of the amount o f uncertainty in 
one variable and the uncertainty in the other variable conditioned by the first variable. 
In other words H(X,Y) = H{X) + H{Y\X). If 7t = (n i j ,  ...,7r,„,„) is a joint probability 
distribution with marginal probability distributionsp  = (p \ , . . . , p m) and q = (q\, . . .q„),  
then H(X, F) = ) ,  H(X) = Hm(pi, . . .pm), and H(Y\X) =
Z P kH „ ( j£  9 f )  • Therefore, = Hm(jj\,...,p,„) +
pkH„ ..., j f )  . Note that H„ ... j f )  is only computed for those values of
k  for which p k?t 0. Sixth, "some data on X can only decrease the uncertainty on I', 
namely H(Y\X) < H(X) + H(Y)  with equality if and only if A' and Fare independent"
[GUIA 85]. In other words, Z( /?*//« <H„(q\. . .q„)  with equality if and
only i f 71 kj = Pkqi VI < k < m  and VI < / < / ? .  Note that when there is equality,
= H „ (p )  +H„(q).  [GUIA 85]
According to Laplaces' Principle of Insufficient Reason, if  we have no reason 
to discriminate between events, the best strategy is to consider them equally likely.
Laplaces' Principle is simply a point o f view based on common sense, but it describes 
the fourth property o f entropy listed above. According to this property, uncertainty is 
maximized when the outcomes are equally likely. In other words, "the uniform 
distribution contains the largest amount o f uncertainty"; "the uniform distribution 
maximizes entropy" [GUIA 85]. The Principle o f Maximum Entropy asserts that 
"entropy is maximized by the uniform distribution when no constraint is imposed on 
the probability distribution" [GUIA 85]. When constraints are imposed on the 
distribution, we want to find the "best" probability distribution that is compatible with 
the set o f known mean values o f one or more random variables. E. T. Jaynes 
suggested the criterion to which to base this "best" choice by introducing the Principle 
of Maximum Entropy in 1957. We simply choose the distribution that maximizes
Shannon's entropy (//„»(/>) = HmQ) | p ^ n p h j .  This probability
distribution will "ignore no possibility, being the most uniform one, subject to the
given constraint" [GUIA 85], The Principle of Maximum Entropy is used in many
applications because what is generally known is expressed by mean values o f some
random variables and what is needed is a probability distribution that ignores no
possibility subject to the constraints on the system. [GUIA 85]
There are several remarkable results relating to the Principle o f Maximum
Entropy that are mentioned here:
"a) I f / i s  a random variable whose range is countable, namely, if
{ku\u> 0, k -  0 , 1 ,2 , . . . }
..., and if the mean value E i f )  is given , then the probability 
distribution
13
p k: > 0 , (A: = 0,1, .. .)> S  p k =  1k=0
maximizing the countable entropy:
/ / =  - Z  piclnp 
k=0
is
, _ HM) k _  n i n 
(«+£(/))*♦" ’ ’ ’
We see that the unit « and the mean value E  ( / )  completely 
determine the solution o f the Principle o f Maximum Entropy"
[GUIA 85].
"b) In the continuous case, suppose that we know the mean value p o f a 
positive continuous random variable whose probability density 
function is square-integrable. In such a case, the continuous 
entropy
H(S) = -  J ^  8(x)ln 8 (x)dx
is maximized by
8(.v) =  {
[ 0, elsewhere
which is just the well known exponential probability density 
function" [GUIA 85].
"c) O f course, it is possible to have many constraints. Suppose that, in 
the continuous case, we know both the mean p and the variance a 2 
o f a continuous random variable whose probability density function 
is square-integrable. ... In such a case, the continuous entropy is 
maximized just by
(r-H);
S(.v) =  ■ ,—  e -°2 , ( - 0 0  <  .y <  + o o )
a J 2 n
which is the probability density function of the normal distribution 
W ( P , c t 2 ) "  [GUIA 85].
1.2 Sequential Algorithms
1.2.1 Determination of Unbiased Reconstructions
Jones' algorithm for the determination o f unbiased reconstructions is broken 
into three steps: generating independent substates, partitioning the states into disjoint 
sets, and the reconstruction process. These sequential algorithms are given below.
Note that through both the explanation o f the sequential and parallel algorithms, the
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sample structure system will the one illustrated in Figure 6. This example structure 
system may be found in [CAVA 81b], [JONE 85a], and [JONE 85b].
1.2.1.1 Independent Substates
Frequently, the state information given for a structure system contains 
redundant information. As an example, the same unbiased reconstruction can be 
obtained from the structure system in figure 7 that is obtained in figure 6. It is 
desirable to determine an unbiased reconstruction from as few states as possible (that 
is from nonredundant information sets). There are several advantages to being able to 
work with limited or independent information. One is space considerations. Another 
advantage is the amount of time saved in computing the reconstruction family and the 
unbiased reconstruction. We also have the advantage o f only needing to collect 
information on the independent states. Some state information may be costly or 
difficult to obtain.
The set of independent substates is obtained by partitioning the substates into 
equivalence classes based on the concept o f null extensions. The independent states 
are then obtained by choosing exactly one substate from each equivalence class. Since 
any one substate from each equivalence class is sufficient for the construction o f a set 
o f independent substates, this set is not unique.
1.2.1.1.1 Equivalence Classes
Before we consider Jones' greedy algorithm for the generalization o f the 
reconstruction problem, we need to consider the partitioning o f the substates into 
disjoint equivalence classes. , By definition, a binary relation ~ on a set A'is an
—2 s 2 *fD Si v2 Si S2 dfU
0 0 0.17 0 0 0.11 0 0 0.25
0 1 0.16 0 1 0.14 0 1 0.18
0 2 0.12 0 2 0.18 1 0 0.2
1 0 0.14 1 0 0.20 1 1 0.37
1 1 0.18 1 1 0.20
1 2 0.23 1 2 0.17
Figure 6: Example Structure System
y ,
at Xj HJJ Si y2 &£Q
1 0 0.14 0 1 0.14
1 1 0.18 0 2 0.18
1 2 0.23 1 0 0.20
1 1 0.20
1 2 0.17
*1 —2 
1 1
ifQ
0.37
Figure 7: Example Structure System with Only
Nonredundant Information
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equivalence relation if the following three conditions hold:
(1) ~  is reflexive: x~.v V.v e  X
(2) -  is symmetric: x~y Vy~x
(3) - i s  transitive: x -;' and y~z => x~z
The equivalence class of the element x  e  X  is the set [x] = {;' e  X : x~<y}. A partition 
o f the X  is a collection o f nonempty subsets {A t} o f X  such that A ir \A j  = 0 i f i * j  
an d A '= U //l/.
Claim: If -  is an equivalence relation on the set X, the collection of all equivalence 
classes is a partition o f X.
Proof: By definition of equivalence classes, .v e  [.v] V.v e  A'. Therefore, the 
equivalence classes are subsets o f X such that X =  u  [.v ] . Now we must show that the
x gX
equivalence classes are disjoint. If [.v] r> [y] *  0 ,  then there is an element z e  [.v] n  [y].
Therefore, .v ~ z and y  ~ z. Since ~ is symmetric, z ~ y. Therefore, x  ~ z and z ~y.
Since ~ is transitive, x  ~y. Therefore,;' e [.v] and [)>] [.v]. By symmetry o f the set
operation intersection, i f z  6 [.v] n  [y] thenz e  [)'] n  [.v]. Thereforey ~ z  andx  ~z.
Since ~ is symmetric, z ~.v. Therefore , y ~ z  and z ~.v. Since ~ is transitive , y  ~
x.Therefore, x  e  [>'] and [at]  c  [>»]. Since [)'] c  [.v] and [x] c  [>'], then [x] = [y].
Therefore, the equivalence classes are disjoint, and therefore form a partition o f  the set 
X.
Claim: If {/I,} is a partition o f the set A', then there is an equivalence relation on A' 
whose equivalence classes are the subsets At
Proof: We define the relation ~ on the set X as follows: x if and only if x and y  are
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in the same subset A ,. We must show that the three properties o f an equivalence 
relation hold. Clearly the reflexive and symmetric properties hold. Suppose that x~ .y  
and y ~ z .  Then x  and y  are in the same subset A, and y  and z  are in the same subset. 
Clearly, the two subsets must be the same since the all o f the subsets A, o f a partition 
are disjoint.
Therefore, ~ is necessarily an equivalence relation. Suppose x e  At, then x  ~ y  if  and 
only ify  e  At. Therefore, [x] = A t. [ADKI 92]
1.2.1.1.2 Null Extensions
Null extensions can be used for the partitioning process. Let P be a substate of 
a system, and let a  be a state in the overall system. We say a  is the null extension of 
P, written p; , if  "every variable o f a  which does not occur in has a value o f zero" 
[JONE 85b]. Figure 6 illustrates the null extensions o f given substates.
"Two substates, P/ and Py, are said to be equivalent if  p ' = pj, and thus both 
are members o f the same equivalence class" [JONE 85b]. The overall system for the 
subsystems given in figure 8 is given in figure 9. Using the notation such th a t, 
substate (vf = x) is denoted by '(x), substate (Vj = y, vk = z) is denoted by jk(y,z), etc., 
figure 10 illustrates the equivalence classes for the system given in figure 9. Since the 
condition has been set that a distribution must sum to one, the class E,0 is not 
necessary in our analysis.
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Null Extension Null Extension
—2 Va *1 *2 “2 *1 —2 fi£Q —2 —2
0 0 0.17 0 0 0 0 0 0.11 0 0 0
0 1 0.16 0 0 1 0 1 0.14 0 0 1
0 2 0.12 0 0 2 0 2 0.18 0 0 2
1 0 0.14 0 1 0 1 0 0.20 1 0 0
1 1 0.18 0 1 1 1 1 0.20 1 0 1
1 2 0.23 0 1 2 1 2 0.17 1 0 2
Null Extension
*1 —2 * £ ) *1 —2 —2
0 0 0.25 0 0 0
0 1 0.18 0 1 0
1 0 0.2 1 0 0
1 1 0.37 1 1 0
Figure 8: Null Extensions of Substates
v. v2 v, f()
0 0 0 0.079
0 0 1 0.088
0 0 2 0.083
0 1 0 0.031
0 1 1 0.052
0 1 2 0.097
1 0 0 0.091
1 0 1 0.072
1 0 2 0.037
1 1 0 0.109
1 1 1 0.128
1 1 2 0.133
Figure 9: Overall System
E ,= { '(1 ) , l2(10), ,3( 1 0 ) }
E ,= { 2(1), ,2(0 1 ) ,” (1 0 )}
E j= { 3(1). 13(01), - \ 0 1 ) }
e 4 = { 3(2), ,3(02), ” (0 2 )}
e 5 = { ,2( H )  >
e 6 = { ,3( H ) }
e 7 = { 2J(1 1 )}
e 8 = { ,3d 2 ) }
e 9 = { ” (12) }
E |o_ { '(0), 2(0), 3(0), l2(00),
l3(0 ,0 ) ,” (0 ,0 )}
Figure 10: Equivalence Classes
19
1.2.1.1.3 Generate Independent Substates
A set o f independent substates is generated into a set D as follows. The set D
is initially empty. A substate is arbitrarily chosen to be added to the set D. While
more independent states are desired, another substate is arbitrarily chosen. If its null
extension is not the same as any o f the substates in the set D  then that substate is 
added
to the set D. When the algorithm terminates iterating, the set D contains only 
independent substates.
The algorithm as stated by Jones is as follows:
"To generate independent substates of a system into a set D, do the 
following.
1) Let Pi e  D where Pi is any substate, / <— 2.
2) Let p,- e  D if  p, is such that P, ^  Py for /  = / -1 , / - 2 ,...,1.
3) / <- / + 1, If more independent states are desired go to [2]; else
stop" [JONE 85a].
Now that the set of state information has been reduced to the set o f
independent states, the remaining steps of the unbiased reconstruction may be
employed with the use o f only nonredundant information.
1.2.1.2 Partition the States into Disjoint Sets
The second step in the determination o f unbiased reconstruction is the 
partitioning o f the states into disjoint sets. Although Jones found that in practice the 
algorithm works without the partitioning step, the reconstruction process step has been 
found to converge faster if  the partition is employed [JONE 85a],
The set o f substates are partitioned into disjoint sets such that no two elements 
in a partition set have a mutual superstate. The partition is performed by initially
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taking an arbitrary element from the set o f substates and inserting it into a partition set
C,. Each remaining substate is added to C, one at a time only if  it does not have a
superstate that is the superstate of an element o f C,. Once all o f the remaining
substates have been chosen that can be chosen for this partition set, the next partition
set is constructed in the same manner. This partitioning process continues until there
are no more substates to be partitioned:
"Let { P/ }, i = 1,2,... ,«, be an arbitrary collection o f substates o f an 
overall system. We partition { P/ } into disjoint sets C , , C2 ,...,Cm.
A) First, to form C, do the following.
1) Let Pi € C | | /  <— 2
2) If there exists no a)P/ such that for some P; e  Cj then
let P/ e  C | .
3) / <- / + 1, if / < n go to [2]; else C, formed.
B) C, is formed in a similar manner from the P/ not placed in C,.
C) Form C3 ,..., Cm similarly until no P/ remain" [JONE 85a].
Note that since the selection of the substates to add to a partition is arbitrary, the 
partition is not unique.
Once the partition is complete, vve associate the equation
I  m  = * / ( f c )a)|l/
to each element o f the partition. For each C, we add one equation to the set o f the 
form
" S , / ( a ) = l - S 2/ ( P /> 
where S 2 is over the p, o f C,, and */(•) depends on the particular p,-. Ej is over a  
such that a)py for some p7- e  C/ is not true" [JONE 85a]. Note that we can write these 
equations as
21
?/(,• = at Vcti
j
where a, is the probability o f a state in a partition and the /  are the appropriate left 
hand side o f the equation. Figure 11 displays a set o f equations for the example 
structure system using the independent states given in figure 7. These equations can 
be considered as those o f a reconstruction hypothesis.
1.2.1.3 Reconstruction Process
Now that we have a reconstruction hypothesis in the form
E /  ij = afor all a„
we can obtain an unbiased reconstruction. Note that we denote an approximation to /
A A  A
by f tJ and we let at= Ey f y  . The unbiased reconstruction can be completed by 
following steps:
A
"1) Initialize/^, to a flat distribution.
2) For all /:
A  A
new /, = /. t1 for ev ery /
J J Oil
3) Convergence test:
new /,, -  o ld/,. <  e  for every /,/.
If not converged, go to (2); else stop " [JONE 85b].
This algorithm applied to the example given in figure 6 yields the overall 
system given in figure 12. Note that this result is the same overall system obtained by 
Jones when applied to Klir and Cavallo's algorithm on the information in its redundant 
form [JONE 85a].
I | l ? J D A Q
3 | d l U B X 3 :Z l a j n 3 i j
e e r o 3 I I
8 3 r o I I I
6 0  r o 0 I I
L£0'0 3 0 I
Z10‘0 I 0 I
1 6 0 ' 0 0 0 I
3 6 0 ' 0 3 I 0
3 S 0 ' 0 I I 0
i e o -o 0 I 0
£ 8 0 ' 0 3 0 0
8 8 0 ' 0 I 0 0
6 Z . 0 - 0 0 0 0
o r 'X ta
sajBJS juapuadapu j  jo  u o i j i j j u j  j o j  suoiji:nb3  jo  j a s  : 11 oanSi j
(3 l)/9 ‘ (I l ) / 9 '  (Ol)/s - I =(310)/+ (110)/+ (100)/+ (300)/+ (001)/+ (000)/
(3 1 )/,-  (311)/+  (301)/ 
( l l ) / 9 = (1 1 1 )/+  (1 0 1 )/ 
( 0 1 ) /=  ( 0 l l ) / + ( 0 I 0 ) /
b
(31)/, - (I I ) / ,  - (0 l)/9 - I =(301)/+ (300)/+ (101)/+ (100)/+ (010)/+ (000)/
(3 l)/s = (31 !)/+  (310)/
( l l ) / =  (I I ! ) / + ( !  10)/ 
• (0 l) /9= (011 ) /+  (0 0 1 )/
b
( l0 )/9 - (I I ) /  - (30)/9 - I =(30l)/+  (101)/+ (001)/+ (010)/+ (000)/
(30)/9= (310)/+ (300)/
( l0 ) /9= (1 1 0 )/+  (1 0 0 )/ 
(I I ) / = (31! ) / + (I I ! ) / + (011 )/
b
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1.2.2 A Greedy Algorithm for a Generalization of the Reconstruction 
Problem
1.2.2.1 The Greedy Algorithm
The generalization o f the Reconstruction problem removes the restriction that 
the reconstruction must be to a structure system. Substates in general are allowed in 
the reconstruction, and the overall system does not necessarily need to be known in its 
entirety. The unbiased reconstruction is computed for the limited information, and 
then we can proceed as if the overall system is known along with its probabilistic 
behavior functions/ and kf
Let E  be the set o f nonredundant substates, let D be the set o f known substates 
to be used in the reconstruction, let LJ{D) represent the unbiased reconstruction on the
set D, and let y(«) be a choice function for substates where y(P) measures the
desirability o f p for inclusion in the reconstruction set D. Jones gives the general form
of the algorithm as follows:
"ALGORITHM Given knowledge of an overall behavior fu n c tio n /, 
and hence all kf  for substates, and the set E  , determine the 
reconstruction set D c  E  as follows.
A
i) Initialization: initialize f y  to a flat distribution: Let D  be
initially empty.
ii) Selection o f one P to add to D:
(  A ^P =arg max y(P)^y(*)makes use o f the current j
Let p e  D; E - E - D  (remove p from E)
A
iii) Compute unbiased reconstruction for new D: U(D) - > /  ,y 
(Note: in computing U(D) the previous unbiased reconstruction 
may be taken as the initialization; this greatly hastens 
convergence.)
iv) Stopping rule:
Size limit for number o f members in D exceeded? 
or
|/  ij~f j  < ? (where the norm is information distance)
Yes, stop.
No, go to (ii)" (JONH 85b].
Figure 13 shows the iterations o f the unbiased reconstruction on the example 
structure system. Note that the algorithm converges to the example system given in 
figure 9.
1.2.2.2 The Maximizing Function
The choice o f the y function is critical. We want to use a choice function that
A  A
will bring about the greatest improvement in f tJ . According to [JONE 85b],//, 
improves the most when the p is added that maximizes the function
y (P H A 0 ) i° 6 , | ; + (i-V tP )) io s2^  •
Jones derives this maximizing function as follows:
" L e t
J ii
V ( P
or
> /(P))J ii J  1
0 , / ( i - * / ( P ) j
as appropriate for the particular f tj. Consider the well known measure 
o f closeness of f.tj to f y
r \
/=  S/j/log £
\fij J
which is positive and decreases as /y  approach f r  Expanding the 
logarithm and making a substitution for ///gives
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Iteration 1 2 3 4 5 6 7 8 9
State added ,2(H ) 23(10) l3(12) “ (11) ,3(H ) 23(12) ,2(10) 13(01) 13(02)
/(0 0 0 ) 0.07 0.073 0.076 0.085 0.088 0.086 0.083 0.081 0.079
/(0 0 1 ) 0.07 0.073 0.075 0.085 0.088 0.086 0.083 0.088 0.088
/  (002) 0.07 0.073 0.076 0.085 0.088 0.086 0.083 0.081 0.083
/(0 1 0 ) 0.07 0.048 0.045 0.034 0.032 0.033 0.032 0.032 0.031
/ ( O i l ) 0.07 0.073 0.076 0.044 0.049 0.05 0.05 0.052 0.052
/(0 1 2 ) 0.07 0.073 0.076 0.085 0.088 0.097 0.097 0.097 0.097
/(1 0 0 ) 0.07 0.073 0.076 0.085 0.088 0.086 0.092 0.092 0.091
/O O l) 0.07 0.073 0.076 0.085 0.069 0.07 0.07 0.072 0.072
>
O to 0.07 0.073 0.055 0.042 0.039 0.037 0.037 0.037 0.037
/ ( 1 10) 0.123 0.092 0.095 0.106 0.108 0.107 0.108 0.108 0.109
/(1 1 1 )
0.123 0.139 0.16 0.136 0.131 0.13 0.13 0.128 0.128
/ ( 1 12) 0.123 0.139 0.115 0.128 0.131 0.133 0.133 0.133 0.133
Closeness 0.055 0.04 0.031 0.006 0.002 0.001 0.000 0.000 0.000
Figure 13: Iterations of the Greedy Algorithm
/=  £ /„ lo g f, -  £ , / f log  / ,  ■fPEL -  £ j /» I o g  / „
* / (P)  [ l - * / ( P ) J
where the sums are over appropriate terms. Now expanding the second 
and third logarithms
I = X f iJlogflj - l , f ij l o g f lj - S . / y l o g ^ - S z / ^ l o g ^ — t - 4  .
1 * / (  P) ( i - ‘ / (P)J
The first two terms are simple I, and taking the third and fourth sums
— n~k*/(»    .l =i  - » / ( P ) i ° g 2 -  ( i  - V (P ) ) 'o g 2 r . •"  T  •
*/(P) [ i - * / ( P ) J
A
So f y  improves the most when that P e  E  is added that maximizes
y(P) m* y (P )io g 2 ^ a  +  ( i - V ( P ) ) io B 2r 7 ^ r  •
* / (  P) ( i - V ( P ) J
O f course, A/( P )  is computed from the known overall behavior
A  A
function, and * /(P ) is computed from f tJ " [JONE 85b].
Chapter 2 
Parallel Algorithms
There are a handful o f methods that can be employed to approach sequential 
algorithms for parallelization, but "there is no general way to parallelize sequential 
algorithms" [LEIG 92]. In fact, there are some sequential algorithms that cannot be 
parallelized at all. Therefore, we must "invent new algorithms and methods for 
solving problems in parallel" [LEIG 92].
Since the goal o f parallelization o f these reconstructability analysis algorithms 
is to make them feasible to as many researchers as possible, a specific architecture is 
not assumed. It is assumed that the architecture employed is a multiple data 
architecture. That is, the architectural design needed for the implementation o f these 
algorithms must have memory local to each processing element (PE). Therefore, the 
parallel algorithms developed and presented here do not address the problems of 
communications between processors o f particular architectures. In essence, these 
algorithms assume a reconfigurable bus system which is a bus system whose 
configuration can be dynamically altered thus allowing broadcasting and long-distance 
communications to be completed in constant time. It is noted that processor arrays 
with such reconfigurable bus systems have been designed.[MILL 88a][MILL 88b] 
[OLAR91][STOU 86].
Frequently, parallel algorithms do not address the situation in which the 
number o f values on which to operate is larger than the number of processors. This 
situation can be easily remedied by a simple conversion. Let N, be a network with pt
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processors, and let N2 be a network with p2 processors where p, > p2. An algorithm 
designed for the N, network can be run on the N 2 network provided that N 2 is 
coarser-grained than N,: Each processor o f N2 simulates fj^"| processors o f N,
[LEIG 92]. However, since the purpose o f the parallelization o f these 
Reconstructability Analysis algorithms is to make them feasible for large structure 
systems, the parallelization given does address the situation in which the number of 
values on which to operate is larger than the number o f processors available.
The following notations are used throughout the presentation o f the parallel 
algorithms: (i) PE(/) represents the /,h processor; (ii) PE(/).X represents the variable X 
in the /"' processor's memory; (iii) A segment o f the algorithm that is to be done in 
parallel is preceded by a set (in set notation) o f integers ranging from 0 to p  -1  (where 
p  is the number o f processors) which designates which processors are to execute that 
segment o f the algorithm. The parallel segment is delimited by the statements "par 
begin" and "par end". Note that in MIMD architectures, all processors in the set must 
complete this segment o f the algorithm before any processor is to continue to the first 
statement after the "par end" statement; (iv) A critical section is denoted by the 
delimiters "CS begin" and "CS end". Only one processor may be executing statements 
in a critical section at one time. All processors o f an MIMD architecture designated in 
the set must be completed executing the critical section before any processor is to 
continue to the first statement after the "CS end" statement; (v) Iteration statements are 
delimited by "od" statements and selection statements are delimited by "fi" statements.
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Sets are used extensively throughout the parallel algorithms. The set operators 
that are used by the algorithms include intersection ( n  ), union ( U  ), difference ( \ ), 
element o f ( e  )> not an element o f ( g ), subset ( c ), for all ( V ), and set minimum 
(SetMin ). Boolean operators are also used extensively tliroughout the algorithms.
The boolean operators that are used include and ( a  ), or ( v  ), and not ( - i ). Notation 
used in the parallel algorithms include P for the set of potential aggregate state 
orderings, D for the set o f substates o f the structure system, n for the number o f states 
in the overall system, p  for the number o f processors, and £  = u  t s (v/).
2.1 Godelization
The parallelization o f these algorithms has dictated the need to distribute the 
states and substates of the system over the number of available processors. This 
distribution can be done by enumerating the states and substates and distributing them 
to the appropriate processors using modulo arithmetic. We need an enumeration 
process by which given a state or substate, we can directly determine the processing 
element responsible for the storage o f and calculation o f information for that state or 
substate and by which given a processing element number, we can directly determine 
the set o f states and substates for which the particular processing element is 
"responsible". A recommendation is made here for the use o f the following 
enumeration technique which is based on the method for encoding strings called Godel 
numbering (so named after the logician Kurt Godel) [LEWI 81].
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2.1.1 State and Substate Representation
We impose an ordering to the variables o f the overall system: V =
{ V | , V 2 ,  . . . V / } . Recall that/I = s(v\)xs(\>2) x • • • x s(vi) is the set o f all potential 
aggregate states. We impose an ordering on the elements o f the sets s(vf) (1 < / < / ) ,  
and map them ot the set j  ( v / )  =  jV|i(V() |.
Let P =  s (vj)x5 ( V 2 )  x . . .x s  (v/) be the set o f all potential aggregate state
orderings. Note that s  (v/) 6 1 < j  £ |S|, 0 e s (v/) VI < / ^  / and there is a bijection 
between s (v,-) and s(v)  VI < / < /. We c a n , therefore, represent A for an overall 
system by P as illustrated in Figure 14. We can also represent °A, the potential 
aggregate states o f a subsystem, b y 0 P if  we let 0 j  (vy) = 0 Vvy g 0 V as illustrated in 
Figure 15.
2.1.2 String Enumeration
Consider the potential aggregate state orderings as strings from the alphabet 
E = u t s (v/ ) . Each string in P (o r0 P) can be viewed as an integer in base |E|
notation. We define a function g n :0 P -> /N  as follows: If w =
where sijes  (vy) then gn(w) = |E |/_I»Si, + + • • • + |E |1 •s/,., + Sj, [LEWI
81], We say that gn(w) is the godel number o f the string w. Figure 16 illustrates the
godel numbers for the states and substates o f the example system. Note that gn is 
one-to-one, but it is not necessarily onto. The function gn is onto only when every 
variable o f the system can take on the same number of values (i.e. Is(v/)l = ls(v,-)l ).
-1 —2
potential 
aggregate state 
orderines
0 0 0 ( l . l .D
0 0 1 (1,1,2)
0 0 2 (1,1,3)
0 1 0 (1,2,1)
0 1 1 (1,2,2)
0 1 2 (1,2,3)
1 0 0 (2,1,1)
1 0 1 (2,1,2)
1 0 2 (2,1,3)
1 1 0 (2,2,1)
1 1 1 (2,2,2)
1 1 2 (2,2,3)
Figure 14: Potential Aggregate State 
Orderings of an Overall System
-2
potential aggregate state 
orderincs
0 0 (0,1,1)
0 1 (0,1,2)
0 2 (0,1,3)
1 0 (0,2,1)
1 1 (0,2,2)
1 2 (0,2,3)
-2 2^
potential aggregate state 
orderincs
0 0 (1,0,1)
0 1 (1,0,2)
0 2 (1,0,3)
1 0 (2,0,1)
1 1 (2,0,2)
1 2 (2,0,3)
V, -2
potential aggregate state 
orderincs
o’ 0 (1,1,0)
0 1 (1,2,0)
1 0 (2,1,0)
1 1 (2,2,0)
Figure 15: Potential Aggregate State 
Orderings of Substatcs
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% *2 ^2 w Base Conversion gn(w)
0 (0 0 1) 4 0 + 4(0 + 1) 1
1 (0 0 2) 42 0 + 4(0 + 2) 2
2 (0 0 3) 42 0 + 4(0 + 3) 3
0 (0 1 0) 42 0 + 4(1 + 0) 4
0 0 (0 1 1) 42 0 + 4(1 + 1) 5
0 1 (0 1 2) 42 0 + 4(1 + 2) • 6
0 2 (0 1 3) 42 0 + 4(1 + 3) 7
1 (0 2 0) 42 0 + 4(2 + 0) 8
1 0 (0 2 1) 42 0 + 4(2 + 1) 9
1 1 (0 2 2) 42 0 + 4(2 + 2) 10
1 2 (0 2 3) 42 0 + 4(2 + 3) 11
0 (1 0 0) 42 1 + 4(0 + 0) 16
0 0 (1 0 1) 42 1 + 4(0 + 1) 17
0 1 (1 0 2) 42 1 + 4(0 + 2) 18
0 2 (1 0 3) 42 1 + 4(0 + 3) 19
0 0 (1 1 0) 42 1 + 4(1 + 0) 20
0 0 0 (1 1 1) 42 1 + 4(1 + 1) 21
0 0 1 (1 1 2) 42 1 + 4(1 + 2) 22
0 0 2 (1 1 3) 42 1 + 4(1 + 3) 23
0 1 (1 2 0) 42 1 + 4(2 + 0) 24
0 1 0 (1 2 1) 42 1 + 4(2 + 1) 25
0 1 1 (1 2 2) 42 1 + 4(2 + 2) 26
0 1 2 (1 2 3) 42 1 + 4(2 + 3) 27
1 (1 0 0) 42 1 + 4(0 + 0) 32
1 0 (2 0 1) 42 2 + 4(0 + 1) 33
1 1 (2 0 2) 42 2 + 4(0 + 2) 34
1 2 (2 0 3) 42 2 + 4(0 + 3) 35
1 0 (2 1 0) 42 2 + 4(1 + 0) 36
1 0 0 (2 1 1) 42 2 + 4(1 + 1) 37
1 0 1 (2 1 2) 42 2 + 4(1 + 2) 38
1 0 2 (2 1 3) 42 2 + 4(1 + 3) 39
1 1 (2 2 0) 42 2 + 4(2 + 0) 40
1 1 0 (2 2 1) 42 2 + 4(2 + 1) 41
1 1 1 (2 2 2) 42 2 + 4(2 + 2) 42
1 1 2 (2 2 3) 42 2 + 4(2 + 3) 43
Figure 16: Godel Numbering
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Using this technique to enumerate each state and substate by a unique decimal 
number, we can then distribute the computation and storage o f information over 
processors using modulo arithmetic. We now have a technique by which given a 
system state or substate, the processor handling that state or substate can be easily 
computed. We also need a technique by which given a processing element number, 
the states and substates handled by that processor can be easily computed. This can be 
easily accomplished by a simple base conversion of decimal to | £ | . Figure 17 shows 
the result o f inversing the gn function to find the potential aggregate state orderings. 
Note that each processor is responsible for maintaining and/or calculating the 
information for the potential aggregate state orderings which have godel numbers
ranging between ( p E# x |"y"| )  and ((PE# + 1) x fy ~ |)  -  1 where P is the superset o f
potential aggregate state orderings for the overall system, and p  is the number of 
processors.
The following routine can be employed to calculate the godel number o f a
string.
(1) routine gn(word: string)
(2) num : integer
(3) factor : integer
(4) begin routine
(5) set num = 0
(6) set factor = 1
(7) for i = / downto 1 do
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gn*' (0) = (0 0 0) gn*1(32) = (2 ,0 ,0
gif' (1) = (0 0 1) gn*1(33) = (2 ,0 ,1
gn*' (2) = (0 0 2) gn*1(34) = (2 ,0 ,2
gn'1(3) = (0 0 3) gn*1(35) 2= (2 ,0 ,3
gn*1(4) = (0 1 0) gn*1(36) = (2, 1,0
gn*1(5) = (0 1 1) gn*1(37) =r (2 ,1 ,1
gn ' (6) = (0 1 2) gn*1(38) r= (2 ,1 ,2
gn*' (7) = (0 1 3) gn*1(39) = (2 ,1 ,3
gn*' (8) s= (0 2 0) gn*1(40) = (2 ,2 ,0
gn'1(9) = (0 2 1) gn*1(41) (2 ,2 ,1
gn*1(10) = (0 2 2) gn*1(42) = (2 ,2 ,2
gn'1(11) = (0 2 3) gn*1(43) = (2 ,2 ,3
* gn'1(12) = (0 3 0) * gn*1(44) — (2, 3 ,0
* gn*' (13) = (0 3 1) * gn*1(45) = (2, 3,1
* gn'1(14) = (0 3 2) * gn*1(46) = (2 ,3 ,2
* gn'1(15) = (0 3 3) * gn*1(47) = (2,3, 3
g n 1(16) = (1 0 0) * gn*1(48) = (3, 0 ,0
gn'1(17) = (1 0 1) * gn*1(49) = (3, 0,1
g n 1(18) = (1 0 2) * gn*1(50) = (3 ,0 ,2
g n 1(19) = (1 0 3) * gn*1(51) = (3, 0,3
gn'1(20) = (1 1 0) * gn*1(52) = (3, 1,0
gn"1(21) = (1 1 1) * gn*1(53) = (3, 1, 1
g n 1(22) = (1 1 2) * gn*1(54) = (3, 1,2
gn"1(23) = (1 1 3) * gn*1(55) = (3 ,1 ,3
g n 1(24) = (1 2 0) * gn*1(56) = (3 ,2 ,0
gn'1(25) = (1 2 1) * gn*1(57) = (3 ,2, 1
gn'1(26) = (1 2 2) * gn*1(58) = (3,2,2
gn'1(27) = (1 2 3) * gn*1(59) = (3,2,3
* gn:1(28) = (1 3 0) * gn*1(60) = (3, 3 ,0
* gn’1(29) r= (1 3 1) * gn'1(61) = (3, 3,1
* gn’1(30) = (1 3 2) * gn*1(62) = (3, 3 ,2
* gn"1(31) = (1 3 3) * gn*1(63) = (3, 3 ,3
The (*) indicates strings not found in the language due to the gn function 
not being onto.
Figure 17: Inverse of the Godel Numbering Function
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(8) set num = num + (word[i] x factor)
(9) set factor = factor x | £  |
(10) od
(11) return (num)
(12) end routine
The following routine can be employed to calculate the inverse godel number 
of an integer.
(1) routine gn'1 (num: integer)
(2) word : string
(3) begin routine
(4) for i = / downto 1 do
(5) set word[i] = num modulo |£ |
(6) set num = [ jg f  J
(7) od
(8) return (word)
(9) end routine
The structural complexity o f the gn routine is 0 (  / ) ,  and the structural complexity of 
the gn*1 routine is 0 (  / )  where / is the number variables in the overall system. A 
description o f the structural complexity evaluation can be found in appendix C.
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2.2 Algorithm Initialization
The reconstructability analysis algorithms parallelized here take as input a 
structure system. This structure system may be input in a variety o f ways depending 
on the application being analyzed. This structure system must, however, be formatted 
for use by these algorithms.
Prior to local memory allocation, the determination o f the variables o f the 
structure system must be made and an ordering must be imposed on the variables. Let 
/ be the number o f variables in the structure system. The variables are then ordered by 
a one-to-one correspondence between the variables and the integers between 1 and /, 
inclusively. A determination must also be made o f the set S  = U/ o f all possible 
values o f variables. An ordering is also imposed on the elements o f S :
S  = { S j l S j  6 u / s(\>i), 1 < j  < |5 |}.
Once these parameters have been determined, local memory may be allocated. 
Let P (where |P| = S 1'1) be the universe set of the potential aggregate state orderings 
(as described in section 2.1) for the given structure system. Each PE is allocated two 
arrays indexed between 0 and J" y  ”| -  1. One array is labeled state. If
gn-1 ( ( p E# x |" y  *|) + index j  is the potential aggregate state ordering that
corresponds to a state o f the overall system then the state array contains a value o f 1, if 
it corresponds to a substate o f the overall system, then the state array contains a value 
o f 0, and if  it corresponds to neither (due to the function gn not being onto), then the
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state array contains a value o f -1. A second array is labeled/ which contains the 
known values o f the behavior function.
The following algorithm is employed to initialize the two arrays in local 
memory for use by the parallelized Reconstructability Analysis algorithms. The local 
memory for the algorithm initialization is given in figure 18.
/* initialize state variable to 1,0, 
or-1 */
(1) {V[0 <i <p]}
(2) par begin
(3) forj = 0 t o  ( [ ^ ] - l )  do
(4) set PE(/).word = g n 1 ( ( [  y  ] x /) + j)
(5) set PE(/).state[j] = 1
(6) for k = 1 to / do
(7) if  (PE(/).word[k] = 0) then
(8) set PE(/).state[j] = -1
(9) fi
(10) od
(11) od
(12) par end
/* input substate information to 
initialize behavior function
state /
0
1
2
3
4
...
word
Figure 18: Local Memory 
for Algorithm Initialization
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(13)
(14)
(15)
(16)
(17)
(18)
(19)
(20) 
(21)
(22)
(23)
values */
while (more substate information remains to be input) do 
for i = 1 to / do
get input for the i"’ variable 
if (no value is given for the ilh variable) then 
set vvord[i] = 0 
else
set word[i] = position o f the value in the ordering o f variable 
values
fi
od
set PE gn(word)TFT. .state[gn(word) modulo [" y " | ]
input PE gn(word)
L 7 F T J
/  gn(word)modulo f"y ] ]
(24) od
The structural complexity o f the algorithm initialization is 0 (  |D |/ |£ | ). A 
description of the structural complexity evaluation can be found in appendix C.
2.3 Parallelization of the Determination of Unbiased Reconstructions
2.3.1 Generating Independent Substates in Parallel
The first step in the determination o f unbiased reconstructions is the generation 
o f independent substates. The algorithm described in this section generates the set E
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selecting exactly one element from each equivalence class o f null extensions as 
described in section 2.1.
This set generation is performed in parallel by having each processing element 
(PE) test all o f its state variables to determine whether that index corresponds to a 
godel number that maps to a substate of the overall system. If such a mapping exists, 
the null extension is determined by changing each potential aggregate ordering value 
o f zero to one. If  the null extension is not already present in the set o f null extensions 
o f the set E,  then the substate is added to the set E.
The local memory needed to generate independent substates is illustrated in 
figure 19, and the global memory is illustrated in figure 20.
/* initialize global set */
(1) set NullExtension = 0
(2) {V[l < /< / ; ]}
(3) par begin
(4)
/* if the gn maps to a substate
then */
(5) set PE(/).£[j] = 0
(6) if  (PE(/).state[j] = 0) then
(7)
/* determine the null extension of
state E
0
1
2
3
4
word
Figure 19: Local Memory for Generating 
Independent Substates
NullExtension { a i , < X 2 , . . . a * }
Figure 20: Global Memory for
Generating Independent
Substates
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the substate */
(8) for k = 1 to / do
(9) if  (PE(/).word[k] = 0) then
(10) set PE(/).word[k] = 1
(11) fi
(12) od
/* if  the null extension is not the 
null extension o f a substate 
already in the set E  then */
(13) begin CS
(14) if (PE(/).word g NullExtension) then
(15) set NullExtension = NullExtension u  {PE(/).word}
/* add the substate to the set E */
(16) set PE(/).£[j] = 1
(17) fi
(18) endCS
(19) fi
(20) od
(21) par end
The structural complexity of generating independent substates is 0 (  ). A
description o f the structural complexity evaluation is located in appendix C.
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2.3.2 Partitioning the States into Disjoint Sets in Parallel
The second step in the determination o f unbiased reconstructions is the 
partitioning the states into disjoint sets. The criteria for the partitioning is that no two 
elements o f the partition have mutual superstates. The substates o f the structure 
system are partitioned into sets C which are distributed over the p  processors.
This algorithm uses a global array o f partition superstates. All o f the partitions 
are constructed simultaneously by inserting the superstates o f the substates o f the 
iteration into the first partition that does not contain any o f its superstates. The set o f 
superstates for that partition is unioned with the set o f superstates for the newly 
inserted substate. Upon each iteration, the superstates o f the substates o f  that iteration 
are calculated for use in this partitioning and the set is saved in local memory for use 
in calculating the equations of the reconstruction hypothesis. As the algorithm 
iterates, it also calculates the value of a for the extra equation o f the reconstruction 
hypothesis for each partition. Once iteration is complete. The extra equation o f the 
reconstruction hypothesis for each partition is constructed.
The local memory needed for the partitioning the states into disjoints sets is 
illustrated in figure 21, and the global memory needed is illustrated in figure 22.
/* initialize variables */
(1) for i = 1 to |£| do
(2) set extraa[i] = 1
(3) set CSuperstates[i] = 0
(4) od
/  E C  Superstates
1
2
m
found
Figure 21 
Disjoint S
: Local 
ets
Memory for Partitioning States into
cxtraa CSuperstates Extra
1
2
...
C
word
PartitionCount
Figure 22: Global Memory for Partitioning the States 
into Disjoint Sets
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(5) set PartitionCount = 0
(6) {V[0 */</>]}
(7) par begin
(8) for j = 0 to J*y] -  1 do
(9) set PE(/).C[j] = 0
(10) if ( PE(/).£(j] = 1) then
(11) call GenerateSuperstates (gn'1 ( ( /  x j" +j  ),PE(/).Superstates[j])
/* find partition to place state */
(12) set PE(/).C[j] = 1
(13) set PE(/). found = false
(14) CS begin
(15) while ((not PE(z').found) do
(16) if ((PE(/).Superstates[j] n  CSuperstates[PE(/).C[j]])
= 0  ) then
(17) set PE(/).found = true
(18) else
(19) set PE(/).C[j] = PE(/).C[j] + 1
(20) fi
(21) od
(22) set CSuperstates[PE(/).C[j]] =
CSuperstates[PE(/).C[j]] u  PE(/).Superstates[j]
/* created new partition */
(24) if  (PE(/).C[j] > PartitionCount) then
(25) set PartitionCount = PE(/).C[j]
(26) fi
/* calculate a for extra equation */
(27) set extraa[PE(/).C[j]] = extraa[PE(/).C[j]] - PE(/)./[j]
(28) fi
(29) od
(30) par end
/* construct extra equation in 
partition */
(31) for i = 1 to / do
(32) set word[i] = 0
(33) od
(34) GenerateSuperstates(\vord, Extrafl])
(35) for i = 2 to PartitionCount do
(36) set Extra[i] = Extra[l ] \ CSupersets[i]
(37) od
(38) set Extra[l] = Extra[l] \ CSupersets[l]
The structural complexity o f this partitioning process is 0 (  E2n). A description 
o f the structural complexity evaluation can be found in appendix C.
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The parallel algorithm for partitioning states into disjoint sets calls the 
recursive routine GenerateSuperstates. This routine is described below. The memory 
needed by this routine is illustrated in figure 23. The structural complexity of this 
routine is taken to be 0 ( |2 | / ). A justification of this structural complexity is given in 
appendix C.
(1) routine GenerateSuperstates(word: string, {ref} Superset: set o f strings)
(2) routine generate(word : string, position : integer, {ref} S : set o f strings)
(3) begin routine
(4) if  (Word[Position] = 0) then
(5) fo rk  = 1 to |£ | -  1 do
(6) set WordJPosition] = k
(7) .state[(gn(word) modulo |" y  "j]) > 0) then
gn(word)
(8) set S = S u{W ord}
(9) else
( 10) for m = position +1 to / do
( 1 1 ) call generate(\vord, m, S)
(12) od
(13) fi
(14) od
(15) fi
(16) end routine
Word
Set
Position
Figure 23: Memory for the 
GcncratcSuperstatcs Routine
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(17) begin routine
(18) call generate(word, 1, Superset)
(19) end routine
2.3.3 Parallelization of the Reconstruction Process
The third step in the determination o f unbiased reconstructions is the 
reconstruction process. The partition o f the substates into disjoint sets is used as the 
reconstruction hypothesis for the reconstruction process.
A
The reconstruction process is performed in parallel by first in itializing/ to a
A
flat distribution. Until convergence is obtained, the value o f a is calculated (including
A
the extra equation o f the partition) and then a new value o f / i s  obtained (including the
A
extra equation o f the partition) by finding the product o ld /x r  for each partition.
aJ
A
While a is being calculated in parallel, the superstates are tagged as to which substate
A
is using its/  value in the current partition. All of the remaining superstates are tagged 
with a -1 indicating that they are part o f the extra equation for the current partition.
A
This allows the calculation o f the new/  value in parallel. Once all o f the 
reconstruction hypothesis have been calculated (that is once the algorithm has iterated 
through all o f the partitions), convergence is tested.
The local memory needed for the reconstruction process is illustrated in figure 
24, and the global memory needed is illustrated in figure 25.
A
/* initialize/ to a flat
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distribution */
(1) {V[0 £/</>]}
(2) par begin
(3) forj = 0 t o |* y ] ~ l  do
(4) if  (PE(/).state[j] = 1) then
(5) setPE(0.old/D ] = s
(6) fi
(7) od
(8) par end
(9) set converged = false
(10) while (not converged) do
(11) for PartitionNum = 1 to PartitionCount do
A
/* calculate a */
(12) {V[0 </</>]}
(13) par begin
(14) forj = 0 to f y " | -1 do
(15) if (PE(/).C[j] = PartitionNum) then
(16) set PE(/).of [j] = 0
(17) set PE(/).TempSuper = PE(/).Superstates[j]
(18) while (PE(/).TempSuper *  0  ) do
(19) set PE(/').element = SetMin(PE(/).TempSuper)
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state /  y  oj^J. ^  C PNum Superstates
1
2
Til
TempSuper
element
Figure 2<4: Local M emory for the Reconstruction Process
converged extra extraa
PartitionNum 1
PartitionCount 2
A
extra# . . .
TSuper C
TElement
Figure 25: Global M emory for the Reconstruction Process
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(20) set PE(/).TempSuper = PE(/).TempSuper \
(PE(/)..element}
(21) set PE(/).# [j] = PE(z).# [j] +
PE(! en(l>Ep C-!— j).old/[gn(PE(/).element)modulo 
L I p I J
m i
/* designate substate for this 
partition */
(22) set PE(| en(l>n(p)pc'cmcn-1- | ).PNum[gn(PE(/).element)
L I r I J
m o d u lo fy ] ) = (*' * [ y ] )  + /
(23) od
(24) fi
(25) od
(26) par end
A
/* calculate extra # */
(27) set extras = 0
(28) set TSuper = CSupersets[PartitionNum]
(29) while (TSuper *  0  ) do
(30) set TElement = SetMin(TSuper)
(31) set TSuper = TSuper \ {TElement}
A  A
(32) set extra# = extra# +
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(33)
(34)
PE( 
set PE(
gnfTEIcmcnt)
.“ m - .
gn(TEIcmcnt)
A _ 
).old/[gn(TElement) modulo | y  |
).PNum[gn(TElement) modulo |"y*| ] =  -1
od
/* set/  = o ld /x r  */
(35) {V [0^/</>]}
(36) par begin
(37)
(38)
(39)
(40)
(41)
(42)
(43)
(44)
(45)
(46)
(47)
forj = 0 to |"y"| -1 do
if (PE(/).state[j] = 1) then 
if (PE(/).PNum[j] = -1) then
set P E (/)/[j]  = PE(/).old/[j] x cxlraa[PntlilionNum]A
extra a
else
set P E (/) /  [j] = PE(/).old/ [j] x
^[PE(/'),PNunt[j] modulo [  ^ ] ]PE P l:(fl PN'um
PE PE(fl PNuml m i . a [PE(i).PN um [j) modulo [ j j ] ]
fl
fi
od 
par end
od
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/* test convergence */
(48) set converged = true
(49) {V[0 £/</>]}
(50) par begin
(51) forj = 0 to | " y ] - l d o
(52) if PE(/).state[j] = 1 then
(53) set converged = converged a
P E (0-/[j] -  PE(/).old/[j] < s )
(54) set PE(/).old/|J] = P E (/)/[j]
(55) fi
(56) od
(57) par end
(58) od
The structural complexity o f the reconstruction process is 0 (  S i/C y /7 ) where 
Sy is the rate o f convergence o f the reconstruction process and C is the number of 
optimal partitions o f states into disjoint sets. A description of the structural 
complexity evaluation can be found in appendix C.
2.4 Parallelization of a Greedy Algorithm for a Generalization of 
the Reconstruction Problem
The greedy algorithm for the generalization of the reconstruction problem 
takes as input the local memory initialized as described in section 2.2. Prior to
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iteration, however, a set E  must be constructed in global memory o f states o f the 
structure system (or substates o f  the overall system) that are known. Recall that these 
substates need not define the overall system completely to proceed. Once this set is 
constructed, the behavior function o f  the overall system is initialized to the uniform 
distribution. Until convergence is obtained, the substate is selected from the set E  to 
add to the set D which maximizes the choice function, and the unbiased reconstruction 
is performed on the updated version o f set D.
The maximum value o f the choice function is found by distributing the values 
o f the set D and the value o f its choice function over the half o f the processors that are 
numbered the highest (excluding processorp - \ ) .  The processors are then treated as 
an array implementation o f a binary tree. At each step, the next highest level (the 
parent of two nodes in the binary tree) retrieve the largest o f the given level (its two 
children). Until all element o f  the set D have been evaluated, at each step, the highest 
value is "rolling" up the tree while new values from D are being placed into the root 
level of the binary tree. When the "rolling" o f the numbers is complete, PE(1) contains 
the value o f the largest choice function value and its substate.
The local memory needed for the greedy algorithm is illustrated in figure 26, 
and the global memory needed is illustrated in figure 27.
Let k  be the number o f  elements in the set E  (i.e. A = |£T|).
/* construct set E */
(1) set £  = 0
(2) {V[0 <i<p]}
state /
A
/
0 P
1 Y
2 / P
3 A/  P
4 hasvalue
Figure 26: Local M emory for the Greedy
Algorithm
E = {E i.,E2,...E*} 
E'= { E | ,E 2,...E*} 
D= {Pi , P2» ...p*}
stop
converge
Figure 27: Global 
M emory for the 
Greedy Algorithm
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(3) par begin
(4) for j  = 0 to f y * j -  1 do
(5) if  (PE(/).state[j] = 0 then
(6) set E  = E  u  gn‘‘ ( ( /  x [ +  j )
(7)
(8) od
(9) par end
fi
/* initialize behavior function 
approximation to the uniform 
distribution */
(10) {V[0 < / <p]}
(11) par begin
( 12)
(13)
(14)
(15)
(16) 
(17)
f o r j = 0 t o ( [ ^ ] - l )  do
if PE(/).State[j] = 1 then 
set PE(/')./[j] = i
fi
od 
par end
(18) set D = 0
(19) set stop = (|D| = sizelimit)
(20) set converge = false
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(21) while ( (-i stop) a  (-i converge)) do
(22)
(23)
(24)
(25)
(26)
(27)
(28)
(29)
(30)
(31)
(32)
(33)
/* select one p e  E  to add to D
such that P =arg max y(P) */
P e £
set E  = E
while (|E'| > 0) do
set j  = f  — 1
while ( (|E'| > 0) a  (j  < /; - 2 ))  do 
set PE(j).p=some ee  E'
od
set E' = E' \ {e}
v [ ( f - l )  S / < 0 > - l ) ] ]
par begin
set P E (/)/p  = PE
set P E (/) /P  = PE
g n (P I :( j) .p )
[fl J
g n (P E Q ).p )
rvi J
/* retrieve/ and /  values */
/[gn(P)m odulo [ ^ ] ]  
./ [g n (P )m o d u lo [^ ] ]
P E (i) /P  . „  . n n / f t  / o x , „  (1 -P E 0 V P )set PE(/).y = P E (/)/p  log2-1±^  + (1 + P E (/)/p )log2
P E (/) ./P
(34) par end
(35) {V [(o < / < f  -  l )  a  (-iPE(/),hasvalue)A
(PE(2/).hasvalue) a  (PE(2/+ l).hasvalue)]}
( i —P E (o .yp )
60
(36) par begin
(37) if (PE(2/).y > PE(2/ + 1 ).y) then
(38) set PE(/).y = PE(2/).y
(39) set PE(/).p = PE(2/).p
(40) else
(41) set PE(/).y = PE(2/ + l).y
(42) setPE(/).p = P E (2 /+ l) .p
(43) fi
(44) set PE(/).hasvalue = true
(45) set PE(2/).hasvalue = false
(46) set PE(2/+l).hasvalue = false
(47) par end
(48) {V[(0 < / <p  -  1) a  (-iPE(/).hasvalue)A
(PE(2/).hasvalue) a  (-iPE(2/ + l).hasvalue)]}
(49) par begin
(50) set PE(/).y = PE(2/).y
(51) set PE(/).p = PE(2/).p
(52) par end
(53) {(/ = 0) a  (PE(O).hasvalue) a
(PE(l).hasvalue) a  (PE(2).hasvalue)}
(54) par begin
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(55)
(56)
(57)
(58)
(59)
(60) 
(61) 
(62)
(63)
(64)
(65)
(66)
if  ( (PE(l).y > PE(2).y) a  (PE(l).y > PE(O).y) )then 
set PE(0).y = PE(l).y 
set PE(0).p = PE(l).p
else
if ( (PE(2).y > PE(l).y) (PE(2).y > PE(O).y) )then 
set PE(0).y = PE(2).y 
set PE(0).p = PE(2).p
fi
fi
set PE(l).hasvalue = false 
set PE(2).hasvalue = false 
par end
(67) {V[0 < / < p -  1]}
(68) set continue = (continue v  PE(/).hasvalue)
od
set D = D u{PE(0).p} 
se tE  = E\{PE(0).p}
U(D) /* Compute the unbiased
reconstruction on this new D. 
Note the unbiased reconstruction
A
changes the/  values for the set 
D. */
(69)
(70)
(71)
(72)
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/* test convergence */
(73) set converge = true
(74) {V[0 <:/</>]}
(75) par begin
(76) for /  = 0 to “  l )  do
(77) set converge = converge a (  |P E (/)/ [/] - PE (/)./ [/]| < s )
(78) od
(79) par end
(80) od
Note that the the unbiased reconstruction is performed at each iteration. That 
is, whenever a new p is added to the set D, the unbiased reconstruction is performed 
on the new D set. Some modifications must be made to the reconstruction process to 
perform the unbiased reconstruction on a subset of the substates o f the system. First,
A  A  A
rather than initializing o ld /to  o ld /is  initialized to/  which is simply the value from
» A
the previous unbiased reconstruction. Since the greedy algorithm initializes all / t o  
the new pin the set D will have the value j; . Second, the reconstruction is performed 
only on those elements o f the set D, and not all substates o f the structure system.
The structural complexity o f the greedy algorithm is 0 (  b y b y C y /7 ) where by 
is the rate o f convergence o f the reconstruction process and by is the rate o f 
convergence o f the greedy algorithm for a generalization o f the reconstruction
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problem. A description o f the structural complexity evaluation can be found in 
appendix C.
Chapter 3 
Conclusion
3.1 Significance of Reconstructability Analysis
One of the more promising contributions o f reconstructability analysis is its 
utilization in lieu o f classical multivariate systems. Jones shows that AT-systems 
analysis can solve classical multivariate analysis problems more effectively that other 
existing methods [JONE 86]. Reconstructability analysis does not assume an 
underlying mathematical structure (as opposed to a multivariate regression method) 
but rather constructs a system based only on the information given. Furthermore, 
"Af-systems theory delivers a surprising and important insight: it is generally incorrect 
to use any model where effects and interactions are represented statically over subsets 
of the equations (as in the analysis o f variance). Not only is the Af-system the correct 
model, but any other model assumed by the user is almost certainly wrong" [JONE 
86]. Clearly, assuming an incorrect model can lead to the verification of interactions 
that do not exist or to the failure to verity interactions that do exist. Reconstructability 
analysis eliminates this error potential by constructing the "true" model of the system.
AT-systems analysis also provides us with the tools necessary to:
"1) Measure the cognitive content o f a substate about the overall
system.
2) Determine a minimal set o f substates to reproduce the system to 
a desired approximation.
3) Reproduce a unique system from any set of substates, which 
contains only the knowledge o f the substates." [JONE 86]
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K-system analysis is a computationally effective theory, not just a theoretical result 
[JONE 86].
Since only maximum entropy methodologies are envoked, Reconstructability 
analysis introduces no extraneous information. The transformation o f general 
functions to probabilistic functions does not jeopardize the system structure: "There is 
no information present in the ^-system which is not present in the g-system" [JONE 
85c]. Cavallo and Klir justify the use o f maximum entropy with three diverse 
arguments:
"1) The maximum entropy probability distribution is the only
unbiased distribution, i.e. the only distribution which takes into 
account all available information (constraints) but no additional 
(unsupported) assumptions (biases).
2) The maximum entropy probability distribution is the most likely 
distribution. Given a reconstruction hypothesis, each element of 
the reconstruction family o f that hypothesis could have been 
generated by any number o f actual data sets. The largest 
number of possible data sets which are mutually comparable 
and compatible with the given reconstruction hypothesis are 
those which are also compatible with the maximum entropy 
overall probability distribution.
3) Maximizing any function but entropy leads to inconsistencies 
unless that function has the same maxima as entropy" [CAVA 
81b].
3.2 Significance of Parallelization of Reconstructability Analysis 
Algorithms
Many papers have been written applying reconstructability analysis and 
maximum entropy methods to various disciplines and sub-disciplines. Some o f these 
applications include software engineering, automated rule learning [TRIVE 93], 
waveform analysis [COIF 92], social sciences [KLIR 86], urban planning [KUMA 89], 
memory management [LEWI 59], and many application in the physical sciences
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[COIF 92][ERIC 88][BUCK 91][LEVI 78]. The author Is also working on applying 
reconstructability analysis to information retrieval. Clearly, the implementation o f the 
algorithms is imperative to the effective utilization of reconstructability analysis by 
these disciplines and sub-disciplines.
Jones' algorithms are the first step toward providing scientists with power of 
reconstructability analysis. Clearly, implementation is the second step. However, 
since these algorithms grow exponentially in both time and space, sequential 
implementation does not make this step for many applications. The time complexity is 
dominated by an exponential growth which is dictated by the recursive nature o f the 
algorithms, and the number of states involved in the search space o f the greedy 
algorithm grows exponentially. Jones has implemented the algorithms sequentially 
and makes the implementation available in a software package for IBM and IBM 
compatible microcomputers [JONE 89]. Because the algorithms are so 
computationally intensive, the software package must be run on a machine with a math 
co-processor, and the program is limited to ten variables. This variable limitation, 
alone, makes the use o f the implementation infeasible for most applications.
The scientific community was left with a chasm between theoretical 
application and feasible implementation. For most applications, this gap is as 
unbreachable today as it was at the inception o f reconstructability analysis by George 
Klir. Klir recognized this problem back in 1981. In the special issue o f International 
Journal o f General Systems, Klir lists several areas of further research in 
reconstructability analysis, including the design o f more efficient algorithms
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including "large-scale hardware-based parallel processing" [CAVA 81b]. Until now, 
this need for efficient algorithms has remained unmet.
Figure 28 demonstrates the improvement o f the parallel algorithms over the 
sequential algorithms on the example structure system.
3.3 Final Remarks
Reconstructability analysis is a powerful tool with may applications in many 
disciplines and sub-disciplines. However, utilization o f reconstructability analysis is 
infeasible in most applications due to the exponential growth o f the algorithms in both 
time and space. Clearly, there is a tremendous need to provide scientists with 
accessibility to the power o f reconstructability analysis. The next step has now been 
taken in bridging the gap between theoretical application and feasible implementation 
by the parallelization o f the sequential algorithms developed by Jones: the 
determination o f unbiased reconstruction and the greedy algorithm for a generalization 
o f the reconstruction problem.
Since this parallelization does not assume an architectural model, these parallel 
algorithms are universal to all multiple data architectures. The situation o f having 
more data items in the overall system than processors in the hardware system is 
addressed by these algorithms. Therefore, implementation o f the algorithms involves 
simply incorporating the communication protocols between processors for the 
particular architecture employed.
Now that this step has been accomplished, the next step is implementation of 
the parallel algorithms on particular multiple data architectures. With the completion
Alcorithm Sequential Time Parallel Time
Generate Independent 0 (  |D|2/ ) 0 ( |D |,i)
Substates 0 ( 768) 0 (  192)
Partition States into 0 (  C|£|2n ) 0 (  \E?n)
Disjoint Sets 0 (2 9 1 6 ) 0 ( 972)
Reconstruction 0 (  5 u Cn2) 0 ( 8  u d f n )
Process 0 ( 8 ^  432) 0 (  St/ 288)
Greedy Algorithm 0 ( SoSyC/;2 ) 0 (  8G8 y C ^ n  )
for a Generatlization 0 (  8a&u 432 ) 0 (  8g5 g 288)
o f the Reconstruction
Process
Figure 28: Com parison of Sequential and Parallel Times
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of the next step, accesiblilty to the power o f reconstructability analysis will finally be 
available to researchers. Note that further research is needed in the analysis o f the rate 
o f convergence for the reconstruction process and in the analysis o f the rate of 
convergence for the greedy algorithm for a generalization of the reconstruction 
process. The author also intends to explore the advantages and disadvantages to 
incorporating dynamic memory allocation (perhaps in the form of a binary search tree) 
over the direct memory access o f the hash table used here.
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Appendix A
Terminology
Adaptive Algorithm
An adaptive algorithm if it can efficiently solve a problem of any input size, 
assuming sufficient memoiy space is available.
Attributes
Set o f values that variables o f a system my take on.
Behavior System
"the sixtuple:
where V ~ {vj / s  Nn) (N n = {1,2,...,«}) is a set o f variables, P = {Vj |y e  Nm< 
m < n} is a family o f  state sets; V —» // is an onto assignment function by 
which one state set from V is assigned to each variable in V ; A = s(v,) x s(v3) 
x ...xj(v„) is the set o f all potential aggregate states; Q is a set o f real numbers 
which includes 0; /•  A Q is a function, referred to as a behavior function, 
which represents information regarding the aggregate states o f the behavior 
system" [CAVA 81b].
Cognitive Content
"The contribution o f knowledge about the substate to the overall system 
behavior" [JONE 85e].
Coarse-Grain processors
Coarse-grain processors are ones with "fairly sophisticated computational 
power and potentially large memories" [LEIG 92].
~ ' '* ** ‘ ntained in a probability distribution:
Equivalence Classes
The set o f G-structures (any reconstruction hypothesis which is internally 
consistent, irredundant and contains all relevant variables) may be partitioned 
into equivalence classes o f non-overlapping sets o f G-structures [CAVA 81a],
IIB = (V, !/, s, A, Q ,f)
( 1)
Entropy
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Godel Numbering
Godel numbering is an enumeration technique that maps strings to the set of 
non-negative integers.
G-Svstems (General Systems')
Structure systems with general functions which need not be behavior functions. 
The set o f behavior systems is a subset o f structure systems.
Identification problem
"the identification o f specified properties o f an overall system from appropriate 
properties o f given subsystems" [CAVA 81a]..
K-Svstems (Klir Systems')
A behavior system that is induced from a g-system via a type o f isomorphism 
[JONE 85c].
Maximum Entropy
Let f s : A Q be a behavior function which essentially chooses one system 
from the reconstruction family. The set o f v a lues{ /j(a )la  s  A has the 
maximum entropy from among all such sets associated with overall systems in 
the reconstruction family if it meets the requirement that
V,  4-* n  =*/=[/■■!•* V] .
Multiple Data Architecture
An architectural design in which each processing element (PE) has its own 
local memory (e.g. SIMD and MIMD architectures).
Null Extensions
"Let P be a substate. Then an overall state a  is the null extension of p, written 
P ', if  a)P  and every variable o f a  which does not occur in P has a value of 
zero" [JONE 85b].
Potential Aggregate State Orderings
The potential aggregate state orderings is a one-to-one correspondence between 
the set o f all possible states in the overall system and strings that contain the 
ordering o f the corresponding variable values
Projection
"Let Jf i Z  ] denote the projection o f /  which disregards all variables in V 
except those in set Z c : V . Then, \ f i  Z  ] is itself a mapping from a set o f states 
(substates o f states in A ) to Q\
\ f  i Z \ :  x s (Vj ) -*Q
such that
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I f  4 .Z](P)=*({/(a)la)P}), 
where function g  is determined by the nature o f function /1 [CAVA 81b].
Reconfigurable Bus System
A reconfigurable bus system in one in which the configuration can be 
dynamically altered.
Reconstructability Analysis
"the process o f investigating the possibilities o f reconstructing desirable 
properties o f overall systems from the knowledge o f the corresponding 
properties o f their various subsystems " [CAVA 81b] (i.e. the solution 
processes associated with the identification problem and the reconstruction 
problem [CAVA 81a]).
Reconstruction Family
"Given a particular reconstruction hypothesis, say S, there exists a family of 
overall systems which are compatible with the hypothesis in the sense that 
relevant projections o f  the behavior functions o f each o f these overall systems 
are exactly those behavior functions which are included in the reconstruction 
hypothesis". "... we denote this family as £v" [CAVA 81b].
Reconstruction Hypothesis
"meaningful sets o f subsystems or structure models" [CAVA 81a].
Reconstruction Problem
"the problem o f determining which subsystems o f an overall system are 
adequate in the sense that specific properties o f the overall system can be 
reconstructed, with a desirable level o f approximation, from the knowledge of 
the corresponding properties o f the involved subsystems" [CAVA 81a].
Structure Systems
"the set o f all reconstruction hypotheses" [CAVA 81a].
Substates
"For each aggregate state (n-tuple)
a  = (a ,l/ € N„) e  A
o f a behavior system defined by (1) and for each state
P = ( P , ! / e A ' ,* c V „ )
associated with variables in set
Z = { V j \ j  e  X ,X a N „ }  <z V, 
let P be called a substate o f a  (or a  be called a superstate o f P) if  and only if
80
|3j  = a j  for all j  e  X.
Let p(oc and (a)P ) denote that p is a substate o f a "  [CAVA 81b].
Subsystem
"given an overall system, each non-empty subset o f the set o f variables 
identifies one subsystem o f that overall system" [CAVA 81b].
Systems Modelling
"a complex conglomerate o f  interrelated systems problems. It can loosely be 
characterized as the process o f determining a system on an object o f 
investigation which is an adequate model o f the relevant phenomena associated 
with the object" [CAVA 81a].
Unbiased Reconstruction
The behavior function chosen as the maximum entropy probability distribution 
is referred to as the unbiased reconstruction from the reconstruction family 
[CAVA 81b].
Verv-Fine-Grain Processors
Very-fme-grain processors are ones that have at most a few registers of 
memory [LEIG 92].
Appendix B 
Index o f  Notation
p  number o f processors
/ number of variables in the overall system
£  set o f possible variable values; £  = U/ s (v/)
v, variable
s(y, ) s: v, -»  set o f possible variable values for the variable
f  the behavior function o f the overall system
a  state o f the overall system
P substate o f the overall system
( substate
> superstate
i  projection
P' null extension of substate p
" f  the behavior function'of a substate
A
/  approximation to/
a at = Z j f j
A  A  A
a approximation to a\ a, = £ y f .j
P the set o f potential aggregate state orderings
D the set o f substates in the structure system
n number o f states in the overall system
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82
gn(w) godel number for the string w
s (V/) set o f orderings for the values that variables can have plus the value o f zero
E  set o f independent substates
C number of optimal partitions o f states into disjoint sets
Appendix C 
Evaluation of Structural Complexities 
C.l Evaluation of the gn Routine
lines structure type structural complexity
5 0 ( 1 )
6 0 ( 1 )
7 0 ( / )
8 0 ( 1)
9 0 ( 1 )
7 - 10 iteration 0  ( / )
11 0 ( 1 )
4 - 12 sequence 0 ( / )
1 - 12 routine 0 ( 1 )
C.2 Evaluation of the gn'1 Routine
lines structure type structural complexity
4 0 ( 1 )
5 0 ( 1 )
6 0 ( 1 )
4 - 7  iteration 0 ( 1 )
8 0 ( 1 )
3 - 9  sequence 0 ( 1 )
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lines structure type structural complexity
1 - 9 routine O ( / )
Evaluation of the Algorithm Initialization
lines structure tvpe structural complexity
3 o c 1? )
4 0 ( / )
5 • 0 ( 1 )
6 0 ( 1 )
7 0 ( 1 )
8 0 ( 1 )
7 - 9 selection 0 ( 1 )
6 - 10 iteration 0 ( / )
3 - 11 iteration O ( ' f )
1 - 12 parallel 0 ( ' f )
13 0 (  |D |)
14 0 ( 1 )
15 0 ( 1 )
16 0 ( 1 )
17 0 ( 1 )
19 0 (  |2|  )
16 - 20 selection 0 (  |E | )
14 - 21 iteration 0 ( / | E | )
lines structure type structural complexity
22 0 ( / )
23 0 ( / )
13 - 24 iteration 0 ( D / | E | )
1 - 24 algorithm 0 (  y / +  |D |/|S | )
Evaluation of Generating Independent Substates in Parallel 
lings structure type structural complexity
1 0 ( 1 )
4 0 ( 9 )
5 0( 1 )
6 0 ( 1 )
7 0 ( 0
8 0(0
9 0 ( 1 )
10 0 ( 1 )
9 - 11 selection 0 (  1 )
8 - 12 iteration 0 ( 0
13 0( Bp )
14 0 ( n )
15 0 ( n )
16 0 ( 1)
14 - 17 selection O( n )
lines structure tvpe structural complexity
13 - 18 critical section r\f ID| \ 0 (  |p|P )
6 - 19 selection 0 (  |pjP )
4 - 20 iteration 0 (  |D|/t)
2 - 21 parallel 0 (  |D |«)
1 - 21 algorithm 0 ( |D |«)
Evaluation
Parallel
of Partitioning the States into Disjoint Sets
lines structure tvpe structural complexity
1 0 ( E )
2 0 ( 1 )
3 0 ( 1 )
1 - 4 iteration 0 ( E )
5 0 ( 1 )
8 0 ( f )
9 0 ( 1 )
10 0 ( 1 )
11 0 ( / + | S | / )
12 0 ( 1 )
13 0 ( 1 )
14
15 0 ( E)
lines structure type structural complexity
16 O ( n )
17 0 ( 1 )
19 0 ( 1 )
16 - 20 selection 0 ( / i )
15 - 21 iteration 0 (  E n )
22 0 (  n )
13 - 23 critical section 0 (  E2n )
24 0 ( 1 )
25 0 ( 1 )
24 - 26 selection 0 ( 1 )
27 0 ( 1 )
10 - 28 selection 0 (  E2n )
8 - 29 iteration 0 (  E2n )
6 - 30 parallel 0 (  E2n )
31 0 ( 1 )
32 0 ( 1 )
31 - 33 iteration 0 ( 1 )
34 0 (  |S17 )
35 0 ( £ )
36 0 ( n )
lines structure type structural complexity
35 - 37 iteration O( E n )
38 0 ( E )
1 - 38 algorithm 0 (  E1n )
C.6 Evaluation of the GenerateSuperstates Routine
The GenerateSuperstates routine is taken to have the structural complexity of 
0 (  | S | 7 ). Justification for this order of magnitude is as follows. If the word passed to 
the routine has no zero elements, then the routine generates a set o f size 0 ( |2 |°  = 1). 
If the word contains exactly one zero element, then the routine generates a set o f size 
| S | ( | S | '  = | S | ) .  If the word contains exactly two zero elements, then the routine 
generates a set of size |E |2 , etc. In the worst case, the word contains all zero 
elements, in which the routine generates a set of size |S |7 . Therefore, the structural 
complexity o f the GenerateSuperstates routine is taken to be 0 (  ISI7 ).
C.7 Evaluation of the Parallelization of the Reconstruction Process
lines structure type structural complexity
3 0( y  )
4 0 ( 1 )
5 0 ( 1 )
4 - 6  selection 0 (  1 )
3 - 7  iteration 0 (  y )
1 - 8 parallel O ( ^ )
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lines structure type structural complexity
9 0 ( 1 )
10 0 ( S t , )
11 0 ( C )
14 0 ( ? )
15 0 ( 1 )
16 0 ( 1 )
17 0 ( 1 )
18 0 (  n )
19 0 ( 1 )
20 0 ( 1 )
21 0 ( 1 )
22 0 ( 1 )
18 - 23 iteration 0 (  n )
15 - 24 selection 0  ( n )
14 - 25 iteration o (  9 « )
12 - 26 parallel o (  9 » )
27 0 ( 1 )
28 0 ( 1 )
29 0 ( / i )
30 0 ( 1 )
31 0 ( 1 )
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lines structure type structural complexity
32 0 ( / )
33 0 ( 1 )
29 - 34 iteration 0 (  n l )
37 0 ( y  )
38 0 ( 1 )
39 0 ( 1 )
40 0 ( 1 )
42 0 ( 1 )
39 - 43 selection 0 ( 1 )
38 - 44 selection 0 ( 1 )
37 - 45 iteration O ( ^ )
35 - 46 parallel 0 (  7T )
11 - 47 iteration 0 (  C f n  )
48 0 ( 1 )
51 0 (  y  )
52 0 ( 1 )
53 0 ( 1 )
54 0 ( 1 )
52 - 55 selection 0 ( 1 )
51 - 56 iteration 0 (  y  )
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lines structure type structural complexity
49 - 57 parallel 0 (  f )
10 - 58 iteration 0 ( 8 y C y » )
1 - 58 algorithm 0 (  8 y C y ; j )
C.8 Evaluation of the Parallelization of a Greedy Algorithm for a 
Generalization of the Unbiased Reconstruction
lines structure type structural.c.ojmplexity
1 0 ( 1 )
4 0 ( 9 )
5 0 ( 1 )
6 0 ( / )
5 - 7 selection 0 ( / )
4 - 8 iteration 0 (  9 o
2 - 9 parallel 0 (  9 o
12 0 ( 9 )
13 0 ( 1 )
14 0 ( 1 )
13 - 15 selection 0 ( 1 )
12 - 16 iteration 0 ( 9 )
10 - 17 parallel 0 ( 9 )
18 0 ( 1 )
19 0 ( 1 )
lines structure type structural complexity
20 0 ( 1 )
21 0 ( 8g )
22 0 ( 1 )
23 0 (  |D |)
24 0 ( 1 )
25 0 ( p )
26 0 (  1)
25 - 27 iteration 0 ( / ; )
28 0 (  1 )
31 0 ( / )
32 0 ( 1 )
33 0 (  1 )
29 - 34 parallel 0 ( 1 )
37 0 ( 1 )
38 0 ( 1 )
39 0 ( 1 )
41 0 ( 1 )
42 0 ( 1 )
37 - 43 selection 0 (  1)
44 0 ( 1)
45 0 ( 1 )
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lines
46
35 - 47
50
51
48 - 52
55
56
57
59
60 
61
59 - 62 
55 - 63
64
65
53 - 66
68
23 - 69
70
71
72
structure type struc ural complexity
parallel
parallel
selection
selection
parallel
iteration
0(1 
0(1 
0(1 
0 ( 1 )
0(1 
0(1 
0(1 
0(1 
0(1 
0(1 
0(1 
0(1 
0(1 
0(1 
0(1 
0(1 
0(1 
0 (|D |p  + |D |/) 
0 (  |D |)
0 (  |D |)
O(duC^n)
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lines structure tvpe structural complexity
73 0 ( 1 )
76 O t 1? )
77 0 ( 1 )
76 - 78 iteration 0 ( 1 ? )
74 - 79 parallel 0 ( ? )
21 - 80 iteration 0 (  S c S u C f n )
1 - 80 algorithm 0 (  Sa&uC'-yii)
Appendix D 
Algorithm Iteration
D .l Iteration of the gn Routine
To illustrate the iteration o f the gn routine, two words in the example structure 
system are selected. First, we trace the iteration o f the gn routine when the word 
passed in as a parameter is the substate represented by the ordering (0, 2, 0). Note that 
in the example structure system 2  = { 0, 1,2,3 }. Therefore, |2 | = 4.
word (0 , 2 , 0 )
num
factor
0
1
initially:
word (0 , 2 , 0 )
num
factor
8
16
word ( 0 , 2 , 0 )
num
factor
0
4
i = 3
word ( 0 , 2 , 0 )
num
factor
8
64
i = 2 i =1
The functional value o f 8 is returned at the completion o f iteration.
Second, we trace the iteration of the gn routine when the word passed in as a 
parameter is the state represented by the ordering (3 ,2 ,1 ).
95
initially:
96
word ( 3 , 2 , 1 )
num
factor
0
1
i = 2
word ( 3 , 2 , 1 )
num
factor
9
16
word ( 3 , 2 , 1 )
num
factor
1
4
i = 1
word ( 3 , 2 , 1 )
num
factor
57
64
The functional value o f 57 is returned at the completion of iteration.
D.2 Iteration of the gn'1 Routine
To illustrate the iteration o f the gn’1 routine, two numbers in the range of the 
example structure system are selected. First, we trace the iteration o f the gn’1 routine 
when the number passed in as a parameter is the number 8 . Note that in the example 
structure system E = { 0 , 1 , 2 ,  3 }. Therefore, |£ | = 4 .
initially: i = 3
num 8
word ( . . )
num 2
word ( , , 0 )
i = 2
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i = l
num 0
word ( , 2 , 0 )
num 0
word ( 0 , 2 , 0 )
The functional value o f ( 0 , 2 ,  0 )  is returned at the completion of iteration.
Second, we trace the iteration o f the gn' 1 routine when the number passed in as 
a parameter is the number 57.
initially: i = 3
num 57
word ( , , )
i = 2
num 3
word ( , 2 , 1 )
num 14
word ( , , 1 )
i = 1
num 0
word ( 3 , 2 , 1 )
The functional value o f ( 3 , 2 , 1  ) is returned at the completion o f iteration.
D.3 Iteration of the Algorithm Initialization
Upon the iteration o f the algorithm initialization, the local memory has 
initialized the array state. Each processor initializes all ["^"J elements o f the array. 
All array elements corresponding to states in the overall system are initialized to 1. 
All other array elements are initialized to -1. This initialization is performed in
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parallel. Once this initialization is complete, the input, which is necessarily sequential, 
o f behavior function values is performed. The behavior function values are stored in 
the/ array in local memory at the corresponding substate position. The state value at 
that position is changed to a value of 0. Upon completion o f the input, only those 
elements o f the/ array that correspond to substates in the structure system have values, 
and only those elements contain a state value o f 0. All state element values that 
contain a value o f -1 are either substates o f the overall system that are not present in 
our structure system, or they are not substates o f the overall system due to the gn 
function not being onto.
Upon completion o f this iteraiton, the local memory for the example structure 
system is initialized as follows:
p e 2 state /
0 -1
1 0 0 .1 1
2 0 0.14
3 0 0.18
4 0 0.25
5 1
6 1
7 1
PE0 state
0.17
0.16
0.12
PE, state /
0 -1
1 0 0.14
2 0 0.18
3 0 0.23
4 -1
5 -1
6 -1
7 -1
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PE3 state /
0 0 0.18
1 1
2 1
3 1
4 -1
5 1
6 1
7 1
PE4 state
0.2
0.2
0.17
0.2
PES state /
0 0 0.37
1 1
2 1
3 1
4 -1
5 -1
6 -1
7 -1
PE6 state /
0 -1
1 -1
2 -1
3 -1
4 -1
5 -1
6 -1
7 -1
PE, state
D.4 Iteration of Generating Independent Substates in Parallel
Once the local array state has been initialized, we are ready to progress to 
generating independent substates in parallel. The main memory set variables E  and 
NullExtension are initialized to the empty set. At each iteration, if  the state value 
indexed in conjunction with the iteration number has a value o f 0 , then the gn' 1 o f the 
corresponding godel number is found to generate a word which represents a substate in 
the structure system. The null extension of this word is determined and if the null
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extension is not found in the main memory set NullExtension, then it is added to the 
main memory set is, and its null extension is added to the main memory set 
NullExtension. When the iteration is completed, the main memory set E  contains a set 
o f independent substates. As stated in section 1.2.1.2.3, this set is not unique.
initially:
PE0 state E
0 -1
1 -1
2 -1
3 -1
4 -1
5 0
6 0
7 0
word
PE state
word
PE, state E
0 -1
1 0
2 0
3 0
4 -1
5 -1
6 -1
7 -1
word
p e 3 state E
0 0
1 1
2 1
3 1
4 -1
5 1
6 1
7 1
word
PES state E
0 0
1 1
2 1
3 1
4 -1
5 -1
6 -1
7 -1
wordword
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PE, state E
0 -1
1
2
3
4
5 -1
6
7
word
PEfi state
word
NullExtension { ( 1, 1, 1)}
j = 0
PE0 state
word
PE, state
word
PE state
word
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PH3 state E
0 0 1
1 1
2 1
3 1
4 -1
5 1
6 1
7 1
word (1 ,2 ,1)
p e 4 state E
0 -1 0
1 0
2 0
3 0
4 0
5 1
6 1
7 1
word
PES state E
0 0 1
1 1
2 1
3 1
4 -1
5 -1
6
7 -1
word (2 ,2 ,1)
p e 6 state E
0 -1 0
1 -1
2 -1
3 -1
4
5 -1
6 -1
7 -1
word
PE, state E
0 -1 0
1 -1
2 -1
3 -1
4 -1
5 -1
6
7 -1
word
NullExtension { ( 1 , 1, 1), (1 ,2 ,1), (2 ,2 ,1)}
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j - 1
PE0 state E
0 -1 0
1 -1 0
2 -1
3 -1
4 -1
5 0
6 0
7 0
word
PE, state E
0 -1 0
1 0 0
2 0
3 0
4 -1
5 -1
6 -1
7 -1
word (1 ,2 ,1)
p e 2 state E
0 -1 0
1 0 0
2 0
3 0
4 0
5 1
6 1
7 1
word (1 ,1 ,1)
p e 3 state E
0 0 1
1 1 0
2 1
3 1
4 -1
5 1
6 1
7 1
word
PE4 state E
0 -1 0
1 0 1
2 0
3 0
4 0
5 1
6 1
7 1
word (2 ,1 ,1)
PE, state
word
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PE6 state E
0 -1 0
1 -1 0
2
3
4
5 -1
6
7 -1
word
p e 7 state E
0 -1 0
1 -1 0
2 -1
3 -1
4 -1
5 -1
6 -1
7 -1
word
NullExtension { ( 1, 1, 1), ( 1,2 , 1), (2 ,2 , 1), (2 ,1 ,1)}
j = 2
PE, state
word
PE, state
word
PE, state
word (1,2,2)
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p e 3 state E
0 0 1
1 1 0
2 1 0
3 1
4 -1
5 1
6 1
7 1
word
p e 4 state E
0 -1 0
1 0 1
2 0 1
3 0
4 0
5 1
6 1
7 1
word (2 ,1 ,2 )
PES state E
0 0 1
1 1 0
2 1 0
3 1
4
5
6 -1
7 -1
word
PE6 state E
0 -1 0
1 -1 0
2 0
3 -1
4 -1
5 -1
6 -1
7 -1
word
PE, state E
0 -1 0
1 -1 0
2 0
3 -1
4 -1
5 -1
6 -1
7 -1
word
NullExtension { ( 1,1 , 1), ( 1,2 ,1), (2 ,2 , 1), (2 ,1 ,1), (1 ,2 ,2 ), (1,1 ,2 ), (2 ,1 ,2 )}
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j = 3
PE0 state E
0 -1 0
1 -1 0
2 -1 0
3 -1 0
4 -1
5 0
6 0
7 0
word
PE, state E
0 -1 0
1 0 0
2 0 1
3 0 1
4 -1
5 -1
6 -1
7 -1
word (1,2,3)
p e 2 state E
0 -1 0
1 0 0
2 0 1
3 0 1
4 0
5 1
6 1 •
7 1
word (1,1,3)
PE state
word
PE4 state E
0 -1 0
1 0 1
2 0 1
3 0 1
4 0
5 1
6 1
7 1
word (2,1,3)
p e 5 state E
0 0 1
1 1 0
2 1 0
3 1 0
4 -1
5 -1
6 -1
7 -1
word
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PE6 state E
0 -1 0
1 -1 0
2 -1 0
3 -1 0
4 -1
5 -1
6 -1
7 -1
word
p e 7 state E
0 -1 0
1 -1 0
2 -1 0
3 -1 0
4 -1
5 -1
6 -1
7 -1
word
NullExtension { ( 1,1, 1), ( 1,2 ,1), (2 ,2 , 1), (2 , 1, 1), ( 1,2 ,2 ), ( 1,1 ,2 ), (2 , 1,2 ), 
(1,2,3), (1,1,3), (2,1,3)}
j = 4
PE0 state E
0 -1 0
1 -1 0
2 -1 0
3 -1 0
4 -1 0
5 0
6 0
7 0
word
PE, state E
0 -1 0
1 0 0
2 0 1
3 0 1
4 -1 0
5 -1
6 -1
7 -1
word
p e 2 state E
0 -1 0
1 0 0
2 0 1
3 0 1
4 0 0
5 1
6 1
7 1
word (1 ,1 ,1)
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NullExtension { ( 1 , 1,1), ( 1 ,2 , 1), (2 ,2 ,1), (2 ,1 ,1), ( 1,2 ,2 ), ( 1 ,1 ,2 ), (2 ,1,2 ), 
(1,2,3), (1,1,3), (2,1,3)}
p e 3 state E
0 0 1
1 1 0
2 1 0
3 1 0
4 -1 0
5 1
6 1
7 1
word
PE6 state E
0 -1 0
1 -1 0
2 -1 0
3 -1 0
4 -1 0
5 -1
6 -1
7 -1
word
PE4 state E
0 -1 0
1 0 1
2 0 1
3 0 1
4 0 0
. 5 1
6 1
7 1
word (2 ,1,1)
PE7 state
word
p e 5 state E
0 0 1
1 1 0
2 1 0
3 1 0
4 -1 0
5 -1
6 -1
7 -1
word
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j ~ 5
PE0 state
word
PE3 state E
0 0 1
1 1 0
2 1 0
3 1 0
4 -1 0
5 1 0
6 1
7 1
word
PE, state E
0 -1 0
1 0 0
2 0 1
3 0 1
4 -1 0
5 -1 0
6 -1
7 -1
word
PE4 state E
0 -1 0
1 0 1
2 0 1
3 0 1
4 0 0
5 1 0
6 1
7 1
word
word
PES state E
0 0 1
1 1 0
2 1 0
3 1 0
4 -1 0
5 -1 0
6 -1
7 -1
word
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PE7 state
word
state
word
NullExtension { ( 1, 1, 1), ( 1,2 ,1), (2 ,2 , 1), (2 , 1, 1), ( 1 ,2 ,2 ), ( 1, 1,2 ), (2 , 1,2 ), 
(1,2,3), (1,1,3), (2,1,3)}
j = 6
word
PE state
word
PE, state
word
I l l
PE state
word
PE4 state E
0 -1 0
1 0 1
2 0 1
3 0 1
4 0 0
5 1 0
6 1 0
7 1
word
PE, state
word
PE6 state E
0 -1 0
1 -1 0
2 -1 0
3 -1 0
4 -1 0
5 -1 0
6 -1 0
7 -1
word
PE, state E
0 -1 0
1 -1 0
2 -1 0
j -1 0
4 -1 0
5 -1 0
6 0
7 -1
word
NullExtension { ( 1 , 1, 1), ( 1 ,2 ,1), (2 ,2 ,1), (2 ,1, 1), ( 1,2 ,2 ), ( 1, 1,2 ), (2 ,1 ,2 ), 
(1,2,3), (1,1,3), (2,1,3)}
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j = 7
PE„ state
word (1,1,3)
PE, state
word
state
word
PE« state
word
PE state
word
PE. state
word
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word
PE, sta
word
NullExtension { ( 1, 1 , 1), ( 1 ,2 , 1), (2 ,2 , 1), (2 , 1, 1), ( 1,2 ,2 ), ( 1,1 ,2 ), (2 ,1,2 ), 
(1,2,3), (1,1,3), (2,1,3)}
D.5 Iteration of Partitioning the States into Disjoint Sets in Parallel
To illustrate the iteration o f partititioning the states into disjoint sets in parallel, 
we use the set o f independent states computed in section D.4.
PE0 state / E C Superstates
0 -1 0 0
1 -1 0 0
2 0 0
3 -1 0 0
4 -1 0 0
5 0 0.17 0 0
6 0 0.16 0 0
7 0 0 .1 2 0 0
PE, state / E C Superstates
0 -1 0 0
1 0 0.14 0 0
2 0 0.18 1 2 {(1 ,2 ,2 ), (2 ,2 ,2 )}
3 0 0.23 1 2 {(1,2,3), (2,2,3)}
4 -1 0 0
5 -1 0 0
6 -1 0 0
7 -1 0 0
p e 2 state / E C Superstates
0 -1 0 0
1 0 0 .1 1 0 0
2 0 0.14 1 3 {(1, 1,2 ), ( 1,2 ,2 )}
3 0 0.18 1 3 {(1,1,3), (1,2,3)}
4 0 0.25 0 0
5 -1 0 0
6 -1 0 0
7 -1 0 0
p e 3 state / E C Superstates
0 0 0.18 1 1 {(1,2,1), (1,2,2), (1,2,3)}
1 1 0
2 1 0
3 1 0
4 -1 0
5 1 0
6 1 0
7 1 0
PE4 state / E C Superstates
0 -1 0
1 0 0 .2 1 2 {(2 ,1 , 1), (2 ,2 , 1)}
2 0 0 .2 1 3 {(2 ,1,2 ), (2 ,2 ,2 )}
3 0 0.17 1 3 {(2,1,3), (2,2,3)}
4 0 0 .2 0
5 1 0
6 1 0
7 1 0
PES state / E C Superstates
0 0 0.37 1 1 {(2,2,1), (2,2,2), (2,2,3)}
1 1 0 0
2 1 0 0
3 1 0 0
4 -1 0 0
5 -1 0 0
6 -1 0 0
7 -1 0 0
p e 6 state / E c Superstates
0 -1 0 0
1 -1 0 0
2 -1 0 0
3 -1 0 0
4 -1 0 0
5 -1 0 0
6 -1 0 0
7 -1 0 0
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PE, state / E C Superstates
0 -1 0 0
1 -1 0 0
2 -1 0 0
3 -1 0 0
4 -1 0 0
5 -1 0 0
6 -1 0 0
7 -1 0 0
extraa CSuperstates Extra
1 0.45 {(1,2,1), (1,2,2), (1,2,3), (2,2,1), {(1,1,1), (1,1,2), (1,1,3), (2,1,1),
(2,2,2), (2,2,3)} (2,1,2), (2,1,3)}
2 0.39 {(2 , 1, 1), (2 ,2 , 1), ( 1,2 ,2 ), (2 ,2 ,2 ), {(1,1,1), (1,1,2), (1,1,3), (1,2,1),
(1,2,3), (2,2,3)} (2,1,2), (2,1,3)}
3 0.31 {(1,1 ,2 ), ( 1,2 ,2 ), (2 , 1,2 ), (2 ,2 ,2 ), {(1, 1, 1), ( 1,2 , 1), (2 , 1 , 1),
(1,1,3), (1,2,3), (2,1,3), (2,2,3)} (2 ,2 , 1)}
PartitionCount 3
D.6 Iteration of the GenerateSuperstates Routine
The GenerateSuperstates routine is a recursive one that generates all o f the 
superstates o f a given substate and returns that information, via a reference parameter, 
in a set. Iteration o f the GenerateSuperstates Routine is illustrated by generating all of 
the superstates o f the state ordering (0 ,0 ,2 ).
routine called word position S u p e rs e t
GenerateSuperstates (0,0,2) {
routine called word position Superset
generate (0 ,0 ,2 ) 1
generate ( 1,0 ,2 ) 2  ( 1, 1,2 ), ( 1,2 ,2 )
generate (1,2,2) 3
generate (1,0,2) 3 '
generate (2 ,0 ,2 ) 2  (2 , 1,2 ), (2 ,2 ,2 )
generate (2,3,2) 3
generate (2,0,2) 3
generate (3,0,2) 2
generate (3,1,2) 3
generate (3,2,2) 3
generate (3,3,2) 3 }
D.7 Iteration of the Parallelization of the Reconstruction Process
The parallel algorithm for the reconstruction process is iterated using the 
partition obtained in section D.6 . The results of this iteration follows.
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iteration init 1 2 3 4 5 6 7
/ ( 0 0 0 ) 0.083 0.065 0.066 0.067 0.069 0.071 0.072 0.074
/ ( 0 0 1 ) 0.083 0.075 0.081 0.084 0.085 0.086 0.087 0.087
/ ( 0 0 2 ) 0.083 0.085 0.086 0.085 0.085 0.084 0.084 0.083
/ ( 0 1 0 ) 0.083 0.052 0.042 0.038 0.036 0.035 0.034 0.034
/ ( O i l )
0.083 0.065 0.059 0.056 0.055 0.054 0.053 0.053
/ ( 0 1 2 ) 0.083 0.095 0.094 0.095 0.095 0.096 0.096 0.097
/ ( 1 0 0 ) 0.083 0.073 0.079 0.083 0.085 0.086 0.088 0.088
/ ( 1 0 1 ) 0.083 0.071 0.072 0.073 0.073 0.074 0.074 0.073
/ ( 10 2 ) 0.083 0.051 0.046 0.044 0.042 0.041 0.040 0.039
/(H O ) 0.083 0 .1 2 0 0.123 0 .1 2 2 0 .1 2 0 0.118 0.116 0.115
/ O H )
0.083 0.129 0.128 0.127 0.127 0.126 0.126 0.127
/ ( 1 1 2 )
0.083 0.119 0.124 0.126 0.128 0.129 0.130 0.131
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iteration 8 9 10 11 12 13 14 15
/ ( 0 0 0 ) 0.075 0.075 0.076 0.077 0.077 0.077 0.078 0.078
/ ( 0 0 1 ) 0.087 0.088 0.088 0.088 0.088 0.088 0.088 0.088
/  (0 0 2 ) 0.083 0.083 0.083 0.083 0.083 0.083 0.083 0.083
/ ( 0 1 0 ) 0.033 0.033 0.032 0.032 0.032 0.032 0.032 0.032
/ ( O i l )
0.053 0.052 0.052 0.052 0.052 0.052 0.052 0.052
/ ( 0 1 2 ) 0.097 0.097 0.097 0.097 0.097 0.097 0.097 0.097
/ ( 1 0 0) 0.089 0.089 0.090 0.090 0.090 0.090 0.090 0.091
/ ( 1 0 1 ) 0.073 0.073 0.073 0.073 0.072 0.072
0.072 0.072
/ ( 10 2 ) 0.039 0.039 0.038 0.038 0.038 0.038 0.038 0.038
/ ( 1 10)
0.114 0.113 0 .1 1 2 0.111 0 .1 1 0.111 0 .1 1 0 0 .1 1 0
/ O H )
0.127 0.127 0.127 0.127 0.128 0.128 0.128 0.128
/ ( 1 12)
0.131 0.131 0.132 0.132 0.132 0.132 0.132 0.132
120
iteration 16 17 18 19
/ ( 0 0 0 )
0 .078 0.078 0.078 0 .079
/ ( 0 0 1 )
0 .088 0.088 0.088 0.088
/  (002)
0.083 0.083 0.083 0.083
/ ( 0 1 0 )
0.031 0.031 0.031 0.031
/ ( O i l )
0 .052 0.052 0.052 0 .052
/ ( 0 1 2 )
0 .097 0 .097 0 .097 0 .097
/ ( 1 00)
0.091 0.091 0.091 0.091
/ ( i o i )
0 .072 0.072 0.072 0 .072
/ ( 1 02)
0 .037 0.037 0.037 0 .037
/ ( 1 10)
0 .110 0.110 0.110 0 .109
/ O H )
0.128 0.128 0.128 0.128
/ ( 1 12)
0.133 0.133 0.133 0.133
D.8 Iteration of the Parallelization of a Greedy Algorithm for a 
Generalization of the Unbiased Reconstruction
The parallelization o f a greedy algorithm for a generalization o f the unbiased 
reconstruction is iterated using the example structure system. The results o f the 
iteration follows. Note that the results at each iteration is the same as the iteration o f 
the sequential algorithm. This is due to the use o f the same maximizing function to 
choose which p to add to the set D.
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Iteration 1 2 3 4 5 6 7 8 9
State added ,2(H ) 23( 10) ,3( 1 2 ) 23(H ) ,3(H ) 23( 12) ,2( 1 0 ) ,3(0 1 ) l3(0 2 )
/ ( 0 0 0 ) 0.07 0.07 0.08 0.09 0.09 0.09 0.08 0.08 0.08
/ ( 0 0 1 ) 0.07 0.07 0.08 0.09 0.09 0.09
0.08 0.09 0.09
/  (0 0 2 ) 0.07 0.07 0.08 0.09 0.09 0.09 0.08 0.08 0.08
/ ( 0 1 0 ) 0.07 0.05 0.05 0.03 0.03 0.03 0.03 0.03 0.03
/ ( O i l )
0.07 0.07 0.08 0.04 0.05 0.05 0.05 0.05 0.05
/ ( 0 1 2 ) 0.07 0.07 0.08 0.09 0.09 0.1 0 .1 0 .1 0.1
A
/ ( 1 0 0 ) 0.07 0.07 0.08 0.09 0.09 0.09 0.09 0.09 0.09
/ ( 1 0 1 ) 0.07 0.07 0.08 0.09 0.07 0.07
0.07 0.07 0.07
/ ( 10 2 ) 0.07 0.07 0.06 0.04 0.04 0.04 0.04 0.04 0.04
/ ( 1 10) 0 .1 2 0.09 0.1 0 .1 1 0 .1 1 0 .1 1 0 .1 1
0 .1 1 0 .1 1
/ O H )
0 .1 2 0.14 0.16 0.14 0.13 0.13 0.13 0.13 0.13
/ ( 1 12)
0 .1 2 0.14 0 .1 2 0.13 0.13 0.13 0.13 0.13 0.13
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