For each dimension d, d-dimensional integral simplices with exactly one interior integral point have bounded volume. This was first shown by Hensley. Explicit volume bounds were determined by Hensley, Lagarias and Ziegler, Pikhurko, and Averkov. In this paper we determine the exact upper volume bound for such simplices and characterize the volume-maximizing simplices. We also determine the sharp upper bound on the coefficient of asymmetry of an integral polytope with a single interior integral point. This result confirms a conjecture of Hensley from 1983. Moreover, for an integral simplex with precisely one interior integral point, we give bounds on the volumes of its faces, the barycentric coordinates of the interior integral point and its number of integral points. Furthermore, we prove a bound on the lattice diameter of integral polytopes with a fixed number of interior integral points. The presented results have applications in toric geometry and in integer optimization.
Introduction Background information
The main objective of this manuscript is to provide sharp upper bounds on the size of integral polytopes with exactly one interior integral point. Note that standard notation
In order to obtain a volume bound for S d (1), Hensley proved a lower bound on the minimal barycentric coordinate of the single interior integral point of S ∈ S d (1). The minimal barycentric coordinate is in one-to-one correspondence to the so-called coefficient of asymmetry of S about its interior integral point. The coefficient of asymmetry is defined as follows: the intersection of each line through the interior integral point with S is divided into two parts by this point. For each line, consider the ratio between the lengths of these two parts. Then the coefficient of asymmetry is the maximum of these ratios. It is easy to observe that for S ∈ S d (1), the coefficient of asymmetry about its interior integral point is equal to 
Overview of new results and related open questions
In this work, we confirm the above conjecture of Hensley by proving sharp lower bounds on the barycentric coordinates. Another conjecture of Hensley was that the simplex [Pik01] and Averkov [Ave12] made improvements to the upper bound on the volume of elements in S d (1), but the bounds they obtained were still different from the largest known examples, the simplices S d 1 .
We confirm that S d 1 has indeed maximal volume in S d (1). We also prove several further results on the size of the elements of S d (1). In this work, the notions of size we will use are the maximal volume, the maximal and minimal volume of i-dimensional faces for given i and the lattice diameter. We will also give a sharp lower bound on the barycentric coordinates of the single interior integral point in an element of S d (1), which gives us a bound on the coefficient of asymmetry for elements of S d (1). By Mahler's theorem, one can bound the volume of a simplex in S d (1) in terms of the coefficient of asymmetry. The number of integral points of a simplex can then be bounded in terms of its volume. This is basically the line of argumentation used in [Hen83] , [LZ91] , [Pik01] and [Ave12] . For S ∈ S d (1) and given l ∈ {1, . . . , d}, we give sharp upper bounds on the volume of every l-dimensional face of S, in particular for l = d on the simplex S itself. For applications in the geometry of toric varieties, it is also of interest to analyze the dual of a simplex in S d (1). To this end, for l ∈ {1, . . . , d} we also bound the volume of l-dimensional faces of the dual S * of S ∈ S d (1) as well as the Mahler volume vol(S) vol(S * ). We then show that the bound on the coefficient of asymmetry for elements of S d (1) remains valid for the more general class P d (1). This also translates into a volume bound for P d (1), improving the one given in [Pik01] . For general k ≥ 1, we determine the sharp upper bound on the lattice diameter of polytopes in P d (k). Finally, we consider lattice-free polyhedra. Such polyhedra have applications in mixed-integer optimization. We extend our result on the lattice diameter to integral polytopes which are maximal with respect to being lattice-free.
In [Hen83] , [LZ91] and [Pik01] , not only elements of P d (1) and S d (1) were analyzed, but of P d (k) and S d (k), respectively, for every k ≥ 1. The special case k = 1 addressed in this manuscript is of interest from a number of perspectives. The relevance of the class S d (1) for algebraic geometry is explained in more detail in Section 2, where we present two results concerning this topic. In particular, our results have been used to classify all 4-dimensional weighted projective spaces with canonical singularities [Kas13, Theorem 3.3]. Another topic where elements of S d (1) are of interest is mixed-integer optimization. We explain more about possible applications of our results in this area in Section 2. Nonetheless, one can of course ask whether our results can be extended to the case k ≥ 1. First, one can extend the question about the simplices with maximal volume by considering the following simplices, which were first introduced in [ZPW82] . For d ≥ 2 and k ≥ 0, the d-dimensional integral simplex It would be interesting to know whether, analogously to the case k = 1 discussed in this paper, S d k has maximal volume among all elements of S d (k) also for general k ≥ 2. A straightforward generalization of this question to the case k = 0 is not possible, as it is easy to see that there exist integral polytopes without interior integral points and arbitrarily large volume. Indeed, there exist integral simplices of dimension d with arbitrarily large volume in the slab [0, 1] × R d−1 . One can, however, show that there exist only finitely many integral polytopes without interior integral points under certain assumptions of maximality; see [AWW11] , [NZ11] and [Law91] . Again, this is done by bounding the volume. The known bounds, however, are far from the largest known examples and hence probably far from the truth.
Organization of the paper and proof ideas
The new results are formulated in Section 2. In Section 3, we collect tools from other sources which we use to prove our results. The common approach of the mentioned previous publications on volume bounds for S d (k) is to bound the barycentric coordinates β 1 , . . . , β d+1 of an integral point contained in the interior of a simplex S ∈ S d (k) from below. For k = 1, we generalize and improve these bounds. Let S ∈ S d (1) and let β 1 ≥ . . . ≥ β d+1 > 0 be the barycentric coordinates of the interior integral point of S.
Results from [Ave12] show that, on the one hand, the inequalities
hold for every j ∈ {1, . . . , d} and, on the other hand, the volumes of faces of S can be bounded from above in terms of values 1 βa···β b with a, b ∈ {1, . . . , d + 1} and a < b. Thus, if one views β 1 , . . . , β d+1 as arbitrary non-negative variables satisfying β 1 + . . . + β d+1 = 1 and β 1 · · · β j ≤ β j+1 + . . . + β d+1 for every j ∈ {1, . . . , d}, the determination of the minimum of β a · · · β b (for given 1 ≤ a ≤ b ≤ d) allows to find upper bounds on the volumes of faces of S. This purely analytical problem is treated in the first part of Section 4. The second part of Section 4 is concerned with uniqueness in the special case of minimizing a single barycentric coordinate. We link this problem to the problem of unit partitions from number theory and modify a result on unit partitions to derive uniqueness. In Sections 5-9, we then make use of the information about barycentric coordinates obtained in Section 4 and translate it into the size bounds for integral polytopes given in the results from Section 2. Furthermore, we characterize the equality cases where possible. These characterizations are carried out directly using number-theoretical properties of the Sylvester sequence. Sachsen-Anhalt, Germany. The third author is supported by the US NSF grant DMS 1203162.
Main results

Basic notation and terminology
For background knowledge from geometry of numbers and convex geometry, we refer to [Bar02] , [GL87] , [Cas97] , [Roc97] and [Sch93] .
Throughout the text, d ∈ N is the dimension of the ambient space R d , which is equipped with the standard scalar product, denoted by · , · . By o we denote the zero vector and e i denotes the i-th unit vector. In what follows the dimension of both o and e i is given by the context. For two points x, y ∈ R d , we denote the closed line segment connecting those points by [x, y] and its Euclidean length by len([x, y]). For a subset X of R d , we use conv(X) and lin(X) to denote the convex hull and the linear hull of X, respectively. The cardinality of a set X is denoted by |X|.
A polytope P ⊆ R d is the intersection of finitely many closed halfspaces such that P is bounded. Throughout this paper, we will make use of the following notation: relbd(P ), bd(P ), relint(P ) and int(P ) denote the relative boundary, boundary, relative interior and interior of a polytope P , respectively. The set of vertices of P is denoted by vert(P ). We use the notation F i (P ) for the set of all i-dimensional faces of a d-dimensional polytope P , where i ∈ {1, . . . , d}. For a compact convex set K ⊆ R d which contains the origin in its interior, K * denotes the polar (or dual) body of K, i.e. K * = {y ∈ R d : x, y ≤ 1 ∀ x ∈ K}. For a polytope P with o ∈ int(P ), the polar body P * is again a polytope. For a compact convex set K with nonempty interior and u ∈ R d , we denote by ρ(K, u) the radius function ρ(K, u) := max {ρ ≥ 0 : ρu ∈ K}. Furthermore, h(K, u) denotes the support function h(K, u) := sup { u , x : x ∈ K}. For a d-dimensional convex set K and an integral point x in the interior of K, the coefficient of asymmetry of K with respect to x is defined as
The two different normalizations of volume used in this paper are the standard idimensional volume of an i-dimensional polytope P (i ∈ {1, . . . , d}), denoted by vol(P ), and for rational polytopes, the normalized volume, denoted by vol Z (P ), which is defined as follows: for a rational polytope P of dimension i ∈ {1, . . . , d}, denote by Λ the rank i lattice given as the intersection of Z d with the linear hull of all vectors x − y such that x, y ∈ P . Then vol Z (P ) is defined as vol(P )/ det(Λ), where det(Λ) denotes the determinant of Λ. Clearly, if P is d-dimensional, vol Z (P ) = vol(P ). Note that in the literature the notion normalized volume is sometimes used to denote dim(P )! vol Z (P ).
We say that two integral polytopes P, Q are unimodularly equivalent, denoted by P ∼ = Q, if there exists an affine bijection φ on R d satisfying φ(Z d ) = Z d and φ(P ) = Q. We call such a bijection a unimodular transformation. We say that a convex set C ⊆ R d is lattice-free if it contains no points of Z d in its interior. The lattice-free d-dimensional integral polytopes are exactly the elements of P d (0). For integral lattice-free polytopes, we define the following two kinds of maximality: by P d 0,lmax we denote the family of all P ∈ P d (0) such that P + g is not lattice-free for every rational line g in R d passing through the origin (where "lmax" is short for "lineality space maximal" 1 ) and by P d
0,imax
we denote the family of all P ∈ P d (0) such that P is not properly contained in Q for every Q ∈ P d (0) (where "imax" is short for "inclusion maximal"). By ld(P ) we denote the lattice diameter of a polyhedron P , which is defined as the maximum of |P ∩Z d ∩g|−1 over all rational lines g. To extend this definition to the empty set, we set ld(∅) = −1 in accordance with |∅ ∩ Z d ∩ g| − 1 = −1.
1 The lineality space of a convex body
. . , v d+1 and a point x ∈ R d , the barycentric coordinates of x with respect to S are uniquely determined real numbers β 1 , . . . , β d+1 satisfying
In this case, for i ∈ {1, . . . , d + 1}, we say that β i is the barycentric coordinate associated with v i . Note that x ∈ int(S) if and only if β i > 0 for all i ∈ {1, . . . , d + 1}.
Bounds for
Our first main result gives sharp lower bounds for the sorted sequence of the barycentric coordinates. We introduce the following simplices for which those bounds are attained. For j ∈ {1, . . . , d + 1}, we define the simplex
Note that in the degenerate cases j ∈ {1, d + 1}, this definition should be interpreted as
Theorem 2.1. Let S ∈ S d (1), where d ∈ N, and let i ∈ {1, . . . , d + 1}. Let β 1 , . . . , β d+1 be the barycentric coordinates of the integral point in the interior of S such that β 1 ≥ . . . ≥ β d+1 . Then
Furthermore, the following statements hold:
(a) For S ∼ = T d 1,i , the inequality (2.1) is attained with equality.
(b) Inequality (2.1) holds with equality if and only if
, . . . ,
Note that assertion (c) cannot be extended to the case i < d + 1; see Remark 6.6.
This result confirms Hensley's conjecture regarding the coefficient of asymmetry. To see this, observe that if for some S ∈ S d (1), we have S ∩ Z d = {x} and β 1 ≥ . . . ≥ β d+1 are the barycentric coordinates of x with respect to S, the coefficient of asymmetry can be written as ca(S, x) = max i∈{1,...,d+1}
This simple fact can be found in [Pik01, (3)]. Therefore, Theorem 2.1(c) confirms Hensley's conjecture, as ca(S, x) is maximal when β d+1 is minimal.
Next, we present a sharp upper bound on the face volumes of simplices in S d (1), including the d-dimensional face, i.e., the simplex itself.
Theorem 2.2. Let S ∈ S d (1), where d ≥ 3, and let l ∈ {1, . . . , d}. Then
3) is attained with equality.
(b) For d ≥ 4 and l ∈ {1, d}, the equality in (2.3) is attained if and only if S ∼ = S d 1 .
In Theorem 2.2, for l = d we have
This gives us the sharp bound on the volume of the simplices in S d (1). Theorem 2.2 is a generalization of Theorems A and B in [Nil07] , which are concerned with reflexive simplices, i.e., integral simplices containing the origin and such that their duals are again integral. For reflexive simplices, Theorems A and B in [Nil07] cover Theorem 2.2(a) with l = d and Theorem 2.2(b). Note that while Theorem 2.2(b) guarantees uniqueness for l ∈ {1, d}, there is nothing said about l ∈ {2, . . . , d − 1}. We ask about a possible characterization of the simplices S ∈ S d (1) for which (2.3) is attained with equality in the case l ∈ {2, . . . , d − 1}. It has been conjectured that for d ≥ 4 the inequalities in Theorem 2.2(a) remain valid for arbitrary polytopes in P d (1); see [Nil07, Conjecture 1.7] . Moreover, one can ask whether in this case equality in all of the inequalities of Theorem 2.2(a) for l ∈ {1, . . . , d} is only satisfied for S d 1 , up to unimodular transformation.
As a consequence of Theorem 2.2 and a well-known theorem by Blichfeldt (see Theorem 3.1 below), we derive an upper bound on the number of integral points of a simplex in S d (1) and each of its l-dimensional facets.
Corollary 2.3. Let S ∈ S d (1), where d ≥ 3, and let l ∈ {1, . . . , d}. Then
.
Note that this corollary yields an improvement on the previously known bounds on 
Bounds for S d (1) involving dualization
In the following results, we consider S ∈ S d (1) satisfying int(S) ∩ Z d = {o} and provide volume bounds for S * . Note that the first of these results is again an extension of a result in [Nil07] , namely, assertion 2 of Corollary 6.1. It is a sharp estimate on the so-called Mahler volume.
Theorem 2.4. Let d ∈ N and S ∈ S d (1) and o ∈ int(S). Then
Furthermore, the lower bound is attained with equality if and only if the unique interior integral point of S equals its centroid, while the upper bound is attained with equality if and only if
The following result is about face sizes of the dual of a simplex S ∈ S d (1). We remark that for a simplex S ∈ S d (1), where d ≥ 4, which satisfies o ∈ int(S) and
Results on
Using Theorem 2.1, we can give a sharp bound on the coefficient of asymmetry for polytopes containing exactly one interior integral point.
Theorem 2.6. Let P ∈ P d (1), where d ∈ N, and o ∈ int(P ). Then
Furthermore, equality holds if and only if
This shows that the bound on the coefficient of asymmetry conjectured by Hensley for S d (1) remains valid for P d (1). From Theorem 2.6, we derive a bound on the volume of an arbitrary integral polytope P which has exactly one integral point in its interior.
Theorem 2.7. Let P ∈ P d (1). Then
Asymptotically, Theorem 2.7 is an improvement of the known best bound vol(P ) = 2 O(d4 d ) of Pikhurko [Pik01] to the bound vol(P ) = 2 O(d2 d ) .
Bounds on the lattice diameter of integral polytopes
We now turn our attention to P d (k) for k ≥ 1 and deduce upper bounds on the lattice diameter ld(P ) for P ∈ P d (k).
Theorem 2.8. Let d ∈ N and let P ⊆ R d be a d-dimensional integral polytope such that
Furthermore, equality holds if and only if P ∼ = S d k , where k ∈ N.
For P as in Theorem 2.8, consider G(P ) := |P ∩Z d |, the so-called lattice-point enumerator of P . This can be bounded in terms of the lattice diameter, as ld(
The lower bound follows from the definitions of ld(P ) and G(P ), while the upper bound can be proved using the so-called parity argument; see [Rab89b, Theorem 1]. Thus, in view of Theorem 2.8, the following inequalities hold:
where P ′ is defined as in Theorem 2.8. Thus, each of the two values G(P ) and ld(P ) can be bounded in terms of each of the two values G(P ′ ), ld(P ′ ) . Note that for k = ld(P ′ ) + 1, the interior points of S d k are collinear, that is, for P = S d k one has ld(P ′ ) + 1 = G(P ′ ). Hence, the equality ld(P ) = (G(P ′ ) + 1)(s d − 1) is attained if and only if P ∼ = S d k , as follows from the characterization of the equality case in Theorem 2.8. In contrast to this, the inequalities linking G(P ) to G(P ′ ) and ld(P ′ ) , respectively, are most likely not tight.
Theorem 2.8 can be carried over to polytopes in P d 0,lmax . The bound we obtain is similar to the one obtained in Theorem 2.8 in the sense that ld(P ′ ) +2 = 1 if P does not contain any interior integral points. First, observe that if, for some rational line g passing through the origin, the polyhedron P + g is lattice-free, then no finite upper bound on the lattice diameter of P can given, because the lattice diameter of P + g is infinite and P can be extended to a lattice-free polytope of an arbitrarily large lattice diameter by 'adding' sufficiently many integral points from P + g. On the other hand, the following theorem shows that in all other cases there exists a bound on ld(P ) , which depends only on d.
Theorem 2.9. Let P ∈ P d 0,lmax . Then the lattice diameter of P is at most s d − 1. Furthermore, the equality ld(P ) = s d − 1 holds if and only if P ∼ = S d 0 .
Similarly to Theorem 2.8, also for a polytope P as defined in Theorem 2.9 we deduce a bound on the lattice point enumerator G(P ). One has 
Applications of results on S d (1) in toric geometry
This short excursion is intended for readers who are already familiar with algebraic and in particular toric geometry. We refer to the book [CLS11] for a general background in toric geometry, and to [Nil05, Nil07] for more on toric Fano varieties and their singularities.
Fano varieties are objects of intense study in algebraic geometry. It is known that ddimensional toric Fano varieties X with ε-log terminal singularities form a bounded family; see [BB92] . Therefore, it would be very interesting to find sharp upper bounds on their anticanonical degrees (−K X ) d . In [Nil07] Q-factorial Gorenstein toric Fano varieties with Picard number 1 were studied in detail. They correspond to reflexive simplices S, i.e., integral simplices S ∈ S d (1) with S * ∈ S d (1). Recall that Gorenstein toric Fano varieties have canonical singularities; see [Bat94] . In this paper we extend the main results in [Nil07] to Q-factorial toric Fano varieties with Picard number 1 and at most canonical singularities. Such varieties correspond one-to-one (up to isomorphisms) to elements of S d (1), hence, the combinatorial results of this paper can be applied.
Let us note that Q-factorial toric Fano varieties with Picard number 1 are also called fake weighted projective spaces; see [Buc08, Kas09] . They are quotients of weighted projective spaces P(q 0 , . . . , q d ) by the action of a finite abelian group. In particular, the following two theorems hold for weighted projective spaces with canonical singularities.
Theorem 2.11. Let X be a d-dimensional Q-factorial toric Fano variety with Picard number one and at most canonical singularities.
with equality if and only if X ∼ = P 2 .
with equality if and only if X ∼ = P(3, 1, 1, 1) or X ∼ = P(6, 4, 1, 1).
with equality if and only if X ∼ = P
This extends Theorem A in [Nil07] to the non-Gorenstein situation. We expect these results to hold for Fano varieties with canonical singularities quite in general. We can also generalize Theorem B in [Nil07] .
Theorem 2.12. Let X be a d-dimensional Q-factorial canonical toric Fano variety with Picard number one and at most canonical singularities. Let C be the set of all torusinvariant integral curves on X. Then
, 1, 1 . 
Applications of P
In the case of relint(P ) ∩ Z d = ∅, it would be interesting to investigate the relation of rcg(P ) to | relint(P ) ∩ Z d | and dim(P ). In this respect, for the simplest possible case | relint(P ) ∩ Z d | = 1, our theorems about S d (1) and P d (1) may be interesting. Regarding rcg(P ) for P ∈ P d 0,lmax , our Theorem 2.9 may be useful.
Another topic in optimization related to our studies concerns the use of lattice-free sets for generation of cutting planes for integer and mixed-integer linear programs. The problem of mixed-integer programming consists, roughly speaking, of optimizing a linear function f over Q ∩ (Z d × R n ), where Q is a rational polyhedron given by a system of linear inequalities, d ∈ N and n ∈ N∪{0}. Here, d is the number of integral variables and n the number of real variables. The theory of cutting planes arises from the observation that we can make the polyhedron Q smaller without changing the optimum of f on Q ∩ (Z d × R n ) by replacing Q with Q ∩ H as soon as H is a closed halfspace satisfying
The idea of cutting-plane methods is that by iteratively reducing Q with appropriately chosen hyperplanes H, the optimum of the objective function f on Q will become close enough (or even equal) to the optimum of
From the algorithmic perspective, two aspects play a crucial role: on the one hand one needs to be able to construct H efficiently and, on the other hand, the effect of application of H for reduction of Q should be significant enough. It is known since the work of Balas [Bal71] that halfspaces H as above (the so-called cuts) can be generated using lattice-free sets. If C is a d-dimensional convex lattice-free set in R d , then every H satisfying
also satisfies (2.6). The advantage of using (2.7) instead of (2.6) for determination of H is that for many choices of C the task of choosing a sufficiently good cut H satisfying (2.7) can be performed efficiently. Note that classical cutting-plane methods rely on very simple lattice-free sets, which are slabs bounded by two parallel hyperplanes (the so-called split sets). However, recently, it has become clear that the cuts arising from the lattice-free sets in P d 0,imax play an important role in the mixed-integer linear programming. For example, all these cuts are needed for having a finite convergence of the underlying cutting-plane methods; for further details see [AWW11] and [DPW12] . This shows that our Theorem 2.9 might have applications in the cutting-plane theory of mixed-integer programs.
Background results
We will make use of the following well-known theorems.
We will also use the following generalization to non-symmetric convex sets, which is due to Mahler.
We will frequently use the Sylvester sequence, as defined in the introduction. For this sequence the following properties are easy to see. 
and, furthermore, for i ≥ 2,
The following two theorems from [Ave12] deal with simplices S ∈ S d (1). Let p be the unique interior integral point of S and let β 1 , . . . , β d+1 be the barycentric coordinates of p with respect to S. It is clear that β i > 0 for every i ∈ {1, . . . , d + 1} because p is in the interior of S. Our analysis of S relies mainly on two different results from [Ave12] . The first one is a general statement establishing a system of inequalities for β 1 , . . . , β d+1 .
be the barycentric coordinates of the unique interior integral point of S. Then, for every j ∈ {1, . . . , d}, 
Direct application of Theorem 3.6 yields max
and min
where l ∈ {1, . . . , d}.
Note that Theorem 3.6 was only formulated in [Ave12] 4 Bounds on barycentric coordinates
Izhboldin-Kurliandchik type problems
Because of (3.2) we are interested in the minimal value the product β a · · · β d can attain for any given a ∈ {1, . . . , d}. In this section, we will treat a more general problem which we call 'Izhboldin-Kurliandchik' problem. First, we introduce some notation which will be used frequently throughout. For the sake of brevity, let n := d + 1. Let X n denote the set of n-tuples (x 1 , . . . , x n ) ∈ R n which fulfil the conditions Throughout this section, we shall assume x 0 := 1 and x n+1 := 0. Furthermore, we introduce additional notation to keep the presentation simple: ORD(j) denotes the inequality x j ≥ x j+1 for j ∈ {0, . . . , n} and will be called the j-th ordering inequality. Similarly, PS(j) denotes the inequality x 1 · · · x j ≤ x j+1 + . . . + x n and will be called the j-th product-sum inequality for x ∈ R n and j ∈ {1, . . . , n − 1}.
Given a continuous function f : X n → R, we denote by IK n (f ) the optimization problem of minimizing f over the set X n . This notation is short for 'Izhboldin-Kurliandchik problem', as Izhboldin and Kurliandchik determined the optimal value and the unique optimal solution of IK n (x 1 · · · x n ) as well as IK n (x n ); see [IK87] and [IK95] . For IK n (f ), we shall use the standard optimization terminology such as optimal value, optimal solution and feasible solution.
Furthermore, we introduce the following notation to denote special elements of X n : for l ∈ {1, . . . , n}, we define the vector y(l) ∈ R n by
For l ∈ {1, n}, the degenerate cases should be interpreted as y(1) = 1 n , . . . , One can check that every vector y(l) fulfils conditions (4.1)-(4.3) and thus, Y n ⊆ X n .
Problem IK n (x a · · · x b ) for general a and b
We modify the arguments of Izhboldin and Kurliandchik given in [IK87] and [IK95] to give a more general result about the relation of Y n to the set of optimal solutions of IK n (x a · · · x b ), which we state in Lemma 4.2. In Theorem 4.3, we then show which elements of Y n are optimal solutions of IK n (x a · · · x b ).
Clearly, X n is a compact set. It turns out that for every x ∈ X n one has x 1 < 1 and x n > 0 for every n. This and two other basic but important properties, which characterize equality cases for the inequalities describing X n , are proven in the following lemma. Assertion (c) also establishes the link to the Sylvester sequence.
Lemma 4.1. (Basic properties of X n .) Let x ∈ X n , where n ≥ 3. Then the following statements hold:
(a) 0 < x n and 1 > x 1 .
(b) For l ∈ {1, . . . , n − 1}, the inequalities ORD(l) and PS(l) for x cannot simultaneously be fulfilled with equality.
(c) If for some l ∈ {1, . . . , n − 1}, the inequality PS(i) for x is fulfilled with equality for every i ∈ {1, . . . , l}, then
for every i ∈ {1, . . . , l}.
Proof. To prove assertion (a), observe that if x n = 0, then by PS(n−1) also x 1 · · · x n−1 = 0 and the ordering inequalities then imply x n−1 = 0. Iteratively, the above argument leads to x i = 0 for every i ∈ {1, . . . , n}, yielding a contradiction to x 1 + . . . + x n = 1. If x 1 = 1, then in view of x 1 + . . . + x n = 1, we get x 2 = . . . = x n = 0, a contradiction to PS(1).
To show assertion (b), we assume the contrary, i.e., there exists l ∈ {1, . . . , n − 1} with x l = x l+1 and x 1 · · · x l = x l+1 + . . . + x n . Since n ≥ 3, the product x 1 · · · x l contains more than one factor or the sum x l+1 + · · · + x n contains more than one summand. Hence, in view of (a),
where at least one of the two inequalities is strict. Thus x l > x l+1 , which is a contradiction.
Assertion (c) follows by induction on i. For i = 1, from x 1 = 1 − x 1 we get x i = 1/2 = 1/s 1 . Assuming the statement holds up to some i ∈ {1, . . . , l − 1}, we get from the definition of the Sylvester sequence, Proposition 3.4 and
and hence
The aim of this section is to find optimal solutions for IK n (x a · · · x b ), where 1 ≤ a ≤ b ≤ n. In the following lemma, we deal with the more general problem IK n (x α 1 1 · · · x αn n ) for real numbers α 1 , . . . , α n . Using a limit argument, we can then derive assertions about
. . , n} and α 1 , . . . , α n ∈ R be such that 0 ≤ α i ≤ α j for all 1 ≤ i ≤ j ≤ b and α i = α j ≤ 0 for all i, j > b. Then the following assertions hold: (a) There exists an optimal solution x * for IK n (x
Proof. The proof is organized as follows. We start by proving an auxiliary claim. Then we prove (b) and subsequently deduce (a) as a consequence of (b). Finally, we observe that the proof of (b) can be slightly modified to give a proof of (c).
Claim 4.2.1. If b < n and α i < 0 for all i ∈ {b + 1, . . . , n}, then every optimal solution
Proof of the claim. We assume the contrary, i.e., the existence of an optimal solution x * ∈ X n which does not satisfy (4.4). Let j ∈ {b, . . . , n − 1} be the maximal index such that ORD(j) is strict for x * . This allows us to construct an element x ′ ∈ X n by subtracting a small δ > 0 from the j-th component of x * and adding δ to the (j + 1)-th component. To see that x ′ is indeed an element of X n , observe that its components still sum to one and all ordering inequalities are still fulfilled. It remains to check that PS(i) remains valid for every i. For i ≤ j, this is obviously the case: neither the product part nor the sum part of the inequalities PS(1), . . . , PS(j − 1) are affected. PS(j) also remains valid as its product part becomes smaller while its sum part becomes larger. For i > j, by maximality of j, we have that ORD(i) is fulfilled with equality for x * . So, by Lemma 4.1(b), the inequality PS(i) has to be strict for x * and hence remains valid if δ is chosen small enough. Now we show that x ′ is a better feasible solution of
First we treat the case j > b, for which the values of the objective function at x * and x ′ differ by the factor
where α := α j = α j+1 . For a sufficiently small δ > 0, this factor is less than one as ORD(j) is strict for x * and α < 0. This yields the desired contradiction. If j = b, then the contradiction is more easily obtained, as in this case α j ≥ 0 > α j+1 . Hence the contradiction follows immediately from (
. This proves the claim.
Assertion (b).
Assume that α i = 0 for all i ∈ {1, . . . , n}. Let x * be an optimal solution of IK n (x
We show x * ∈ Y n . By k ∈ {0, . . . , n − 1} we denote the index such that x * k > x * k+1 = . . . = x * n . The degenerate case k = 0 is trivial, as then x * = (1/n, . . . , 1/n) ∈ Y n . We therefore assume k ≥ 1. Observe that by Claim 4.2.1, if b < n, then this implies k ≤ b − 1 and hence α i > 0 for i ∈ {1, . . . , k}. We show that, for all j < k, the inequality ORD(j) is strict. In view of Lemma 4.1(a), the inequality ORD(0) is strict and hence for k = 1, there is nothing to show. It remains to show that for k ≥ 2, the inequality ORD(j) is strict for every j < k. Note that ORD(k) is strict by construction and, as stated above, ORD(0) is strict as well. Thus, if there exists j ∈ {1, . . . , k − 1} such that ORD(j) is fulfilled with equality, one can determine a pair of indices i 1 , i 2 with 1 ≤ i 1 < i 2 ≤ k such that, for x * , the inequalities ORD(i 1 − 1) and ORD(i 2 ) are strict, while ORD(j) is fulfilled with equality for j ∈ {i 1 , . . . , i 2 − 1}. We can again perturb x * to some x ′ ∈ X n by adding a small δ > 0 to x * i 1 and subtracting δ from x * i 2 . For convenience, we write y for the value of x * i 1 and x * i 2 , which are equal by construction. Again, to prove x ′ ∈ X n we only need to look at the product-sum inequalities. For j < i 1 , both sides of PS(j) remain unchanged. For j ∈ {i 1 , . . . , i 2 − 1}, Lemma 4.1(a) yields that PS(j) is strict for x and hence remains valid for x ′ if δ > 0 is small enough. For j ≥ i 2 , only the product part of PS(j) is affected. To be more precise, the product part changes by the factor (y + δ)(y − δ)/y 2 , which is less than one. Thus, PS(j) is still valid for x ′ and we conclude that x ′ ∈ X n . Passing from x * ∈ X n to x ′ ∈ X n , the value of the objective function changes by the factor y + δ y
This is a contradiction to the choice of x * . We deduce that ORD(j) is strict for every j < k. Next, we show that for x * ∈ X n and every 1 ≤ j < k, the inequality PS(j) is fulfilled with equality. We assume the contrary. Then k ≥ 2 and there exists some index i ∈ {1, . . . , k − 1} such that PS(i) is strict. Since ORD(i) and ORD(i + 1) are strict, we can again add a δ > 0 to x * i and subtract δ from x * i+1 to obtain a new element x ′ of X n by the same arguments as above. This is a contradiction since the values of the objective function x
n at x ′ and at x * differ by the factor (
For a sufficiently small δ > 0, this factor is less than one, since ORD(i) is strict for x * and α i+1 > 0. This is a contradiction to the choice of x * .
Hence, we have that for every optimal solution x * under the assumptions that α i = 0 for every i ∈ {1, . . . , n}, inequality PS(j) is satisfied with equality for every 1 ≤ j < k.
By Lemma 4.1(c), we get that x * j = 1/s j for j ∈ {1, . . . , k − 1}. Since x j has been uniquely determined for j ∈ {1, . . . , k − 1}, the value for x * k = . . . = x * n can be uniquely determined from x 1 + . . . + x n = 1. In view of Proposition 3.4(b), we get
and hence x * ∈ Y n , thereby proving (b).
Assertion (a). We now drop the assumption α i = 0 for all i ∈ {1, . . . , n}. Note that since for each i ∈ {1, . . . , n} and every x ∈ X n we have x i > 0, the expression x α i i is continuous in α i . As a consequence, for every fixed x ∈ X n , the expression x
n is continuous in (α 1 , . . . , α n ). Hence, an optimal solution can be deduced from (b) by a limit argument.
For t ∈ N, we introduce the function f t (x) := x
for every x ∈ X n . Since Y n is finite, there exists an element y ∈ Y n and an infinite set T ⊆ N such that for every t ∈ T , we have x * t = y. Passing to the limit in (4.6) as t ∈ T tends to ∞, we deduce that y is an optimal solution of IK n (x
. This shows (a).
Assertion (c).
Note that because we pass to the limit, we cannot guarantee that in the case of a general choice of (α 1 , . . . , α n ) all optimal solutions of IK n (x
In particular, one needs a different argument to prove (c). We show that if α n = 0 but α i > 0 for i = n, we have that x * n−1 = x * n holds for every optimal solution x * . To see this, assume the contrary, i.e. x * n−1 > x * n . Then, we can perturb x * into some x ′ by setting x ′ i := x * i for i ∈ {1, . . . , n − 2}, x ′ n−1 := x * n−1 − δ and x ′ n := x * n + δ for δ > 0 sufficiently small. Obviously, the product-sum inequalities remain valid and thus x ′ ∈ X n . This leads to
a contradiction to the choice of x * . Now we can apply the arguments of assertion (b) to obtain (c).
Lemma 4.2 states that for every a, b such that 1 ≤ a ≤ b ≤ n, we find an optimal solution of IK n (x a · · · x b ) in Y n . The following theorem now deals with the question which elements of Y n are optimal solutions of IK n (x a · · · x b ) depending on the choice of a and b. (b) If b < n − 1, a < b and y(l) is an optimal solution of IK n (x a · · · x b ), then a ≤ l ≤ min{b, 2 + log 2 log 2 (ne)} or l = b.
(c) If a = 1 and b = n, then
is the unique optimal solution of IK n (x 1 · · · x n ).
is the unique optimal solution of IK n (x 1 · · · x n−1 ). If n = 4 and a = 1 and b = 3, then y(2) = (1/2, 1/6, 1/6, 1/6) and y(3) = (1/2, 1/3, 1/12, 1/12) are the only optimal solutions of IK 4 (x 1 x 2 x 3 ).
Proof. By Lemma 4.2(a), for every choice of a, b there exists an optimal solution of IK n (x a · · · x b ) which is in Y n and hence can be expressed as y(l). For the proof, we view l as a variable ranging in {1, . . . , n}. Let y(l) = (y(l) 1 , . . . , y(l) n ). We introduce the function f (l) := 1/(y(l) a · · · y(l) b ). The structure of the proof is as follows: first, we show that a ≤ l ≤ b if l maximizes f (l). We then show that f (l) is strictly monotonously increasing in l provided l ranges in {a, . . . , b} and is not too close to a or b.
Claim 4.3.1. If y(l) is an optimal solution of IK n (x a · · · x b ), then l ∈ {a, . . . , b}.
Proof of the claim. We first show that if y(l) is an optimal solution of IK n (x a · · · x b ), then l ≥ a. This is obviously true if a = 1. Assume a > 1 and l < a. We compare f (l) and f (l + 1) and want to show the inequality
Using s l+1 − 1 = s l (s l − 1) we can reformulate the desired inequality as
or, equivalently, 1 < (s l − 1)(n − l). The latter is clearly true since for l = 1, one has s l = 2 and n − l ≥ 3 while for l > 1, one has s l ≥ 3 and n − l ≥ 1. This shows that if l maximizes f (l), we have l ≥ a. To conclude the proof of the claim it remains to show that if f (l) is maximized for l ∈ {1, . . . , n}, then l ≤ b. We assume b < n, because otherwise there is nothing to show. Observe that by the definition of the Sylvester sequence
To derive a contradiction, assume that some l 
Proof of the claim. By definition of f , the inequality f (l) < f (l ′ ) is equivalent to
Multiplying both sides with s 1 · · · s a−1 and using the definition of the Sylvester sequence proves the claim.
We determine a subrange of {a, . . . , b} in which f (l) is monotone. Proof of the claim. By Claim 4.3.2, f (l) < f (l + 1) is equivalent to
Note that n − l ≥ b − l ≥ 1. Using this and s l+1 − 1 = s l (s l − 1), one sees that (4.7) is equivalent to
where e is the Euler number. Thus, (4.7) holds if
We introduce x := b − l − 1. Then n − l = n − b + b − l = n − b + x + 1 and we rewrite the latter inequality as s
Note that x ≥ 0. For a moment, we view x as a variable ranging in [0, ∞) and develop s x+1 l − e(n − b + x + 2) into its Taylor series at the point x = 0:
Obviously,
(4.8)
Assertion (b).
Since the case b = 1 is trivial (IK n (x 1 ) is minimal on X n for x * ∈ X n with x * 1 = . . . = x * n = 1 n , i.e. x * = y(1)), we assume b ≥ 2 and therefore n − b + 2 ≤ n. Let a ≤ l < b. In view of Proposition 3.4(c), we have s l ≥ 2 2 l−2 . Assume now that l > 2 + log 2 log 2 (en).
Combining this with our previous observations yields
By Claim 4.3.3, this implies that f (l) < f (l + 1) and thus, max a≤l≤b f (l) = f (b). This proves (b).
Assertions (c) and (d).
We assume b = n and a < b. Let a ≤ l < b. If l ≥ 3, we have s l − e(n − b + 2) = s l − 2e > 0 and hence by Claim 4.3.3, we know that y(l) is not an optimal solution of IK n (x a · · · x b ). Therefore, only y(1), y(2) and y(n) remain as possible optimal solutions. We show directly that y(n) is a better solution than y(1) and y(2), respectively. Note that by Claim 4.3.1 for a ≥ 3 there is nothing to show while for a ≥ 2 we cannot have y(1) as optimal solution. By Claim 4.3.2, we need to show
for n ≥ 4 and l ∈ {1, 2}. We proceed by induction on n. One verifies directly that the inequality holds for n = 4 and l ∈ {1, 2}. Let us now show that the inequality remains valid when moving from n to n + 1. By induction hypothesis,
To complete the induction, we need to show
This is equivalent to
(4.9)
The right-hand side of (4.9) is at most e 1 + 1 n+1−l . As l ≤ 2 and n ≥ 4, this is at most 4e 3 . Again employing l ≤ 2 and n ≥ 4, the left-hand side of (4.9), is at least (n+1−l) n−l ≥ 9 ≥ Assertions (e) and (f ). We assume b = n − 1 and a < b. Let a ≤ l < b. If l ≥ 4, we have s l − e(n − b + 2) = s l − 3e > 0 and hence by Claim 4.3.3, we have that y(l) is not an optimal solution of IK n (x a · · · x b ). Thus, it remains to compare y(l) and y(b) = y(n − 1) directly for l ∈ {1, 2, 3}. Note that if a > 1, we can exclude the elements y(l) with l < a. By Claim 4.3.2, we need to show
Using an inductive argument analogous to the one used for b = n, we obtain that this inequality is valid for every n ≥ 5 and every l ∈ {1, 2, 3}. If n = 4 and l = 1, one can verify directly that the inequality holds. If n = 4 and l ∈ {2, 3}, a direct computation shows that y(2) and y(3) = y(n − 1) yield the same values for each of the problems IK 4 (x 1 x 2 x 3 ) and IK 4 (x 2 x 3 ). This proves assertion (e). Lastly, we prove (f) and consider the problem IK n (x 1 · · · x n−1 ) with n ≥ 4. By Lemma 4.2(c), all optimal solutions of this problem are in Y n . Hence by our previous arguments, assertion (f) follows.
One of the well-known topics in number theory (see, e.g., [Cur22, Erd50] ) concerns the so-called unit partitions, i.e., representations of 1 in the form 1 = 1 u 1 + . . . + 1 un with n ∈ N and u 1 , . . . , u n ∈ N. By symmetry reasons, there is no loss of generality in assuming the sequence u 1 , . . . , u n to satisfy u 1 ≤ . . . ≤ u n . With this assumption the vector x = ( 1 u 1 , . . . , 1 un ) belongs to X n . To see that all product-sum inequalities are satisfied, observe that for every j ∈ {1, . . . , n − 1} we have
Writing the expression on the right hand side as a fraction with denominator u 1 · · · u j , one can see that the numerator is at least 1, hence the fraction is at least
Previous work on this subject has established a link between unit partitions and the Sylvester sequence; see [Cur22] and [Erd50] . A result of Soundararajan from ([Sou05, (1)]) provides an elegant way of establishing a sharp upper bound on u j for each j ∈ {1, . . . , n}.
Here, we use the ideas from [Sou05] to show a generalized result. From Theorem 4.3(a), we already know that y(a) is an optimal solution of IK n (x a ) and the only optimal solution contained in Y n . However, Theorem 4.3(a) does not state anything about uniqueness of this solution within the whole set X n . Following Soundararajan's approach closely, we can show that y(a) is indeed the unique optimal solution within X n . The proof strategy from [Sou05] can be adapted by dropping the assumption of unit fractions and replacing it by the less restrictive assumption of product-sum inequalities. This will lead to optimal solutions of IK n (x a ) for a ∈ {1, . . . , n} over the set X n . First, we need the following proposition from [Sou05] . It is based on Muirhead's inequality. Muirhead's inequality can be found, for example, in [HLP52, Theorem 45].
with equality if and only if g i = h i for every i ∈ {1, . . . , n}.
Lemma 4.5. Let x 1 , . . . , x k (k ∈ N) be a sequence of positive real numbers satisfying the following conditions:
(4.10) (4.11) (4.12)
with equality being attained if and only if x i = 1/s i for every i ∈ {1, . . . , k}.
Proof. The proof of Lemma 4.5 is an adaptation of the proof presented in [Sou05] . Since [Sou05] is not intended for publication, we repeat the details of the proof here.
We argue by induction on k. For k = 1, inequality (4.12) yields x 1 ≤ 1/2 = 1/s 1 . Let now k ≥ 2 and assume that the statement holds for all sequences with at most k − 1 elements. First, we show that (4.13) holds in the case that
In view of (4.12), we obtain
Hence (4.13) holds and is strict. We switch to the case x 1 · · · x k ≤ 1 s 1 ···s k . Thus, the inequality
holds for l = 1. We fix l ∈ {1, . . . , k} to be the maximal index for which (4.15) holds. Since l − 1 < k, the induction hypothesis yields
The choice of l yields a series of inequalities as follows:
. . .
Thus, x l , . . . , x k and 1/s l , . . . , 1/s k fulfil the settings of Proposition 4.4. Hence, we have
Together with (4.16), this proves (4.13). Now, we characterize the equality case. Observe that, if x i = 1/s i for every i ∈ {1, . . . , k}, the inequality (4.13) is trivially fulfilled with equality. Let us now assume we have equality in (4.13) and show that this implies x i = 1/s i for every i ∈ {1, . . . , k}. Above, we have shown that (4.14) implies that (4.13) is strict. So, under our assumptions, (4.14) cannot hold. We can hence again fix the maximal l such that (4.15) holds. Then by the induction hypothesis, we have x i = 1/s i for every i ∈ {1, . . . , l − 1}. Therefore, (4.16) holds with equality. This implies that (4.17) also has to be fulfilled with equality. By Proposition 4.4, this is the case if and only if x i = 1/s i for every i ∈ {l, . . . , k}.
Theorem 4.6. Let n ∈ N, i ∈ {1, . . . , n} and x ∈ X n . Then
with equality if and only if x = y(i).
Proof.
We have
The first inequality in (4.18) follows from x 1 + . . . + x n = 1 and x i ≥ x i+1 ≥ . . . ≥ x n and the second one is a consequence of Lemma 4.5. Now, let us prove the characterization of the equality case. Clearly, for x = y(i), one has x i = 1 (n−i+1)(s i −1) . On the other hand, if x i = 1 (n−i+1)(s i −1) , both inequalities in (4.18) are attained with equality. Hence, we have 1 − i−1 j=1 x j = 1/(s i − 1), which by Lemma 4.5 holds if and only if x j = 1/s j for j ∈ {1, . . . , i − 1}. Furthermore, x 1 + . . . + x n = 1 and x i ≥ x i+1 ≥ . . . ≥ x n then imply x i = x i+1 = . . . = x n = 1 (n−i+1)(s i −1) and hence x = y(i).
Remark 4.7. One can see that Theorem 4.6 solves IK n (x i ) for every i ∈ {1, . . . , n}. In [IK87] , there is an alternative approach to solve IK n (x n ). First, Izhboldin and Kurliandchik determine the unique optimal solution of IK n (x 1 · · · x n ) and then show that this is also the unique optimal solution of IK n (x n ) in the following way. Let y be the optimal solution of IK n (x 1 · · · x n ). We know from the proof of Lemma 4.2 that y attains all the product-sum inequalities with equality. Let x be an arbitrary element of X n . Thus, taking into account PS(n − 1) for x, we have
(4.19)
Thus, x n ≥ y n , which shows that y is also an optimal solution of IK n (x n ). Furthermore, y is the unique optimal solution of IK n (x n ), because if x ∈ X n minimizes x n , then all inequalities in (4.19) are attained with equality. Consequently, x is an optimal solution of IK n (x 1 . . . x n ) and by this coincides with y.
Proofs of results for S d
(1) (Theorems 2.1 and 2.
2)
The following simple proposition will be used for the characterization of the equality cases in Theorems 2.1 and 2.2. It will also be used in Section 8, where we prove Theorems 2.8 and 2.9.
Proposition 5.1. Let a 1 , . . . , a k (k ∈ N) be pairwise relatively prime integers. Let m 1 , . . . , m k be integers such that
Then a i divides m i for every i ∈ {1, . . . , k}.
Proof. By symmetry of the statement, it suffices to prove the assertion for i = 1. Multiplying
By the assumptions, a 1 is relatively prime to a 2 · · · a k . Hence m 1 a 1 ∈ Z and the assertion follows.
It follows directly from the definition that the elements of the Sylvester sequence are pairwise relatively prime. Hence, we can apply Proposition 5.1 to the elements of the Sylvester sequence.
Proof of Theorem 2.1. The bound in (2.1) and assertion (b) follow immediately from Theorem 4.6 by setting n = d + 1 and x 1 = β 1 , . . . , x n = β n . Assertion (a) can be checked directly from the fact that int(T d 1,i ) ∩ Z d = {(1, . . . , 1)} and by noticing that y(i) ∈ Y d+1 is the (d + 1)-tuple of barycentric coordinates of (1, . . . , 1) with respect to T d 1,i .
We will now prove assertion (c). It is easy to check that the unique interior integral point of T d 1,d+1 has the barycentric coordinate and i = d + 1, equality is attained in (2.1). To show the reverse implication, consider an arbitrary S ∈ S d (1) such that its interior integral point p has the barycentric coordinate
Without loss of generality, we can assume that the vertex of S associated with the smallest barycentric coordinate is o. For the remaining barycentric coordinates, let p i with i ∈ {1, . . . , d} be the vertices of S such that p i corresponds to the coordinate 1/s i , i ∈ {1, . . . , d}. Then
is the single interior integral point of S. By Proposition 5.1, we get p i /s i ∈ Z d for i ∈ {1, . . . , d}. Let Λ := 
we have that Λ is a sublattice of Z d with determinant one. Hence Λ = Z d and, moreover, the linear mapping given by
Consequently, this mapping is a unimodular transformation. Thus S ∼ = conv({o, s 1 e 1 , . . . ,
To prove Theorem 2.2(b), we will show that equality in (2.3) for l ∈ {1, d} is attained if and only if the unique interior integral point of the simplex S has a specific tuple of barycentric coordinates with respect to S. The following lemma gives a characterization of the simplices in S d (1) for which this is the case. The same tuple of barycentric coordinates will also be of interest when characterizing the equality case in Theorem 2.5.
Lemma 5.2. Let S ∈ S d (1). Let the barycentric coordinates β 1 , . . . , β d+1 of the interior integral point with respect to S be
1,d × {0} ∪ {±(a, h)} for some h ∈ N and some a ∈ {0, . . . , h − 1} d−1 .
Proof. Let p i be the vertex associated with the barycentric coordinate 1/s i for i ∈ {1, . . . , d− 1} and p d , p d+1 be the vertices associated with the remaining two coordinates. Then, the single interior integral point of S is
Applying Proposition 5.1, we get ( In the proof of Theorem 2.2(b), we will show that the simplices for which equality in (2.3) holds for l ∈ {1, d} fulfil the assumptions of Lemma 5.2. We will then proceed by determining the values of a and h as used in the formulation Lemma 5.2. To determine a, we will make use of the following lemma.
Lemma 5.3. Let S be the simplex in R d given by S = conv ({o, a 1 e 1 , . . . , a d e d }) , where d ≥ 2 and a 1 , . . . , a d > 1 satisfy
Proof. It is easy to see that S is lattice-free and it is obvious that S + v is also lattice-free for every v ∈ Z d . Let us now show the reverse implication.
Hence, taking into account
Proof of Theorem 2.2. The proof is divided into four parts. First, we prove (2.3) and assertion (a). Assertion (b) is then proven separately for the cases l = 1 and l = d.
Inequality (2.3). Let β 1 , . . . , β d+1 be the barycentric coordinates of the interior integral point of S and assume β 1 ≥ . . . ≥ β d+1 . By (3.2), we have max
Minimizing the product β d−l+1 · · · β d corresponds to finding an optimal solution to
3) then follows from Theorem 4.3(e) with n = d + 1.
Assertion (a).
We need to show that for every l ∈ {1, . . . , d}, the simplex S d 1 fulfils (2.3) with equality. This can be seen from the fact that for l ∈ {1, . . . , d}, the simplex S d 
Proof of the claim. Note that because ( 
Assertion (b) for l = 1. Assume l = 1. As shown above, the simplex S with S ∼ = S d 1 fulfils (2.3) with equality for l = 1. Conversely, let l = 1 and let S ∈ S d (1) be an arbitrary simplex satisfying (2.3) with equality. Let β 1 ≥ . . . ≥ β d+1 > 0 be the barycentric coordinates of the interior integral point of S and let p 1 , . . . , p d+1 the corresponding vertices of S. By our assumptions and Theorems 3.6 and 4.6, we have 2(a, h) ). This yields h ≥ s d − 1. On the other hand, h > s d − 1 yields a contradiction to vol(S) ≤ 2(s d − 1) 2 , which by Theorem 2.2 holds for all S ∈ S d (1). Hence, 2(s d − 1) = gcd(2(a, s d − 1)). As all components of a are between 0 and h − 1, this also implies a = o, because otherwise gcd(2(a,
By Theorem 3.6 and Theorem 4.3(e), we have
We assume that S fulfils (2.3) with equality for
. It follows that both inequalities in (5.3) are fulfilled with equality. Hence by Theorem 4.3(f) and because d ≥ 4, we have that the barycentric coordinates of the interior integral point of S fulfil (5.2). Therefore, we can again apply Lemma 5.2 to obtain S ∼ = conv(T × {0} ∪ {±(a, h), }), where T :
On the other hand, by assumption, we have vol(S) = 2 d! (s d − 1) 2 . This yields h = s d − 1. It remains to show that a is uniquely determined modulo h. Without loss of generality, we now assume S = conv(T × {0} ∪ {±(a,
Observe that h−1 h T fulfils the assumptions of Lemma 5.3 because
Thus, 
and let γ h,g (S) := min
By (3.2), bounding ν h (S) from above corresponds to bounding β 1 · · · β h from below, which can be done using Theorem 4.3(b). Furthermore, in view of (3.2) and (3.3), one can show that bounding γ h,g (S) corresponds to bounding β h−g+1 · · · β h from below. Again, one can apply Theorem 4.3(b) to obtain a bound.
Remark 5.5. (On dimensions d ≤ 3.) At this point, we want to give a short overview about the validity of the results proved above in dimensions one, two and three. While all results hold for d ≥ 4, Theorem 2.1 holds even for arbitrary dimension d. This is not true for the statements of Theorem 2.2. The assumption of d ≥ 3 in Theorem 2.2 cannot be relaxed: it fails to hold for d = 2, since the triangle T 2 1,1 = conv({o, 3e 1 , 3e 2 }) is the volume maximizer in P 2 (1) (see [Rab89a] ) and has volume 4.5, while the upper bound in the theorem would yield 4. Regarding Theorem 2.2(b), we have to differ between the cases l = 1 and l = d. The assumption of d ≥ 4 cannot be relaxed for l = d, as we know from the enumeration contained in [Kas10] that both S 3 1 and the tetrahedron T 3 1,2 = conv({o, 2e 1 , 6e 2 , 6e 3 }) satisfy the inequalities in Theorem 2.2(a) with equality for 
For l = 1 and d ∈ {1, 2}, the reverse implication is also true, i.e., max F ∈F 1 (S) vol Z (F ) = 2(s d − 1) holds if and only if S ∼ = S d 1 (as can be seen from the enumeration in [Rab89a] ). Corollary 2.3 is also valid for d ∈ {1, 2}, where the case d = 1 is trivial and the case d = 2 can be seen again from [Rab89a] .
6 Proofs of results on S d (1) involving dualization (Theorems 2.4 and 2.5)
We turn our attention to duals of simplices in S d (1). First, we prove Theorem 2.4. For that purpose, we need the following proposition.
Let β 1 , . . . , β d+1 be the barycentric coordinates of o with respect to S. Then
Proof. This follows immediately from [Nil07, Proposition 3.6].
Proof of Theorem 2.4. By Proposition 6.1 and Theorem 4.3(c) we get the desired upper bound. Since, by Theorem 4.3(c) and Theorem 2.1(a), the product β 1 · · · β d+1 is minimal if and only if β d+1 is minimal, Theorem 2.1(b) yields that the upper bound is attained if and only if S = T d 1,d+1 . The lower bound, meanwhile, follows from the fact that d+1 i=1 β i = 1 and hence by the inequality for the geometric and arithmetic means,
with equality if and only if β 1 = . . . = β d+1 = 1/(d + 1). The latter is the case if and only if the unique interior integral point of S is its centroid.
In order to prove Theorem 2.5, let us first state two propositions containing basic facts about dual polytopes.
Proposition 6.2. Let P be an integral d-dimensional polytope such that o ∈ int(P ). Let β 1 , . . . , β d+1 be the barycentric coordinates of o with respect to S. Then, β 1 , . . . , β d+1 are also the barycentric coordinates of o with respect to S * .
Based on the latter two propositions, we can now show the following lemma regarding the dual of S d
1 . This will then be used to characterize the cases in which the dual of a simplex S ∈ S d (1) has maximal volume or an edge of maximal length, respectively. We show that in this case, S * is equivalent to S d 1 and hence, we can use the following lemma to describe S.
Proof. For convenience, letẽ := e 1 + . . . + e d−1 . Let us first observe that the barycentric coordinates β 1 ≥ . . . ≥ β d+1 of o with respect to S satisfy
Furthermore, Propositions 6.2 and 6.3 yield that o is the unique interior integral point of S * and o has barycentric coordinates β 1 , . . . , β d+1 with respect to S * . Now define the facets F i of S as F i := conv( vert(S) \ {s i e i −ẽ}) for i ∈ {1, . . . , d − 1}. Each facet F i yields −e i as corresponding vertex of S * for i ∈ {1, . . . , d − 1}. To see that, observe that for i, j ∈ {1, . . . , d − 1} with j = i we have s j e j −ẽ , −e i = −ẽ , −e i = 1 and ±e d −ẽ , −e i = 1. Denoting the vertices of S * by v j , j ∈ {1, . . . , d + 1}, and setting v j := −e j for j ∈ {1, . . . , d − 1}, this leaves us to determine v d and v d+1 . Without loss of generality, we associate v d with the facet opposite of e d . Then we claim that
To verify this, we compute, for i ∈ {1, . . . , d − 1}, the scalar product
Analogously,
An analogous computation for v d+1 proves the claim. To complete the proof, we have to show that the simplex
is unimodularly equivalent to S d 1 . To this effect, we first use an integral translation that moves
e j into the origin. The resulting simplex is
and we want to show that Q 1 is unimodularly equivalent to the simplex
Both of these simplices have ±(s d − 1)e d as vertices. Hence, we can turn our attention to the linear mapping ϕ :
which maps the remaining vertices of Q 2 onto those of Q 1 . Once we have shown ϕ(Z d−1 × {0}) = Z d−1 × {0}, we are done. For i ∈ {1, . . . , d − 1}, the integrality of the coefficients can be seen quickly from the fact that s i divides s d − 1 for i ∈ {1, . . . , d − 1}, hence
is obviously an integer for i, j ∈ {1, . . . , j} with i = j. For i = j, we have
is also an integer, as s i divides s k − 1 for k ∈ {i + 1, . . . , d − 1} and hence the numerator of this fraction is 0 (mod s i ). We claim that ϕ −1 :
in view of Proposition 3.4(b). Obviously, ψ preserves integrality. Thus, we get the desired statement.
Proof of Theorem 2.5. The proof is again divided into four parts: the proofs of (2.4) and assertion (a) are followed by proofs of assertion (b) for l = d and l = 1, respectively.
Inequality (2.4). Let l ∈ {1, . . . , d}. Let β 1 ≥ . . . ≥ β d+1 denote the barycentric coordinates of o with respect to S. Proposition 6.3 yields that o has the same barycentric coordinates with respect to S * . Proposition 6.2 guarantees that S * is a d-dimensional simplex with precisely one interior integral point. Hence, by (3.2), we have that for every l-dimensional face F ,
where the second inequality follows from Theorem 4.3(e). This proves (2.4).
We write e := e 1 + . . . + e d in the remainder of the proof. Let S ∼ = conv (T × {0} ∪ {±e d }) and thus by Lemma 6.4 we have S * ∼ = S d 1 . By Theorem 2.2(a), for every l ∈ {1, . . . , d}, there is a face F ∈ F l (S * ) such that
Thus, S fulfils (2.4) with equality for l ∈ {1, . . . , d}.
Assertion (b) for l = d. Let S ∈ S d (1) be such that equality holds in Theorem 2.5 for l = d. Then, by Theorem 4.3(f),
By Proposition 6.1, we have
From Lemma 5.2, we know that S ∼ = conv((T × {0}) ∪ {±(a, h)}), where h ∈ N and a ∈ {0, . . . , h − 1} d−1 . We obtain
Assertion (b) for l = 1. Let l = 1 and let S ∈ S d (1) be such that equality holds in (2.4). Applying Theorem 3.6 for the case of one-dimensional faces and Theorem 4.6, we deduce that (6.2) are again the barycentric coordinates of o with respect to both S and S * . Applying Lemma 5.2, we get S ∼ = conv (T × {o} ∪ {±(a, h)}), where h ∈ N and a ∈ {0, . . . , h− 1} d−1 . Note that (a, h) and −(a, h) correspond to the barycentric coordinates β d and β d+1 , respectively. We want to show that h = 1. We writeẽ := e 1 + . . .
By applying a unimodular transformation if necessary, we may assume S = conv(T ′ ∪ {±(a −ẽ, h)}). By Proposition 6.3, we can write
where u 1 , . . . , u d+1 denote the vertices of S * . By Theorem 3.6 we have that for every edge
As all barycentric coordinates are known, this implies that the unique edge of S * with largest normalized volume is [u d , u d+1 ] and since we assumed equality in Theorem 2.5,
. To see this, observe that
In view of (6.3), we have In the remainder of this section we use dualization to show that a uniqueness results as in Theorem 2.1(c) cannot be obtained for i < d + 1. 
Since s j divides s i − 1 for j ∈ {1, . . . , i − 1}, all vertices of (Q d 1,i ) * are integral.
Remark 6.6. (Non-uniqueness of the minimizers of β i .) The previous proposition implies that for i ∈ {1, . . . , d + 1}, the lattice simplices T d 1,i − e are reflexive in the sense of [Nil07] . As the following volume computation shows, T d 1,i − e and (T d 1,i − e) * are not unimodularly equivalent unless i = d + 1, despite the fact that the origin has the same barycentric coordinates with respect to their vertices. In particular, this shows that the minimizers of the i-th barycentric coordinate are not unique unless i = d + 1. Let i ∈ {1, . . . , d} and let β 1 , . . . , β d+1 denote the barycentric coordinates of o. Observe that by Proposition 6.1, we have
and 1
7 Proofs of results about the coefficient of asymmetry (Theorems 2.6 and 2.7)
We first reformulate the definition of the coefficient of asymmetry. This alternative definition then simplifies the proof of Theorem 2.6. Thus, ca(P, o) is the unique α > 0 such that P ⊆ −αP and vert(P ) ∩ −α bd(P ) = ∅.
Proof. It is easy to see that we can rewrite ca(P, o) as
Because αρ(P, −u) = ρ(αP, −u) = ρ(−αP, u) and the fact that two polytopes Q, Q ′ satisfy ρ(Q, u) ≤ ρ(Q ′ , u) for every u ∈ R d \ {o} if and only if Q ⊆ Q ′ , we get ca(P, o) = min {α ≥ 0 : P ⊆ −αP } = min {α ≥ 0 : vert(P ) ⊆ −αP } , (7.1)
where the second equality in (7.1) is obvious from the convexity of P . This implies vert(P ) ∩ − ca(P, o) bd(P ) = ∅, because otherwise bd(− ca(P, o)P ) ∩ P = ∅ and one could choose α ′ < ca(P, o) such that P ⊆ −α ′ P − ca(P, o)P , a contradiction.
Proof of Theorem 2.6. By Proposition 7.1, there is a vertex of P such that ca(P, o) is attained along the line going through this vertex and o. Hence, we can choose v ∈ vert(P ) and u ∈ bd(P ) such that o ∈ [v, u] and ca(P, o) = v u . Considering any proper face of P that contains u and using Caratheodory's theorem (see, e.g., [Bar02, I. 2.3]), we can find an integral simplex T of dimension at most d − 1 in bd(P ) such that u ∈ relint(T ). Then o is the only relative interior integral point of the simplex S := conv(T ∪ {v}). We denote the barycentric coordinate of o (with respect to this simplex) associated with v by β. Clearly, v / u = (1 − β)/β. Let h be the dimension of S. Then, in view of (2.1), we have
It remains to characterize the equality case. First, observe that if P ∼ = T d 1,d+1 , we have ca(P, o) = s d+1 − 2 due to the link between barycentric coordinates and coefficient of asymmetry. Now, let P ∈ P d (1) be such that int(P ) ∩ Z d = {o} and ca(P, o) = s d+1 − 2. The assumption ca(P, o) = s d+1 − 2 implies that for the simplex S, we have equality in both inequalities in (7.2). Hence, S has dimension d and furthermore, o has the barycentric coordinate 1/(s d+1 − 1) with respect to the vertex v of S. Theorem 2.1(b) yields that S is unimodularly equivalent to T d 1,d+1 and, in particular, the unimodular transformation mapping S onto T d 1,d+1 has to map v onto o. Thus, u is in the relative interior of the facet of S which is opposite to v. As u is also in bd(P ), we have that this facet is in the boundary of P . We finish the proof by showing P = S. Assume that there exists some y ∈ P \ S. Then for some facet F of S, one has relint(F ) ⊆ int(P ). By our previous arguments, this facet cannot be the one opposite to v. As the unimodular transformation mapping S onto T d 1,d+1 maps v onto o, F therefore has to be unimodularly equivalent to a facet of T d 1,d+1 which contains o. It is easy to check that each such facet of T d 1,d+1 contains at least one integral point in its relative interior and hence relint(F ) contains a point of Z d \ {o}. Since relint(F ) ⊆ int(P ), this is a contradiction to int(P ) ∩ Z d = {o}. Proof of Theorem 2.7. As int(P ) ∩ Z d = {o}, Mahler's theorem (Theorem 3.3) asserts that vol(P ) ≤ (1 + ca(P, o)) d . Applying Theorem 2.6 completes the proof.
In the previous proof, we made use of Mahler's theorem (see Theorem 3.3). It should be noted that Sawyer proved a slightly sharper inequality than Mahler's in [Saw54] which does, however, not lead to asymptotically better results.
Remark 7.3. (Asymmetry of the volume-maximizers in P d (1).) We ask whether the simplex S d 1 has maximal volume among all elements of P d (1). The main reason for this question is the apparent link between asymmetry and large volume. Assume that P has maximal volume among all elements of
Let, without loss of generality, o ∈ int(P ). Then by Theorem 3.3, we have vol(P ) ≤ (1 + ca(P, o)) d . This yields the lower bound
Thus, every volume maximizer in P d (1) has asymmetry coefficient with respect to its interior integral point of double exponential order in d. As simplices are typical examples of highly 'non-centrally-symmetric' polytopes, this leads to the question whether every volume maximizer must be a simplex or at least must be close to a simplex with respect to some metric. A similar argumentation can be applied to P d (k) with k ≥ 2 using a generalization of 8 Proofs of results on the lattice diameter (Theorems 2.8 and 2.9)
In this section, we want to review a part of [AWW11] which used the bounds on barycentric coordinates of the interior integral point of a simplex S ∈ S d (1) as they were given by Pikhurko in [Pik01] . In [AWW11] , as a byproduct on the way to proving finiteness of P d 0,imax (up to unimodular transformation) in fixed dimension d, a bound on ld(P ) was established for P ∈ P d 0,imax which depended on Pikhurko's bounds. Since we now have the exact lower bound on the barycentric coordinates, it is worth to revisit the corresponding arguments of [AWW11] . This will allow to determine the sharp upper bound on the lattice diameter of elements of P d 0,lmax , which is a larger family than P d 0,imax .
We will repeat here only those details from [AWW11] necessary for our purpose but on the other hand aim to give a self-contained proof of Theorem 2.9. We make use of the following lemma:
Lemma 8.1. ([AWW11, p. 6].) Let P ⊆ R d be an integral polytope for which relint(P )∩ Z d is not empty and let a ∈ relbd(P ) ∩ Z d . Then P contains an integral simplex S of dimension h ∈ {1, . . . , d} such that a ∈ vert(S) and | relint(S) ∩ Z d | = 1.
Proof of Theorems 2.8 and 2.9. We first prove the bounds on the lattice diameter given in the two theorems. Then, we characterize the equality cases.
The inequalities in Theorems 2.8 and 2.9. We can assume d ≥ 2. Let P ⊆ R d be an integral polytope and let m := ld(P ′ ) , where P ′ denotes the convex hull of int(P ) ∩ Z d . There are two cases: P ′ = ∅, i.e. m ≥ 0, or P ′ = ∅ and hence m = −1. For most of the proof, our argumentation is the same for both cases, with the only difference that, if P ′ = ∅, we make the additional assumption of maximality of P (i.e. P ∈ P d 0,lmax ) as in the formulation of Theorem 2.9. Choose a line l such that |P ∩ Z d ∩ l| is maximal, i.e., such that ld(P ) is attained along l. If ld(P ) ≤ m + 2, then the statements hold trivially since s d ≥ 2. Hence, we can assume ld(P ) > m + 2. By applying some unimodular transformation, we can assume l = lin({e d }). By π : R d → R d−1 we denote the projection to the first d − 1 components. Then, the polytope Q := π(P ) is the projection of P along l. Clearly, for every point p ∈ P ∩ Z d ∩ l, we have π(p) = o. Since ld(P ) > m + 2, it follows that o ∈ bd(Q). To see this, observe that otherwise relint(l ∩ P ) ⊆ int(P ). Now π −1 (o) ∩ P contains ld(P ) + 1 ≥ m + 4 integral points. This implies that int(P ) contains at least m + 2 collinear integral points, a contradiction to the choice of m. Note that int(Q) ∩ Z d−1 is not empty. In the case int(P ) ∩ Z d = ∅ (i.e. m ≥ 0), this is obvious as every interior point of P has to be projected to a point in int(Q). In the case P ′ = ∅, we made the additional assumption P ∈ P d 0,lmax . It is easy to see that under this assumption, int(π(P )) ∩ Z d−1 is not empty (see also [AWW11, Lemma 3.7]).
Hence, from Lemma 8.1, we know that for some h ∈ {1, . . . , d − 1} there exists an hdimensional simplex S ⊆ Q which satisfies o ∈ vert(S) and contains exactly one point of π(Z d ) in its relative interior. Denote this point by q and let q := h i=0 λ i v i be a barycentric representation of q, where v i ∈ vert(S) for i ∈ {1, . . . , h} and v 0 = o. For x ∈ Q, define f (x) as the length of the intersection between x + lin({e d }) and P , or more formally, f (x) := len(π −1 (x) ∩ P ). Observe that f (q) ≤ m + 2 as otherwise, there would be at least m + 2 collinear points in the interior of P . Furthermore, by convexity of P , the function f is concave on Q and we can use Jensen's inequality (see, e.g., [Roc97, Theorem 4.3]) to obtain
The last line in (8.1) comes from the fact that λ 0 is a barycentric coordinate of the unique interior integral point of an integral simplex of dimension at most d − 1 and we can apply Theorem 2.1. This proves the inequalities in Theorems 2.8 and 2.9.
Characterization of the equality cases. First, we show that in the case P ′ = ∅, P ∈ P d 0,lmax as well as in the case P ′ = ∅, there exist polytopes for which the respective bounds are attained with equality. If P ′ = ∅ and hence m ≥ 0, note that the simplex S d m+1 has m+1 interior integral points which are collinear and hence ld conv int S Now, we assume that P fulfils the inequality in Theorem 2.8 or 2.9, respectively, with equality. More precisely, let P ⊆ R d be a polytope with vert(P ) ⊆ Z d and | int(P ) ∩ Z d | = k for some k ∈ N ∪ {0} such that ld(P ) = ( ld(P ′ ) + 2)(s d − 1), where P ′ := conv(int(P ) ∩ Z d ). We proceed as above, i.e, we project along the direction in which the lattice diameter is attained (we can again assume that this direction is e d ) and write Q := π(P ). Again, we can then construct the simplex S as we did before. Thus, S is an integral simplex of dimension h ≤ d − 1 with precisely one interior integral point and v 0 := o as one of its vertices. By our assumption on the lattice diameter of P , all inequalities in (8.1) are fulfilled with equality for P . The equality s h+1 − 1 = s d − 1 then immediately implies h = d − 1. Moreover, equality in (8.1) also yields λ 0 = 1/(s d − 1). This implies that the interior integral point of S has a barycentric coordinate with minimal value. By Theorem 2.1(b), we know that S ∼ = conv({o, s 1 e 1 , . . . , e d−1 s d−1 }).
Next, we want to show Q = S by showing that all facets of S are also facets of Q. As P fulfils all inequalities in (8.1) with equality, we have f (v) = 0 for all vertices v ∈ vert(S) \ {v 0 }. This suffices to show Q = S in the case d = 2 (and hence dim(Q) = dim(S) = 1), as the vertex of S which is not v 0 has to be in bd(Q). Hence, we can assume d ≥ 3. Denote by F the facet of S such that v 0 ∈ F . Note that for all facets G of S with G = F , one has relint(G) As both 1 − λ 0 and f (y ′ ) are positive, this is a contradiction.
We have proven Q = S. In other words, we have shown that the projection of P along e d is equivalent to conv({o, s 1 e 1 , . . . , e d−1 s d−1 }). We conclude the proof by constructing P from this projection. First, we show that P is a simplex in dimension d. For each vertex v i of Q, with i ∈ {1, . . . , d − 1}, the point p i := π −1 (v i ) ∩ P is a vertex of P (since f (v i ) = 0 as we have shown before). Furthermore, the endpoints of π −1 (v 0 ) ∩ P are two more vertices of P , denoted by p 0 and p ′ 0 . Let T := conv({p i : i ∈ {0, . . . , d − 1}}∪{p ′ 0 }). By construction, all facets of T which contain both p 0 and p ′ 0 are in the boundary of P (as their respective projections lie in the boundary of Q). We can write Consequently, one has q 0 , q ′ 0 ∈ bd(P ) since otherwise, the segment [q 0 , q ′ 0 ] has m + 2 integral points contained in the interior of P , which contradicts m = ld(P ′ ) . Thus, all facets of T are contained in the boundary of P and hence P = T . . This proves that, up to unimodular equivalence, P is a uniquely determined simplex, namely P ∼ = S d m+1 .
Proof of Corollary 2.10. Corollary 2.10 can be obtained by replacing the bound on the lattice diameter used in the proof of the volume bound in [AWW11] by the sharp bound given in Theorem 2.9. We follow the lines of the proof in [AWW11] . It can be shown that P is a subset of an integral polytope Q whose number of interior integral points is between 1 and G(P ) := |P ∩ Z d |. Since a d-dimensional integral polytope with k ∈ N interior integral points is known to have volume of order k2 2 2d+o(d) (see [Pik01] ), we conclude vol(P ) ≤ vol(Q) ≤ G(P )2 2 2d+o(d) . Thus, if we use the sharp bound on ld(P ) and the implied bound G(P ) ≤ ( ld(P ) + 1) d ≤ 2 d2 d−1 presented at page 9, we arrive at the bound in Corollary 2.10.
Remark 8.2. (Rationality assumption in the definition of P d 0,lmax .) We remark that if P + g is not lattice-free for all rational lines g passing through the origin, then P + g is also not lattice-free for all lines g passing through the origin (not necessarily rational ones). This follows directly from the facts that every lattice-free set is contained in an inclusion-maximal lattice-free set and that the recession cone of every inclusion-maximal lattice-free set is a linear space spanned by rational vectors (for more information see [Lov89, §3] or [Ave13, Theorem 1]). Thus, the rationality assumption on g in Theorem 2.9 is not relevant for the definition of P d 0,lmax .
9 Proof of results from toric geometry (Theorems 2.11 and 2.12)
Proof of Theorems 2.11 and 2.12. We will assume that d ≥ 4, since these results are known to hold for d ≤ 3; see [Kas10] . Let X be a d-dimensional Q-factorial toric Fano variety with Picard number one and at most canonical singularities. In this case, the associated fan is spanned by the faces of an integral simplex S ⊆ R d with the origin as its only interior integral point. We note that, in general, S * does not have to be an integral simplex.
By the toric dictionary (see [CLS11] ),
where the inequality follows from Theorem 2.5 (with l = d). Moreover, equality holds if and only if S * ∼ = S d 1 . As explained in [Nil07] (in particular, Theorem 3.3 and Proposition 4.4), this yields X ∼ = P , 1, 1 . This proves Theorem 2.11.
Regarding Theorem 2.12, it is well-known (see [Lat96] ) that the maximal anticanonical degree (−K X ).C of a torus-invariant integral curve C on X equals max F ∈F 1 (S * )
vol Z (F ).
Again, Theorem 2.5 (with l = 1) yields that this value is at most 2(s d − 1). Here, the equality case is also uniquely determined by the same X as in Theorem 2.11(c).
