Abstract. In current multimedia applications like 3D graphical processing or games, the run-time memory management support has to allow real-time memory de/allocation, retrieving and data processing. The implementations of these algorithms for embedded platforms require high speed, low power and large data storage capacity. Due to the large hardware/software co-design space, high-level implementation cost estimates are required to avoid expensive design modifications late in the implementation. In this paper, we present an approach designed to do that. Based on memory accesses, normalised memory usage 1 and power estimates, the algorithm code is refined. Furthermore, optimal implementations for the dynamic data types involved can be selected with a considerable power contribution reduction.
Introduction
The fast growth in the variety, complexity and functionality of multimedia applications and platforms impose a high demand of memory and performance. This results in high cost and power consumption systems while current markets demand low power consumption ones. In addition, most of the new multimedia algorithms rely heavily on the use of dynamic memory due to the unpredictability of the input data at compiletime. This, combined with the memory hungry nature of certain parts of the algorithms, makes the dynamic memory subsystem one of the main sources of power consumption.
With the aforementioned characteristics, classical hardware (HW) design improvements, like voltage or technology scaling can only partially compensate for the growing HW/software (SW) gap [10] . In the last years, the boundary of what is considered to be critical design improvements for very large scale integration systems has been shifting consistently towards the SW side.
Even though a lot of current SW dominated transformations [3] result in platform independent improvements, they are critical for embedded devices due to the more constrained HW specification and especially of the memory hierarchy. Next to performance related techniques, power consumption is of paramount importance for hand-held devices. Even in devices that are not dependent on batteries, energy has become an issue due to the circuit reliability and packaging costs [15] . As a result, optimisation for embedded systems has three optimisation goals that cannot be seen independently from each other: memory usage, power consumptions and performance.
In order to optimise embedded system designs, detailed power consumption profiling must be available at an early stage of the design flow. Unfortunately, they do not exist presently at this level for the dynamically (de)allocated data type (further called Dynamic Data Type or DDT) implementations. In order to evaluate this accurately today, simulations would be necessary at a much closer level to the final implementation on a certain platform, e.g. at instruction (ISA) or cycle accurate HW level. Since each implementation of a DDT defines how the memory is accessed and allocated, they form an important factor for power consumption.
In this paper we explain how a high-level (i.e. from C++ code) profiling approach is able to analyse and extract the necessary information for a power-aware refinement of the DDT implementations involved in multimedia applications at run-time. To this end, the three important factors that influence the power consumption and overall performance of the memory subsystem are studied, i.e. the memory usage pattern over time, the amount of memory accesses and the data access mechanisms. This power analysis approach is a crucial enabling step to allow subsequent optimisations and refinements. In the latter stages, the DDT implementations can be optimised based on relative power contribution estimates early on during system integration, enabling large savings in the design-time of the system. The remainder of this paper is organised as follows. In Section 2, we describe some related work. In Section 3, we explain the high-level profiling phase and further refinements that it allows. In Section 4, we describe our drivers and present the experimental results. Finally, in Section 5, we state our conclusions.
Related Work
A large body of SW power estimation techniques have been proposed at lower abstraction levels, starting from code that is already executable on the final platform. One of the first papers is [14] and many contributions have added to that. But none of these has explicitly modelled the contribution of the dynamically allocated data types in the memory hierarchy of the platform. Work to obtain accurate figures on a higher level is more recent (e.g. [2, 15] ).
Although the level of such estimations has been extended to the assembly code and also C code, they are based on an analysis and design space without run-time analysis. This is not sufficient to deal with dynamic memory applications. In fact, in algorithms governed by dynamic memory accesses and storage (such as multimedia applications) the control flow and accesses to the DDTs are unknown at compile-time, and the aforementioned run-time analysis becomes necessary.
Most of the power estimation systems focus on obtaining accurate absolute values for HW-SW systems. In the framework of DDT optimisations and refinements, this is an overkill and we are mainly interested in the power contribution of the dynamic memory sub-system. As such, accurate relative figures are more important.
Several analytical and abstract power estimation models at the architecture-level have received more attention recently [4] since they are needed for high-level power analysis in very large scale integration systems. However, they do not focus on the dynamic memory hierarchy of the systems and they are not able to analyse the power consumption from the DDTs at the SW level for dynamic data-dominated applications like multimedia applications.
To solve this gap in the power analysis context with respect to global dynamic memory profiling, the approach we propose is inspired partially from [17] , but it is clearly different in a number of important parts. Basically, this reference handles applications from the network routing domain, where only one simple DDT is used and the main focus is in the multiple tasks running on the system. In fact, once the system has been initialised, the usage of the DDTs in that application domain does not vary much and averages around the same values. A snapshot of the memory footprint at any time during execution gives a reasonably good image of the memory behaviour. Therefore, in [17] , a detailed profiling is not performed at run-time for DDTs and the memory footprint is used to determine the memory contribution in the power estimations.
In addition, according to the characteristics of certain parts of multimedia applications, several transformations for DDTs [16] and design methodologies [3] have made significant headway for static data profiling and optimisations taking into account static memory access patterns to physical memories. Also, the access to the data at a SW level has to take power consumption into account and research has been started to propose suitable power-aware data structure transformations at this level for embedded systems [5] .
Description of the Approach

General Framework
The main objective of our high-level profiling is to provide the necessary run-time information of the DDTs used by an algorithm in a very early stage of the development flow. To do this, the algorithm that needs to be ported and optimised must go through a number of phases. First of all, the source code is analysed (including its structure in classes) and the profiling code to extract accurate information of the DDTs at run-time is inserted. Secondly, it is executed and the profiling information is stored. Finally, this information is processed to get the necessary power estimations and memory accesses reports in a post-processing phase.
After the analysis, the detailed power and timing representation of the DDTs is used to analyse and optimise their interactions in the global source code flow (i.e. intermediate variable elimination transformation [9] ). Finally, the refinement of the DDTs can be performed with an exploration that uses the same profiling framework to evaluate possible trade-offs between power consumption, memory footprint and performance. Figure 1 gives an schematic overview of the overall optimisation approach that we propose, which is not the topic of this paper but it is summarised here to show the context of our power analysis approach. For a more in-depth discussion, see [8] . One of the most important characteristics of this approach is that it is based on a phase-wise exploration and refinement. Every phase is ideally self-contained and once an algorithm is optimised at that level, it can be handed down to the next phase in the design flow, i.e. a more HW oriented optimisation. As a result, the development team still has sufficient freedom to make (significant) changes without expensive re-iterations through the entire development flow.
The main features of our power analysis approach to support the optimisation and refinement steps are outlined in the following: multiple and complex dynamic data types: All the considered multimedia applications employ a number of complex dynamic data types with very different behaviour. automatic instrumentation and insertion of profile objects: Instead of tedious manual code transformations, an automatic tool has been developed to support our approach. It analyses the dynamic memory accesses in the application and modify the custom DDTs sources from developers to include all the information required for profiling. structured reports generation: In applications which multiple DDTs, an analysis of the hierarchy of classes and structure of the source code must be done. Therefore, a profile framework has been developed to collect run-time profile information analysing where memory is used in the different parts of the DDTs, i.e. allocations blocks, intermediate layers, etc. detailed power and timing information acquisition: In multimedia applications, during an algorithm run, data sets can be dominant and non-existent in other parts. As such, memory can be re-used and dynamic memory usage can vary a lot. Normalised memory usage is used to give a better representation of a DDTs impact. Profile runs gather detailed memory access patterns and memory usage for power consumption estimates. layered DDT library: The implementation of complex DDTs can be considered as layered implementations of basic DDTs 2 [13] . A library provides standardised interfaces to the most commonly used N -layered implementations. source to source transformations are possible: Using structured profiling reports, a global source code optimisation is able to eliminate temporary buffers that introduce memory movements between intra-algorithmic phases without any useful processing of data [9] .
Profiling Phase
As pointed out previously, it is mandatory to obtain run-time information about the DDTs to optimise the system. The developer has several choices to modify and explore the DDT search space. When the developer wants to evaluate the internal data structures provided with the algorithm or has his own library in C++. In that case, the automatic insertion of profile collectors modifies and instruments the sources including the profile framework. A second option is linking the algorithm sources with the provided library of multi-layered DDTs. The library provides standardised interfaces that need to be integrated in the algorithm sources. Finally, a third option is to explore
DDTs not yet included in his custom sources or in the DDT library implementations. In that case, a modular approach for composing multi-layered DDTs is provided, based on mixins [12] .
The search space for DDTs is then explored with an heuristic or exhaustive fashion, depending on the complexity of the program. The profile runs enable the framework to extract detailed run-time information. Finally, an automated post processing extracts timing information and power estimates of each DDT combination used in the exploration run. In Figure 2 , the timing visualisation obtained for the multimedia drivers are shown. Fig. 2 . On the left, memory behaviour of the matching algorithm between 2 frames (only CandidateMatches and CMCopyStatic plotted on the right axis). On the right, a similar plot for processing 6 frames in the game engine. The dashed line should be plotted on the right axis.
Memory Power Models
As it has been explained, for the profiling phase a realistic model for the dynamic memory subsystem is necessary. We have used initially the CACTI model [7] , which is a complete energy/delay/area model for embedded SRAMs. It has two main advantages. First, a clear hierarchy in the modelling of the different memory components at four different levels. The first level includes modelling of transistors and interconnect wires. The second level is where these devices are combined to form the memory circuits, i.e. address decoder, SRAM cell, etc. For the delay, the Horowitz approximation [6] is used, while the energy consumption depends only on the equivalent circuit capacitance, supply voltage and swing voltage. The last level consists of an exploration phase that returns (among other results) the least power consumption values for an optimal partitioning scheme for the specific memory. The second main advantage of CACTI is the fact that it is scalable to different technology nodes.
With the aforementioned model, we have represented the different sizes of memories required and compared with real data-sheet values from Trimedia for the on-chip memories caches with a size of 32 KB and an SRAM of 1 MB at 166 MHz with .18 µm technology. We also compared to a very recent model for large SRAMS [1] .
From this, it became clear that the main drawbacks of this CACTI model are the outdated circuits and the old technology parameters to scale under .18 µm technology. It was built originally developed considering the .8 µm technology node. Consequently, we are also using a variation of it where we try to make more accurate the energy and delay contribution of the sense amplifiers and the address decoder using a certain percentage of the total sub-bank energy and delay (instead of a constant as in the original CACTI model). Therefore, the sense amplifiers contribute 20% in memory and the address decoder contributes 30% in memory energy consumption and 20% in delay. This way the results are more accurate since the delay and energy of these components depend on the memory size.
Global Source Code Transformations Phase
When the timing information has been produced in the profiling phase, global source code transformations taking into account the DDTs interactions are viable. This will be illustrated based on an application demonstrator. The details of the optimisation approach itself are given in [9] . It allows to analyse the behaviour of the DDTs of the application, as Figure 2 shows. In it, the small vertical lines in the lower part represent small temporary buffers used to evaluate the DDT ImageMatches (IMatches) and generate the DDT CandidateMatches (CMatches) in a first step. Later, it is used to build the fast DDT CMCopyStatic (CMCStatic). In a final step, it allows the creation of BestMatches (BMatches) and MultiMatches (MMatches).
In fact, most of the multimedia applications are written in this previously explained data production and consumption fashion. The algorithm can be subdivided in smaller components (often functions or method calls) with internal and specifically designed DDTs, which receive an input buffer, do some processing and produce the output.
As such, the dynamic data structures passed between functionality components become critical bottlenecks (comparable to physical memory bandwidth congestions). When these intermediate DDTs are not used for any other purpose and there is an injective relation in the data-flow, they can be removed [9] . Figure 3 shows the results obtained after these transformations for our multimedia drivers.
Dynamic Data Type Refinement Using High-Level Profiling
In the final phase of the approach proposed, alternative complex DDT implementations from our library are evaluated to refine the original implementations of the DDTs. For each implementation in the library, the same high-level profile framework explained in Section 3.2 is employed. In this refinement, optimal solutions are determined by a combination of the objectives pursued (i.e. power, memory accesses and normalised memory usage). As a result, a number of Pareto optimal 3 points, which represent different DDT implementations, are obtained. Then, the developer decides according to his constraints and requirements. An example of the Pareto points with the power models used for one of our multimedia drivers is shown in Figure 4 . To illustrate the approach presented in this paper, we have applied it to two applications. They represent two different multimedia application domains: the first application is part of a new image processing system, while the second one has been developed as a game technology demo.
The first application forms one of the corner-stones of a 3D reconstruction algorithm [11] and works like 3D perception in living beings, where the relative displacement between several 2D projections is used to reconstruct the 3 rd dimension. The global algorithm is subdivided in smaller building blocks (sub-algorithms).
The sub-algorithm under study forms the bridge between images or related frames and the mathematical abstraction that is used in subsequent phases. This implementation matches corners [11] detected in 2 subsequent frames (images) and the operations on images are particularly memory intensive (a 640 × 480 image consumes over 1 MB). This algorithm uses internally several DDTs that, due to the partial image-dependency related data, do not fit in internal memory of current embedded processors. The size of these DDTs is fixed by a number of factors (e.g. structure and textures in the images) determined outside the algorithm and are uncertain at compile-time. In this phase, the accesses to the images are randomised and classic image access optimisations like row dominated accesses versus column wise accesses are not relevant.
The second application where the methodology has been applied is a 3D simulation game driven by a frame grabbing device. In a frame, obstacles are detected in the scene. In the free-space area, balls are rendered. These balls can move according to 3 degrees of freedom (up/down, left/right, front/back). When the ball reaches a wall, it either bounces off the obstacle or gets stuck to the obstacle. In this case study, the uncertainty that determines the dynamic memory are the position of the obstacles in the input frames and the position, speed and direction of the generated balls.
Following the approach as sketched in Section 3, the source to source tool is used to add the detailed instrumentation and profile framework to the source code of the DDTs in both applications. One of the results of this initial profiling is detailed timing information as shown in Figure 2 , there it can be seen that intra-algorithm data dependencies with small but extremely accessed buffers exist in both cases. Next, this information is used to apply global transformations [9] . This results in the removal of 3 DDTs in the matching algorithm and 2 DDTs in the game engine, as Table 1 and Figure 3 show.
On these refined versions of the algorithms, DDTs exploration is performed on representative input. For these results, the effect of 5 runs is considered to avoid random operating system behaviour 4 . For the explored DDT combinations, figures are obtained for memory usage, accesses and power. Figure 4 shows a subset of the obtained figures. From a designers point of view, only the pareto optimal points are interesting (circled). For both applications, the results for the least power consumption are shown in Table 1 .
Even though the figures of the memory model change, the relative values are similar and let us select the same "optimal" DDTs. For BMatches and for MMatches, the final DDT implementation consist of a 2-layered array structure, with an external dynamic array of 10 positions, then each position consist of another array of 146 basic positions of 3 floats each. For the game engine also the DDTs are 2-layered array structures, the DDTs that contain the walls are now implemented as a dynamic array in the first level of 10 positions. Then, another one of 56 basic elements for the vertical walls and 26 for the horizontal ones. In both cases, the basic elements consist of 6 floats. Finally, the highly accessed balls are implemented as a first dynamic array of 10 positions where dynamic arrays of 179 basic elements of 1 float each are stored.
In the end, as Table 1 shows, an improvement of normalised memory footprint up to 99.97% and power consumption up to 99.99% compared to the original implementation of the corner matching algorithm. Similarly, 26.6% and 45.5% (or 79.9% depending on the technology used) for the 3D simulation game. In addition, there was a final speedup (when the DDTs were refined in the last phase of the approach proposed) of almost 2 orders of magnitude for the matching algorithm and 1 order of magnitude for the 3D simulation game. Table 1 . Refinement results of the DDTs for both driver applications. Between parenthesis the percentage saved in power consumption and memory footprint (fprint) are given. The initial DDTs removed in the final version are marked as RM.
