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Abst rac t - -G iven  a set of points and corresponding function values we construct a piecewise 
linear C ° interpolant defined over the Delaunay triangulation of the data set. The approximation 
quality of the interpolant is then improved by detecting badly shaped interior triangles, adding suit- 
able points and updating the triangulation to form the new Delaunay triangulation and the new 
interpolant. Some of the developed schemes and repeated application of the idea can yield very im- 
pressive improvements of mean, maximum, and root mean square rrors, as well as, of contour line 
plots. (~ 1998 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
The scalar-valued 2D Scatterex/Data Interpolation problem (briefly SDI problem), many appli- 
cations have to deal with, states as follows: given N distinct and noncollinear data (abscissae) 
x~ = (xi, Yi) E R ~, i = I(1)N, and associated'ordinates ( .g., function values or measured val- 
ues) Fi, i = 1(1)N, find a function z = f(x) such that f(xi) = Fi, i = 1(1)N. The SDI problem 
has been addressed by many authors. Some relevant survey articles on the subject are [1-3] and 
[4, Section 9]. Possible approaches to solve the SDI problem are, first, Shepard's inverse distance 
method and variations of it, second, radial basis function methods uch as Hardy's multiquadric 
method, Duchon's thin plate splines, and Franke's thin plate splines in tension, and third, the 
triangle-based so-called FEM methods. The later are subject of this paper. 
FEM methods work via a two-step rocedure. First, a triangulation of the convex hull of the 
2D data set {xi}iffil(1)N is constructed such that the vertices Pi of the triangulation coincide 
with the :q. Then for each triangle a function-valued surface patch is defined which interpolates 
given data (ordinates and possibly also derivatives) at vertices Pi. In the simplest case, we get 
a pieeewise linear G O continuous surface which interpolates only function values at vertices. For 
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higher order smoothness between neighbouring patches C ~ (or GC ~) continuity conditions have 
to be enforced. This requires either the specification of a certain number of derivatives at the 
data or the estimation of them in a preprocessing step. 
Quality, measured in terms of visual appearance, smoothness, accuracy, etc., of the interpolant 
depends on the triangle surface scheme used, the continuity order of patches, the accuracy of 
estimated derivative data, and on the triangulation. It is well known that derivatives (and 
triangulation, of course) have more influence on the global interpolant than the specific local 
surface scheme (i.e., a polynomial degree for example) or the order of continuity of patches 
(i.e., C 1 or C "n continuity for example, see [5,6]). 
While there are several papers investigating various methods to estimate derivatives, ee [4] for 
a survey, not too much is done so far to improve the triangulation. For given data many different 
triangulations can be built up and the result, i.e., the triangulation created, often depends on 
the order in which data are processed. Therefore, it is common to base FEM interpolants on 
Delaunay triangulations, T v. One reason for doing this is that the Delaunay triangulation is 
a globally optimal triangulation: several criteria (edge swapping criteria such as the max-rain- 
angle and the circle criteria) exist for constructing the Delaunay triangulation and, the result 
is independent on the order in which data are processed. A second reason is that Delaunay 
triangulations create triangles as equiangular as possible and avoid long and thin triangles. Such 
triangles are regarded as bad for interpolation because rror bounds for interpolation on triangies 
increase as the triangles become long and thin [7-9]. 
In the present paper, which is mainly based on [10], we are investigating possible improvements 
by altering the triangulation. To simplify calculations, we are restricting ourselves to interpolation 
from the space of piecewise linear functions defined on the Delaunay triangulation, fTo,F. A 
linear function is uniquely defined by its values at the three vertices of a triangle and therefore, 
no derivative stimation is required for the construction of this interpolant. The Duly degree of 
freedom in the determination of the PLI (Piecew/ae Linear Interpolant) is in the choice of the 
triangulation. But for reasons given above we decide to use the Delaunay triangulation of the 
data set. 
Modification of the interpolant can be done by adding appropriately calculated points and 
corresponding function values to the data set, then update the triangulation to result again in a 
new, augmented data modified Delaunay triangulation, T A, and form the new PLI based on T A. 
Now, the questions are: hew do we decide to add points, at which positions do we add points, 
and how do we calculate the new points and their corresponding function values? 
Since some long and thin triangles near the boundary of the convex hull of the triangulation 
cannot be optimi~zi, it is obvious that the approximation near the boundary is in many cases 
very poor relative to the appro0cimation away from the boundary. Therefore, in [11] we described 
criteria and methods to detect and modify bad boundary triangles of the Delaunay triangulation 
to build up with a PLI. While some of the tested methods did not work too well, others were very 
successful and resulted in impressive improvements of mean, maximum and RMS (Root Mean 
Square) errors. To define these error measurements the PLI was used as an approximation to 
an underlying test surface, F(z,y), and 3D data (x~,Fi) were regarded as being sampled from 
that test surface, i.e., F~ -- F(z~, y~). The goal was to obtain by the interpolation f(x, y) a good 
approximation to that test surface. 
While boundary improvement is clearly of primarily interest, the approximation property of a 
PLI might also be improved by modification of interior bad triangles of the Delaunay triangu- 
lation. A triangle is defined as an interior triangle if it has three neighbors, i.e., if non of the 
triangle edges is part of the convex hull of the data set. 
In this paper, we propose, test, and compare several methods, to detect bad interior triangles 
of the Delaunay triangulation and to generate additional data (abscissae and function values). 
They are supposed to reflect preliminary information about the underlying function. Numerical 
results and contour plots presented in Section 3 illustrate the success of some of these schemes in 
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improving the approximation quality of the PLI. Especially one of the suggested modifications 
via multiquadrics seems to be very suitable for improving the approximation i the mean, the 
maximum and the RMS errors. Repeated application of the algorithm using different methods 
can result in further improvements. 
2. INTERIOR CORRECTION 
The data-modified Delaunay triangulation is generated starting from an initial Delaunay tri- 
angulation, TD, of the original input data. The initial Delaunay triangulation originates from a 
preprocessing step. It is created iteratively according to Lawson's algorithm [12]: first, we per- 
form presorting through Euclidean distance, construct an initial triangle, and then add one point 
at a time, always maintaining a locally optimal triangulation. The later is insured by a LOP 
(Local Optimization Procedure) also suggested by Lawson, [12]: the circumscribed circle criterion. 
Lawson's LOP swaps diagonals of convex quadrilaterals in the triangulation until the globally 
optimal Delaunay triangulation has been created. The LOP converges after a finite number of 
edge swaps has been performed. Presorting and organization of the algorithm guarantees that, as 
a by-product, he convex hull of the data set is produced. The algorithm is capable of inserting 
additional points at any position and updating the triangulation using Lawson's LOP. 
First, we need criteria to detect and to classify triangles as bad interior triangles and, second, 
we need methods to correct hese triangles. We will present and test three detection criteria and 
five modification schemes, ome of which result in very impressive improvements. 
Starting from the initial Delaunay triangulation our algorithm traverses the triangle list using 
one of the three detection criteria described below in Section 2.1 to identify so-called bad interior 
triangles. If an interior triangle has been marked as bad, one additional point is calculated 
eventually and then added to the data set through one of the five different data adding schemes 
described in Section 2.2. After the Delaunay triangulation has been updated the new triangle 
list is traversed until there are no more bad interior triangles found with respect o the initially 
chosen detection criterion. 
Throughout his paper we use the following notation: let P = (P, z P) denote a 3D point 
(a space point) while P = (x, y) denotes a 2D point (a domain point). Especially let A, B, 
and C specify the vertices of an interior triangle under examination and let S be the barycenter 
of triangle A(A, B, C). Note, since A(A, B, C) is an interior triangle, vertices Qi of the three 
direct neighbor triangles are always existent (though two of them might coincide), while some of 
the six neighbor points R~ might be not available in the data set (see Figure 1). Analogously, let 
A, B, C, S, etc., refer to the corresponding 3D data points. 
R~ 
Rs~o z 
R 6 ~  R3 
R1 
Figure 1. 
neighbors. 
Triangle A(A,B,C), its direct neighbors Q~ and vertices Rj of their 
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2.1. Detection of Badly Shaped Interior Triangles 
To avoid that too many additional data are added to the triangulation and especially to avoid 
numerical problems a SAT (Surface Area Test) is performed first, before a detection criterion is 
applied to an interior triangle. The SAT tests if an interior triangle is that small that adding an 
extra point probably ields numerical problems but will not improve the approximation (therefore, 
the SAT is not needed in case of the surface area criterion described below which pinpoints very 
large triangles). Tests with randomly created data sets showed that the triangle area A has 
to fulfill A > 0.002 to result in a numerically stable algorithm. Interior triangles who passed 
the SAT finally enter the detection-modification-pipeline. Here, first, one of the three following 
detection criteria can be picked to work with to identify badly shaped interior triangles. Each 
criterion can be controlled via a constant threshold variable T. The criteria are as follows. 
• SA (Surface Area) criterion. Let .4 be the mean surface area of triangles of the 
Delaunay triangulation. An interior triangle is classified as a bad triangle if 
A > .ATA, with TA > 1, (1) 
with triangle surface area A and user defined constant area threshold TA. The SA criterion 
is motivated by the fact that a relatively large domain triangle (indicated by TA -- 3 for 
example) might reflect missing input information and therefore, the PLI might give a poor 
approximation of the underlying function. 
• TA (Turning Angle) criterion. Let ¢ be the turning angle of two adjacent riangles 
calculated via the scalar product of the upward oriented unit normal vectors of the two 
triangle planes. An interior triangle T with adjacent triangles T~, Tj, and T~ is classified 
as a bad triangle if one of the three angles ¢~, C j, or Ck between corresponding trian- 
gle normals, i.e., ¢~ = cos-l(N • N~), etc., is larger than a user defined constant angle 
threshold, T~. Thus, if (note, it is 0 <_ ¢ < 7r/2) 
min{cosCi, cosCj, cosCk} < cosT~. (2) 
The TA criterion (cf. the ABN criterion of [13]) is motivated by the fact that the under- 
lying surface is supposed to be smooth relative to the data, i.e., F(x, y) does not oscillate 
too much between data points. This means that the turning angles of normals of adjacent 
triangles of the PLI should not be too big. 
• STA (Stochastic TA) criterion. For an automatic determination of a possible T~ 
value in dependence of the given data, first, we determine for each of the interior edges 
of the triangulation angle ¢i, calculate the mean value ¢, and the variation a~. Angle 
threshold T~ is then defined to be 
T¢, = ¢ + ka 4, (3) 
with a suitably chosen positive constant k. We decided for the value 
a¢ 
k = 1 + -~--. (4) 
This is motivated as follows: first, according to the definition of aV as the mean deviation 
of the mean value ¢, it should be k > 1, otherwise too many triangles would be marked. 
Second, if a~ is of large value, there must be a few angles which are much larger than ~. 
In that case k should be large too to be able to detect hese large values. On the other 
side, if a¢ is of small value, k should be small too, otherwise no modifications would be 
done at all. Therefore, it should be k ,~ a~. 
Third, if ¢ is large, angles ¢~ are large too, and k rather should be small in that case 
since for a large k value no modifications might be done at all. On the other side, if ~ is 
small then angles ¢~ are small too, and k rather should be large in that case since for a 
small k value too many modifications might be done which actually might result not in 
improvement but the opposite ffect. Therefore, it should be k ,~ 1/~. 
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Note, while the SA criterion usually addresses interior triangles further away from the convex 
hull, TA  and STA criteria typically locate interior triangles near the convex hull. Obviously, for 
increasing threshold values fewer bad triangles are found. 
2.2.  Computat ion  of Addit ional Data  Po in ts  
The schemes described next add points in the interior of domain triangles and estimate the 
corresponding function values. It turned out that some of the schemes do not perform very well. 
On the other hand, others result in drastic improvements of the quality of the approximation. 
This will be demonstrated by the numerical experiments presented in Section 3. 
• ZEB-1 (z-value extrapolat ion barycenter)  scheme. Barycenter S = (S, z s) is added 
to the data set where z s is found as a weighted sum of extrapolations along lines of the 
neighbouring triangles by the following procedure. 
1. Determine the barycenter S of triangle/k(A, B, C). 
2. Define K1 as the intersection point between the line defined by Q1 and S and the line 
defined by A and B. Calculate the z coordinate of Kt through linear interpolation 
or extrapolation along triangle edge AB: 
where I xK 1 _ X A 
- - - -  Z B - -  X A # O, xB -- X A ' 
t = yK~ _ yA 
otherwise. yB _ yA ' 
3. Analogously for auxiliary points K2 and K3 (see Figure 2). 
4. Calculate z value z~ through linear extrapolation along the line defined by Q1 and KI: 
z f  = zq ,  + t (z  K, - (6) 
where I XS - -  XQ1 
~-~, _-----~, , zK1 - zQ, # O, 
t = yS yQ~ 
~-~-  ~-~, otherwise. 
5. Analogously for z2 s and z s. 
6. Define z value z s as a weighted sum of z values zs (i = 1, 2, 3), where the weighting w~ 
is a Shepard-like inverse distance weighting involving the distance between Q~ and S, 
i.e., in domain space: 
where 
1/ ( l lQ i  - SII) 
Wi -- 3 E¢=~(1/IIQj - Sll)' 
3 
= w, (8) 
i=1 
• ZEB-2  scheme.  Auxiliary points K~ = (Ki, z K~) are defined and z-values z~ s of barycen- 
ters S~ = (S, z~) are calculated as for the ZEB-1 scheme above. Barycenter $ = (S, z s) 
is added to the data set where z s is found as a weighted sum of z-values z~, but the 
weighting w~ is now according to the distance between 0~ and S~, i.e., in 3D space: 
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Q2 
Q3 / 
. / 
A 
B 
Q1 
Figure 2. Notation of the two ZEB schemes. 
where 
1/(lla  - Sl l)  
w,  = E =I(1/IIQj - Sll)" 
• Butterf ly scheme. This scheme is based on the interpolatory butterf ly subdivision 
scheme of [14]. A point S = (S, z s)  is added to the data set, found through the fol- 
lowing procedure (cf. Figure 1). 
1. Calculate for edge a of triangle A(A, B, C) an auxiliary point Ka according to 
Ka = l ( s  + C) + 2wa(A + Q2) - wa(Qz + Q3 + R3 + R4), (9) 
where design parameter wa is chosen such that 0 < Wa < 1//16; smaller wa values 
create points Ka closer to edge a. 
2. Analogously for points Kb and Kc corresponding to triangle edges b and c. 
3. Define S as the average of points Ka, Kb, and Kc: 
i 
S = ~(K, + Kb -t- Kc). (10) 
Note, since projections of points Ks, Kb, and Kc do not have to be inside of A(A, B, C), S 
might not be inside of A(A, B, C) too. In that case, we recalculate S for the new parameter 
values wa ~-+ wa/2, etc. 
Note, if one of the triangle vertices is a convex hull vertex, one or even two of construction 
points Rj involved in the scheme might be missing eventually. In that case, they are defined (but 
only for the purpose of calculating point S and not to add them to the data set) via barycentric 
extrapolation. For example, if A is vertex of the convex hull, and R6 is missing, a phantom 
point I~8 can be defined through, e.g., orthogonal reflection or midpoint reflection of point C 
at edge AQs. Our algorithm applies midpoint reflection which is very easy to realize using 
barycentric extrapolation with respect to triangle A(A, C, Q3), cf. Figure 1. 
• MQB-1  (Multiquadric Barycenter) scheme. Barycenter S = (S, z s) is added to the 
data set where z s is found through the multiquadric MQ(x)  (see, e.g., [4, Section 9.2.1]), 
MQ(x) = ~"~ c~,~/d,(x) 2 + R 2 , with d,(x) = I Ix ,  - xll, (11) 
i 
with constant R according to [15], which interpolates points x~ given by A, B, C, and the 
three vertices Q~ (cf. Figure 1) of the three direct neighbor triangles, i.e., z s = z ma = 
MQ(S) .  
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• MQB-2  scheme. Barycenter S = (S, z s) is added to the data set where z s is found 
through the multiquadric MQ(x), according to (11), which interpolates points A, B, C, 
the three vertices Q~ of the three direct neighbor triangles, and vertices R~ of their direct 
neighbors (cf. Figure 1). Note, since A(A, B, C) is an interior triangle, the existence of 
points {~ can be guaranteed only (though two of them might coincide), but not all of the 
six additional points R~ might be available or distinct of each other in some situations. 
Therefore, the generation of the multiquadric of the MQB-2  scheme involves at the most 
twelve points. 
Clearly, all these criteria and schemes are to a certain extend ad hoc and, we have to understand 
that it will be always possible to create data sets where the approximation over the data modified, 
augmented triangulation is even worse than the one over the original Delaunay triangulation. 
2.3. Updating of the Delaunay Triangulation 
To add a new point P = (P, zP), which has been calculated through one of the schemes to 
the data set and to actualize the Delaunay triangulation, first the new point is added to the 
end of the data list. Since P is per construction i side of A(A, B, C), we can split this triangle 
into the three triangles A(A, B, P), A(B, C, P), and A(C, A, P). In the triangle list A(A, B, C) 
is replaced by A(A, B,P) while A(B, C, P) and A(C,A,  P) are added to the end of the list. 
Neighbors of all three triangles are determined and Lawson's LOP is applied to reassure the 
Delaunay triangulation. Here, according to [12], edges AP,  BP,  and CP  are already converged, 
while edges AB,  BC,  and CA have to go through the LOP. 
3. NUMERICAL TESTING 
Testing was performed for 12 different test functions, F#(z, ~/), j = 1(1)12, defined on the unit 
square, exhibiting a wide variety of behavior. They were sampled over 24 different x-y data 
sets with sizes between 25 and 500 points. Most of the data sets and the first six of the test 
functions were kindly provided by R. Franke. The seventh test function was taken from [16] and 
two additional test functions were taken from [17]. These first nine test functions are also listed 
in [13]. The three last ones were created in analogy to functions given in [18]: 
FI0(X, y) -- exp (-(1 - (4x - 2)(4y - 2 ) )2 ) ,  
F11(x, ~]) ---~ 1 -exp (-(1 - (4~ - 1)(4y - 1))2), 
(- • 
(12) 
(13) 
(14) 
Figures 3-5 display 3D-views and contour curve plots of test functions 1, I0, and Ii. 
FI(Z,y) is Franke's famous exponential test function composed of two Gauesian peaks and 
a Gaussian dip, F10(x, y) is saddle shaped and represents a pass between two mountain ridges 
connecting two plateaus and, function F11(z, y) simulates a curved ravine forming the boundary 
of a planar area. Function F12(x,y) which is not illustrated is a gently rising hill which turns 
into a steep cliff. 
For each of the 2D data sets the Delaunay triangulation T D was created. Then augmented 
triangulations T A were produced always using one of the detection criteria in combination with 
one of the point adding schemes. Approximation quality of fTAF Was compared with the one 
of fTO,F visually and numerically: first, 3D plots and contour plots of fTA,F were generated and 
compared with 3D plots and contour plots of fTD,F as well as with corresponding plots of the 
test functions. Second, errors between the PLIs fTD,F and fTAF and the test functions were 
computed on a grid of 50 x 50 nodes uniformly placed over the unit square. Figures 6-8 show for 
test functions of Figures 3-5 and various data sets the initial Delaunay triangulation T D, (a), the 
data modified augmented Delaunay triangulation T A, (b), 3D perspective views of .fTv,F, (c), 
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Figure 3. Perspective view and contour curves of test function F1 (x, y). 
Figure 4. Perspective view and contour curves of test function F10(x, y). 
Figure 5. Perspective view and contour curves of test function F11(x, y). 
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11. l  [ 
u el (a) 
(c) PLI fTD,F . 
(e) Contour curves of fT D ,F" 
(d) PLI fTA,F . 
/ ' / J ' ' ' ' /  ~ ~ 
(f) Contour curves of fT A,F. 
Figure 6. Delaunay triangulations T D and T A, PLIs fTD,F, and fTA F and corre- 
sponding contour plots based on 100 data points (Franke's ds3) and the SA/MQB-2 
strategy using TA = 1.3. biax/Mean/RMS error reduction is 0/40/41% with 40 
points added to the data set. 
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- f 
(a) I~launay triangulation T D. (b) Augmented Delaunay triangulation T A. 
L 
(c) PLI fTD,F. (d) PLI fTAF. 
(e) Contour curves of ITD,F. (f) Contour curves of fT A,F. 
Figure 7. Delaunay triangulations T D and T A, PLIs .fTD,F, and ITA,F and cor- 
responding contour plots based on 130 data points (Franke's faultT) and the STA/ 
MQB-2 strategy. Max/Mean/RMS error reduction is7/29/35% with 43 points added 
to the data set. 
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(b A. ( 
(c) PLI fT D,F. 
(e) Contour curves of .fTD ,F" 
(d) PLI fT.4,F. 
(f) Contour curves of fTA,F. 
Figure 8. Delaunay triangulations T D and T A, PLIs fTD,F, and .fTA,F and cor- 
responding contour plots based on 100 data points (Franke's dsl00) and the STA/ 
MQB-2 strategy. Max/Mean/RMS error reduction is 5/37/34% with 30 points added 
to the data set. 
and of fTA,F, (d), and the contour curves of fTD,F, (e), and of fTA,F, (f). Changes in the 
triangulation are highlighted in bold. Please note, changes and improvements can be expected 
mainly in the interior area of the convex hull! 
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The first three modification schemes turned out to be not very suitable for the purpose of im- 
proving the approximation property of the PLI, with any of the three triangle detection criteria. 
The approximation of the PLI of the data modified augmented Delaunay triangulation, fTA,F , 
Was often not as good as the one of the initial Delaunay triangulation, i.e., of fTD,F. Especially, 
the butterfly scheme seems to be inappropriate. Behaviour of ZEB-1 and ZEB-2 is somehow 
predictable at least. Deteriorations appear always in case that long and thin neighbor trian- 
gles are present and/or the test function demonstrated strong curvature changes in the local 
neighborhood. 
The two MQB schemes performed much better. They are capable of removing badly shaped 
interior triangles of the Delaunay triangulation and they have the capability of improving the 
approximation of test functions. Though, MQB-1  did not perform very well in combination with 
the area criterion. It looks like that long extrapolation distances are the reason for this result as 
well as a shortage of data to calculate local multiquadrics to be relied upon. MQB-1  performed 
pretty good in combination with the TA  criterion. Improvement of (Max, Mean, RMS)  error 
values was up to (63%, 74%, 73%) and improvement was achieved in (57%, 80%, 89%) of all tests. 
Remarkably high are also the numbers of average percentages of improvements, (19%, 14%, 15%) 
of (Max, Mean, RMS) errors. These are the changes to be expected in general. Although there 
were 25 cases were the mean error increased, 18 of these cases happened with test function FT(x, y) 
which represents a sharp peak on a plan and a rather steep rising ramp leading to another plane. 
Obviously, the angle threshold of 35 ° is too small for this test function. 
Not all 15 possible combinations ofdetection criteria and modification schemes were tested on 
all 288 combinations of test functions and data sets--some quickly proved not to perform very 
well--but altogether we were running about 2000 different tests with threshold values TA = 3 and 
T¢ = 35 °. Tables 1-3 listed below summarize the tests with three of the more successful strategies: 
STA/MQB-1, SA/MQB-2, and STA/MQB-2. The tables display the number of tests performed 
and, for the maximum (Max), mean (Mean), and Root Mean Square (RMS) errors, the absolute 
numbers of tests with improvements and with deteriorations over the fTO,F approximation. 
Furthermore are listed for Max, Mean, and RMS errors: best and worst changes relative to the PLI 
.fT~,F, the average percentage ofimprovement and of deterioration, aswell as the overall average 
percentage ofchange. Negative values indicate improvement, i.e., reduction of the corresponding 
error, positive values indicate deterioration, i.e., increase of the error. Note, the total number of 
improvements and of deteriorations donot always um to the total number of tests since in some 
cases no changes of the specific error measurement took place for the chosen threshold values and 
combination ofdetection criterion and modification scheme. 
Table i. Statistic of the STA/MQB-1  strategy. 
Error Tests 
# 
Max 
Mean 
RMS 
168 
Improvements 
Max Average # % % 
101 -62.9 -23.4 
156 -67.2 -14.5 
153 -64.4 - 18.3 
Deteriorations 
Max # 
% 
8 55.3 
12 26.7 
15 17.5 
Overall 
Average Average 
% % 
16.5 -13.3 
9.3 -12.8 
5.2 -16.2 
Output for the MQB- I  scheme using the STA criterion is listed in Table I. This combination 
performed even better than the TA/MQB-1  strategy. Now improvement of (Max, Mean, RMS)  
errors was achieved in (60%, 93%, 91%) of all tests! Average percentage of improvement was also 
higher for all three error measurements and there were less deteriorations and the percentages 
of worst and of average deteriorations are both smaller. Deteriorations, when present, could be 
traced back to situations were long and thin boundary triangles were in the direct neighborhood 
of the triangles under consideration and, generally spoken, for small data sets, i.e., sets with 
Error 
Max 
Mean 
RMS 
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Table 2. Statistic of the SA/MQB-2 strategy using threshold TA = 3. 
Tests 
# 
168 
# 
57 
121 
125 
Improvements Deteriorations 
Max Average # Max 
% % % 
-49.1 -16.9 5 50.3 
-73.5 -20.4 11 29.1 
-63.8 -19.0 8 20.2 
Overall 
Average Average 
% % 
17.6 -5.2 
12.7 -13.9 
7.8 -13.8 
Table 3. Statistic of the STA/MQB-2 strategy. 
Error Tests 
# # 
Max 104 
Mean 168 161 
RMS 161 
Improvements 
Max Average 
% % 
-67.1 -25.3 
-73.5 -17.8 
-67.3 -21,1 
Deteriorations 
Max # 
% 
5 50.2 
7 21.9 
7 16.2 
Overall 
Average Average 
% % 
14.6 -15.2 
6.7 -16.8 
3.5 -20.1 
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less than 50-60 points, so that there is a lack of data information to build up reliable local 
multiquadrics. 
Performance of MQB-2 in combination with the surface area criterion was somehow between 
TA/MQB-1 and STA/MQB-1. Table 2 summarizes the results. Here again Fz(x,y) was the 
killjoy. Eight out of 11 cases of increasement of the mean error occurred for this test function. 
In combination with the TA criterion results were much better for MQB-2. They even topped 
the outcome of the STA/MQB-1 strategy documented by Table 1. Only test function Fv(x, y) 
was a trouble-maker again: mean error increased all together in 15 cases out of 168, but 12 of 
these cases occurred with Fz(x, y). 
Best performance was given by MQB-2 in combination with STA (see Table 3). Now, improve- 
ment of (Max, Mean, RMS) errors was attained in (62%, 96%, 96%) of all tests. In this context, 
it is very remarkable that STA/MQB-2 usually adds fewer points to a data set. TA/MQB-2 is 
the only strategy which adds fewer points than STA/MQB-2 (using T¢ = 35°). 
4. SUMMARY AND FUTURE WORK 
We introduced and tested several criteria to detect badly shaped interior triangles and schemes 
to add interior data to the original data set. Our aim was to enhance the interior approximation 
quality of a PLI defined with respect to the Delaunay triangulation of the data set. Not all of 
the tested detection criteria and point schemes fulfilled the expectations but some did very well 
and will be subject of continuous work. 
The two multiquadric schemes performed best and out of the six possible combinations of mul- 
tiquadric schemes and detection criteria only the strategy SA/MQB-1  cannot be recommended. 
STA/MQB-2  is the best performer followed by strategy TA/MQB-2,  STA/MQB-1  is coming in 
third. It is very interesting that strategy STA/MQB-2  not only is the most progressive strategy 
but it also forms the most conservative one. Progressive in the sense that on an average it results 
in most error reductions and at the same time results in the biggest error reductions of the PLI 
approximation. Conservative in the sense that on an average it results in fewest error increments 
and also in smallest increments of all error measurements, and it usually adds fewer points to a 
data set than other strategies do (only TA/MQB-2  adds fewer points). 
It is important to note that, since all our strategies change interior triangles, only improvement 
in the interior area can be expectedl At first hand the boundaries of the triangulation and of 
the PL! are not changed. Although, occasionally, boundary triangles are changed too through 
the LOP (see Section 2.3). However, primarily there will be no major improvement of the 
approximation property of the PLI in the boundary area. Nevertheless, peaks of the Max  error 
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are often situated exactly in the boundary area and the boundary contribution to Mean and RMS 
errors is high too, in the presence of long and thin boundary triangles, which appear quite often. 
Most of the time long and thin boundary triangles actually have bad influence on the interior 
improvement too. We will consider this important "point later again. For right now we are able 
to conclude that our results are excellent under these circumstances. 
We have to realize and understand: due to the nature of the scattered data problem there can 
be no strategy which yields improvement for any kind of data set! Though, the recommended 
strategies performed quite well with only a few data configurations where deteriorations occurred. 
Since we found out that these configurations were somehow predictable, we got rather fast a very 
good sense of how to work successfully with the software. Yet, there are possibilities for further 
and future development of the introduced and described ideas. 
First, to reduce the percentage of cases in which deterioration, really the opposite of what 
we were aiming for, was the result, together with J. Braun we are presently investigating the 
possibility of an 'Undo function'. The idea is to perform changes of the data set only in situations 
in which improvement is achieved. While this plan is easily carried out and works fine if we are 
dealing with test functions, real scattered data originating from measurements create more serious 
headaches. 
Second, since there is a strong dependence of the amount of improvement on the threshold, 
the question is how to choose the optimal onc optimal in the sense that the error reduction 
becomes as big as possible with the smallest number of extra points added to the data set. First 
investigations indicate that typically the scenario is the following: for the SA/MQB-2 strategy 
for example the error reduction function qualitatively shows the behaviour of Figure 9, i.e., for 
decreasing values of the threshold variable TA an increasing number of points is added to the data 
set, also increasing the error reduction. But compared with the boundary correction described 
in [11], more points have to be added to the data set to get the same error reduction percentage. 
We also noticed that it is more difficult o achieve improvement of the Max error measurement. 
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Figure 9. Max  (bold), Mean (dotted), and RMS (dashed) error reduction for test 
function Fa(z,y), Franke's I00 point data set ds3 and strategy SA/MQB-2.  
Third, it might be very advantageous and improve the approximation quality a lot and with 
fewer points added, to apply various triangle detection criteria, various modification schemes, and 
various thresholds locally. That means for different areas--may be even for different triangles--of 
one and the same data set. This is obvious, for example, in context of rapidly varying functions 
such as test functions F10(z,p) and F11(z,~). 
Fourth, in view of remarks two and three various procedures of how to successively handle 
the list of pinpointed badly shaped interior triangles might be advantageous. In the moment we 
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simply deal with them in the order they show up through the detection and because of the initial 
triangle list implied by the data base used in Lawson's algorithm. Of course there might be better 
ways to do it. Jointly with Braun we are currently looking into several different ideas of sorting 
and successively proceeding interior triangles. First tests indicate already major performance 
gains. 
Fifth, to improve usability of the program, we need automation with respect to choosing de- 
tection criteria, modification scheme and optimal threshold to result in the best possible PLI. 
This is especially necessary if we want to introduce localization according to point two. Automa- 
tion via the number of points added or the error reduction instead of the threshold might be an 
alternative procedure. The STA criterion is already a first step towards automation. Because of 
its success we are going to implement a SSA (Stochastic Surface Area) criterion similarly to the 
STA criterion. 
Sixth, as pointed out earlier, the modified Delaunay triangulation might still contain badly 
shaped boundary triangles giving reason for a poor boundary approximation property. There- 
fore, quality might be improved farther by modification of boundary triangles. To detect and 
correct badly shaped boundary triangles, we already developed three detection criteria and seven 
modification schemes. Some of them resulted in as impressive improvements as the criteria and 
schemes described above and are documented in [10,11] (boundary correction for PLI defined over 
data dependent triangulations has been studied first in [19]). We actually observed that long and 
thin boundary triangles can have a very bad influence on the interior correction and, that inte- 
rior correction might 'reshape' long and thin boundary triangles into even thinner boundary and 
near-boundary triangles. Because of this the Max error measurement often is not improved, not 
improved a lot, or at least not until relatively many points have been added to the data set (cf. 
examples of Figures 6-8 and Figure 9). 
Seventh, applying several different interior modifications in a row might turn out to be advan- 
tageons. Boundary and interior modifications might also be combined, multiplying the power of 
each of the two methods. And indeed, some early tests clearly showed that the negative influence 
of badly shaped boundary triangles on the interior improvement, as described above, can be 
eliminated by employing boundary correction first followed by interior correction. Furthermore, 
many of the strategies for interior improvement gave much better results after long and thin 
boundary triangles had been removed initially through a boundary correction preprocessing step. 
Results are described in [20]. 
Eighth, the methods described might be applied on piecewise linear, quadratic, etc. interpolants 
with respect o a data dependent triangulation. While this is mainly subject of ongoing work, 
first results are already documented in [21]. 
Ninth, originally starting with a C-code test program, for several reasons now all routines have 
been successfully implemented in C++ such that they easily carry over to the higher dimensional 
situation. Since many of the detection criteria and point adding schemes can be generalized too, 
this will be one of our next steps to do. 
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