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Hypothesis testing is an integral part in the process of experimental design that is used to identify 
significant effects in a study. A significant effect is one that is statistically determined to 
influence the response variable of interest and is based on the results of a hypothesis test. Any 
hypothesis test is prone to two types of error. When an effect is not significant in reality but the 
null hypothesis is rejected, then it is called a type I error and specified as α. Conversely, when an 
effect is significant in reality but we fail to reject the null hypothesis, then a type II error is 
committed and specified as β. Statistical power of a factor is defined as the probability of not 
committing a type II error (1- β). This research focuses on increasing the statistical power of a 
factor by augmenting the experimental design with appropriate runs. In this work, a methodology 
is proposed to integrate power calculations into the existing design of experiment framework. 
The research also includes a case study to demonstrate the application of the proposed method to 
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This section will give an overview of the experimental design process and its applications to 
solve real world problems in different domains. The research problem and the concept of 
statistical power will also be explained in detail in this section. This will be followed by an 
example of a simulated study that will explain power calculations.  
1.1 Background 
Experimental design is a field that finds applications across a wide array of domains involving 
both industrial and research applications. Applications of experimental design are fairly common 
in researching machining characteristics of different processes [1], chemical processes such as 
synthesis of activated carbon [2], medical research including genomic studies [3], management 
science like supply chain management research [4] and a number of other fields. The 
improvement in computing power has helped in the wide spread application of experimental 
design. 
A poorly designed experiment may not yield the required information about a process or 
phenomena under study or it may use more resources than needed to give meaningful 
conclusions. In large systems, like military system applications involving the complex 
integration of different subsystems, the researcher might be faced with a situation where only a 
limited number of runs are possible due to budget, time and other resource constraints. In 
situations involving destructive testing, like crash tests of vehicles, it is important to plan the 
experiment ahead of time in order to ensure that the maximum amount of information is gained 
with the minimum use of the available resources [5]. Experimental design aims to design the 
testing and experimental setup such that objective statistical conclusions regarding the response 
under study is obtained. The focus application in this thesis is military related operational testing. 
An important aspect of experimental design is to identify the factors, also known as independent 
variables, that exert a significant influence on the response variable also called response of 
interest. A complex process may involve a lot of factors that are perceived to affect the response. 
It is therefore important to separate out the factors which exert a statistically and practically 
significant influence on the response. Initial efforts to identify factors that impact a response can 
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be done by consulting subject matter experts. Statistically factors are identified as significant or 
not after a set of experiments are completed and the collected data is analyzed. Failure to identify 
a factor that is critical in explaining the response is called a type II error. The probability of a 
type II error is denoted as β. Presence of type II errors can have serious cost and time 
implications for the experimenter [6]. The probability of avoiding a type II error (1-β) is called 
the statistical power of the test. Thus, the statistical power is the ability of a test to detect an 
effect, if the effect actually exists [7].  
Table 1 gives a summary of the two types of error. Unfortunately, for a given experiment type I 
and II errors cannot be lowered simultaneously. Thus it is important for an experimenter to strike 
the right balance in decisions regarding statistical power. A study with low power may lead to 
inconclusive results or wrong conclusions. On the other hand, a study with high power requires 
unnecessarily large amount of data and may cause even minor effects to be termed as important 
even though it may not have any practical significance. As explained by Brock  in his paper [8] 
studying the power of research articles published in different international business journals, the 
results of his review were distorted due to a few studies having very high statistical power 
values. Thus the ideal value for the power of a study will depend on the process or phenomena 
being studied. There is no consensus on the minimum accepted power value. The generally 
accepted power value is 0.8 [6].  
Table 1: Summary of type I and type II errors. 
 Statistical decision based on data 
Truth Fail to reject H0 Reject H0 
Null hypothesis is true (H0) Correct decision Type I error (α) 
Alternative hypothesis is true (H1) Type II error (β) Correct decision 
 
Figure 1 illustrates the relationship between the significance level α and the probability of 
committing a type II error β in a one sample t test. The power can be calculated as (1 – β). The 
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shaded region represents the significance level α and the area with hatched lines represents the 
probability of type II error β. 
 
Figure 1: Graphical explanation of statistical power. 
In this example, the calculated mean is 1.7 and the true mean is 1.9. The probability of a type I 
error (α) is 0.05 which is represented by the two shaded regions on either end, each having an 
area of 0.025. The probability of type II error (β) given by the hatched lines is 0.502. Therefore, 
the power of the test is 1 – 0.502 = 0.498. This means that if this test is carried out with a 
different sample, we have approximately a 50% chance of detecting the difference as significant. 
There are two accepted methods for calculating power which are discussed in section 2.2.1 and 
2.2.2. 
1.2 Design Augmentation 
The addition of runs to an existing experimental design is referred to as augmentation of an 
experimental design. Design augmentation is also called sequential experimentation because data 
for an experiment is collected prior to adding additional runs. When experiments involve a large 
number of factors (typically more than 4), it becomes uneconomical to run a full factorial design 
[9]. The more practical approach in such cases is to use multi stage or sequential experimental 
approach which can be achieved by design augmentations because most often the number of runs 
in an experiment is a key aspect of the total experimental cost. The first set of runs to which 
additional runs are added is called the initial or base design. If the initial design is a fractional 
factorial, it is often a resolution III or IV design [10]. This is because these designs are useful in 
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identifying the potentially important factors from the unimportant ones using small number of 
runs. Based on the results from the initial runs and the aliasing structure, the experimenter might 
want to add runs that de-alias some factors of interest which can also be achieved using 
sequential experimental approach. 
The most common augmentation methods used in the literature are the full fold over and partial 
fold over methods [11]. A full fold over design consists of the same number of runs as the initial 
design with the signs of all factors reversed. In a partial fold over design, only a portion of runs 
from the full fold over design is added to the base design. The factors which are to be folded over 
depend upon the aliasing structure and the specific effects that the experimenter is interested in 
de-aliasing. The other forms of augmentation methods involve the use of optimal design 
strategies or addition of center points to test for curvature [12]. 
The existing literature on statistical power emphasizes on the importance of designing an 
experiment with adequate power by varying the sample size, significance level and effect size 
parameters. However, none of the existing literature talks about improving power associated with 
the individual factors in the experiment by augmenting the base design with certain runs in the 
experiment. This research aims to bridge this gap by studying the statistical power associated 
with the individual factors (main effects and two factor interactions) and how the experimental 
designs can be augmented to improve their power.  
1.3 Research problem 
In most cases, an experimenter is constrained by cost, time or other resources available to carry 
out the experiment. If the experiment involves a large number of factors, it becomes practically 
impossible to carry out the full factorial design to ensure adequate power for the study. In such 
situations, there is a trade-off between the number of runs possible and ensuring the power and 
hence the reliability of the results obtained. A well designed study with adequate power can 
ensure the experiment‟s success in the sense that it enables the experimenter to determine 
whether a particular factor/s affects or does not affect the response variable of interest with a 
certain degree of confidence.  
In addition to testing and evaluation of military systems, another potential application of this 
study is in the healthcare sector where researchers have to work with stringent significant levels. 
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The presence or absence of an effect could lead to potentially life saving or life threatening 
situations. Therefore it becomes essential for the researcher to identify an effect, if it exists in 
reality, by using the limited resources at his disposal. By designing the experiment such that the 
particular factor of interest has the maximum power, the researcher can maximize the probability 
of detecting that effect if it is actually present. 
 Factorial and fractional factorial designs are often employed when multiple factors are involved 
in a study. If the number of factors and the level of each factor are small, it may be practical to 
use a full factorial design with replication. This would ensure sufficient power for all the factors 
in the study if the experimenter is interested in only estimating main effects and interactions. 
However, if the number of factors is large, which is often the case in real world studies, it is not 
practical to choose a full factorial design. In such a scenario, the experimenter may choose 
partial replication by selectively replicating certain runs in the design. This study will enable the 
experimenter to pin point the exact runs to augment the design in order to achieve the highest 
power with respect to a particular factor. 
Consider an experiment to study the time required to load a webpage. We would use 
experimental design to study the influence of each factor on the response which in this case is the 
web page loading time. Suppose there are five categorical factors of interest: system load, system 
memory, security, CPU and browser. Imagine that the choice of browser does truly influence the 
time to load a webpage. In a hypothesis test for the browser factor, the null hypothesis would be 
that browser does not influence the webpage loading time and the alternate hypothesis would be 
that browser type influences the webpage loading time. A type II error would be committed in 
this case, if we fail to reject the null hypothesis and conclude that the choice of web browser 
does not influence the webpage loading time. Suppose that the browser factor was marginally 
insignificant. In this case we cannot say for sure whether the factor is truly insignificant or it is 
not showing up as significant due to low statistical power. This research can resolve this 
ambiguity by maximizing the power for browser factor and rule out the possibility of committing 
a type II error due to low statistical power. 
Section 2 presents a review of the literature on related topics. This is followed by section 3 where 
the methodology for achieving the objectives of the research is described. Section 4 describes the 
6 
 
results obtained from the research. Section 5 describes a practical example of the application of 
the research. Section 6 presents conclusions and suggestions for future work.  
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2. Literature review 
This section will discuss the relevance of power calculations in applied research in different 
fields.  Two methods of power calculations used in literature will be discussed. Different types of 
statistical power and the factors affecting power will also be discussed in detail with the example 
of a web loading experiment. 
2.1 Need for power calculations   
The objective of an experiment in any field is to find the factors which significantly affect the 
response variable of interest. The yardstick for measuring how good the experiment was or the 
conclusions obtained from carrying out the experiment is the repeatability of the results. 
Researchers select the significant factors by setting an appropriate value for the significance 
level (α) that is chosen depending upon the application. However, as shown by Battle et al. [13], 
most researchers fail to realize that by guarding against a type I error they are in fact increasing 
the probability of falsely failing to reject the null hypothesis when they should have rejected it, 
resulting in a type II error. Most research papers explicitly state the significance level at which 
they have made their conclusions but fail to concentrate on the effect it has on type II error and 
consequently on the statistical power. This approach can lead to wrong or misleading 
conclusions about the process or phenomenon under study. 
Thomas and Juanes [14] mention the problems associated with neglecting power calculations in 
animal behavior studies. The paper describes how biologically significant effects can be missed 
by experiments lacking sufficient power and have advocated the use of power calculations to 
validate results of experiments carried out in this field. Riedall et al. [4] emphasize the 
importance of power calculations and reporting in the field of supply chain management(SCM) 
research and outline the problems associated with low power studies in SCM. According to their 
statistics, 86% of the articles in 7 major SCM journals since 1999 did not report statistical power 
of their studies. Out of the 988 articles that reported necessary data to calculate power, 32% of 
the articles had very low statistical power and 43% of the articles had a power close to 1. 
According to a survey of manufacturing organizations in the United States, using statistical 
charts, conducted by Osborn(1990) [15]; 75% of the processes had less than 50% chance of 
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detecting a critical shift on the first sample taken after the shift. He found that the power levels 
for 13 processes were less than 10%.  
In addition to insufficient power, very high power is also not desirable as in this case even small 
effects might be identified as significant but it may not have any practical meaning. Battle et al. 
[13] found that the power of the study on grades of on campus and off campus students 
conducted by Walker and Donaldson in their paper [16], was 0.995 which is way more than the 
accepted standard of 0.8. They concluded that, Walker and Donaldson could have saved time and 
money by using a smaller sample size by doing power analysis and could have still reached the 
same conclusions. 
As seen from these examples, the practice of calculating and/or reporting statistical power is not 
a popular step in the design of experiment methodology. This is evident from the fact that the 
guidelines issued by Director of Test and Evaluation for the Department of Defense in 2010 
require the test programs to report statistical power as a proof of a sound test design [5].Without 
reporting power, the reader will not be able to gauge the repeatability and strength of the 
conclusions reached. If a significant effect is not discovered in an experiment due to insufficient 
power, it hinders the progress of knowledge in that domain of research [8]. 
2.2 Power calculations 
There are two methods of power calculations: exact method and Cohen‟s effect size method. 
These calculation methods are discussed in the following sections. 
2.2.1 Exact power calculation 
Exact power calculations are available in most leading commercial software packages used for 
experimental design. The calculation for computing power is given as:  
Power = 1 – Fdist[FC, dfHyp,N – dfModel – 1, λ]     (1) 
Where FC is the critical F value, dfHyp is the degrees of freedom of the hypothesis, dfModel is the 
degrees of freedom of the model, N is total number of runs and λ is the non-centrality parameter. 
From (1), we see that power is calculated as the area under the F-distribution curve greater than 
the F-critical value. For a given significance level, dfModel, dfHyp and sample size N, the critical 
value of the F-test of the linear hypothesis is calculated as 
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α = 1 – Fdist[FC, dfHyp,N – dfModel – 1]. 
The non-centrality parameter λ for the desired effect size is calculated as: 
λ = 
   
  
 
where δ is the effect size and ζ
2
 is the proposed (or estimated) value of the error variance. The 
concept of effect size is explained in section 2.4. For retrospective power analysis, the non-
centrality parameter is calculated as: 
λ = 
     
 ̂ 
 
where SSHyp is the sum of squares due to the hypothesis. The difference between prospective and 
retrospective power will be discussed in detail in section 2.3.  
The F-distribution curve shifts towards the right with the increase in the value of non-centrality 
parameter. Therefore, the area under the curve for a given critical F value increases with the 
increase in the non-centrality parameter value thereby increasing the power of the factor. Figure 
2 shows the changes in the F- distribution curve for different values of the non-centrality 
parameter and Figure 3 shows the relationship between power and non-centrality parameter. The 
shaded region in Figure 2 shows the area to the right of an F-critical value of 2.87 that is 
represented by the vertical line and a non-centrality parameter value of 0, represented by the 
solid curve. As the non-centrality parameter value increases, the area to the right of the vertical 




Figure 2 [17]: F-distribution curves for different values of the non-centrality parameter. 
 
Figure 3[17]: Figure showing the variation of power with the non-centrality parameter. 
This method will be used for all power calculations in this research. 
2.2.2 Power calculation based on Cohen’s effect size method 
Cohen‟s method is based on the approximation of the effect size and classifying the effect size 
into small, medium and large categories. This method is used for power calculation in fixed 
predictors multiple regression models [18]. However, the limitation in this method is that the 
effect size cannot be specified in terms of the regression coefficients under the null and 
alternative hypothesis because; variance proportions or ratios of variance proportions are used to 
define the null and alternative hypothesis. 
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For the purpose of this research, the first method of power calculation, known as the exact power 
calculation method, will be used. The classification of effect size estimates into small, medium 
and large will be different for different fields. This research aims to study the generalized impact 
of experimental design on power irrespective of the field and so the subjective interpretation of 
the effect sizes may not yield adequate results. Another objective of this research is to improve 
the power of marginally insignificant factors by augmenting the experimental design with 
appropriate runs. It will be difficult to assess the impact of these augmented runs if the overall 
power is considered instead of the power for the individual factors. 
2.3 Prospective v Retrospective power 
This section will discuss the different type of power analysis techniques used, their advantages 
and disadvantages and the interpretation of the results from a power analysis study. 
Power analysis studies can be broadly classified into prospective or a priori power analysis, post 
hoc power analysis and retrospective or observed power analysis. In prospective or a priori 
power analysis, the researcher calculates the required sample size inorder to have a specified 
value of the statistical power. This is the recommended type of power analysis and can be used 
when time and cost constraints are not critical. L. Lan and Z. Lian [19] have described the steps 
for prospective power analysis which is shown in Figure 4 as follows: 
 
Figure 4: Figure showing the steps involved in power analysis. 
A post hoc power analysis can be used to check whether a study had a fair chance of rejecting an 
incorrect null hypothesis. It is less ideal than a priori analysis because in this case only α is 
controlled and not β. In post hoc power analysis, the experimenter is required to specify the 
effect size on a priori grounds. 
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Retrospective power analysis is also used to assess the strength of a design after the study has 
been conducted. Retrospective power differs from post hoc power, in the sense that in 
retrospective power the effect size is estimated from the sample data of the study and this is used 
to calculate the observed power. Thus the observed power is a sample estimate of the true power. 
Many researchers like Hoeing and Heisey [20] are not in favor of calculating retrospective power 
because it is based upon the assumption that the population effect size is the same as that of the 
sample effect size. This assumption may not be necessarily true especially in case of small 
sample sizes. If the null hypothesis is not rejected despite having high power, it is considered as 
an evidence for the null hypothesis to be true and the opposite for the null hypothesis being 
weak. However, J. Hoeing and D. Heisey argue in their paper [20] that such an approach is 
logically incorrect as the observed power is dependent upon the observed significance level (p 
value) of the test. The failure to reject the null hypothesis does not necessarily mean that there is 
no effect. It could be a result of low statistical power or a case of not testing the relevant null 
hypothesis. This could be particularly important if a dangerous or harmful effect exists.  
The emphasis in a power analysis is on the statistical significance of an observed effect. 
However, in case of small sample size and noisy data, the statistically significant results may be 
estimated in the wrong direction which is a type S error and the factor by which the magnitude of 
the error might be overestimated is given by type M error[21]. This is explained with an example 
of a case study of the effect of beauty on sex ratio by Gelman and Carlin in their paper [21]. 
They recommend the use of retrospective power analysis in particular when there is statistically 
significant evidence against the null hypothesis, by using an effect size calculated from 
information that is external to the data in hand such as from the available literature and previous 
experimental results, to reduce the probability of type S and type M errors. Therefore, J. Hoeing 
and D. Heisey [20] recommend the elementary statistics courses to address the wrong usage of 
power calculations and more emphasis to be given on general principles rather than on 
mechanics, to avoid testing the non-relevant hypothesis.  
2.4 Factors affecting statistical power 
The major factors that influence the power of a study are the effect size, the sample size, the 
significance level (α) chosen and the root mean square error (RMSE) of the study. The effect 
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size, sample size and significance level have positive correlation while RMSE value has a 
negative correlation with the statistical power[22].  
An effect size is the magnitude of the difference between the means or the regression coefficient 
value. A larger effect size means that the sample mean is significantly different from the 
hypothesized mean value. A larger difference from the hypothesized value results in greater 
probability of rejecting the null hypothesis leading to a higher power. Conversely if the effect 
size is small, it will be difficult to detect it, which will increase the chances of type II error 
thereby decreasing the power. Often, effect size is the most difficult parameter to estimate in a 
power analysis [13]. Statistical power increases with the increase in the value of the significance 
level alpha. This increase in power comes at the cost of increasing the type I error. This is 
because if a lenient significance level is used, that is, when the value of α is increased, the area 
under the rejection region increases which will decrease the probability of type II errors and 
increase the probability of type I error. Conversely a stringent significance level will decrease the 
power of the study. Significance level is conventionally set at a value of 0.1, 0.05 or 0.01. The 
directionality of the tests also affects power. Directional test like one sided t-test increase power 
and non-directional tests like two tailed tests decrease power [8]. 
The effect of sample size and RMSE on power is correlated. A larger sample size will decrease 
the standard error thereby increasing the statistical power. In most cases, the effect size of the 
particular phenomenon cannot be controlled by the experimenter. Sample size is often the most 
important factor because it is generally the only factor which the experimenter can control. 
Recall the web loading problem discussed in section 1. Figure 5 shows the relationship between 
power and effect size for the CPU factor in the experiment. From the Figure 5, it can be seen that 
the power values increase with increase in effect size. The increase in power is linear till an 




Figure 5: Figure showing the relationship of power and effect size for simulation experiment. 
Other important parameters in a power analysis are the least significant number (LSN) and least 
significant value (LSV). The LSN gives the total number of observations required to produce a 
significant effect for a given significance level, assuming that the data has the same form. The 
LSV gives the information about how small an effect size can be detected with a given sample 
size. Figure 6 shows the relationship between effect size and LSN and Figure 7 shows the 
relationship between sample size and LSV for the CPU variable in the simulation study 
respectively. From Figure 6, it can be seen that, a larger effect size can be detected by using 
smaller number of samples. 
 
Figure 6: Graph between effect size δ and LSN for CPU variable. 
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From Figure 7, it can be seen that, larger sample sizes will enable the experimenter to detect 
smaller effect sizes. 
 






This research will be used to show how factor screening experiments can be augmented in order 
to improve the power of a specific factor of interest. This work is done in two phases. The first 
phase uses an empirical approach to study the relationship between the augmented design and 
statistical power of terms in a model. In the second phase this knowledge is leveraged to develop 
an R code for calculating the power of all terms in the linear regression model when provided 
with any augmentation strategy. The experimental design is generated using JMP software. The 
integration of this method with the existing design of experiment framework is also attempted 
with the help of case studies. A schematic diagram of the method for integration is shown in 
Figure 8. 
 
Figure 8: Schematic diagram of the methodology 
3.1 Phase 1 methodology 
 A trial and error empirical approach was used in the first phase to understand how the 
augmentation of the existing design influences power of the individual factors in a linear 
regression model.  
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The initial design to which additional runs are augmented is called the base design. Generally, 
the base design is generated with the help of a computer software. Depending upon the number 
of factors, factor levels, budget and the experimenter‟s knowledge of the subject, different types 
of base designs like full factorial, fractional factorial or optimal designs are possible. The factors 
in all the experiments considered in this study are coded between -1 and +1 with the low value of 
the factor at -1 and the high value of the factor at +1.  A factor is said to be balanced if the design 
has an equal number of runs at all the levels of the factor. When a two level full factorial or 
fractional factorial designs are generated, the base design is balanced with respect to all the 
factors. However, in case of optimal designs, all factors in the experiment may not be balanced 
in the base design.  In some cases, non-regular designs like a Placket Burman design may also be 
used. However non regular base designs are not considered in this study.  
The designs thus developed are then used to construct a linear regression model for explaining 
the response in terms of the factors of interest as: 
       ∑     
 
   
  ∑       
 
   
    
Where k is the number of main effects. From the linear models, the effect sizes of all the factors 
can be determined and this information is used to augment the base design so as to achieve 
maximum power with respect to the factors having small effect sizes. 
Different base designs like full and fractional factorials and D-optimal designs with varying 
number of factors and runs in the base designs were studied in this phase. Regression models 
with main effects only and with interactions having different effect sizes for different factors 
were also studied in this phase. The results obtained in this phase formed the basis for the R-code 
that was developed in the second phase. 
The approach used in the first phase was to generate a base design with the given factors for the 
experiment. This base design was then augmented manually with the 2 run combinations using 
the runs in the base design itself. The power of each factor was observed and recorded for the 
augmentation of each combination of runs.  
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3.2 Phase 2 methodology 
The flow diagram for the R code is as shown in Figure 9. The base design is read in the form of a 
CSV file. The assumed form of the model is then specified in the code. Once the number of runs 
to be augmented is determined, all possible combinations of externally generated runs are read 
into the code in the form of a CSV file. The coding for categorical variables is different in 
various softwares. Therefore, instead of directly using the levels of the categorical variables as 
inputs, both the base design and the augmented runs were modified such that they reflected the 
model matrix values. These modified runs were then used as inputs to the R code. All the 
different possible combinations of all factors are augmented to the base design and the resulting 
power is calculated for all the terms in the model. These power values are then saved in a matrix 
and this information is used to pin point the exact runs that gives the maximum power with 
respect to one or many factors in the model. This method gives the best possible design 
augmentations so as to achieve maximum power with respect to the factor of interest when all 
possible combinations are tested. The user can specify any initial design that may or may not be 
balanced and can also observe the effects of different initial designs on the final output.  
The method works quite well for augmentation of small number of runs. However as the number 
of factors, factor levels and the number of runs to be augmented increases, the total possible 
number of combinations increases exponentially. For example, consider an experiment 
consisting of four factors each having two levels. For augmenting two runs, the total number of 






)  = 136 combinations 
(272 runs). For augmenting three runs, the total number of combinations that the R program must 






)   (
  
 
) = 696 combinations. If the initial design is assumed to be 
a 2k or a fraction of the 2k runs only consisting of points in the full factorial design and 2k runs 
are considered as candidates for the design augmentation then, with these restrictions if we 






)  different possible two run 
combinations that can be potentially augmented to the base design. Thus as the number of runs 
increase, the number of combinations and the power calculations become increasingly complex 
which makes the method infeasible with respect to computing efforts for large augmentations. 
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With enough computational power, the same method can also be used to find the best design that 






















                                                                                                                                                                                                                                











Generate all possible combinations of 
runs 
Augment the initial design with each 
combination and calculate the associated 
power for each case. Store these values 
in a matrix 
Identify the case which gives the highest 
power and augment the initial design 












In this section, different types of designs consisting of continuous and categorical factors, main 
effects and interactions were studied.  The results for these studies are summarized as follows: 
4.1 Phase 1 results 
4.1.1Two and three factor experiments consisting of only main effects: 
The focus of this section was on the main effects and interaction between the factors was not 
considered. The power values of each factor in each design were compared keeping the effect 
size constant across all the factors. All the power values are for an assumed RMSE value of 1. 
All the factors in both cases were continuous variables having a range of +1 to -1. 
It was observed that the power of each factor depended on how balanced the design was with 
respect to the number of high (+1) values and low (-1) values. A balanced design, in this study, is 
defined as one in which the number of +1 points are equal to the number of -1 points for a factor. 








 In this design the number of +1 and -1 points are three each for factor x1. Factor x2 has two +1 
points and four -1 points. Therefore this design is said to be balanced with respect to x1 since it 
has equal number of +1 and -1 points and unbalanced with respect to x2. The base design for both 
2 and 3 factor experiments consisted of 4 runs. The base design was then augmented with 1, 2 
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and 3 runs for the 2 factor case and 1 and 2 runs for the 3 factor case. The results of the study for 
two and three factor experiments are summarized in Table 2 and Table 3 respectively. 
Table 2: Results for two factor experiments 
x1 x2 Term with the highest 
Power  
Balanced  Balanced Intercept 
Balanced  Unbalanced x1 
Unbalanced Balanced x2 
Unbalanced Unbalanced All terms have equal Power 
Table 3: Results for three factor experiments 
x1 x2 x3 Term with the highest 
Power 
Balanced Unbalanced Unbalanced x1 
Unbalanced Balanced Unbalanced x2 
Unbalanced Unbalanced Balanced x3 
Balanced Balanced Balanced Intercept 
Balanced Balanced Unbalanced  All factors have the same 
Power 
Balanced Unbalanced Balanced All factors have the same 
Power 
Unbalanced Balanced Balanced All factors have the same 
Power 




The graphical representation of the results for the two factor case is shown in Figure 10. The 
bigger dots represent the points to be repeated to get maximum power with respect to x1 and x2 
shown in Figure 10a and Figure 10b respectively.  An important observation in both experiments 
was that when all the factors were unbalanced, all the terms had the least power values compared 
to the other cases.  
This study gives the criteria for designing an experiment with optimal power with respect to a 
particular factor of interest by choosing a design which has an equal number of runs at the high 
and low value settings for that factor. This can be particularly useful in a case where only one of 
the factors has a small effect size.                                                                                                                                                                                                                                                                                                                                                                           
The study also highlights the case in which all the factors are unbalanced and consequently has 
the least power value for all factors. Thus the experimenter should avoid such design replications 
which lead to minimum power resulting in wastage of resources.  If the experimenter is fairly 
certain that all the factors will have an approximately equal effect size, he/she can choose a 
design which will give equal power values for all factors. The experimenter can also avoid 
designs which are balanced with respect to all factors if he/she is interested in having highest 
power with respect to only one factor since in this case the intercept will have the maximum 
power and all the factors will have power values which are smaller than the value obtained in a 
design where all factors are not balanced. 
 





4.1.2 Two and three factor experiments consisting of main effects and interaction: 
This study focuses on determining the optimal experimental design for achieving high statistical 
power with respect to a particular factor of interest for models with interactions. The study 
explores different combinations of partial replications to identify designs having high power with 
respect to certain factors. 
One two factor and one three factor model having one two factor interaction each were chosen 
for the study. Both models were assumed to have an RMSE value of 1 and other noise factors 
were considered negligible.  The effect size was kept constant across all the factors by recording 
their power values assuming their associated coefficients to be 1. Accordingly the two factor 
model was:            
y = β0 + β1x1+ β2x2 + β12x1 x2 +   
and the three factor model was: 
y = β0 + β1x1 + β2x2 + β3x3 + β12x1 x2 +   
The base designs for the two and three factor models are shown in Table 4 and Table 5 
respectively. 











Table 5: Base design for three factor model 
x1 x2 x3 
-1 -1 -1 
1 1 -1 
-1 -1 1 
1 -1 -1 
-1 1 -1 
 
The two factor model was augmented with 1, 2 and 3 runs while the three factor model was 
augmented with only 1 and 2 runs. For the two factor model, it was observed that all the terms 
had the same power except for the cases where the same run was repeated twice or thrice. Thus 
the models had the least power when the runs (-1,-1); (1,-1); (-1, 1); (1, 1) were repeated twice or 
thrice. This is because by adding the same run more than once, both the factors in the model 
becomes unbalanced resulting in low power for all the terms involved. 
     In case of three factor model with interactions, the interpretation of results is not 
straightforward.  Designs with maximum power with respect to x1, x2, x1 and x2 and equal power 
with respect to all terms were generated. However none of the partial replications yielded a 
design which had a maximum power with respect to x3. Three of the designs yielded models in 
which the power of all factors was equal and this was the highest possible power for factor x3. 







Table 6: Designs with x1 and x1x2 having the highest power 
Sr. 
No. 
Runs added to the base design 
(x1, x2, x3) 
Power values of x1 and 
x1 x2 
1 (1,-1,1) 0.144 
2 (-1,-1,-1); (1,-1,1) 0.277 
3 (1,1,-1);    (1,-1,1) 0.305 
4 (-1,-1,1);   (1,-1,1) 0.277 
5 (1,-1,-1);   (1,-1,1) 0.277 
6 (-1,1,-1);   (1,-1,1) 0.305 
7 (1,-1,1);    (1,-1,1) 0.277 
 
Table 7: Designs with x2 and x1x2 having the highest power 
Sr. 
No. 
Runs added to the base design 
                 (x1, x2, x3)  
Power values of x2 and 
x1 x2 
1 (-1,1,1) 0.144 
2 (-1,-1,-1); (-1,1,1) 0.277 
3 (1,1,-1);    (-1,1,1) 0.305 
4 (-1,-1,1);  (-1,1,1) 0.277 
5 (1,-1,-1);  (-1,1,1) 0.305 
6 (-1,1,-1);  (-1,1,1) 0.277 




Table 8: Designs with x1 and x2 having the highest power. 
Sr. 
No. 
Runs added to the base design 
                 (x1, x2, x3) 
Power  
1 (1,1,1) 0.144 
2 (-1,-1,-1); (1,1,1) 0.277 
3 (1,1,-1); (1,1,1) 0.277 
4 (-1,-1,1); (1,1,1) 0.277 
5 (1,-1,-1); (1,1,1) 0.305 
6 (-1,1,-1); (1,1,1) 0.305 





Table 9: Designs with all factors having equal power. 
Sr. 
No. 
Runs added to the base design 
           (x1, x2, x3) 
 Power 






3 (1,1,1); (1,-1,1) 0.291 











Runs added to the base design 
                 (  x1,  x2,  x1) 
Power 







3 (-1,-1,1) 0.126 
4 (1,-1,-1) 0.134 








7 (-1,-1,-1); (-1,-1,1) 0.24 
8 (-1,-1,-1); (1,-1,-1) 0.268 









11 (1,1,-1);(1,-1,-1) 0.268 
12 (1,1,-1);(-1,1,-1) 0.268 
13 (-1,-1,1); (1,-1,-1) 0.24 
14 (-1,-1,1); (-1,1,-1) 0.24 
15 (-1,-1,-1);(-1,-1,-1) 0.248 
16 (1,1,-1);(1,1,-1) 0.248 
17 (-1,-1,1);(-1,-1,1) 0.218 
18 (1,-1,-1);(1,-1,-1) 0.248 
19 (-1,1,-1);(-1,1,-1) 0.248 
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4.1.3 Three factor experiments with one categorical variable: 
The study consisted of two continuous variables x1 and x2 with their low and high values as -1 
and +1 respectively. The third variable x3 is a categorical factor with three levels as A, B and C. 
The base design, shown in Table 111, consisted of 12 runs. One and two partial replicates were 
then added to the base design by varying the three factor levels in all possible combinations. The 
effect size for all variables and the RMSE values for the experiment were held constant at a 
value of 1. The assumed form of the model is:  
y = β0 + β1x1 + β2x2 + β3x3 +   
Table 11: Base Design 
Sr 
No. 
x1 x2 x3 
1 -1 1 C 
2 -1 -1 C 
3 1 -1 A 
4 -1 -1 B 
5 1 1 A 
6 1 1 B 
7 -1 -1 A 
8 -1 1 B 
9 1 -1 C 
10 -1 1 A 
11 1 1 C 




The results of the study are summarized in Table 12.  The base design was augmented with 1 and 
2 runs. For example consider the second row of Table 11. For this case, one run was augmented 
to the base design and the values of x1, x2 and x3 were -1,-1 and A respectively making it 
unbalanced for factors x1 and x2. There are only 6 combinations of runs that provided a distinct 
power value for x1 and x2 factors. For all other combinations, x1 and x2 factors had the same 
power value. These points are shown in Figures 11 and 12 respectively. The power values 
obtained for different levels of categorical factor x3 are with respect to the factor level C. For the 
factor x3, the level which had the highest power was dependent upon the level repeated. Figures 
13 and 14 shows the combination of runs (excluding the ones in which the same levels of x1 and 
x2 were repeated) which gives the highest power for levels A and B respectively 
Table 12: Summary of results. 
x1 x2 x3 Factor level 
repeated 
Terms with 
highest  power 
x3 Factor level 
with highest 
power 
Balanced Balanced None x1, x2 A, B 
Unbalanced Unbalanced A x1, x2 A 
Unbalanced Unbalanced B x1, x2 B 
Unbalanced Unbalanced C x1, x2 A, B 
Balanced Balanced A, A x1, x2 A 
Balanced Balanced A, B x1, x2 A, B 
Balanced Balanced A, C x1, x2 A 
Balanced Balanced B, B x1, x2 B 
Balanced Balanced B, C x1, x2 B 
Balanced Balanced C, C x1, x2 A, B 
Balanced Unbalanced A, A x1 A 
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Balanced Unbalanced A, B x1, x2 A, B 
Balanced Unbalanced A, C x1, x2 A 
Balanced Unbalanced B, B x1 B 
Balanced Unbalanced B, C x1, x2 B 
Balanced Unbalanced C, C x1 A, B 
Unbalanced Balanced A, A x2 A 
Unbalanced Balanced A, B x1, x2 A, B 
Unbalanced Balanced A, C x1, x2 A 
Unbalanced Balanced B, B x2 B 
Unbalanced Balanced B, C x1, x2 B 
Unbalanced Balanced C, C x2 A, B 
Unbalanced Unbalanced A, A x1, x2 A 
Unbalanced Unbalanced A, B x1, x2 A, B 
Unbalanced Unbalanced A, C x1, x2 A 
Unbalanced Unbalanced B, B x1, x2 B 
Unbalanced Unbalanced B, C x1, x2 B 
Unbalanced Unbalanced C,C x1, x2 A, B 
 
The graphical summary of the results are shown in Figures 11, 12, 13 and 14 as follows. The 
figures show the pair of runs for a particular level of the factor that needs to be repeated in order 
to get the highest power value for factors x1, x2 and the levels A and B of categorical factor x3. In 
Figure 11, there are 6 boxed numbers. Each number appears twice. The boxes labeled with the 
same number, provide the two runs that maximize power for factor x1. For example, in Figure 11, 
under x3 = A, the number 1 at points (-1, 1) and (-1,-1) represents that when the two run 
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combination of points (-1, 1, A) and (-1,-1, A) are repeated (one of the six two run combinations 
that give the highest power with respect to factor x1), we get the highest power with respect to 
factor x1. Similarly, the numbers in the other boxes represent the two run combinations that 
should be repeated to get the highest power with respect to other factors. 
 
Figure 11: Replicates giving highest power for only factor x1. 
 




Figure 13: Replicates giving highest power for level A of factor x3. 
 
Figure 14: Replicates giving highest power for level B of factor x3 
4.1.4 Experiments with center points: 
In this study, four different types of experimental designs with varying number of center points 
and a face centered design are studied with varying number of partial replicates. The 2
2
 design 
with 5 center points is compared to the 3
2
 design and the additional runs from the 3
2
 design are 
also added as partial replicates to the 2
2
 design to study their combined effect on the individual 
power values. 
The assumed form of the model for this study is:  
y = β0 + β1 x1 + β2 x2 + β12x1 x2 + β11 x1
2
 + ε 
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 where x1 and x2 are continuous variables with range between -1 and +1 and center point at 0. 
The effect size and RMSE value for all factors are taken as 1 and errors due to nuisance factors 
are considered to be negligible. All possible 1 and 2 factor combinations of partial replicates are 
added for each of the designs. The base designs for 2, 3, 4 and 5 center points and the face 
centered design are shown in Tables 13, 14, 15, 16 and 17 respectively. 
For the first four designs with 2, 3, 4 and 5 center points, factors x1, x2 and x1 x2 had the same 
power for the base design and all partially replicated designs. For the face centered design, the 
power depended on the number of extreme points in the design. When x1 had more extreme 
points (-1 or +1), x1 term had the highest power and when x2 had more extreme points, x2 had the 
highest power. When both x1 and x2 had the same number of extreme points, x1 and x2 had the 
same power. In the second case, there was a minor numerical difference in the power values of x1 
and x2 which can be attributed to rounding error. However these small differences are not 
expected to have any practical significance. Figures 15 and 16 shows the pairs of runs which 
give the highest power for factors x1 and x2 respectively. Figure 17 shows the pairs of runs which 
gives the highest possible power for factor x1 x2. 
On comparison of the face centered design with 2
2
 design with 5 center points it was found that 
the face centered design had better power values for terms x1 and x2 for all runs and the 2
2
 design 
with 5 center points had better power values for terms x1 x2 , except for 6 runs, and x1
2
 terms in 
general. When the additional runs in the face centered design were added as partial replicates, it 
was observed that the face centered design still had better power values for x1 and x2 terms while 
the power values for x1 x2 term was almost similar and the power values of x1
2
 was slightly 
higher. In this case also it was observed that for x1 and x2, the term with higher number of 
extreme points had the highest power. 
From the study, it can be concluded that, a FCD is better for designing an experiment with the 
main effects having the highest power while a 2
2
 design with 5 center points is better to model a 
design with curvature. This is due to the fact that in a FCD, there are more number of center 
points on the main effect axes. Therefore, it gives higher power for the main effects. Center 
points are used for modeling higher order terms. Therefore, if more center points are used rather 
than points on the axes, it is likely to give higher power for higher order terms. The graphical 
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representation of the results is shown in Figure 15, 16 and 17. The figures are interpreted in the 
same way as the previous case. 

































































Figure 16: Runs giving highest power for x2. 
 
Figure 17: Runs giving highest power for x1x2. 
38 
 
4.1.5 Experiments consisting of only categorical factors with three levels: 
The study consists of three categorical factors each having three levels L1, L2 and L3. The initial 
base design consists of the 9 run full factorial design as shown in Table 18. 
The design was then augmented with two runs and the corresponding effect power was 
determined. The levels of x2 factor for the two augmented runs were fixed at L1 and L2 while the 
levels of factor x1 and x3 were varied from L1 to L3. This was done to reduce the number of runs 
required for the study. All possible combinations of levels of factors x1 and x3 were run and the 
results obtained were recorded. 
Table 18: Table of base design 
Sr.  
No. 
x1 x2 x3 
1 L3 L2 L1 
2 L3 L1 L3 
3 L2 L1 L2 
4 L1 L3 L3 
5 L2 L3 L1 
6 L1 L1 L1 
7 L3 L3 L2 
8 L1 L2 L2 
9 L2 L2 L3 
 
The results obtained from the study are attached as an appendix to the thesis. From the appendix 
table results, it can be concluded that the power of a categorical effect will be maximum when 
the runs consisting of its first two levels, in this case L1 and L2, are repeated. Since the levels of 
factor x2 were fixed at L1 and L2 in all of the augmented runs, the power of factor x2 was highest 
in all the cases. The same logic can be extended to categorical factors having more levels. 
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The general rules, as gathered from this empirical research, for obtaining the maximum power 
for experiments consisting of different types of factors can be summarized as follows: 
 
All continuous variables Continuous variables and 
categorical variables 
consisting of more than 2 
levels 
All categorical variables 
consisting of more than 2 
levels 
In order to have maximum 
power with respect to 
factor/factors, the design 
should be balanced with 
respect to that factor/factors 
and unbalanced with respect to 
the other factors. 
For continuous variables, in 
addition to the rule for 
continuous variables, the 
levels of the categorical 
variables in the augmented 
runs should be the same. 
For categorical variables, the 
effect power will be maximum 
if the augmented runs have the 
first two levels. 
Terms having higher number 
of runs in the first two levels 
have the highest power.  
For these generalized results, all βs are assumed to have a value of 1, RMSE is assumed to be 1 
and significance level is assumed to be 0.05. 
It must be noted that the results of all these experimental cases give the runs that should be 
augmented to the base design to obtain maximum power with respect to a factor of interest 
relative to the other factors in the experiment. However, these runs do not necessarily represent 
the runs that give the highest possible power for the factors of interest. The best possible power 
values for any factor or combination of factors can be obtained using the R-code developed in 




4.1.6 Comparison of power between different experimental designs: 
This section compares the statistical power of different factors for partial fold over, D – optimal 
and power optimal designs for a given model. The model considered in this study is: 
Y = β1 x1 + β2 x2 + β3 x3 + β4 x4 + β5 x5 + β6 x6 + β12 x1 x2 + ε 
A 2
6-3
 fractional factorial design of resolution III and a D – optimal design consisting of 8 runs 
were used as the initial design. These designs were then augmented with runs in three ways. In 
the first case, the fractional factorial design was augmented with four partial fold over runs on all 
factors. In the second case, the D – optimal design was augmented with four runs using the 
augment design option of JMP. In the third case, the fractional factorial design was augmented 
with four runs such that only the factor x3 was balanced and all other factors were imbalanced.  
The results of the power values of all factors and their associated efficiencies are shown in Table 
19. From the result table, it can be seen that the initial power for all factors and all efficiencies in 
both the fractional factorial and D-optimal design are the same. When these designs are 
augmented with runs as stated in case 1 and 2, we find that the power values for all the factors in 
both the designs are still equal. In case 2, when the D – optimal design is augmented using the 
augment design option of JMP, it was found that the software augments the existing design with 
different runs each time the augment design option is used. However, the power values for all 
factors as well the D and A efficiencies remain the same. Only G efficiency of the design 
changes as per the augmented runs.  
Table 19: Results of Power values for different designs. 
 
In the third case, using the power optimal design to maximize power for x3, we find that the 
power for x3 factor is maximized to 0.737. However, the power of all other factors decreases to 
0.619. The D, G and A efficiencies of the power optimal design are also slightly lower than the 
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first two cases. The power values for all factors obtained by augmenting the D – optimal design 
consisting of 8 runs using the optimal power method were the same as that of the optimal power 
augmentation for fractional factorial base design. 
When the fractional factorial design was augmented with four runs such that both factors x1 and 
x3 are balanced and all other factors are unbalanced, we find that the factors x1, x3  and x1x2 have 
the highest power of 0.663 and all other factors had a power of 0.634. Similar results were 
obtained when both factors x2 and x3 were balanced and all other factors were imbalanced. When 
factors x3 and x4 are balanced and all other factors are imbalanced, it can be seen that the factors 
x3 and x4 have the maximum power of 0.689 and all other factors have a power of 0.626. Similar 
results were obtained when factors x3 and x5 were balanced and factors x3 and x6 were balanced. 
When the fractional factorial design was augmented with four center points we find that the 
power for all factors as well as the three efficiencies was the minimum. 
The conclusions from this study are as follows: 
1. The power values for a factor or a combination of factors can be improved using the 
power optimal design method. This increased power comes at the cost of decreasing the 
power associated with the unbalanced factors.  
2. The power values obtained for a power optimal design augmentation remains the same 
irrespective of the initial design. 
4.1.7 Statistical validity of the balancing method 
The statistical validity of the method is established with the help of a paired t-test. The 
assumed form of the model for this experiment was:  
y = β1 x1 + β2 x2 + β3 x3 + β4 x4 + β5 x5 + ε 
The base design for the power values in the first row is a D-optimal design consisting of 6 
runs to which 2 runs were augmented and for each successive row the number of runs in the 
base design increased by 2. For the second row, the base design consisted of 8 runs and for 
each successive row the number of runs for the base design is increased by 2. In the first 
case, random runs are added to an experiment and the power values of factor x1 are recorded. 
For the same runs, power of x1 when only x1 is balanced and all other factors are unbalanced 
are recorded. For the first 5 runs, the RMSE value in both cases was 1 and for the remaining 
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runs the RMSE values was increased to 2 because the power values approach 1 as the 
number of runs increase which will make it difficult to sense a difference between the two 
methods.  A one sided paired t-test is then run between the two recorded power values to 
determine if the power obtained using the balancing method is statistically higher than the 
power obtained by repeating random runs. The power values are shown in Table 20. 
Table 20: Power values for the two methods. 
Power for x1 when 
random runs are 
repeated 



















Since the p-value is less than 0.05, it can be concluded that the power obtained from the 
balancing method is significantly higher than that obtained by repeating random runs. The 
retrospective power obtained for this study is 0.92 for a mean difference of 0.014 indicating 
that the results obtained are reliable and repeatable. 
4.2 Phase 2 results 
In this section, the results of applying the phase 2 methodology on 2 and 3 continuous factor 
experiments and 3 factor categorical experiments are discussed. A total of 16, 64 and 729 two 
run combinations were tested for the 2 factors, 3 factors and the 3 factor categorical experiments 
respectively. The base designs and model terms for all three experiments were the same as 
described in phase 1. The R-code developed in phase 2 pinpoints the exact two run combinations 
that should be augmented to the base design to achieve maximum power with respect to any 
individual factor of interest. 
4.2.1 Results for two factor experiments consisting of only main effects:  
There are 4 two run combinations that give the maximum power of 0.395 for factor x1. They are: 
                                                    
There are 4 two run combinations that give the maximum power of 0.395 for factor x2. They are: 




4.2.2 Results for three factor experiments consisting of only main effects: 
There are 11 two run combinations that give the maximum power of 0.428 for factor x1. They 
are:  
                                       
                                    
                                       
 
There are 11 two run combinations that give the maximum power of 0.428 for factor x2. They 
are: 
                                    
                                      






There are 3 two run combinations that give the maximum power of 0.424 for factor x3. They are: 





This section consists of an example with a real world experimental data on which the second 
phase of the methodology is applied. The objective of the experiment is to study how quickly a 
threat can be detected by an operator in a submarine with the help of the hardware and software 
tools in the submarine that help in understanding the acoustic environment of the threat space 
surrounding the submarine. The experiment was carried out by defining a search area. The target 
submarine is then placed inside this area and acts as if it is on patrol. The system under test is 
then placed in the area and it searches for the target. The run ends when the system identifies the 
target or when an upper limit on time, typically 4 to 6 hours, is reached. The experiment was part 
of the DoD statistical engineering case study and consisted of 107 runs [23]. The experiment 
consists of 4 categorical factors and the response variable is the difference between the time the 
contact first appears on display and the time the operator classifies the contact. The name and 
levels of the factors are as shown in Table 21.  
Table 21: Table showing the factors and their levels. 
Factor Description Low level High level 
APB Version of the processing system 
used in the submarine. 
9 11 
Type  Different general narrowband 
signatures. 
SSN SSK 
Array Different array acoustic gains. 16 29 
Noise The amount of noise generated by 
each target type. 
Loud Quiet 
  
The original dataset consisting of 107 runs had a power of 1 for all the factors. It would not be 
possible to record any increase in the power values with the augmentation of additional runs. 
Therefore, a subset of the original dataset consisting of 16 runs was selected for this study, which 
is a more typical size of experiments found in operational testing [10]. The 16 runs from a D-
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optimal experiment were selected. The model equation assumed to consist of main effects and 
two factor interactions is as shown below: 
Y = β0 + β1xAPB + β2xType + β3xArray + β4xNoise + β5xAPBxType + β6xAPBxArray + β7xAPBxNoise + 
β8xTypexArray +       β9xTypexNoise + β8xArrayxNoise + ε 
The objective was to augment the base design with 2 run combinations that give maximum 
power with respect to all factors. Accordingly, the base design and the 256 two run combinations 
were used as inputs for the R-code in phase 2.   
There are 4 combinations of runs that give the maximum power of 0.259 for an estimated β = 
0.099 for APB factor. The minimum power obtained is 0.223. One of the combinations providing 
maximum power is as follows: 
 
APB Type  Array Noise 
9 SSN 29 Loud 
11 SSK 16 Loud 
 
There are 4 combinations of runs that give the maximum power of 0.05013 for an estimated β = 
0.0026 for Type factor. The minimum power obtained is 0.05011. One of the combinations 
providing maximum power is as follows: 
APB Type  Array Noise 
9 SSN 29 Loud 
11 SSK 16 Loud 
 
There are 2 combinations of runs that give the maximum power of 0.1375 for an estimated β = 
0.0645 for Array factor. The minimum power obtained is 0.122. One of the combinations 
providing maximum power is as follows: 
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APB Type  Array Noise 
11 SSK 16 Loud 
9 SSN 29 Loud 
 
There is only 1 combination of runs that give the maximum power of 0.1694 for an estimated β = 
0.0751 for the Noise factor. The minimum power obtained is 0.1414. One of the combinations 
providing maximum power is as follows: 
APB Type  Array Noise 
11 SSK 16 Loud 
11 SSK 16 Loud 
 
There are 4 combinations of runs that give the maximum power of 0.35 for an estimated β = 
0.119 for APB x Type interaction factor. The minimum power obtained is 0.301. One of the 
combinations providing maximum power is as follows: 
APB Type  Array Noise 
9 SSK 16 Quiet 
11 SSK 16 Loud 
 
There are 2 combinations of runs that give the maximum power of 0.0765 for an estimated β =  -
0.0359  for APB x Array interaction factor. The minimum power obtained is 0.072. One of the 






APB Type  Array Noise 
11  SSK 16 Loud 
11 SSK 29 Quiet 
 
There is only 1 combination of runs that give the maximum power of 0.0975 for an estimated β =  
-0.0478  for APB x Noise interaction factor. The minimum power obtained is 0.0864. One of the 
combinations providing maximum power is as follows: 
APB Type  Array Noise 
11 SSK 16 Loud 
11 SSK 16 Loud 
 
There are 4 combinations of runs that give the maximum power of 0.4025 for an estimated             
β =  -0.1296  for Type x Array interaction factor. The minimum power obtained is 0.3463. One 
of the combinations providing maximum power is as follows: 
APB Type  Array Noise 
11  SSN 16 Quiet 
11 SSK 16 Loud 
 
There are 3 combinations of runs that give the maximum power of 0.0755 for an estimated β =  -
0.0352  for Type x Noise interaction factor. The minimum power obtained is 0.0696. One of the 






APB Type  Array Noise 
11  SSN 16 Quiet 
11 SSK 16 Loud 
 
There are 3 combinations of runs that give the maximum power of 0.2344 for an estimated β =  
0.093  for Array x Noise interaction factor. The minimum power obtained is 0.1914. One of the 
combinations providing maximum power is as follows: 
APB Type  Array Noise 
11  SSK 16 Loud 
11 SSK 16 Loud 





6. Conclusions        
Design augmentation to improve statistical power for the effects in a linear regression model was 
studied in this thesis. The existing literature in the field of statistical power does not address the 
power associated with the individual factors in an experiment. This study bridges this gap by 
studying how the power associated with an individual factor in an experiment varies with the 
augmentation of different runs. An integration of the methods developed in this study with the 
existing design of experiments methodology was also achieved in this thesis. 
This study was able to develop two methodologies for augmentation of runs to an existing base 
design. The first method is the balancing method in which the experimenter has to ensure that the 
factor with respect to which power has to be maximized has an equal number of points at its high 
and low levels, which is called as the balanced state of the factor while all the other factors are 
not balanced. This method ensures that we get maximum power with respect to the factor of 
interest relative to the other factors in the experiment. However, this method does not guarantee 
that the best possible power is obtained for the factor of interest. The second method is using the 
R-code which analyzes all possible combination of runs to be augmented to the base design and 
gives the combination that gives the best possible power for the factor of interest as the output 
for a given base design as input. However, this method is computationally expensive especially 
when more than 4 factors are involved in the experiment. A practical example of this method has 
been illustrated with the help of a military application case study. To summarize, the balancing 
method can be used for augmentation when the experiment consists of a large number of factors 
and when the highest possible power is really not required for the study. The R-code can be used 
when the experiment consists of a small number of factors and the number of runs to be 
augmented is not more than 4. The computational resources available and the criticality of the 
effect under consideration are the key points to be considered while choosing the appropriate 
method. 
The future work for this study can be to develop an algorithm that will reduce the computational 
complexity of the R-code for experiments consisting of more number of factors and when more 
than 4 runs are to be augmented. If such an algorithm is devised, it will enable the experimenter 
to come up with a design that maximizes the power with respect to a factor of interest even 
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without specifying a base design. Other opportunities can be to extend the scope of this study to 
include non-regular designs like Plackett Burman design and other forms of regression models 
like logistic regression and models consisting of curvature. Another potential area of research 
would be to investigate how the power varies when a simulated distribution of beta values are 
used instead of an estimated beta value that has been used in this study. 
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1. Results for case I: 3 Factors with 1 interaction 
 
Sr Runs Repeated Total runs Intercept X1 Power X2 Power X3 Power X1X2 Power
1 None 8 0.49 0.49 0.49 0.49 0.49
2 (-1,1,-1) 9 0.604 0.604 0.604 0.604 0.604
3 (1,-1,1) 9 0.604 0.604 0.604 0.604 0.604
4 (-1,-1,-1) 9 0.604 0.604 0.604 0.604 0.604
5 (1,1,-1) 9 0.604 0.604 0.604 0.604 0.604
6 (1,1,1) 9 0.604 0.604 0.604 0.604 0.604
7 (-1,-1,1) 9 0.604 0.604 0.604 0.604 0.604
8 (-1,1,1) 9 0.604 0.604 0.604 0.604 0.604
9 (1,-1,-1) 9 0.604 0.604 0.604 0.604 0.604
10 (-1,1,-1); (1,-1,1) 10 0.699 0.687 0.687 0.687 0.699
11 (-1,1,-1); (-1,-1,-1) 10 0.687 0.687 0.699 0.687 0.699
12 (-1,1,-1); (1,1,-1) 10 0.687 0.699 0.687 0.687 0.699
13 (-1,1,-1); (1,1,1) 10 0.699 0.687 0.699 0.687 0.687
14 (-1,1,-1); (-1,-1,1) 10 0.699 0.699 0.687 0.687 0.687
15 (-1,1,-1); (-1,1,1) 10 0.679 0.679 0.679 0.716 0.679
16 (-1,1,-1); (1,-1,-1) 10 0.687 0.699 0.699 0.687 0.687
17 (1,-1,1); (-1,-1,-1) 10 0.699 0.687 0.699 0.687 0.687
18 (1,-1,1); (1,1,-1) 10 0.699 0.699 0.687 0.687 0.687
19 (1,-1,1); (1,1,1) 10 0.687 0.687 0.699 0.687 0.699
20 (1,-1,1); (-1,-1,1) 10 0.687 0.699 0.687 0.687 0.699
21 (1,-1,1); (-1,1,1) 10 0.687 0.699 0.699 0.687 0.687
22 (1,-1,1); (1,-1,-1) 10 0.679 0.679 0.679 0.716 0.679
23 (-1,-1,-1); (1,1,-1) 10 0.687 0.699 0.699 0.687 0.687
24 (-1,-1,-1); (1,1,1) 10 0.699 0.687 0.687 0.687 0.699
25 (-1,-1,-1); (-1,-1,1) 10 0.679 0.679 0.679 0.716 0.679
26 (-1,-1,-1); (-1,1,1) 10 0.699 0.699 0.687 0.687 0.687
27 (-1,-1,-1); (1,-1,-1) 10 0.687 0.699 0.687 0.687 0.699
28 (1,1,-1); (1,1,1) 10 0.679 0.679 0.679 0.716 0.679
29 (1,1,-1); (-1,-1,1) 10 0.699 0.687 0.687 0.687 0.699
30 (1,1,-1); (-1,1,1) 10 0.699 0.687 0.699 0.687 0.687
31 (1,1,-1); (1,-1,-1) 10 0.687 0.687 0.699 0.687 0.699
32 (1,1,1); (-1,-1,1) 10 0.687 0.699 0.699 0.687 0.687
33 (1,1,1); (-1,1,1) 10 0.687 0.699 0.687 0.687 0.699
34 (1,1,1); (1,-1,-1) 10 0.699 0.699 0.687 0.687 0.687
35 (-1,-1,1); (-1,1,1) 10 0.687 0.687 0.699 0.687 0.699
36 (-1,-1,1); (1,-1,-1) 10 0.699 0.687 0.699 0.687 0.687
37 (-1,1,1); (1,-1,-1) 10 0.699 0.687 0.687 0.687 0.699
38 (-1,1,-1); (-1,1,-1) 10 0.672 0.672 0.672 0.672 0.672
39 (1,-1,1); (1,-1,1) 10 0.672 0.672 0.672 0.672 0.672
40 (-1,-1,-1); (-1,-1,-1) 10 0.672 0.672 0.672 0.672 0.672
41 (1,1,-1); (1,1,-1) 10 0.672 0.672 0.672 0.672 0.672
42 (1,1,1); (1,1,1) 10 0.672 0.672 0.672 0.672 0.672
43 (-1,-1,1); (-1,-1,1) 10 0.672 0.672 0.672 0.672 0.672
44 (-1,1,1); (-1,1,1) 10 0.672 0.672 0.672 0.672 0.672
45 (1,-1,-1); (1,-1,-1) 10 0.672 0.672 0.672 0.672 0.672
Runs with X2 having the highest Power
Runs with X3 having the highest Power
Runs with X1X2 having the highest Power
1Run Repeated
2 Runs Repeated




2.  Results for case II: 3 Factors with 2 interaction terms 
 
 
Sr Runs Repeated Total runs Intercept X1 Power X2 Power X3 Power X1X2 Power X1X3 Power
1 None 8 0.357 0.357 0.357 0.357 0.357 0.357
2 (-1,1,-1) 9 0.517 0.517 0.517 0.517 0.517 0.517
3 (1,-1,1) 9 0.517 0.517 0.517 0.517 0.517 0.517
4 (-1,-1,-1) 9 0.517 0.517 0.517 0.517 0.517 0.517
5 (1,1,-1) 9 0.517 0.517 0.517 0.517 0.517 0.517
6 (1,1,1) 9 0.517 0.517 0.517 0.517 0.517 0.517
7 (-1,-1,1) 9 0.517 0.517 0.517 0.517 0.517 0.517
8 (-1,1,1) 9 0.517 0.517 0.517 0.517 0.517 0.517
9 (1,-1,-1) 9 0.517 0.517 0.517 0.517 0.517 0.517
10 (-1,1,-1); (1,-1,1) 10 0.634 0.634 0.634 0.634 0.634 0.634
11 (-1,1,-1); (-1,-1,-1) 10 0.626 0.626 0.646 0.634 0.646 0.626
12 (-1,1,-1); (1,1,-1) 10 0.634 0.634 0.634 0.634 0.634 0.634
13 (-1,1,-1); (1,1,1) 10 0.634 0.634 0.634 0.634 0.634 0.634
14 (-1,1,-1); (-1,-1,1) 10 0.646 0.646 0.626 0.626 0.626 0.626
15 (-1,1,-1); (-1,1,1) 10 0.626 0.626 0.626 0.646 0.626 0.646
16 (-1,1,-1); (1,-1,-1) 10 0.634 0.634 0.634 0.634 0.634 0.634
17 (1,-1,1); (-1,-1,-1) 10 0.634 0.634 0.634 0.634 0.634 0.634
18 (1,-1,1); (1,1,-1) 10 0.646 0.646 0.626 0.626 0.626 0.626
19 (1,-1,1); (1,1,1) 10 0.626 0.626 0.646 0.626 0.646 0.626
20 (1,-1,1); (-1,-1,1) 10 0.634 0.634 0.634 0.634 0.634 0.634
21 (1,-1,1); (-1,1,1) 10 0.634 0.634 0.634 0.634 0.634 0.634
22 (1,-1,1); (1,-1,-1) 10 0.626 0.626 0.626 0.646 0.626 0.646
23 (-1,-1,-1); (1,1,-1) 10 0.634 0.634 0.634 0.634 0.634 0.634
24 (-1,-1,-1); (1,1,1) 10 0.634 0.634 0.634 0.634 0.634 0.634
25 (-1,-1,-1); (-1,-1,1) 10 0.626 0.626 0.626 0.646 0.626 0.646
26 (-1,-1,-1); (-1,1,1) 10 0.646 0.646 0.626 0.626 0.626 0.626
27 (-1,-1,-1); (1,-1,-1) 10 0.634 0.634 0.634 0.634 0.634 0.634
28 (1,1,-1); (1,1,1) 10 0.626 0.626 0.626 0.646 0.626 0.646
29 (1,1,-1); (-1,-1,1) 10 0.634 0.634 0.634 0.634 0.634 0.634
30 (1,1,-1); (-1,1,1) 10 0.634 0.634 0.634 0.634 0.634 0.634
31 (1,1,-1); (1,-1,-1) 10 0.626 0.626 0.646 0.626 0.646 0.626
32 (1,1,1); (-1,-1,1) 10 0.634 0.634 0.634 0.634 0.634 0.634
33 (1,1,1); (-1,1,1) 10 0.634 0.634 0.634 0.634 0.634 0.634
34 (1,1,1); (1,-1,-1) 10 0.646 0.646 0.626 0.626 0.626 0.626
35 (-1,-1,1); (-1,1,1) 10 0.626 0.626 0.646 0.626 0.646 0.626
36 (-1,-1,1); (1,-1,-1) 10 0.634 0.634 0.634 0.634 0.634 0.634
37 (-1,1,1); (1,-1,-1) 10 0.634 0.634 0.634 0.634 0.634 0.634
38 (-1,1,-1); (-1,1,-1) 10 0.614 0.614 0.614 0.614 0.614 0.614
39 (1,-1,1); (1,-1,1) 10 0.614 0.614 0.614 0.614 0.614 0.614
40 (-1,-1,-1); (-1,-1,-1) 10 0.614 0.614 0.614 0.614 0.614 0.614
41 (1,1,-1); (1,1,-1) 10 0.614 0.614 0.614 0.614 0.614 0.614
42 (1,1,1); (1,1,1) 10 0.614 0.614 0.614 0.614 0.614 0.614
43 (-1,-1,1); (-1,-1,1) 10 0.614 0.614 0.614 0.614 0.614 0.614
44 (-1,1,1); (-1,1,1) 10 0.614 0.614 0.614 0.614 0.614 0.614




Runs with X1 having the highest Power
Runs with X2 having the highest Power
Runs with X3 having the highest Power
Runs with X1X2 having the highest Power
Runs with X1X3 having the highest Power
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3. Results for case III: 3 Factors with 3 interaction terms 
 
 
Sr Runs Repeated Total runs Intercept X1 Power X2 Power X3 Power X1X2 Power X1X3 Power X2X3 Power
1 None 8 0.176 0.176 0.176 0.176 0.176 0.176 0.176
2 (-1,1,-1) 9 0.374 0.374 0.374 0.374 0.374 0.374 0.374
3 (1,-1,1) 9 0.374 0.374 0.374 0.374 0.374 0.374 0.374
4 (-1,-1,-1) 9 0.374 0.374 0.374 0.374 0.374 0.374 0.374
5 (1,1,-1) 9 0.374 0.374 0.374 0.374 0.374 0.374 0.374
6 (1,1,1) 9 0.374 0.374 0.374 0.374 0.374 0.374 0.374
7 (-1,-1,1) 9 0.374 0.374 0.374 0.374 0.374 0.374 0.374
8 (-1,1,1) 9 0.374 0.374 0.374 0.374 0.374 0.374 0.374
9 (1,-1,-1) 9 0.374 0.374 0.374 0.374 0.374 0.374 0.374
10 (-1,1,-1); (1,-1,1) 10 0.539 0.546 0.546 0.546 0.539 0.539 0.539
11 (-1,1,-1); (-1,-1,-1) 10 0.539 0.539 0.546 0.539 0.546 0.539 0.546
12 (-1,1,-1); (1,1,-1) 10 0.539 0.546 0.539 0.539 0.546 0.546 0.539
13 (-1,1,-1); (1,1,1) 10 0.546 0.539 0.546 0.539 0.539 0.546 0.539
14 (-1,1,-1); (-1,-1,1) 10 0.546 0.546 0.539 0.539 0.539 0.539 0.546
15 (-1,1,-1); (-1,1,1) 10 0.539 0.539 0.539 0.546 0.539 0.546 0.546
16 (-1,1,-1); (1,-1,-1) 10 0.546 0.539 0.539 0.546 0.546 0.539 0.539
17 (1,-1,1); (-1,-1,-1) 10 0.546 0.539 0.546 0.539 0.539 0.546 0.539
18 (1,-1,1); (1,1,-1) 10 0.546 0.546 0.539 0.539 0.539 0.539 0.546
19 (1,-1,1); (1,1,1) 10 0.539 0.539 0.546 0.539 0.546 0.539 0.546
20 (1,-1,1); (-1,-1,1) 10 0.539 0.546 0.539 0.539 0.546 0.546 0.539
21 (1,-1,1); (-1,1,1) 10 0.546 0.539 0.539 0.546 0.546 0.539 0.539
22 (1,-1,1); (1,-1,-1) 10 0.539 0.539 0.539 0.546 0.539 0.546 0.546
23 (-1,-1,-1); (1,1,-1) 10 0.546 0.539 0.539 0.546 0.546 0.539 0.539
24 (-1,-1,-1); (1,1,1) 10 0.539 0.546 0.546 0.546 0.539 0.539 0.539
25 (-1,-1,-1); (-1,-1,1) 10 0.539 0.539 0.539 0.546 0.539 0.546 0.546
26 (-1,-1,-1); (-1,1,1) 10 0.546 0.546 0.539 0.539 0.539 0.539 0.546
27 (-1,-1,-1); (1,-1,-1) 10 0.539 0.546 0.539 0.539 0.546 0.546 0.539
28 (1,1,-1); (1,1,1) 10 0.539 0.539 0.539 0.546 0.539 0.546 0.546
29 (1,1,-1); (-1,-1,1) 10 0.539 0.546 0.546 0.546 0.539 0.539 0.539
30 (1,1,-1); (-1,1,1) 10 0.546 0.539 0.546 0.539 0.539 0.546 0.539
31 (1,1,-1); (1,-1,-1) 10 0.539 0.539 0.546 0.539 0.546 0.539 0.546
32 (1,1,1); (-1,-1,1) 10 0.546 0.539 0.539 0.546 0.546 0.539 0.539
33 (1,1,1); (-1,1,1) 10 0.539 0.546 0.539 0.539 0.546 0.546 0.539
34 (1,1,1); (1,-1,-1) 10 0.546 0.546 0.539 0.539 0.539 0.539 0.546
35 (-1,-1,1); (-1,1,1) 10 0.539 0.539 0.546 0.539 0.546 0.539 0.546
36 (-1,-1,1); (1,-1,-1) 10 0.546 0.539 0.546 0.539 0.539 0.546 0.539
37 (-1,1,1); (1,-1,-1) 10 0.539 0.546 0.546 0.546 0.539 0.539 0.539
38 (-1,1,-1); (-1,1,-1) 10 0.524 0.524 0.524 0.524 0.524 0.524 0.524
39 (1,-1,1); (1,-1,1) 10 0.524 0.524 0.524 0.524 0.524 0.524 0.524
40 (-1,-1,-1); (-1,-1,-1) 10 0.524 0.524 0.524 0.524 0.524 0.524 0.524
41 (1,1,-1); (1,1,-1) 10 0.524 0.524 0.524 0.524 0.524 0.524 0.524
42 (1,1,1); (1,1,1) 10 0.524 0.524 0.524 0.524 0.524 0.524 0.524
43 (-1,-1,1); (-1,-1,1) 10 0.524 0.524 0.524 0.524 0.524 0.524 0.524
44 (-1,1,1); (-1,1,1) 10 0.524 0.524 0.524 0.524 0.524 0.524 0.524
45 (1,-1,-1); (1,-1,-1) 10 0.524 0.524 0.524 0.524 0.524 0.524 0.524




Runs with X1 having the highest Power
Runs with X2 having the highest Power
Runs with X3 having the highest Power
Runs with X1X2 having the highest Power
Runs with X1X3 having the highest Power
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4. Results for the categorical factors. 
Sr No. Runs added X1 Power X2 Power X3 Power 
1 Base design 0.182 0.182 0.182 
          
2 (L1,L1,L1); (L2,L2,L2) 0.358 0.358 0.358 
4 (L1,L1,L1); (L3,L2,L3) 0.335 0.358 0.335 
5 (L1,L1,L1); (L1,L2,L2) 0.366 0.371 0.371 
6 (L1,L1,L1); (L1,L2,L3) 0.366 0.371 0.336 
7 (L1,L1,L1); (L2,L2,L1) 0.371 0.371 0.366 
8 (L1,L1,L1); (L2,L2,L3) 0.358 0.358 0.335 
9 (L1,L1,L1); (L3,L2,L1) 0.336 0.371 0.366 
10 (L1,L1,L1); (L3,L2,L2) 0.335 0.358 0.358 
          
11 (L2,L1,L2); (L3, L2, L3) 0.335 0.358 0.335 
12 (L2,L1,L2); (L1, L2, L2) 0.371 0.371 0.366 
13 (L2,L1,L2); (L1, L2, L3) 0.358 0.358 0.335 
14 (L2,L1,L2); (L2, L2, L1) 0.366 0.371 0.371 
15 (L2,L1,L2); (L2, L2, L3) 0.366 0.371 0.336 
16 (L2,L1,L2); (L3, L2, L1) 0.335 0.358 0.358 
17 (L2,L1,L2); (L3, L2, L2) 0.336 0.371 0.366 
          
18 (L3, L1, L3); (L1 , L2, L2) 0.335 0.358 0.335 
19 (L3, L1, L3); (L1 , L2, L3) 0.336 0.371 0.308 
20 (L3, L1, L3); (L2 , L2, L1) 0.335 0.358 0.335 
21 (L3, L1, L3); (L2 , L2, L3) 0.336 0.371 0.308 
22 (L3, L1, L3); (L3 , L2, L1) 0.308 0.371 0.336 
23 (L3, L1, L3); (L3 , L2, L2) 0.308 0.371 0.336 
          
24 (L1, L1, L2); (L1, L2, L3) 0.366 0.371 0.336 
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25 (L1, L1, L2); (L2, L2, L1) 0.358 0.358 0.358 
26 (L1, L1, L2); (L2, L2, L3) 0.358 0.358 0.335 
27 (L1, L1, L2); (L3, L2, L1) 0.335 0.358 0.358 
28 (L1, L1, L2); (L3, L2, L2) 0.336 0.371 0.366 
          
29 (L1, L1, L3); (L2, L2, L1) 0.358 0.358 0.335 
30 (L1, L1, L3); (L2, L2, L1) 0.371 0.371 0.308 
31 (L1, L1, L3); (L2, L2, L1) 0.335 0.358 0.335 
32 (L1, L1, L3); (L2, L2, L1) 0.335 0.358 0.335 
          
33 (L2, L1, L1); (L2, L2, L3) 0.366 0.371 0.336 
34 (L2, L1, L1); (L3, L2, L1) 0.336 0.371 0.366 
35 (L2, L1, L1); (L3, L2, L2) 0.335 0.358 0.358 
          
36 (L2, L1, L3); (L3, L2, L1) 0.335 0.358 0.335 
37 (L2, L1, L3); (L3, L2, L2) 0.335 0.358 0.335 
          
38 (L3, L1, L1); (L3, L2, L2) 0.308 0.371 0.371 
          
39 (L1, L1, L1); (L1, L1, L1) 0.355 0.391 0.355 
40 (L2, L1, L2); (L2, L2, L2) 0.355 0.391 0.355 
41 (L3, L1, L3); (L3, L2, L3) 0.308 0.391 0.308 
42 (L1, L1, L2); (L1, L2, L2) 0.355 0.391 0.355 
43 (L1, L1, L3); (L1, L2, L3) 0.355 0.391 0.308 
44 (L2, L1, L1); (L2, L2, L1) 0.355 0.391 0.355 
45 (L2, L1, L3); (L2, L2, L3) 0.355 0.391 0.308 
46 (L3, L1, L1); (L3, L2, L1) 0.308 0.391 0.355 
47 (L3, L1, L2); (L3, L2, L2) 0.308 0.391 0.355 
  





Runs with X2 having  
highest Power 
  
Runs with X3 having  
highest Power 
 
 
