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Abstract
Frailty models are frequently used to analyse clustered survival data in medical
contexts. The frailties, or random eﬀects, are used to model the association
between individual survival times within clusters.
Analysis of survival times of related individuals is typically complicated
because follow up on an event type of interest is censored by events of sec-
ondary interest. Treating such competing events as independent may yield an
incorrect analysis when the random eﬀects associated with other event types
are dependent of the event type of interest. We study two related inferential
procedures for dependent data where the frailties of the type speciﬁc hazards
may be correlated between competing event types.
Routine registers oﬀer possibilities to study covariate eﬀects on survival
times for rare diseases, for which large cohorts are required. However, the
vast amount of data and the clustering of related individuals pose statistical
challenges. In the ﬁrst paper we adapt maximum likelihood methods for semi-
parametric transformation regression models to a cohort register subsampling
design. This approach drastically reduces the computing times with a minor
loss of eﬃciency, and results in practically useful estimation procedures.
In the second paper we propose an estimator of covariate eﬀects based on
the observed intensities, where the nonparametric baseline hazards are proﬁled
out. Thereby we reduce the problem to ﬁnite dimensions, where e.g. the covari-
ance matrix is more directly estimated. A set of frailty structures for paired
competing risks data based on sums of gamma variables is investigated through
simulations.
We establish the asymptotic properties of the estimators and present con-
sistent covariance estimators. Worked examples are provided for illustration.
Key words: Survival analysis; frailty model, competing risks; random eﬀects;
case-cohort; routine register; semiparametric
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Part I
Introduction
1
1Survival analysis
In survival analysis the response variable is the time T ∗ from some well deﬁned
time origin to a speciﬁc event. T ∗ can for instance be the life length of an
individual, or the age at onset of a disease, or the time from treatment of a
disease to relapse. Typically some event times are incompletely observed due to
censoring. The most commonly encountered censoring is right censoring when
we only observe an individual up to a possibly random censoring time C, i.e.
we observe T = T ∗ ∧ C and an indicator ∆ = I(T = T ∗) of whether or not
censoring has occurred before the event time of interest. This may be because
the subject has still to experience the event when the study is closed or because
the individual is lost for follow-up due to other reasons. We assume that there
is a maximum observation time τ <∞ and that all individuals still alive at this
age are censored. A concept related to right-censoring frequently encountered
in practice is left-truncation where an individual is only included in the sample
conditionally on having survived till some given entry time V . Many registers
used in epidemiological studies have left-truncated life times because they only
include individuals or families that were alive at a given date. The Danish twin
registry for example only includes twins that were both alive when the cancer
registration started in 1943.
It is not obvious at ﬁrst glance how to incorporate censored and truncated
observations into inference for the distribution of T . Estimation based only on
the complete data may give biased results, so the censored observations need
to be taken into account. Modelling of the hazard rate λ, the event rate at
time t conditional on survival until time t, has proved to be highly successful
for this purpose.
The hazard rate may be interpreted as the instantaneous individual failure
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rate among those at risk and is given by
λ(t) = lim
dt→0
1
dt
P (t ≤ T ∗ < t+ dt|T ∗ ≥ t) (1.1)
= −S
′(t)
S(t)
,
where S(t) = P (T ∗ > t) is the survival function of T ∗, the probability that the
event of interest has not happened at time t. From (1.1), by integration and
using S(0) = 1, we see that the survival function may be calculated from the
hazard rate as
S(t) = exp
(
−
∫ t
0
λ(s)ds
)
(1.2)
= exp (−Λ(t)) ,
where Λ(t) =
∫ t
0
λ(s)ds is called the cumulative hazard rate up to time t. Note
that by (1.1) and (1.2), the survival function and hazard rate are alternative
but equivalent representations and both completely specify the distribution of
T ∗.
A convenient representation of survival data is by the counting process
N(t) = I(T ≤ t,∆ = 1)
which jumps to one at T ∗ if the event is not censored and otherwise stays
N(t) = 0 throughout. The dynamics of N(t) is described by its intensity
process
R(t)λ(t)
which is the product of the hazard function and the at risk process
R(t) = I(t ≤ T ),
or R(t) = I(V < t ≤ T ) if there is left-truncation, indicating whether the
individual is observed to be at risk just before time t. The interpretation of
the intensity process is that
R(t)λ(t)dt = E[dN(t)|Ft−], (1.3)
the conditional expectation of the increment of N(t) over a very small time
interval [t, t+dt) given the history Ft− in [0, t). Ft− represents the available
data just before time t, and contains information e.g. of N(s) for s < t, and
possibly other counting processes if there is dependence among the individuals
in the sample. Mathematically (Ft)t≥0 is a ﬁltration, i.e. an increasing right-
continuous family of σ-algebras, and both N(·) and R(·) are adapted to Ft.
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1.1 Regression models for failure time data
A typical goal of a survival study is to relate the eﬀect of explanatory variables
on survival. It is convenient to build a regression model using the hazard rate
as target function. The model can then be used to examine various hypotheses
about the impact of risk factors or estimate regression parameters that relate
to the lifetimes, taking into account that some of the lifetimes are censored.
The most popular survival model is Cox's proportional hazards model under
which the hazard rate for an individual with covariate vector X takes the form
λ(t|X) = λ0(t)eβ
T
0
X,
where β0 is a vector of regression parameters and λ0(·) is a baseline hazard rate
describing the shape of the hazard as a function of time. The model is thus
semiparametric in that the baseline hazard rate is treated nonparametrically,
while a parametric form is assumed for the covariate eﬀect. Correspondingly,
the parameter (β0, λ0) contains an inﬁnite dimensional component λ0 in addi-
tion to the ﬁnite dimensional covariate eﬀect vector β0 of particular interest.
When the covariates are time independent, the interpretation of the β0 vec-
tor is particularly easy. Assume that we observe two individuals with covariate
vectors X and X˜, respectively. Then the ratio of their hazard rates is
λ(t|X)
λ(t|X˜) = exp
(
βT0 (X− X˜)
)
, (1.4)
which is constant over time. Hence the name proportional hazards. The pro-
portion (1.4) is called the relative risk or hazard ratio of the two individuals.
For example, if the covariate vectors of two individuals diﬀer only by a binary
covariate, then the risk of experiencing the event for the individual with x = 1
relative to the individual with x = 0 is eβ0 .
The Cox model has had a monumental success in applied work. In some
applications, however, the proportional hazards assumption may not be reason-
able. A popular alternative is the proportional odds model that constrains the
ratio of the odds of survival associated with two sets of covariate values to be
constant over time. Consequently, the ratio of the hazards converge to one with
time. This is diﬀerent from the proportional hazards model that constrains the
hazard ratio to be constant while the odds ratio tends to zero or inﬁnity.
Both the proportional hazards and the proportional odds models are exam-
ples of semiparametric transformation models. In this broad class of models
the failure time T ∗ is related to X by
H(T ) = −βT0 X + ε, (1.5)
where H(·) is a continuous unspeciﬁed increasing function and ε is a residual
with a known parametric distribution. The choices of the extreme value and
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standard logistic distributions yield the proportional hazards and proportional
odds models respectively.
The more general model (1.5) can be extended to allow time-dependent
covariates by specifying that the cumulative hazard function, conditional on
the covariate history X(t) = {X(s) : s ≤ t}, takes the form
Λ
(
t|X(t)) = G(∫ t
0
eβ
T
0
X(s)λ0(s)ds
)
, (1.6)
where the transformation G is a continuously diﬀerentiable and strictly increas-
ing function (Zeng and Lin, 2007a) and λ0(·) is an arbitrary positive function.
Specifying the function G while leaving the function λ0 unspeciﬁed is equivalent
to specifying the distribution of ε while leaving the function H unspeciﬁed.
One class of transformations is the Box-Cox transformations,
G(x) =
{
[(1 + x)ρ − 1]/ρ, ρ > 0,
log(1 + x), ρ = 0.
For ρ > 1 the covariate eﬀect increase over time, for ρ < 1 the covariate eﬀects
decrease over time. Another useful set of transformations is the logarithmic
transforms given by
G(x) =
{
log(1 + rx)/r, r > 0,
x, r = 0.
For r > 0, the covariate eﬀects always decrease over time, with a higher rate of
decrease for larger r. The choice ρ = 1 or r = 0 yields the proportional hazards
model while the choice ρ = 0 and r = 1 yields the proportional odds model.
Expression (1.6) can generate very general models, but this generality of-
ten comes with a problem of a lack of transparency of the role of covariates.
Except in special cases, it is typically diﬃcult to look at the expression for the
cumulative hazard and gain any intuitive insight into how covariates inﬂuence
the hazard.
1.2 Competing risks
When studying a speciﬁc cause of death, the observation of the disease may
be preceded by other events, the occurrence of which prevents us from observ-
ing the disease of interest. This competing risks situation is the rule rather
than the exception in epidemiological follow-up studies. In the competing risks
framework the observable information for an individual is the time to ﬁrst event
among the possible competing reasons.
A naive analysis could consider death without the disease of interest as in-
dependent censoring, assuming that the censoring mechanism is independent
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of the event type of interest conditional on the covariates. However, viola-
tion of the independent censoring assumption may produce biased estimates of
covariate eﬀects.
One method for describing a model for competing risks data is to specify
the cause speciﬁc hazards (Prentice et al., 1978). With T ∗ the survival time
and κ a stochastic variable that registers the type of death κ ∈ {1, . . . ,K} the
cause speciﬁc hazard function is
λk(t) = lim
dt→0
1
dt
P (t ≤ T ∗ < t+ dt, κ = k|T ∗ ≥ t).
A competing risks model can be described by specifying all the cause spe-
ciﬁc hazards. Based on the cause speciﬁc hazards various consequences of the
model can be derived. One such summary statistic is the cumulative incidence
function for cause k = 1, . . . ,K, deﬁned as the probability of dying from cause
k before time t
Fk(t) = P (T
∗ ≤ t, κ = k) =
∫ t
0
λk(s)S(s−)ds,
where S(t) = P (T ∗ > t) is the survival function. The survival function is
expressed in terms of the hazards as
S(t) = exp
(
−
∫ t
0
K∑
k=1
λk(s)ds
)
.
Note that the cumulative incidence function for cause k depends on the other
cause speciﬁc hazard functions. The cause-speciﬁc hazard function and cumu-
lative incidence function provide diﬀerent perspectives for cause-speciﬁc failure
times. The eﬀect of a covariate on the two measures can be very diﬀerent.
There is no longer a one-to-one correspondence between the cumulative inci-
dence and cause-speciﬁc hazard.
We can estimate the cumulative incidence function for a speciﬁc cause by
modelling and estimating the cause speciﬁc hazards, but this requires models
of the hazards for all causes. The cumulative incidence can alternatively be
modelled directly by the subdistribution approach (Fine and Gray, 1999). The
subdistribution approach does not demand models for the other causes, but
instead modelling of the censoring distribution is required.
1.3 Correlated event time data
Clustered failure time data arise when subjects are sampled in clusters so that
the failure times within the same cluster tend to be correlated. Medical exam-
ples include the age at onset of a genetic disease among family members with
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families serving as clusters. Sometimes one would assume a simple structure
with a common distribution for all individuals in a cluster, while in other sit-
uations the structure may be rather complex. For instance, when considering
the lifetimes of parents and children in a family, individuals within the same
cluster are not exchangeable and we have to distinguish between levels.
There are two main approaches to modelling cluster eﬀects, marginal and
conditional. The choice depends mainly on the purpose of the study. In
marginal models the covariate eﬀects are speciﬁed unconditionally and we as-
sume that the regression model holds marginally for each individual, but that
individuals within groups are associated. For the conditional approach we as-
sume instead that the model holds for each individual conditional on some
unobserved eﬀect, which is modelled as random.
The marginal approach is well suited for the situation where one aims at
estimating regression eﬀects on the population level, and only have to deal
with correlation to get valid standard errors to ensure correct inference. Then
the cluster structure is ignored when estimating the covariance eﬀects and is
only used to derive correct standard errors. This approach is closely linked
to the generalized estimating equations methodology (Liang and Zeger, 1986).
Marginal models do not make any assumptions regarding the dependence struc-
ture. It can be seen as an advantage that we do not have to rely on a speciﬁc
structure, but on the other hand such models cannot be used for assessment of
dependence. We will focus on conditional models.
1.3.1 Conditional models
Random eﬀects have been suggested to model two diﬀerent but related sources
of variation in event time data. Vaupel et al. (1979) introduced a random ef-
fect into a survival model to address the issue of variation due to unobserved
variables. They introduced the term frailty and applied the model in a demo-
graphic setting to adjust for population heterogeneity. In this setting the frailty
accounts for unobserved individual covariates that are not included in the study
either because of practical circumstances, or because they are not known to be
risk factors. These covariates are not observed and must be considered random
and integrated out.
Clayton (1978) suggested a random eﬀect to account for variation that
stems from unobserved common risk factors. When the frailty is integrated
out correlation is induced among event times within groups of related individ-
uals. Groups sharing some risk factor might be a family, a pair of twins or
patients from the same hospital. The methodology is suitable also for repeated
measurements on the same individual.
Although conceptually diﬀerent, dependencies between intensities of com-
peting risks can also be modelled by introducing unobserved random eﬀects.
Here the basic independence unit, which in the formulation above is the cluster,
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e.g. a family, is now each subject. Associated with each individual, is a number
of processes, one for each cause of death. A model is assumed for each cause
speciﬁc intensity conditional on an unobserved random eﬀect. The diﬀerence
from the clustered survival setting is that we will always observe at most one
event for each group since individuals can die only once.
The frailty is often modelled as an unobserved mean one random variable
acting multiplicatively on the baseline hazard. We illustrate conditional mod-
elling by considering a frailty of this type in a simple model where all members
of the same cluster share frailty variable.
Assume right-censored competing risks data. Let T ∗ij and Cij be the failure
and censoring times for the jth individual in the ith cluster i = 1, . . . , n, j =
1, . . . ,m and let Xij be a vector of covariates associated with this individual.
We collect all failure and censoring times and covariates for cluster i in the
variables T∗i , Ci and Xi, respectively. In addition we assume the presence of
some unobserved random eﬀect Vi. Censoring, conditional on Vi and covariates,
is assumed to be independent and noninformative on Vi. We assume that
(T∗i ,Ci,Xi, Vi) ,
i = 1, . . . , n, are independent and identically distributed variables.
Denote the right-censored failure time Tij = T ∗ij ∧ Cij and let Rij(t) =
I(t ≤ Tij) and Nij = I(Tij ≤ t, T = T ∗) denote the individual at-risk process
and counting process, respectively. We collect the at-risk and basic counting
processes of cluster i in the vectors Ri and Ni and deﬁne the observed history
of cluster i by
F
i
t = σ {Ni(s),Ri(s),Xi(s) : 0 ≤ s ≤ t} .
We deﬁne also the conditional history of cluster i where we pretend that we
also observe Vi,
H
i
t = σ {Ni(s),Ri(s),Xi(s), Vi : 0 ≤ s ≤ t} .
Note that the histories are nested, i.e. F it ⊆ H it for all t.
A conditional model is speciﬁed by assuming that the intensity of Nij(t)
with respect to the conditional ﬁltration Ht− =
∨n
i=1 H
i
t−, the smallest ﬁltra-
tion that contains H it−, i = 1, . . . , n, takes the form
Rij(t)Viλij(t)
for some λij that may depend on covariates.
The conditional history involves the unobserved frailties and cannot be
used directly for inference. Instead we can rely on the observed history Ft =
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∨n
i=1 F
i
t . By the innovation theorem (Andersen et al., 1993, Section II.4.2),
the intensity of Nij(t) with respect to the observed history is
E [Rij(t)Viλij(t)|Ft−] = E
[
Rij(t)Viλij(t)|F it−
]
(1.7)
= Rij(t)E
[
Vi|F it−
]
λij(t),
where the ﬁrst equality follows from the independence across clusters.
1.3.2 Shared gamma frailty
The classical shared frailty model (Clayton, 1978) for clustered survival data
assumes that a gamma distributed frailty variable with mean one and unknown
variance ν is shared within clusters. The value ν = 0 corresponds to indepen-
dence, and a high value of ν correspond to a high correlation between the
survival times.
The gamma distribution is a mathematically convenient choice as the con-
ditional expectation in (1.7) can be computed in closed form as
E
[
Vi|F it−
]
=
1 + ν
∑m
j=1Nij(t−)
1 + ν
∑m
j=1
∫ t−
0
Rij(s)λij(s)ds
.
1.3.3 Additive gamma frailty
In a shared frailty model, frailty is deﬁned as a measure of the relative risk
which the cluster share. Thus the frailty variable is associated with groups of
individuals rather than individuals. Yashin et al. (1995) developed a correlated
frailty model for bivariate survival data. In this model the frailties for the
individuals within a cluster are not necessarily identical, as they are in the
shared frailty model, but they are still correlated.
In the model of Yashin et al. (1995) the frailty for individual j, j = 1, 2, in
a pair is split into two components,
Z(j) = Z0 + Zj ,
where Z0 is a common shared component and Zj is an individual component.
The variables Z0, Z1 and Z2 are assumed to be independent and gamma dis-
tributed with diﬀerent shape parameters, but the same scale parameter. Let
ν denote the variance of Z0 and ν∗ the variance of Z1 and Z2. Yashin et al.
(1995) argue that the correlation
Corr(Z(1), Z(2)) =
ν
ν + ν∗
is a proper index of the correlation between the survival times.
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Yashin et al. (1995) discussed the model in the context of classical twin stud-
ies involving monozygotic and dizygotic twins. In this context Z0 represents
genetic and shared environmental eﬀects while Z1 and Z2 describes non-shared
environmental eﬀects.
A similar model was used by Zahl (1997) in a competing risks setting to
assess the excess hazard for patients with malignant melanoma and colon can-
cer. The set up is the same as in the previous example with three independent
gamma variables, but now the hazards act on the same individual. Note that
as both intensities act on the same individual at most one of the counting
processes Ni1 and Ni2 associated with individual i can have a jump.
Korsgaard and Andersen (1998) and Petersen et al. (1996) extended the
correlated frailty model to more general structures of genetic and environmental
eﬀects.
1.3.4 Normal random eﬀects
In view of the transformation model (1.5) it is appealing to add random eﬀects
that act on the linear scale. A natural choice is the model that, conditionally on
a mean zero multivariate normal eﬀect bi, relates the failure time of individual
j in cluster i to covariate vectors Xij and Zij by
H(T ∗ij) = −βT0 Xij + ZTijbi + ε,
with H and ε deﬁned as in (1.5).
Unlike gamma frailties, normal random eﬀects have unrestricted covariance
matrices. This ﬂexibility is a big advantage of this model. A restriction is that
we have to rely on approximations or numerical methods when integrating out
the normal random eﬀects as these integrals cannot be written in closed form.
When the dimension of the random eﬀect is high and the sample size is large
this can be rather computationally demanding.
Consider the simple case with a one-dimensional shared normal random
eﬀect bi for clustered individuals and a conditional proportional hazards model.
In this conditional hazard
exp
(
βT0 Xij + bi
)
λ0(t)
the random eﬀect enters multiplicatively on the hazard as a log-normal frailty.
This looks very much like the shared frailty model discussed above, but unlike
these the log-normal frailty does not have mean 1 in the current formulation.
Thus, it is not straightforward to compare the models.
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2Semiparametric inference
Counting processes and martingales have traditionally been the main tools
when studying asymptotics in survival analysis. Let N(t) denote a generic
process counting the number of events that have occurred for some unit of
interest up to time t. We can construct a counting process per individual (as
we did in the previous chapter), or cluster, and another process counting the
number of events for all individuals under study. The counting processes can be
decomposed into a deterministic model part, the compensator A, and a random
noise part M such that
M(t) = N(t)−A(t)
is a martingale. A martingale with respect to some ﬁltration Ft is characterized
by the relation
E [dM(t)|Ft−] = 0
for all t. Many interesting quantities in survival analysis, such as score func-
tions, can be written as stochastic integrals of the form
∫ t
0
D(s)dM(s), (2.1)
where D is a predictable stochastic process. Informally, the process D is pre-
dictable if the value D(t) is known given the history Ft− just prior to time
t. Integrals of the form (2.1) are, under some conditions, themselves martin-
gales and asymptotic theory can often be established by Robelledo's martingale
central limit theorem (Andersen et al., 1993, p. 83).
Martingale methods have an appealing conceptual foundation, but are not
always applicable. In particular, if the integrand in (2.1) is not predictable,
then the integral is not a martingale. This is the case for example if D contains
weights that depend on events that might not have occurred at time t.
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Often (2.1) can alternatively be viewed as an empirical process and large
sample properties then follow by modern empirical process techniques (van der
Vaart and Wellner, 1996). There is a price to be paid for this however, as
empirical processes in this setting pose the strong restriction of independence
of sampling units (e.g. individuals or clusters), whereas martingales allow more
complex dependencies on the past. Martingale techniques are applicable in in-
stances where the censoring mechanism depends on what happened previously
to any individuals or clusters, even though this set up is clearly non-i.i.d. We
conclude that none of the methods can fully replace the other. We refer to An-
dersen et al. (1993) and Aalen et al. (2008) for further reading on martingale
methods in event history analysis. In Section 2.3.1 we brieﬂy introduce some
key concepts from empirical process theory.
In this chapter we investigate two methods for handling the inﬁnite dimen-
sional parameter Λ0(t) =
∫ t
0
λ0(s)ds in a semiparametric frailty model. Both
methods estimate Λ0 by a step function with positive jumps at uncensored
event times only. With the ﬁrst method we reduce the problem to ﬁnite di-
mensions by proﬁling out Λ0, while the latter involves joint maximization of
the ﬁnite dimensional parameter and the jump sizes of the cumulative baseline
hazard. We outline the estimation procedures for a conditional proportional
hazards model in a clustered survival setting, but the methods apply more
generally. We then brieﬂy introduce a few key theorems that are useful for
establishing the asymptotic properties of the two estimators.
2.1 Recursive estimating equations
Consider the right-censored and clustered survival setting of Section 1.3.1. As-
sume that the intensity of the basic counting process Nij(t) associated with
individual j of cluster i has a proportional hazards form
Rij(t)Vie
βT
0
Xijλ0(t)
with respect to the unobserved conditional hazard Ht. Let θ = (β, γ) ∈ Rd
denote the ﬁnite dimensional parameter, where γ pertains to the frailty distri-
bution. We write subscript 0 for the true value of any parameter. The goal is
to make inference for θ0 and Λ0.
From (1.3) and (1.7) the increment of Nij at time t has expectation
E [dNij(t)|Ft−] = E
[
E [dNij(t)|Ht−]|F it−
]
= E
[
Rij(t)Vie
βT
0
Xijλ0(t)dt
∣∣∣ F it−]
= Rij(t)E
[
Vi|F it−
]
eβ
T
0
Xijλ0(t)dt,
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conditional on the observed ﬁltration Ft−. Thus
dMij(t) = dNij(t)−Rij(t)E
[
Vi|F it−
]
eβ
T
0
Xijλ0(t) (2.2)
are zero mean stochastic processes for all i = 1, . . . , n, j = 1, . . . ,m.
Equation (2.2) suggests estimating Λ0 for ﬁxed θ by a Breslow-type step
function. More speciﬁcally, let τ1 < τ2 < . . . < τN denote the uncensored event
times arranged in increasing order (assuming no ties). We estimate the jump
size at time τl by
∆Λˆn(τl; θ) =
1∑n
i=1
∑2
j=1Rij(t)E
[
Vi| F iτl−1 ; θ, Λˆn
]
eβ
T Xij
,
where the conditional expectation is taken assuming parameter values (θ, Λˆn).
The estimator is recursive as it depends on Λˆn, but only at times up to and
including τl−1.
Assuming for the moment that Λ0 is known, equation (1.3) again suggests
estimating θ by solving for θ in the estimating equation
Un(θ,Λ0, τ) = 0, (2.3)
where
Un(θ,Λ, t) =
n−1
n∑
i=1
m∑
j=1
∫ t
0
D(s; θ,Λ)
{
dNij(s)−Rij(s)E
[
Vi| F is−; θ,Λ
]
eβ
T
XijdΛ(s)
}
andD(t; θ,Λ) is some bounded d-dimensional vector valued predictable process.
The true value of Λ0 is unknown so we replace it by the estimator Λˆn in (2.3)
in order to get the estimating equation
Un(θ) = Un(θ, Λˆn, τ) = 0. (2.4)
We denote the solution to (2.4) by θˆn. By using Un(θˆn) = 0 and the mean
value theorem we can make the usual linearization
Un(θ
o) = −
(
Un(θˆn)− Un(θ0)
)
(2.5)
≈ −∇θUn(θ0)
(
θˆn − θ0
)
,
where ∇θUn(θ0) is the gradient of Un(θ) with respect to θ evaluated at θ0.
Under appropriate conditions on the underlying distribution, the estimating
function Un(θ0,Λ0, t) evaluated at the true values θ0 and Λ0 is a martingale
16 2. SEMIPARAMETRIC INFERENCE
with respect to the observed ﬁltration, or a sum of independent and identically
distributed random variables. However, the asymptotic analysis is complicated
by the fact that Λ0 is estimated by the recursively constructed estimator. Based
on the powerful and elegant product integration theory it is possible to show
that Un(θ0, Λˆn, t) is asymptotically equivalent to a martingale, or a sum of
independent and identically distributed variables. Normality then follows from
the martingale central limit theorem or the classical central limit theorem. In
Section 2.3.5 we review the theorem from product integration theory used here.
Arguments similar to those above were used to describe the asymptotics
in a shared frailty proportional hazards model by Gorﬁne et al. (2009, 2006).
Scheike et al. (2010) used the method for estimating haplotype eﬀects in a
proportional hazards model. Recently Martinussen et al. (2011) successfully
used a similar technique within an additive Aalen gamma frailty framework.
2.2 Semiparametric maximum likelihood
Most eﬃcient estimation approaches for semiparametric models are based on
modiﬁcations of maximum likelihood estimators. Consider again a model with
proportional hazards conditional on a frailty with density µ parametrized by γ.
The likelihood is found by integrating out the random eﬀect in the likelihood
based on the conditional hazards as
n∏
i=1
∫ m∏
j=1
(
vie
βT Xijλ(Tij)
)∆ij
exp
(
−vieβ
T
XijΛ(Tij)
)
µ(vi)dvi (2.6)
If we restrict Λ to be absolutely continuous then a very high peak of λ at an
uncensored event time would yield an arbitrarily large likelihood and there is
no maximizer of the likelihood. Instead we maximize over all increasing right
continuous functions and replace λ(t) with the jump size at t, ∆Λ(t). The
best choice among the discrete distributions are Λ that jump at the points Tij
with ∆ij = 1 only. This reduces the inﬁnite dimensional problem to identifying
jump sizes ∆Λ(Tij) that maximize the modiﬁed likelihood.
We obtain the nonparametric likelihood Ln by replacing λ(Tij) by ∆Λ(Tij),
i = 1, . . . , n, j = 1, . . . ,m, in (2.6). The maximizer
(θˆn, Λˆn) = argmaxLn(θ,Λ) (2.7)
is referred to as the nonparametric maximum likelihood estimate (NPLME).
Due to the complications resulting from the presence of the inﬁnite dimensional
parameter, what we treat as a likelihood here is not really a likelihood in
the sense of products of densities. Thus, we need to verify that the NPLME
indeed behaves like a maximum likelihood estimate, i.e. we wish to establish
consistency, asymptotical normality and eﬃciency.
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Murphy (1994, 1995) used empirical process theory to prove consistency,
asymptotic normality and eﬃciency for the NPMLE in the shared gamma
frailty model without covariates. Her work was generalized to the correlated
gamma-frailty model allowing for covariates by Parner (1998). Many authors
have since used similar techniques for various models. We will brieﬂy outline
the method of proof for the asymptotic normality. Please bear in mind that
despite the common general scheme, the technical details can be very diﬀerent
from model to model. See Zeng and Lin (2007a, 2010) for a thorough exposition
of NPLME for semiparametric transformation models.
To prove asymptotic normality of parametric maximum likelihood estima-
tors we usually consider a system of estimating equations of the same dimension
as the parameter. The solution is asymptotically normal if the system is appro-
priately diﬀerentiable. A semiparametric model would require inﬁnitely many
estimating equations. As shown by van der Vaart (1998, section 25.12) and
van der Vaart (1999, Lecture 10), it turns out that we can proceed much in
the same way as with a ﬁnite dimensional system, provided that we substitute
functional analysis for multivariate calculus. The system is linearized in the
estimators by a Taylor expansion around the true parameter, and the limit
distribution involves the inverse of the derivative.
To set up the system of estimating equations, consider the set
H = {h = (hθ, hΛ) : hθ ∈ Rd, hΛ ∈ BV [0, τ ], ‖h‖H ≤ 1},
where BV [0, τ ] is the class of real valued functions of bounded variation in [0, τ ]
and ‖h‖H = ‖hθ‖+ ‖hΛ‖V , where ‖hΛ‖V denotes the total variation of hΛ in
[0, τ ]. Deﬁne
ψ(θ,A)[h] = hTθ ℓθ(θ,Λ) + ℓΛ(θ,Λ)[hΛ], (2.8)
where ℓθ is the score function for θ and ℓΛ is a score operator for Λ. The
ﬁnite dimensional parameter can be perturbed in the usual way and hTθ ℓθ is
the ordinary score function for hTθ θ treating Λ as ﬁxed. The operator ℓΛ is
a little more involved. For each ﬁxed (θ,Λ) and hΛ ∈ BV [0, τ ], ℓΛ(θ,Λ)[hΛ]
corresponds to the score function for the one-dimensional submodel given by
² 7→ (θ, ∫ (1+ ²hΛ)dΛ) and can be found as the directional derivative of the log
likelihood in the direction hΛ. Each choice of (hθ, hΛ) in (2.8) corresponds to
an estimating equation for (θ,Λ).
We identify (θˆn − θ0, Λˆn − Λ0), as a random element in ℓ∞(H), the space
of bounded real valued functions on H, by deﬁning its value at (hθ, hΛ) as
h
T
θ (θˆn − θ0) +
∫
hΛd(Λˆn − Λ0). Weak convergence will follow if we can verify
the conditions of van der Vaart and Wellner (1996, Theorem 3.3.1) that is
reviewed in Section 2.3.2.
When all parameters can be estimated at n1/2 rate we may treat the
NPMLE as a parametric log-likelihood with θ and the jump sizes of Λ at the
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observed failure times as the parameters. The asymptotic covariance matrix of
the NPMLEs for these parameters can be estimated by inverting the observed
information matrix. Alternatively the covariance of the ﬁnite dimensional pa-
rameter θ may conveniently be estimated by semiparametric proﬁle likelihood
theory, see Section 2.3.3.
2.3 Inferential tools
2.3.1 Empirical processes
Consider a random sample X1, . . . , Xn from a probability measure P on an
arbitrary sample space X . For a measurable function f : X 7→ R, we write Pnf
for the expectation of f under the empirical measure and Pf for the expectation
under P ,
Pnf =
1
n
n∑
i=1
f(Xi) and Pf =
∫
fdP.
A class F of measurable functions f : X 7→ R is P -Glivenko-Cantelli if
sup
f∈F
|(Pn − P ) f | a.s.→ 0.
The empirical process evaluated at f is deﬁned as Gnf = n1/2(Pnf − Pf).
A class F of measurable real valued functions f : X 7→ R is P -Donsker if the
sequence of processes {Gnf : f ∈ F} converges weakly to a tight limit process in
ℓ∞(F), the space of bounded functions on F . The limit process {Gf : f ∈ F} is
a zero mean Gaussian process with covariance E[f(X)g(X)]−E[f(X)]E[g(X)]
for f, g ∈ F . G is known as the P -Brownian bridge.
Verifying that a class of functions is P -Glivenko-Cantelli or P -Donsker can
be achieved by entropy calculations (van der Vaart and Wellner, 1996). Fortu-
nately, we do not need to calculate entropy for each new problem as there are
a number of methods to determine if a class is P -Donsker based on whether
the class is built up of classes that are known to be P -Donsker. For example,
if F and G are P -Donsker, then {f ∧ g : f ∈ F , g ∈ G}, {f ∨ g : f ∈ F , g ∈ G}
and {f + g : f ∈ F , g ∈ G} are also P -Donsker. Moreover, if F and G are
bounded P -Donsker, then {fg : f ∈ F , g ∈ G} is P -Donsker (van der Vaart
and Wellner, 1996, Section 2.10). Furthermore, if F is P -Donsker, then it is
also P -Glivenko-Cantelli.
2.3.2 A Z-theorem from van der Vaart and Wellner
A Z-estimator ηˆn is the approximate zero of a data-dependent function. Let
the parameter space be H and let Ψn : H 7→ L be a data dependent func-
tion between two normed spaces with norms ‖ · ‖ and ‖ · ‖L respectively. If
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‖Ψn(ηˆn)‖L P→ 0, then ηˆn is a Z-estimator. Usually Ψn is an estimator for some
ﬁxed function Ψ : H 7→ L such that Ψ(η0) = 0 for some parameter of interest
η0 ∈ H.
Arguments for proving asymptotic normality of semiparametric maximum
likelihood estimator are often based on the following master theorem for Z-
estimators.
Theorem 1 (van der Vaart and Wellner (1996), Theorem 3.3.1). Let Ψn and
Ψ be random maps and a ﬁxed map, respectively, from H into a Banach space
L such that
‖√n (Ψn −Ψ) (ηˆn)−
√
n (Ψn −Ψ) (η0)‖L
1 +
√
n ‖ηˆn − η0‖
P→ 0,
and such that the sequence √n (Ψn −Ψ) (η0) converges in distribution to a tight
random element Z. Let η 7→ Ψ(η) be Fréchet diﬀerentiable (van der Vaart and
Wellner, 1996, Example 3.9.2) at η0 with a continuously invertible derivative
P0Ψ˙0.
If Ψ(η0) and the random sequence ηˆn ∈ H satisﬁes
√
nΨn(θˆn)
P→ 0 and
‖ηˆn − η0‖ P→ 0, then∥∥∥√nΨ˙η0(ηˆn − η0) +√n (Ψn −Ψ) (η0)∥∥∥
L
P→ 0.
2.3.3 Proﬁle likelihood
Consider inference for the ﬁnite dimensional parameter θ in a semiparamet-
ric model with parameter (θ,Λ). Estimation of θ in a semiparametric model
is more taxing, meaning that the information is worse, than under any para-
metric submodel. If the information for a regular estimator is equal to the
minimum of the information over all eﬃcient estimators for all parametric sub-
models, then the estimator is called semiparametric eﬃcient. A parametric
model which achieves this minimum, if such a model exists, is called a least
favorable submodel. For a deﬁnition of a regular estimator we refer to van der
Vaart (1999, Lecture 2) and settle for claiming that most commonly encoun-
tered estimators are regular. Nonparametric maximum likelihood generally
yields semiparametric eﬃcient estimators.
The semiparametric log proﬁle likelihood is deﬁned as the semiparametric
log likelihood, but where the inﬁnite dimensional component is proﬁled out,
pln(θ) = sup
Λ
logLn(θ,Λ). (2.9)
By taking the supremum in two steps, we note that the maximizer of (2.9) is
the ﬁrst component of the NPMLE of θ.
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Murphy and van der Vaart (2000) showed that under regularity conditions,
the proﬁle likelihood admits an expansion around the maximum likelihood
estimator θˆn of the form
log pln(θ˜n) = log pln(θˆn)− 1
2
n(θ˜n − θˆn)T I˜(θ˜n − θˆn)
+oP (n
1/2‖θ˜n − θ˜n‖+ 1)2,
where I˜ is the eﬃcient information for estimating θ, for any θ˜n P→ θ0.
The asymptotic expansion suggests that the semiparametric proﬁle like-
lihood asymptotically can be treated much like an ordinary likelihood. In
particular, under some conditions the maximum proﬁle likelihood estimator
is consistent, asymptotically normal and eﬃcient. Diﬀerentiation of the pro-
ﬁle likelihood yields consistent estimators of the eﬃcient information matrix.
A proﬁle likelihood ratio statistic can be compared to percentiles of the χ2
distribution to produce asymptotic hypothesis tests.
2.3.4 Weighted nonparametric maximum likelihood
The following development of Breslow and Wellner (2007) extends the ideas of
the previous sections to data sets sampled in two phases. Typically the ﬁrst
phase sample contains incomplete information for a very large cohort. When
using all subjects from the phase one sample is infeasible we can choose a sub-
sample, the phase two sample, for further analysis. Based on the information
from the ﬁrst phase we might want to overrepresent subjects believed to hold
more statistical information or otherwise ascertain enough subjects of speciﬁc
characteristics. In the setting with routine registers, the ﬁrst phase typically
corresponds to the full register and the second phase to carefully selecting a
subset from the register for further analysis.
Assume that the ﬁrst phase sample consists of independent draws X1, ..., Xn
from the probability distribution P on the sample space X , and that the cohort
is partitioned into S strata depending on information available in the phase one
sample. Let ξi = 1, i = 1, . . . , n, indicate whether observation i was included
in the subsample of the second phase and let pii = P (ξi = 1). The probabilities
pii depend on stratum membership of observation i. Deﬁne
P
pi
nf =
1
n
n∑
i=1
ξi
pii
f(Xi)
as the expectation of the measurable function f : X 7→ R under the inverse
probability weighted (IPW) empirical measure. Deﬁne the IPW empirical pro-
cess
G
pi
n =
√
n (Ppin − P )
=
√
n(Pn − P ) +
√
n(Ppin − Pn).
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If the population proportion of stratum s members, vs, is positive for s =
1, . . . , S, then Breslow and Wellner (2007, section 4) implies that
G
pi
n
L→ G +
S∑
s=1
√
vs
1− ps
ps
Gs
in ℓ∞(F), where (G,G1, . . . ,GS) is a vector of independent Brownian bridge
processes, all indexed by a P -Donsker class F . Speciﬁcally, Gs is a Ps-Brownian
bridge process indexed by F , where Ps denotes P conditional on membership
of stratum s. Breslow and Wellner (2007, Proposition B.1) further states that
if F is P -Donsker then F is Ps-Donsker on stratum s, s = 1, . . . , S.
2.3.5 Product integrals
Ordinary integration is a generalization of summation. Similarly, product in-
tegration generalizes the taking of products. A product integral is a product
of many terms most of them being one or very close to one. Suppose K(t) is a
p× p matrix valued function of time t. Suppose further that K is right contin-
uous with left hand limits (cadlag) and of bounded variation. Let I denote the
identity matrix. The product integral of K over the interval [0, t] is deﬁned as
pi
(s,t]
(I + dK(s)) = lim
max|ti−ti−1|→0
∏
(I + (K(ti)−K(ti−1)))
where as always the limit is taken over a sequence of ever ﬁner partitions
0 = t0 < t1 < . . . < tk = t of the time interval [0, t]. An extensive exposition
on product integrals and their use in survival analysis can be found in Gill and
Johansen (1990).
The product integral arises as the solution to Volterra integral equations.
Theorem 2 (Andersen et al. (1993), Theorem II.6.3). Let V, W be k×p matrix
cadlag functions. For given W, the unique solution V of the inhomogenous
integral equation
V(t) = W(t) +
∫ t
0
V(s−)K(ds)
is
V(t) = W (0) pi
u∈[0,t]
(I + dK(u)) +
∫ t
0
W(ds) pi
u∈(s,t]
(I + dK(u)) .
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3Register data
Many epidemiological cohort studies investigate the eﬀects of certain covariates
for a relatively rare disease. When the disease of interest is rare, a large cohort
is required in order to accumulate suﬃciently many cases to provide informative
conclusion about the covariate eﬀects. This will usually require a long period
of time and tend to be very expensive.
The use of existing routine administrative registers in epidemiological stud-
ies can cut total research costs considerably. In the Nordic countries there are
several registers of high quality that can be linked by the unique personal iden-
tiﬁcation number assigned to each permanent resident used across all registers.
The central population registers collect and update information received
from several diﬀerent sources, e.g. marriages and divorces, migration. Each in-
dividual can be linked to parents and children via the national multi-generation
registers.
Causes of disease can be identiﬁed in the registers of disease. Examples
include the national cancer registers and causes of death registers. The hospital
discharge registers are collected from all public and private hospitals, and are
based on inpatient care periods. The registers include information on the length
of stay in the hospital, diagnoses and procedures during hospitalization. The
medical birth registers include information on mother's background, maternal
health during pregnancy and delivery, medical interventions and newborn's
outcome up to the age of seven days. Since the medical birth registers are
routinely combined with the central population registers and the cause-of-death
registers, they are complete in terms of births and deaths. In studies of disease
inheritance, adoption and twin registers are favorite sources of data.
As routine registers are becoming increasingly common worldwide, the pos-
sibilities to use administrative data in epidemiological research is expanding.
So is the need for statistical methods analysing such data.
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3.1 Cohort sampling designs
Standard use of regression models requires inclusion of covariate information
on all individuals in a cohort even when only a small fraction of these actually
experience the event of interest. As noted in the previous section, when study-
ing rare diseases the cohorts must necessarily be large and an analysis based on
the full cohort may demand unreasonable computer power resources or time.
Thus, when working with routine register data, a study design allowing for es-
timation of covariate eﬀects without having to collect all data on all members
of the cohort is desirable.
When the disease of interest is rare, the contribution of non failures (con-
trols), in terms of statistical power may be close to negligible compared to that
of failures. Sampling designs that include only a portion of the controls and
overrepresent cases may drastically reduce sample sizes but still be suﬃcient
to give reliable answers of the questions of interest. There are two impor-
tant classes of case-control sampling designs: nested case-control sampling and
case-cohort sampling.
3.1.1 Nested case-control sampling
In a nested case-control design, one selects, whenever an event occurs, a typi-
cally small number of controls among those at risk. The set consisting of these
controls together with the case is called the sampled risk set. Covariate in-
formation is collected on the individuals in the sampled risk sets, but are not
needed for the other individuals in the cohort.
The selection of controls is done independently at the diﬀerent event times,
so that subjects may serve as controls for multiple cases, and cases may serve
as controls for other cases that experienced an event when the case was at risk.
A crucial assumption is that at any time we do not make use of any information
on events in the future.
If a surrogate measure of the exposure of main interest is available for
everyone, then this information can be incorporated into the sampling process
so that we obtain a more informative sample of controls. This stratiﬁed nested-
case control design is called counter-matching and is described in Langholz and
Borgan (1995).
3.1.2 Case cohort sampling
Prentice (1986) proposed the case-cohort design under which one observes co-
variates for each individual from a random sample of the cohort, selected at the
beginning of the study, and all individuals experiencing an event. In contrast
to the nested-case control design the same individuals are used as controls at
3.1. Cohort sampling designs 25
all event times when they are at risk. Subjects are included in the subcohort
with probability depending on whether or not they experience the event.
It is well known that one can improve the eﬃciency of the parameter esti-
mates by stratifying according to the covariates of the members in the cohort.
Borgan et al. (2000) present large sample results for stratiﬁed case-cohort esti-
mators in the proportional hazards model. The asymptotic covariance matrix
can be split into two components; the cohort covariance matrix and a covariance
matrix due to sampling the subcohort from the full cohort.
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4Summary of Papers
Paper I: Semiparametric transformation models
for clustered survival data from routine registers
In this work we propose inferential procedures that can considerably reduce the
resources needed to analyse clustered survival data from routine registers. We
sample from registers with unequal inclusion probabilities in order to achieve
an informative subsample of a modest size, so that it can be analysed with
reasonable resources. The sampling is performed in two stages and is similar
to the stratiﬁed case-cohort design. When considering large registers, even if
the cases are small in proportion they may be big in numbers and we might
want to sample cases as well. This is readily achieved by our design.
The weights we use depend on stratum membership and are typically not de-
termined until an individual experiences an event or is censored. Such weights
are certainly not predictable and martingales are of no help. It turns out that
the inverse probability weighted empirical process techniques of Breslow and
Wellner (2007) are exactly what we need.
We consider the general class of semiparametric transformation models,
allowing for competing risks, with clustering between individuals and causes
induced by random eﬀects. Consistency and asymptotic normality of the non-
parametric maximum likelihood estimator in this model were derived by non-
parametric maximum likelihood by Zeng and Lin (2010). We combine the
work of Zeng and Lin (2010) and Breslow and Wellner (2007) and derive sim-
ilar results for estimation based on two-phase sampled data. An asymptotic
likelihood ratio test for testing hypothesized values of one or more regression
parameters is also given.
We suggest consistent estimators of the asymptotic variance of the IPW
maximum likelihood estimator. The variance is the sum of two components.
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The ﬁrst component is the usual variability of an estimator based on random
sampling from an inﬁnite population whereas the second component represents
the additional variability from selecting only a subsample in the second phase.
We present an extensive simulation study to illustrate the performance of
the methods. We also apply the procedure on real world data in two worked
examples.
Paper II: A frailty model for paired competing
risks survival data
Epidemiological studies of survival times of related individuals are typically
complicated because multiple types of events occur and follow-up of some of
the events is censored by the onset of the other events. Failure from other causes
can only be treated as non-informative censoring if the causes are independent.
In this work we present a semiparametric estimator for paired individuals
under the risk of competing causes, where dependencies of failure times within
pairs and across causes are modelled by unobserved frailties. We estimate the
regression parameters by a score-type function based on the observed cause spe-
ciﬁc hazards where the baseline hazard functions are proﬁled out, thus reducing
the dimensionality of the score vector greatly. This approach has previously
been used in a clustered but non-competing setting by Gorﬁne et al. (2006).
The method possesses desirable properties, such as a non iterative procedure for
estimating the cumulative hazard function and a direct consistent covariance
estimator.
Large sample properties are derived using product integration theory. The
estimator is shown to be consistent and asymptotically normal. We discuss
subsampling from routine registers when an analysis based on the full cohort
is intractable.
In a simulation study we illustrate the performance of the proposed method
for simple models with an additive gamma frailty structure. The same models
are also used for illustration on a real data set on prostate cancer in twins. The
estimator was implemented as an R program written in C.
In contrast to the nonparametric maximum likelihood estimator of Zeng and
Lin (2007b) as discussed in a clustered competing risks setting by Gorﬁne and
Hsu (2011), estimation by the Newton-Rhapson algorithm is directly applicable.
We avoid inverting a potentially large matrix when estimating the standard
errors, even in situations when proﬁle likelihood methods are not applicable
(e.g. 
when subsampling from registers as discussed in the accompanying paper
of this thesis). We conjecture that our model is readily adapted to handle left
truncated data, as it is based on the observed intensities.
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