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Introduzione
All’interno della mia tesi, verrà introdotta la teoria delle funzioni in Rn
a variazione limitata (BV ), seguendo le presentazioni di Lawrence C.Evans
e Ronald F.Gariepy nel libro Measure Theory and Fine Properties of
Functions e di Enrico Giusti nell’opera Minimal Surfaces and Func-
tions of Bounded Variation. Le funzioni BV sono funzioni le cui derivate
prime deboli sono misure di Radon, ossia misure di Borel regolari finite sui
compatti. In particolare verranno anche analizzati gli insiemi E che hanno
perimetro finito, ossia tali che la funzione indicatrice χE sia una funzione
BV .
Nello specifico, nel primo capitolo verranno date le definizioni di funzioni BV
e insiemi di perimetro finito, sia in una versione globale che in una locale,
verrà enunciato un primo importante teorema per le funzioni BV e verrà
analizzata la relazione tra funzioni di Sobolev e funzioni BV . Nel secondo
capitolo, invece, verranno analizzate la semicontinuità inferiore, l’approssi-
mazione con funzioni lisce e la compattezza di funzioni BV , mentre nel ter-
zo capitolo verranno elencati alcuni risultati sulle funzioni BV riguardanti
la Traccia, l’Estensione e la formula di Coarea. Infine, nel quarto ed ulti-
mo capitolo, verranno studiate le disuguaglianze di Sobolev e Poincaré e le
disuguaglianze isoperimetriche per funzioni BV .
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Capitolo 1
Definizioni, Teorema di
Struttura
D’ora in avanti, U denoterà sempre un sottoinsieme aperto di Rn.
Definizione 1.1.
(i) Una funzione f ∈ L1(U) ha variazione limitata in U se
sup
{
U
f divφdx | φ ∈ C1c (U ;Rn), |φ| ≤ 1
}
<∞.
Scriviamo
BV (U)
per denotare lo spazio delle funzioni a variazione limitata in U . Non
identifichiamo due funzioni BV che sono uguali quasi ovunque (q.o.)
secondo la misura di Lebesgue n-dimensionale.
Con C1c (U ;Rn) denotiamo lo spazio delle funzioni C1 a valori in Rn con
supporto compatto in U, dove intendiamo per supporto di una funzione
f
supp(f) = {x ∈ Rn : f(x) 6= 0}
e con divφ indichiamo
divφ =
n∑
j=1
∂φj
∂xj
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per φ = (φ1, φ2, . . . , φn).
(ii) Un sottoinsieme Ln-misurabile E ⊂ Rn ha perimetro finito in U se
χE ∈ BV (U)
dove con χE indichiamo
χE =
1 in E0 in Rn − E.
È conveniente introdurre anche versioni locali di questi concetti.
Definizione 1.2.
(i) Una funzione f ∈ L1loc(U) ha variazione localmente limitata in U
se per ogni insieme aperto V ⊂⊂ U,
sup
{
V
f divφdx | φ ∈ C1c (V ;Rn), |φ| ≤ 1
}
<∞.
Scriviamo
BVloc(U)
per denotare lo spazio di queste funzioni.
(ii) Un sottoinsieme Ln-misurabile E ⊂ Rn ha perimetro localmente
finito in U se
χE ∈ BVloc(U).
V ⊂⊂ U significa V a chiusura compatta in U .
Teorema 1.1 (Teorema di Struttura per funzioni BVloc). Assumiamo
che f ∈ BVloc(U).
Allora esistono una misura di Radon µ su U e una funzione µ-misurabile
σ : U → Rn
tali che
3
(i) |σ(x)| = 1 µ− q.o. e
(ii) per ogni φ ∈ C1c (U ;Rn), abbiamo
U
f divφdx = −

U
φ · σdµ.
Dimostrazione. 1. Definiamo il funzionale lineare L : C1c (U ;Rn) → R
attraverso
L(φ) := −

U
f divφdx
per φ ∈ C1c (U ;Rn). Poiché f ∈ BVloc(U), abbiamo
sup
{
L(φ) | φ ∈ C1c (V ;Rn), |φ| ≤ 1
}
=: C(V ) <∞
per ogni insieme aperto V ⊂⊂ U.
Infatti se φ è tale che |φ| ≤ 1 anche |−φ| ≤ 1 e viceversa; la divergenza è
un operatore lineare per cui

V
f div (−φ)dx = −

V
f divφdx. Dunque
i due insiemi {
V
f divφdx | φ ∈ C1c (V ;Rn), |φ| ≤ 1
}
,{
−

V
f divφdx | φ ∈ C1c (V ;Rn), |φ| ≤ 1
}
sono uguali e anche il sup è lo stesso.
Di conseguenza, poiché sia

V
f divφdx che −

V
f divφdx appar-
tengono all’insieme
{
V
f divφdx | φ ∈ C1c (V ;Rn), |φ| ≤ 1
}
, anche il
modulo di questo integrale vi appartiene. Inoltre φ‖φ‖L∞ è tale che∣∣∣ φ‖φ‖L∞ ∣∣∣ ≤ 1 per definizione di ‖φ‖L∞ e appartiene a C1c (V ;Rn) poiché
φ ∈ C1c (V ;Rn), per cui
∣∣∣L( φ‖φ‖L∞ )∣∣∣ ≤ C(V ) per definizione di C(V ),
ma per linearità di L questo è equivalente a dire
|L(φ)| ≤ C(V )‖φ‖L∞ (?)
per φ ∈ C1c (V ;Rn). Essendo φ ∈ C1c (V ;Rn), con ‖φ‖L∞ intendiamo
‖φ‖L∞ = sup
supp(φ)
|φ|.
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2. Prendiamo un qualsiasi compatto K ⊂ U e scegliamo un insieme aperto
V tale che K ⊂ V ⊂⊂ U. Per ogni φ ∈ Cc(U ;Rn) con supp(φ) ⊆ K,
scegliamo φk ∈ C1c (V ;Rn) (k ∈ N) tale che φk → φ uniformemente su
V.
Definiamo
L̄(φ) := lim
k→∞
L(φk);
dove L(φk) è ben definito poiché φk ∈ C1c (V ;Rn) ⊂ C1c (U ;Rn) per
ogni k ∈ N. In accordo a (?) questo limite esiste ed è indipendente
dalla scelta della successione {φk}∞k=1 che converge a φ. Infatti per (?)
abbiamo che
|L(φk)− L(φh)| = |L(φk − φh)| ≤ C(V )‖φk − φh‖L∞ ,
per linearità di L. Per cui essendo {φk}∞k=1 di Cauchy rispetto alla
norma uniforme (φk → φ uniformemente su V ), per confronto L(φk) è
di Cauchy in R e quindi converge, poiché R è completo. Dunque L si
estende univocamente a un funzionale lineare
L̄ : Cc(U ;Rn)→ R
e
sup
{
L̄(φ) | φ ∈ Cc(U ;Rn), |φ| ≤ 1, supp(φ) ⊆ K
}
<∞
per ogni compatto K ⊂ U, poichè L̄(φ) ≤ C(V )‖φ‖L∞ ≤ C(V ) < ∞
∀φ ∈ Cc(U ;Rn), |φ| ≤ 1, supp(φ) ⊆ K, per cui anche il sup, poiché
C(V ) maggiorante e il sup è il più piccolo maggiorante. Utilizzando
il Teorema A.1 con φ al posto di f e L̄(φ) = −

U
f divφdx per
φ ∈ C1c (U ;Rn), si ottiene il Teorema di Struttura.
Notazioni
(i) Se f ∈ BVloc(U), d’ora in avanti scriveremo
‖Df‖
5
per la misura µ, e
[Df ] := ‖Df‖ σ,
ossia [Df ] è una misura vettoriale con segno con densità σ rispetto a
‖Df‖.
Dunque l’affermazione (ii) nel Teorema 1.1 si legge come
U
f divφdx = −

U
φ · σd‖Df‖ = −

U
φ · d[Df ]
per tutte le funzioni φ ∈ C1c (U ;Rn), poiché σ = Dµ[Df ] e dunque come
notazione d[Df ]
d‖Df‖ = σ, ossia σd‖Df‖ = d[Df ].
(ii) Similmente, se f = χE e E è un insieme di perimetro localmente finito
in U , d’ora in poi scriveremo
‖∂E‖
per la misura µ, e
νE := −σ.
Di conseguenza, 
E
divφdx =

U
φ · νE d‖∂E‖
per ogni φ ∈ C1c (U ;Rn).
Altre notazioni Se f ∈ BVloc(U), scriviamo
µi = ‖Df‖ σi (i = 1, . . . , n)
per σ = (σ1, . . . , σn). Per il Teorema A.2, possiamo scrivere
µi = µiac + µ
i
s,
dove
µiac << Ln, µis ⊥ Ln
poiché µi e Ln sono due misure di Radon.
Allora
µiac = Ln fi
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per funzioni fi ∈ L1loc(U) (i = 1, . . . , n). Scriviamo
fxi := fi (i = 1, . . . , n)
Df := (fx1 , . . . , fxn),
[Df ]ac := (µ
1
ac, . . . , µ
n
ac) = Ln Df,
[Df ]s := (µ
1
s, . . . , µ
n
s ).
Quindi
[Df ] = [Df ]ac + [Df ]s = Ln Df + [Df ]s;
cos̀ı che Df ∈ L1loc(U ;Rn) è la densità della parte assolutamente continua di
[Df ].
Osservazione.
(i) ‖Df‖ è la misura variazione di f , poiché è detta cos̀ı la misura di
Radon del Teorema A.1, identificando f con il funzionale lineare L̄
utilizzato nella dimostrazione del Teorema 1.1; ‖∂E‖ è la misura
perimetro di E; e ‖∂E‖(U) è il perimetro di E in U .
(ii) Se f ∈ BVloc(U)∩L1(U), allora f ∈ BV (U) se e solo se ‖Df‖(U) <∞.
In questo caso definiamo
‖f‖BV (U) := ‖f‖L1(U) + ‖Df‖(U).
(iii) Dalla dimostrazione del Teorema A.1, vediamo che
‖Df‖(V ) = sup
{
V
f divφdx | φ ∈ C1c (V ;Rn), |φ| ≤ 1
}
,
‖∂E‖(V ) = sup
{
E
divφdx | φ ∈ C1c (V ;Rn), |φ| ≤ 1
}
per ogni aperto V ⊂⊂ U .
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Esempio. Assumiamo f ∈ W 1,1loc (U), ossia che f ∈ L1(V ) e che le sue derivate
deboli fxi esistano e appartengano a L
1(V ) per ogni insieme aperto V ⊂⊂ U .
Allora per ogni insieme aperto V ⊂⊂ U e per ogni φ ∈ C1c (V ;Rn), con
|φ| ≤ 1, abbiamo

U
f divφdx = −

U
Df · φdx ≤

V
|Df |dx <∞.
Infatti abbiamo che

U
f divφdx =

U
divfφdx −

U
Df · φdx, ma per
definizione di derivata debole, essendo φ a supporto compatto in V ⊂⊂ U ,
U
divfφdx è 0. Poiché φ è a supporto compatto in V ⊂⊂ U , −

U
Df ·
φ dx = −

V
Df · φ dx e l’ultima disuguaglianza deriva dal fatto che |

f | ≤
|f | con f generica, dal Teorema A.14 e da |φ| ≤ 1 e l’ultimo integrale è
finito poichè f ∈ W 1,1loc (U).
Quindi f ∈ BVloc(U), poiché se

U
f divφdx =

V
f divφdx ≤

V
|Df |dx <
∞ per ogni φ ∈ C1c (V ;Rn), con |φ| ≤ 1, vale anche
sup
{
V
f divφdx, φ ∈ C1c (V ;Rn), |φ| ≤ 1
}
≤

V
|Df |dx <∞
per ogni insieme aperto V ⊂⊂ U , dove l’uguaglianza

U
f divφdx =

V
f divφdx
vale poiché φ ∈ C1c (V ;Rn).
In aggiunta,
‖Df‖ = Ln |Df |
e Ln − q.o. abbiamo
σ =

Df
|Df | se Df 6= 0
0 se Df = 0.
Infatti se Df 6= 0

U
f divφdx = −

U
Df · φdx
= −

U
Df
|Df |
· φ |Df |dx
= −

U
σ · φdµ
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poiché ‖Df‖ = Ln |Df | e ‖Df‖ = µ. Con invece Df = 0, σ = 0.
Quindi
W 1,1loc (U) ⊂ BVloc(U),
e similmente
W 1,1(U) ⊂ BV (U)
(dimostrazione analoga a quella di prima senza bisogno di passare da V ).
In particolare,
W 1,ploc (U) ⊂ BVloc(U) per 1 ≤ p ≤ ∞
poiché W 1,ploc (U) ⊂ W
1,1
loc (U) ⊂ BVloc(U) con p > 1.
Dunque, ogni funzione di Sobolev ha variazione localmente limitata.
Esempio. Assumiamo che E sia un sottoinsieme liscio, aperto di Rn e
Hn−1(∂E ∩ K) < ∞ per ogni compatto K ⊂ U . Allora per V ⊂⊂ U
aperto e per ogni φ ∈ C1c (V ;Rn), con |φ| ≤ 1,
E
divφdx =

∂E
φ · ν dHn−1,
per il Teorema A.13, con ν che denota la normale unitaria esterna lungo
∂E e dove Hn−1 è la misura di Hausdorff (n− 1)-dimensionale.
Quindi

E
divφdx =

∂E∩V
φ · ν dHn−1 ≤ Hn−1(∂E ∩ V ) <∞
dove la disuguaglianza è dovuta al Teorema A.14 poiché |φ| ≤ 1 e |ν| = 1
e al fatto che Hn−1(∂E ∩ V ) ≤ Hn−1(∂E ∩ V̄ ) < ∞, poiché V è a chiusura
compatta in U e dove

∂E∩V
φ · ν dHn−1 =

∂E
φ · ν dHn−1
poiché φ ∈ C1c (V ;Rn).
Dunque E ha perimetro localmente finito in U poiché se vale

E
divφdx ≤ Hn−1(∂E ∩ V ) <∞
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per ogni φ ∈ C1c (V ;Rn) tale che |φ| ≤ 1 vale anche per il sup, ossia, poiché
vale per ogni aperto V ⊂⊂ U , χE ∈ BVloc(U). In aggiunta,
‖∂E‖(U) = Hn−1(∂E ∩ U)
e
νE = ν Hn−1 − q.o. in ∂E ∩ U.
Infatti per quello appena dimostrato,
‖∂E‖(U) = sup
{
U
χE divφdx | φ ∈ C1c (U ;Rn), |φ| ≤ 1
}
≤ Hn−1(∂E ∩ U)
ma noi sappiamo anche che E è liscio, per cui la frontiera è C2.
Dunque se la frontiera è C2, ν(x) sarà una funzione di classe C1 (è il gradiente
della parametrizzazione di ∂E) con |ν(x)| = 1 per ogni x in ∂E, cos̀ı possiamo
estenderla ad una funzione N definita su tutto Rn tale che N ∈ C1c (Rn,Rn)
e |N(x)| ≤ 1 per ogni x in Rn. Siano ora η ∈ C∞c (U), con |η| ≤ 1 e φ = Nη;
φ cos̀ı definita è tale che |φ| ≤ 1 e inoltre φ ∈ C1c (U,Rn); si ha
E
divφdx =

∂E
φ · ν dHn−1 =

∂E
η(N · ν) dHn−1 =

∂E
η dHn−1
poiché N · ν = ‖ν‖2 = 1 su ∂E.
Quindi
sup
φ∈C1c (U ;Rn),|φ|≤1

E∩U
divφdx ≥ sup
η∈C∞c (U),|η|≤1

∂E∩U
η dHn−1 = Hn−1(∂E ∩ U),
in quanto essendo φ ∈ C1c (U ;Rn) e η ∈ C∞c (U), integrare su E ∩U e ∂E ∩U
è uguale a integrare su E e ∂E.
Per cui
‖∂E‖(U) = Hn−1(∂E ∩ U).
Dunque ‖∂E‖(U) misura la “taglia” di ∂E in U . Poiché χE /∈ W 1,1loc (U) (in
accordo, ad esempio, al Teorema A.3), vediamo che
W 1,1loc (U) $ BVloc(U), W
1,1(U) $ BV (U).
Cos̀ı, non tutte le funzioni a variazione localmente limitata sono funzioni di
Sobolev.
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Osservazione. Quindi, se f ∈ BVloc(U), possiamo scrivere come sopra
[Df ] = [Df ]ac + [Df ]s = Ln Df + [Df ]s.
Di conseguenza, f ∈ BVloc(U) appartiene a W 1,ploc (U) se e solo se
f ∈ Lploc(U), [Df ]s = 0, Df ∈ L
p
loc(U).
Capitolo 2
Approssimazione e compattezza
2.1 Semicontinuità inferiore
Teorema 2.1 (Semicontinuità inferiore della misura variazione).
Supponiamo fk ∈ BV (U) (k ∈ N) e
fk → f in L1loc(U).
Allora
‖Df‖(U) ≤ lim inf
k→∞
‖Dfk‖(U).
Dimostrazione. Sia φ ∈ C1c (U ;Rn), |φ| ≤ 1. Allora

U
f divφdx = lim
k→∞

U
fk divφdx
poiché ∣∣∣∣
U
(fk − f)divφdx
∣∣∣∣ = ∣∣∣∣
supp(φ)
(fk − f)divφdx
∣∣∣∣
≤ ‖divφ‖L∞

supp(φ)
|fk − f |dx
dove qui
‖divφ‖L∞ = sup
supp(φ)
|divφ|
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poiché φ ∈ C1c (U ;Rn) e il limite è 0 con k →∞ poiché fk → f in L1loc(U) e
supp(φ) è un compatto di U .
Per cui

U
f divφdx = lim
k→∞

U
fk divφdx
= − lim
k→∞

U
φ · σk d‖Dfk‖
≤ lim inf
k→∞

U
d‖Dfk‖
= lim inf
k→∞
‖Dfk‖(U)
dove la disuguaglianza è dovuta al fatto che |φ| ≤ 1, |σk| = 1 µ− q.o. per il
Teorema 1.1 e dunque per il Teorema A.14 −φ · σk ≤ 1 e alla definizione
di lim inf
lim inf
k→∞
‖Dfk‖(U) := lim
k→∞
( inf
m≥k
‖Dfm‖(U)).
Quindi poiché vale per tutte le φ ∈ C1c (U ;Rn), |φ| ≤ 1, vale anche per il sup,
ossia
‖Df‖(U) = sup
{
U
f divφdx | φ ∈ C1c (U ;Rn), |φ| ≤ 1
}
≤ lim inf
k→∞
‖Dfk‖(U).
2.2 Approssimazione con funzioni lisce
Teorema 2.2 (Approssimazione locale con funzioni lisce).
Assumiamo f ∈ BV (U).
Allora esistono funzioni {fk}∞k=1 ⊂ BV (U) ∩ C∞(U) tali che
(i) fk → f in L1(U) e
(ii) ‖Dfk‖(U)→ ‖Df‖(U) con k →∞.
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Osservazione. Notiamo attentamente che non stiamo affermando che
‖D(fk − f)‖(U)→ 0.
Dimostrazione. 1. Fissiamo ε > 0. Dato un intero positivo m, definiamo
per k ∈ N gli insiemi aperti
Uk :=
{
x ∈ U | dist(x, ∂U) > 1
m+ k
}
∩B0(0, k +m).
Questi insiemi sono aperti, poiché sono intersezioni di aperti. Infatti
con B0(0, k+m) denotiamo la palla aperta di centro 0 e raggio k+m,
ossia
B0(0, k +m) = {y ∈ Rn | |y| < k +m}
e {
x ∈ U | dist(x, ∂U) > 1
m+ k
}
è un aperto per ogni k, poiché la funzione distanza da un insieme è
continua e la controimmagine continua di un aperto è aperta.
In seguito, scegliamo m cos̀ı grande che
‖Df‖(U − U1) < ε. (?)
Poniamo U0 := ∅ e definiamo
Vk := Uk+1 − Ūk−1 (k ∈ N).
Sia {ζk}∞k=1 una successione di funzioni lisce tale che
ζk ∈ C∞c (Vk), 0 ≤ ζk ≤ 1 (k ∈ N),
∞∑
k=1
ζk ≡ 1 su U.
Questa successione non è altro che la partizione dell’unità di U subor-
dinata al ricoprimento {Vk}, ossia una famiglia di funzioni che soddisfa
le proprietà già citate e in più tale che in ogni punto solo un numero
finito di funzioni ha valore non nullo, per cui la somma
∞∑
k=1
ζk ≡ 1 è
finita in ogni punto (definizione indipendente dal concetto di somma
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infinita).
Fissiamo il mollificatore ηε, determinato in questo modo.
Definiamo la funzione C∞ η : Rn → R con
η(x) :=
c exp( 1|x|2−1) se |x| < 10 se |x| ≥ 1.
La costante c > 0 aggiustata in modo che

Rn
η(x) dx = 1.
Scriviamo
ηε(x) :=
1
εn
η(
x
ε
) (ε > 0, x ∈ Rn).
Allora per ogni k, prendiamo εk > 0 cos̀ı piccolo che
supp(ηεk ∗ (fζk)) ⊆ Vk
U
|ηεk ∗ (fζk)− fζk|dx < ε2k ,
U
|ηεk ∗ (fDζk)− fDζk|dx < ε2k .
(??)
Questo vale per la seguente proposizione.
Proposizione 2.3. Sia f ∈ L1loc(Rn). Valgono i seguenti fatti:
(a) fε ∈ C∞(Rn), fε → f in L1loc(Rn) e se f ∈ L1(Rn), allora fε → f
in L1(Rn);
(b) se A ≤ f(x) ≤ B per ogni x, allora A ≤ fε(x) ≤ B per ogni x;
(c) se f, g ∈ L1(Rn), allora

Rn f gε dx =

Rn fε g dx;
(d) se f ∈ C1(Rn), allora ∂fε
∂xi
= ( ∂f
∂xi
)ε;
(e) se supp(f) ⊂ A, allora supp(fε) ⊂ Aε = {x : dist(x,A) ≤ ε}.
Per fε intendiamo nella proposizione fε := ηε ∗ f , ossia
fε(x) =

Rn
ηε(x− y)f(y)dy.
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Il punto (a) e il punto (e) mi garantiscono che valgono le proprietà
elencate sopra. Infatti sia le funzioni fζk che le fDζk sono L
1(U),
poichè ζk ∈ C∞c (Vk ⊆ U) e f ∈ L1(U), per cui ηε ∗ fζk → fζk in L1(U)
e ηε ∗ fDζk → fDζk in L1(U) per il punto (a). Inoltre supp(fζk) ⊆ Vk,
per cui per il punto (e) possiamo prendere εk > 0 cos̀ı piccolo che
supp(ηεk ∗ (fζk)) ⊆ Vk.
Definiamo infine
fε :=
∞∑
k=1
ηεk ∗ (fζk).
Dalla definizione dei Vk (la successione degli insiemi Uk è crescente e
dunque abbiamo che ∀k Vk∩Vh = ∅ ∀h ≥ k+3), dal fatto che i Vk sono
un ricoprimento di U e dalla condizione supp(ηεk ∗ (fζk)) ⊆ Vk, segue
che in un intorno di ogni punto x ∈ U ci sono solo un numero finito
di termini non nulli in questa somma, poiché ogni x ∈ U appartiene
al massimo a tre degli insiemi {Vk}∞k=1 . Quindi fε ∈ C∞(U), poichè
somma finita di funzioni C∞ in ogni intorno di ogni x ∈ U , in quanto le
ηεk ∗ (fζk) appartengono a C∞(U) per il punto (a) della Proposizione
2.3, essendo fζk ∈ L1(U) ⊃ L1loc(U) per ogni k.
2. Poichè anche
f =
∞∑
k=1
fζk
(
∞∑
k=1
ζk = 1
)
(??) implica che
‖fε − f‖L1(U) =

U
∣∣∣∣∣
∞∑
k=1
(ηεk ∗ (fζk)− fζk)
∣∣∣∣∣ dx
≤
∞∑
k=1

U
|ηεk ∗ (fζk)− fζk|dx < ε
(
infatti
∞∑
k=1
1
2k
= 1
)
dove abbiamo sfruttato la disuguaglianza triangolare del modulo e dove
abbiamo portato fuori dall’integrale la somma per il Teorema A.12,
in quanto la successione delle somme parziali di |ηεk ∗ (fζk) − fζk| è
una successione monotona crescente e ho convergenza puntuale poiché
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somma finita in un intorno di ogni x ∈ U .
Di conseguenza, fε → f in L1(U) quando ε→ 0; e dunque il Teorema
2.1 implica che
‖Df‖(U) ≤ lim inf
ε→0
‖Dfε‖(U) (? ? ?)
dato che se fε → f in L1(U), allora fε → f anche in L1loc(U).
3. Sia ora φ ∈ C1c (U ;Rn), |φ| ≤ 1. Allora
U
fεdivφdx =

U
∞∑
k=1
ηεk ∗ (fζk)divφdx =
∞∑
k=1

U
ηεk ∗ (fζk)divφdx
=
∞∑
k=1

U
[
Rn
ηεk(x− y)f(y)ζk(y)divφ(x)dy
]
dx
=
∞∑
k=1

Rn
[
U
ηεk(y − x)divφ(x)dx
]
f(y)ζk(y)dy
=
∞∑
k=1

Rn
[
U
ηεk(x− y)divφ(x)dx
]
f(y)ζk(y)dy
dove abbiamo portato fuori dall’integrale la somma poiché per ogni x in
U esiste un intorno in cui abbiamo solo un numero finito di termini non
nulli. Quindi suddividendo U in questi intorni e sfruttando additività
e linearità dell’integrale, riusciamo a portare fuori la somma. Nella
penultima uguaglianza, invece, abbiamo utilizzato il Teorema A.10.
Adesso, visto che φ è 0 fuori da U , il mollificatore ηεk è simmetrico
(ηεk(x − y) = ηεk(y − x)) e considerando i supporti delle funzioni in
gioco (supp(ηεk) ⊆ (B(0, εk)), supp(φ) ⊆ U e supp(ζk) ⊆ (Vk) ⊆ U),
possiamo “scambiare” gli insiemi di integrazione, dunque
∞∑
k=1

Rn
[
U
ηεk(x− y)divφ(x)dx
]
f(y)ζk(y)dy
diventa
∞∑
k=1

U
f(y)ζk(y)
[
Rn
ηεk(y − x)
n∑
j=1
∂φj
∂xj
(x)dx
]
dy
=
∞∑
k=1

U
f(y)ζk(y)(ηεk ∗ divφ)(y)dy.
2.2 Approssimazione con funzioni lisce 17
Inoltre possiamo sfruttare la proprietà della convoluzione di scaricare
la derivata, in quanto φ è una funzione C1 a supporto compatto. Cos̀ı
∞∑
k=1

U
f(y)ζk(y)(ηεk ∗ divφ)(y)dy
si può riscrivere come
∞∑
k=1

U
f ζk div (ηεk ∗ φ)dx.
Dunque

U
fεdivφdx =
∞∑
k=1

U
f ζk div(ηεk ∗ φ)dx
=
∞∑
k=1

U
f div(ζk(ηεk ∗ φ))dx
−
∞∑
k=1

U
f Dζk · (ηεk ∗ φ)dx
=
∞∑
k=1

U
f div(ζk(ηεk ∗ φ))dx
−
∞∑
k=1

U
φ · (ηεk ∗ (f Dζk)− f Dζk) dx
=: Iε1 + I
ε
2.
dove abbiamo utilizzato nella seconda uguaglianza la seguente formula
div(φF ) = ∇φ · F + φ div(F )
in cui φ è una funzione a valori in un campo di scalari e dove F è un
campo vettoriale.
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Nella penultima uguaglianza abbiamo sfruttato invece
∞∑
k=1

U
f Dζk · (ηεk ∗ φ)dx =
=
∞∑
k=1

U
n∑
j=1

Rn
f(x)
∂ζk
∂xj
(x)ηεk(x− y)φj(y)dy dx
=
∞∑
k=1

Rn
n∑
j=1

U
f(x)
∂ζk
∂xj
(x)ηεk(x− y)φj(y)dxdy
=
∞∑
k=1

Rn
n∑
j=1

Rn
f(−z + y) ∂ζk
∂xj
(−z + y)ηεk(−z)φj(y)dz dy
dove nell’ultimo passaggio abbiamo fatto un cambio di variabile x =
y − z e abbiamo sfruttato il fatto che, essendo una traslazione, il mo-
dulo del determinante dello Jacobiano è 1 e dunque dx = dz.
Di conseguenza, poiché ηεk(−z) = ηεk(z), essendo ηεk mollificatore
simmetrico,
∞∑
k=1

Rn
n∑
j=1

Rn
f(−z + y) ∂ζk
∂xj
(−z + y)ηεk(−z)φj(y)dz dy
diventa
∞∑
k=1

Rn
n∑
j=1
[
f
∂ζk
∂xj
∗ ηεk
]
(y)φj(y)dy
=
∞∑
k=1

Rn
[f Dζk ∗ ηεk ] (y) · φ(y)dy
=
∞∑
k=1

U
[f Dζk ∗ ηεk ] (y) · φ(y)dy
=
∞∑
k=1

U
[ηεk ∗ f Dζk] (y) · φ(y)dy
dove la penultima uguaglianza vale poiché φ ∈ C1c (U ;Rn) e ζk ∈
C∞c (Vk), per cui integrare in U o in Rn non cambia, in quanto in en-
trambi i casi l’integrale rimane esteso a supp(φ) ∩ supp(ζk). Invece
l’ultima uguaglianza è vera perché f Dζk ∗ ηεk = ηεk ∗ f Dζk.
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Inoltre
∞∑
k=1
Dζk ≡ 0 in U poichè
∞∑
k=1
ζk ≡ 1 e possiamo portare dentro
la somma il segno di derivata, poiché abbiamo una somma finita in un
intorno di ogni x in U e quindi possiamo utilizzare la linearità della
derivata.
Per cui infine

U
fεdivφdx =
=
∞∑
k=1

U
f div(ζk(ηεk ∗ φ))dx−
∞∑
k=1

U
[ηεk ∗ f Dζk] (y) · φ(y)dy
=
∞∑
k=1

U
f div(ζk(ηεk ∗ φ))dx
−
∞∑
k=1

U
[ηεk ∗ f Dζk] (y) · φ(y)− f
∞∑
k=1
Dζk (y) · φ(y)dy
=
∞∑
k=1

U
f div(ζk(ηεk ∗ φ))dx
−
∞∑
k=1

U
[ηεk ∗ f Dζk − f Dζk] (y) · φ(y)dy
=

U
f div(ζ1(ηε1 ∗ φ))dx+
∞∑
k=2

U
f div(ζk(ηεk ∗ φ))dx
−
∞∑
k=1

U
[ηεk ∗ f Dζk − f Dζk] (y) · φ(y)dy
=: Iε1 + I
ε
2
dove abbiamo sfruttato la linearità del prodotto scalare e il fatto che
il prodotto scalare con l’elemento nullo è sempre 0 e dove abbiamo
portato fuori dall’integrale la somma
∞∑
k=1
Dζk poiché somma finita in
un intorno di ogni x ∈ U .
4. Notiamo che
|ζk(ηεk ∗ φ)| ≤ 1 (k ∈ N),
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poiché 0 ≤ ζk ≤ 1 e
|ηεk ∗ φ| =
∣∣∣∣
Rn
ηεk(x− y)φ(y)dy
∣∣∣∣ ≤ ‖φ‖L∞ 
Rn
ηεk(x− y)dx ≤ 1
in quanto ‖φ‖L∞ = sup
supp(φ)
|φ| ≤ 1 e

Rn
ηεk(x− y)dx =

Rn
1
εnk
η
(
x− y
εk
)
dx
=

Rn
η(z) dz = 1
avendo fatto il cambio di variabile x−y
εk
= z, dove il modulo del deter-
minante dello Jacobiano è εnk e dunque dx = ε
n
k dz.
Notiamo inoltre, che ogni punto in U appartiene al massimo a tre degli
insiemi {Vk}∞k=1 .
Quindi
|Iε1| =
∣∣∣∣∣

U
f div(ζ1(ηε1 ∗ φ))dx+
∞∑
k=2

U
f div(ζk(ηεk ∗ φ))dx
∣∣∣∣∣
≤ |Df |(U) +
∞∑
k=2
|Df |(Vk)
≤ |Df |(U) + 3|Df |(U − U1)
≤ |Df |(U) + 3ε da (?)
dove la prima disuguaglianza deriva dalla definizione di |Df |(U) e
|Df |(Vk), dal fatto che |ζk(ηεk ∗ φ)| ≤ 1, ζ1(ηε1 ∗ φ) ∈ C∞c (U,Rn) ⊂
C1c (U,Rn) e ζk(ηεk ∗ φ) ∈ C∞c (Vk,Rn) ⊂ C1c (Vk,Rn) e la seconda dal
fatto che ogni punto in U appartiene al massimo a tre degli insiemi
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{Vk}∞k=1 . Infatti
∞∑
k=2
|Df |(Vk) =
∞∑
k=2

Vk
dµ
=
∞∑
k=2

U−U1
χVk dµ
=

U−U1
∞∑
k=2
χVk dµ
≤ 3

U−U1
dµ
= 3|Df |(U − U1)
dove possiamo portare dentro l’integrale la somma poiché per ogni pun-
to in U esiste un intorno in cui abbiamo solo un numero finito di termini
non nulli e dove abbiamo maggiorato
∞∑
k=2
χVkcon 3, dal momento che
ogni punto in U appartiene al massimo a tre degli insiemi {Vk}∞k=1 .
Inoltre abbiamo sfruttato il fatto che Vk ⊆ U − U1 per ogni k ≥ 2.
D’altro canto, (??) implica
|Iε2| < ε.
Infatti
|Iε2| =
∣∣∣− ∞∑
k=1

U
φ · (ηεk ∗ (f Dζk)− f Dζk)dx
∣∣∣
≤
∞∑
k=1

U
|ηεk ∗ (fDζk)− fDζk|dx
< ε
∞∑
k=1
1
2k
= ε
dove abbiamo utilizzato la disuguaglianza triangolare del modulo, la
relazione |

f | ≤

|f | con f generica e il Teorema A.14 applicato a
φ · [ηεk ∗ f Dζk − f Dζk], con |φ| ≤ 1.
Dunque 
U
fεdivφdx ≤ ‖Df‖(U) + 4ε
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e quindi
‖Dfε‖(U) ≤ ‖Df‖(U) + 4ε
dato che ‖Df‖(U) + 4ε è maggiorante dell’insieme{
U
fεdivφdx, φ ∈ C1c (U ;Rn), |φ| ≤ 1
}
mentre ‖Dfε‖(U) è il sup (questo ci dice anche le funzioni fε ∈ BV (U)
e dunque fε ∈ BV (U) ∩ C∞(U)). Mettendo insieme questa stima e
(? ? ?) otteniamo che
‖Dfε‖(U)→ ‖Df‖(U) con ε→ 0.
Teorema 2.4 (Approssimazione debole di derivate). Per fk dell’enun-
ciato del Teorema 2.2, definiamo la misura vettoriale di Radon
µk(B) :=

B∩U
Dfk dx
per ogni insieme di Borel B ⊆ Rn. Poniamo anche
µ(B) :=

B∩U
d [Df ].
Allora
µk ⇀ µ
debolmente nel senso delle misure vettoriali di Radon in Rn, ossia
lim
k→∞

Rn
f dµk =

Rn
f dµ ∀f ∈ Cc(Rn,Rn).
Dimostrazione. Fissiamo φ ∈ C1c (Rn;Rn) e ε > 0. Definiamo U1 ⊂⊂ U
come
U1 =
{
x ∈ U | dist(x, ∂U) > 1
m+ 1
}
∩B0(0, 1 +m)
con m intero positivo. Scegliamo poi una funzione liscia di cutoff ζ che
soddisfa
ζ ≡ 1 in U1, supp (ζ) ⊂ U, 0 ≤ ζ ≤ 1.
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Allora

Rn
φ dµk =

U
φ ·Dfk dx
=

U
ζφ ·Dfk dx+

U
(1− ζ)φ ·Dfk dx (?)
=−

U
div(ζφ)fk dx+

U
(1− ζ)φ ·Dfk dx
dove abbiamo sfruttato l’uguaglianza

U
ζφ · Dfk dx =

U
div((ζφ)fk)dx −
U
div(ζφ)fk dx, ma per definizione di derivata debole, essendo ζ a supporto
compatto in U ,

U
div((ζφ)fk)dx = 0.
Poiché fk → f in L1(U) e dunque fk → f in L1loc(U), abbiamo che∣∣∣∣
U
(fk − f)div(ζφ)dx
∣∣∣∣ = ∣∣∣∣
supp(ζφ)
(fk − f)div(ζφ)dx
∣∣∣∣
≤ ‖div(ζφ)‖L∞

supp(ζφ)
|fk − f |dx
k→∞→ 0,
poiché supp(ζφ) è un compatto di U , per cui il primo termine in (?) converge
a
−

U
div(ζφ)f dx =

U
ζφ · d[Df ]
=

U
φ · d[Df ] +

U
(ζ − 1)φ · d[Df ] (??)
dove la prima uguaglianza segue dalla definizione di [Df ] = ‖Df‖ σ, essendo
ζφ ∈ C1c (U,Rn) e dunque vale per ζφ la (ii) del Teorema 1.1.
L’ultimo termine in (??) è stimato da
‖φ‖L∞‖Df‖(U − U1) ≤ Cε.
Infatti in U1 ζ è costantemente 1 e dunque l’integrale rimane solo esteso a
U − U1. Ora
U−U1
(ζ − 1)φ · d[Df ] =

U−U1
(ζ − 1)φ · σd‖Df‖ ≤ ‖φ‖L∞‖Df‖(U − U1)
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poiché |ζ − 1| ≤ 1 e |φ| ≤ ‖φ‖L∞ .
Dal Teorema 2.2 risulta ‖Df‖(U − U1) ≤ ε e ‖φ‖L∞ ≤ C poichè φ ∈
C1c (Rn;Rn).
Utilizzando il Teorema 2.2, vediamo che per k abbastanza grande, possiamo
controllare l’ultimo termine in (?) con
‖φ‖L∞‖Dfk‖(U − U1) ≤ Cε.
Infatti nel Teorema 2.2 abbiamo che ‖Dfk‖(U) → ‖Df‖(U) con k → ∞,
ma essendo U1 ⊂ U , ‖Dfk‖(U − U1) = ‖Dfk‖(U)− ‖Dfk‖(U1). Inoltre U1 è
aperto, dunque per il Teorema 2.2 ‖Dfk‖(U1)→ ‖Df‖(U1) e quindi anche
‖Dfk‖(U − U1)→ ‖Df‖(U − U1), per cui
ε ≥ |‖Dfk‖(U − U1)− ‖Df‖(U − U1)|
≥ ‖Dfk‖(U − U1)− ‖Df‖(U − U1)
≥ ‖Dfk‖(U − U1)− ε
ossia con ε = ε
2
otteniamo
‖Dfk‖(U − U1) ≤ ε.
Dunque∣∣∣∣
Rn
φdµk −

Rn
φdµ
∣∣∣∣ =
=
∣∣∣∣−
U
div(ζφ)fk dx+

U
(1− ζ)φ ·Dfk dx+

U
div(ζφ)f dx+

U
(ζ − 1)φ · d[Df ]
∣∣∣∣
≤
∣∣∣∣−
U
div(ζφ)fk dx+

U
div(ζφ)f dx
∣∣∣∣+ ∣∣∣∣
U
(1− ζ)φ ·Dfk dx
∣∣∣∣+ ∣∣∣∣
U
(ζ − 1)φ · d[Df ]
∣∣∣∣
≤ Cε
per ogni k sufficientemente grande.
Infatti

U
div(ζφ)fk dx→

U
div(ζφ)f dx e dunque∣∣∣∣−
U
div(ζφ)fk dx+

U
div(ζφ)f dx
∣∣∣∣ ≤ Cε.
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Gli altri due termini sono ≤ Cε per la stima precedente.
Sia ora φ ∈ Cc(Rn,Rn). Per convoluzione esiste una successione φh (h ∈ N)
di funzioni lisce a supporto compatto (un po’ più grande del supporto di φ)
che converge a φ uniformemente su supp(φ).
Sia ε > 0. Allora∣∣∣∣
supp(φ)
φdµk −

supp(φ)
φdµ
∣∣∣∣
≤
∣∣∣∣
supp(φ)
(φ− φh)dµk
∣∣∣∣+ ∣∣∣∣
supp(φ)
φh dµk −

supp(φ)
φh dµ
∣∣∣∣
+
∣∣∣∣
supp(φ)
(φ− φh)dµ
∣∣∣∣ = I1 + I2 + I3
Abbiamo
I1 =
∣∣∣∣
supp(φ)
(φ− φh)dµk
∣∣∣∣ = ∣∣∣∣
supp(φ)
(φ− φh) · σd‖Dfk‖
∣∣∣∣
≤ sup
supp(φ)
|φ− φh|‖Dfk‖(U)
≤ sup
supp(φ)
|φ− φh|‖Df‖(U)
≤ ε
3
se h > hε
dove la seconda disuguaglianza vale poiché ‖Dfk‖(U)→ ‖Df‖(U) e l’ultima
disuguaglianza poiché φh converge a φ uniformemente su supp(φ). Fissiamo
h = hε + 1. Nello stesso modo trattiamo I3.
Infatti
I3 =
∣∣∣∣
supp(φ)
(φ− φh)dµ
∣∣∣∣ = ∣∣∣∣
supp(φ)
(φ− φh) · σd‖Df‖
∣∣∣∣
≤ sup
supp(φ)
|φ− φh|‖Df‖(U)
≤ ε
3
se h > hε
dove nell’ultima disuguaglianza sfruttiamo sempre il fatto che φh converge a
φ uniformemente su supp(φ).
Ora che h è fissato applichiamo il risultato ottenuto per funzioni φ ∈ C1c (Rn;Rn)
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a I2, scrivendo ∣∣∣∣
supp(φ)
φh dµk −

supp(φ)
φh dµ
∣∣∣∣ < ε3
per k > kε.
Infatti I2 <
ε
3
se k è maggiore di un k che dipende da ε e φh, poiché abbiamo
dimostrato che

Rn f dµk →

Rn f dµ per ogni f ∈ C
1
c (Rn;Rn) e le φh ∈
C∞c (Rn;Rn) ⊂ C1c (Rn;Rn). Ma φh è fissato e dipende solo da ε. Cos̀ı è
conclusa la prova poiché∣∣∣∣
supp(φ)
φdµk −

supp(φ)
φdµ
∣∣∣∣ < ε
per ogni φ ∈ Cc(Rn,Rn) e dunque µk ⇀ µ debolmente nel senso delle misure
vettoriali di Radon.
2.3 Compattezza
Teorema 2.5 (Compattezza per funzioni BV ). Sia U ⊂ Rn aperto e
limitato, con frontiera lipschitziana ∂U . Assumiamo che {fk}∞k=1 sia una
successione in BV (U) che soddisfa
sup
k
‖fk‖BV (U) <∞.
Allora esistono una sottosuccessione
{
fkj
}∞
j=1
e una funzione f ∈ BV (U)
tali che
fkj → f in L1(U)
con j →∞.
Dimostrazione. Per k ∈ N scegliamo gk ∈ C∞(U) tale che
U
|fk − gk|dx <
1
k
, sup
k

U
|Dgk|dx <∞; (?)
tali funzioni esistono in accordo al Teorema 2.2, poiché ogni fk ∈ BV (U)
e dunque possiamo trovare una successione {gι}∞ι=1 ∈ BV (U) ∩ C∞(U) ta-
le che gι → fk in L1(U) e ‖Dgι‖(U) → ‖Dfk‖(U). Per cui per ogni k
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possiamo trovare una gk tale che

U
|fk − gk|dx = ‖fk − gk‖L1(U) < 1k ,
per definizione di limite con ε = 1
k
. Inoltre sup
k

U
|Dgk|dx < ∞ poiché
U
|Dgk|dx ≤ sup
k
‖fk‖BV (U) + 2 < ∞ per ogni k e quindi anche il sup.
Per un’osservazione che segue il Teorema A.4, allora esistono una funzione
f ∈ L1∗(U) e quindi in L1(U), poiché U è limitato e una sottosuccessio-
ne
{
gkj
}∞
j=1
tale che gkj → f in L1(U). Ma allora (?) implica che anche
fkj → f in L1(U) e dunque in L1loc(U). Per il Teorema 2.1, poichè le
fkj ∈ BV (U), f ∈ BV (U).

Capitolo 3
Alcuni risultati sulle funzioni
BV
Assumiamo per i risultati sulla traccia di funzioni BV che U sia aperto
e limitato, con frontiera lipschitziana ∂U . Osserviamo che, poiché ∂U è
localmente il grafico di una funzione Lipschitz γ, la normale unitaria esterna
ν esiste Hn−1-quasi ovunque in ∂U , in accordo al Teorema A.5, in quanto
la funzione γ è differenziabile quasi ovunque e dunque la normale unitaria
esterna, che è il gradiente di γ normalizzato, esiste quasi ovunque.
Teorema 3.1 (Traccia di funzioni BV ). Assumiamo che U sia aperto e
limitato, con ∂U Lipschitz. Allora esiste una mappa lineare limitata
T : BV (U)→ L1(∂U ;Hn−1)
tale che 
U
f divφdx = −

U
φ · d[Df ] +

∂U
(φ · ν)Tf dHn−1 (?)
per ogni f ∈ BV (U) e φ ∈ C1(Rn,Rn).
Il punto importante è che non richiediamo a φ di annullarsi vicino a ∂U .
Definizione 3.1. La funzione Tf , che è univocamente definita a meno di
insiemi di misura Hn−1 ∂U (Hn−1 ristretta a ∂U) nulla, è chiamata la
traccia di f su ∂U .
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Noi interpretiamo Tf come il “valore sul bordo” di f su ∂U .
Osservazione. Se f ∈ W 1,1(U) ⊂ BV (U), la definizione di traccia data
coincide con quella per le funzioni di Sobolev.
Teorema 3.2 (Proprietà locali della traccia). Assumiamo che U sia
aperto, limitato, con ∂U Lipschitz. Supponiamo anche che f ∈ BV (U).
Allora per Hn−1−quasi ogni x ∈ ∂U ,
lim
r→0
−

B(x,r)∩U
|f − Tf(x)|dy = 0,
e cos̀ı
Tf(x) = lim
r→0
−

B(x,r)∩U
f dy.
Con B(x, r) intendiamo
B(x, r) = {y ∈ Rn | |x− y| ≤ r} ,
ossia la palla chiusa di centro x e raggio r.
Osservazione. Dunque in particolare se f ∈ BV (U) ∩ C(Ū), allora
Tf = f |∂U Hn−1 − q.o.
Teorema 3.3 (Estensioni di funzioni BV ). Assumiamo che U ⊂ Rn sia
aperto e limitato, con ∂U Lipschitz. Sia f1 ∈ BV (U), f2 ∈ BV (Rn − Ū).
Definiamo
f̄(x) :=
f1(x) x ∈ Uf2(x) x ∈ Rn − Ū .
Allora
f̄ ∈ BV (Rn)
e
‖Df̄‖(Rn) = ‖Df1‖(U) + ‖Df2‖(Rn − Ū) +

∂U
|Tf1 − Tf2|dHn−1.
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Osservazione. In particolare, sotto le precedenti assunzioni per U , l’esten-
sione
Ef :=
f su U0 su Rn − U
appartiene a BV (Rn) ammesso che f ∈ BV (U) e l’insieme U abbia perimetro
finito, con ‖∂U‖(Rn) = Hn−1(∂U).
In seguito metteremo in relazione la misura variazione di f e il perimetro
delle sue curve di livello. U denota sempre un sottoinsieme aperto di Rn.
Notazione Per f : U → R e t ∈ R, definiamo
Et := {x ∈ U | f(x) > t} .
Lemma 3.4. Se f ∈ BV (U), la mappa
t 7→ ‖∂Et‖(U) (t ∈ R)
è L1-misurabile.
Teorema 3.5 (Formula di coarea per funzioni BV ).
(i) Se f ∈ BV (U), allora Et ha perimetro finito per quasi ogni t ∈ R , e
‖Df‖(U) =
 ∞
−∞
‖∂Et‖(U)dt.
(ii) Viceversa, se f ∈ L1(U) e
 ∞
−∞
‖∂Et‖(U)dt <∞,
allora f ∈ BV (U).

Capitolo 4
Disuguaglianze isoperimetriche
Ora sviluppiamo certe disuguaglianze relative alla Ln-misura di un insie-
me e il suo perimetro.
4.1 Disuguaglianze di Sobolev e Poincaré per
funzioni BV
Teorema 4.1 (Disuguaglianze per funzioni BV ).
(i) Esiste una costante C1 tale che
‖f‖L1∗ (Rn) ≤ C1‖Df‖(Rn)
per tutte le f ∈ BV (Rn), dove
1∗ =
n
n− 1
.
(ii) Esiste una costante C2 tale che
‖f − (f)x,r‖L1∗ (B(x,r)) ≤ C2‖Df‖(B0(x, r))
per tutte le palle B(x, r) ⊂ Rn e f ∈ BVloc(Rn), dove
(f)x,r := −

B(x,r)
f dy.
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(iii) Per ogni 0 < α ≤ 1, esiste una costante C3(α) tale che
‖f‖L1∗ (B(x,r)) ≤ C3(α)‖Df‖(B0(x, r))
per tutte le palle B(x, r) ⊂ Rn e tutte le f ∈ BVloc(Rn) che soddisfano
Ln(B(x, r) ∩ {f = 0})
Ln(B(x, r))
≥ α.
Con B0(x, r) denotiamo la palla aperta di centro x e raggio r, ossia
B0(x, r) = {y ∈ Rn | |x− y| < r} .
Dimostrazione. 1. Per il Teorema 2.2, poiché f ∈ BV (Rn), scegliamo
fk ∈ C∞c (Rn) (k ∈ N) tali che
fk → f in L1(Rn), fk → f Ln − q.o., ‖Dfk‖(Rn)→ ‖Df‖(Rn)
e fk → f Ln − q.o. poiché se ho una successione che converge in L1,
esiste una sottosuccessione che converge in maniera dominata e quindi
puntualmente q.o. Allora il Teorema A.8 e il Teorema A.7, applicato
qui con p = 1 e a fk ∈ C∞c (Rn) e dunque in W 1,1(Rn), implicano
‖f‖L1∗ (Rn) ≤ lim inf
k→∞
‖fk‖L1∗ (Rn)
≤ lim
k→∞
C1‖Dfk‖L1(Rn)
= C1‖Df‖(Rn).
Questo prova (i).
2. L’affermazione (ii) segue similmente dal Teorema A.9. Per il Teore-
ma 2.2, poiché f ∈ BVloc(Rn), prendiamo fk ∈ C∞(B0(x, r)) (k ∈ N)
tali che
fk → f in L1(B0(x, r)), fk → f Ln − q.o.,
‖Dfk‖(B0(x, r))→ ‖Df‖(B0(x, r))
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Allora il Teorema A.8 e il Teorema A.9, applicato con p = 1 e a
fk ∈ C∞(B0(x, r)) dunque in W 1,1(B0(x, r)), implicano
‖f − (f)x,r‖L1∗ (B(x,r)) ≤ lim inf
k→∞
‖fk − (fk)x,r‖L1∗ (B(x,r))
≤ lim
k→∞
C2‖Dfk‖(B0(x, r))
= C2‖Df‖(B0(x, r)).
3. Supponiamo
Ln(B(x, r) ∩ {f = 0})
Ln(B(x, r))
≥ α > 0. (?)
Allora
‖f‖L1∗ (B(x,r)) = ‖f − (f)x,r + (f)x,r‖L1∗ (B(x,r))
≤ ‖f − (f)x,r‖L1∗ (B(x,r)) + ‖(f)x,r‖L1∗ (B(x,r))
≤ C2‖Df‖(B0(x, r)) + |(f)x,r|(Ln(B(x, r)))1−
1
n (??)
per la (ii) e poiché(
B(x,r)
|(f)x,r|1
∗
dx
) 1
1∗
= |(f)x,r|
(
B(x,r)
dx
) 1
1∗
= |(f)x,r|(Ln(B(x, r)))1−
1
n .
Ma
|(f)x,r|(Ln(B(x, r)))1−
1
n
=
∣∣∣∣
B(x,r)∩{f 6=0}
f dy
∣∣∣∣ 1Ln(B(x, r))Ln(B(x, r))Ln(B(x, r))− 1n
≤ 1
Ln(B(x, r)) 1n

B(x,r)∩{f 6=0}
|f |dy
≤
(
B(x,r)
|f |1∗ dy
)1− 1
n
(
Ln(B(x, r) ∩ {f 6= 0})
Ln(B(x, r))
) 1
n
≤ ‖f‖L1∗ (B(x,r))(1− α)
1
n
avendo utilizzato nella penultima disuguaglianza il Teorema A.15
con le funzioni f(x) = |f | e g(x) = 1 e con 1
n
come coniugato di
1∗ e avendo sfruttato (?) nell’ultima disuguaglianza, poiché B(x, r) ∩
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{f 6= 0} è il complementare dell’insieme B(x, r) ∩ {f = 0} nella palla
B(x, r), dunque L
n(B(x,r)∩{f 6=0})
Ln(B(x,r)) = 1 −
Ln(B(x,r)∩{f=0})
Ln(B(x,r)) ≤ 1 − α. Inoltre
nella prima disuguaglianza abbiamo utilizzato la relazione∣∣∣∣
B(x,r)∩{f 6=0}
f dy
∣∣∣∣ ≤ 
B(x,r)∩{f 6=0}
|f |dy.
A questo punto, inseriamo la stima ottenuta in (??) per avere
‖f‖L1∗ (B(x,r)) ≤
C2
(1− (1− α) 1n )
‖Df‖(B0(x, r))
e chiamando C3(α) =
C2
(1−(1−α)
1
n )
, otteniamo (iii).
4.2 Disuguaglianze isoperimetriche
Teorema 4.2 (Disuguaglianze isoperimetriche). Sia E un insieme li-
mitato di perimetro finito in Rn.
(i) Allora
Ln(E)1−
1
n ≤ C1‖∂E‖(Rn),
e
(ii) per ogni palla B(x, r) ⊂ Rn,
min {Ln(B(x, r) ∩ E),Ln(B(x, r)− E)}1−
1
n
≤ 2C2‖∂E‖(B0(x, r)).
La costante C1 è quella che compare nel Teorema A.7. La costante C2
invece è la stessa del Teorema A.9.
Osservazione. L’affermazione (i) è la disuguaglianza isoperimetrica e
(ii) è la disuguaglianza isoperimetrica relativa.
Dimostrazione. 1. La (i) è la (i) del Teorema 4.1 con f = χE, che
appartiene a BV (Rn) poiché E è insieme limitato di perimetro finito
in Rn. Infatti ‖χE‖L1∗ (Rn) = Ln(E)1−
1
n e ‖DχE‖(Rn) = ‖∂E‖(Rn).
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2. Sia f = χB(x,r)∩E nella (ii) del Teorema 4.1, che appartiene aBVloc(Rn)
poiché E è insieme limitato di perimetro finito in Rn. In questo caso
(f)x,r =
Ln(B(x, r) ∩ E)
Ln(B(x, r))
.
Quindi
B(x,r)
|f − (f)x,r|1
∗
dy =

B(x,r)
|χB(x,r)∩E − (χB(x,r)∩E)x,r|1
∗
dy
=

B(x,r)∩E
∣∣∣∣1− Ln(B(x, r) ∩ E)Ln(B(x, r))
∣∣∣∣1∗ dy
+

B(x,r)−E
∣∣∣∣−Ln(B(x, r) ∩ E)Ln(B(x, r))
∣∣∣∣1∗ dy
=
(
Ln(B(x, r)− E)
Ln(B(x, r))
)1∗
Ln(B(x, r) ∩ E)
+
(
Ln(B(x, r) ∩ E)
Ln(B(x, r))
)1∗
Ln(B(x, r)− E)
in quanto
χB(x,r)∩E =
1 in B(x, r) ∩ E0 in B(x, r)− E
nella palla B(x, r), poiché (B(x, r)−E) è il complementare di (B(x, r)∩
E) nella palla B(x, r) e dunque abbiamo anche che L
n(B(x,r)−E)
Ln(B(x,r)) = 1−
Ln(B(x,r)∩E)
Ln(B(x,r)) . Inoltre, essendo L
n una misura positiva,
∣∣∣−Ln(B(x,r)∩E)Ln(B(x,r)) ∣∣∣ =
Ln(B(x,r)∩E)
Ln(B(x,r)) .
Ora se Ln(B(x, r) ∩ E) ≤ Ln(B(x, r)− E), allora(
B(x,r)
|f − (f)x,r|1
∗
dy
)1− 1
n
≥
[
Ln(B(x, r)− E)
Ln(B(x, r))
]
Ln(B(x, r) ∩ E)1−
1
n
≥ 1
2
min {Ln(B(x, r) ∩ E),Ln(B(x, r)− E)}1−
1
n
poiché essendo Ln(B(x, r) ∩ E) ≤ Ln(B(x, r)− E)[
Ln(B(x, r)− E)
Ln(B(x, r))
]
≥ 1
2
.
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L’altro caso è analogo, con nel secondo passaggio[
Ln(B(x, r) ∩ E)
Ln(B(x, r))
]
Ln(B(x, r)− E)1−
1
n
anziché [
Ln(B(x, r)− E)
Ln(B(x, r))
]
Ln(B(x, r) ∩ E)1−
1
n
e l’ultima disuguaglianza rimane uguale poiché con
Ln(B(x, r)− E) ≤ Ln(B(x, r) ∩ E)[
Ln(B(x, r) ∩ E)
Ln(B(x, r))
]
≥ 1
2
.
Per cui poiché dalla (ii) del Teorema 4.1 abbiamo che
‖f − (f)x,r‖L1∗ (B(x,r)) ≤ C2‖Df‖(B0(x, r))
per tutte le palle B(x, r) ⊂ Rn e f ∈ BVloc(Rn) otteniamo con f =
χB(x,r)∩E
min {Ln(B(x, r) ∩ E),Ln(B(x, r)− E)}1−
1
n ≤ 2C2‖∂E‖(B0(x, r))
per ogni palla B(x, r) ⊂ Rn.
Osservazione. Abbiamo mostrato che la disuguaglianza di Gagliardo-Nirenberg-
Sobolev implica la disuguaglianza isoperimetrica. In realtà è vero anche
il viceversa: la disuguaglianza isoperimetrica implica la disuguaglianza di
Gagliardo-Nirenberg-Sobolev.
Per mostrare quest’ultima affermazione, assumiamo f ∈ C1c (Rn), f ≥ 0.
Calcoliamo

Rn
|Df |dx = ‖Df‖(Rn)
=
 ∞
−∞
‖∂Et‖(Rn)dt
≥ 1
C1
 ∞
−∞
Ln(Et)1−
1
n dt,
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dove la seconda uguaglianza deriva dalla (i) del Teorema 3.5 poiché f ∈
C1c (Rn) ⊂ W 1,1(Rn) ⊂ BV (Rn) e la disuguaglianza dalla (i) del Teorema
4.2, poiché se f ∈ BV (Rn), Et ha perimetro finito per quasi ogni t ∈ R e
Et è limitato per ogni t, poiché Et ⊆ supp(f) per ogni t e supp(f) è limitato
poiché f ∈ C1c (Rn).
Ora poniamo
ft := min {t, f} , χ(t) :=
(
Rn
f 1
∗
t dx
)1− 1
n
(t ∈ (0,∞)).
Allora χ è non decrescente su (0,∞), poiché se 0 < t1 ≤ t2, 0 ≤ ft1 ≤ ft2 e
dunque χ(t1) ≤ χ(t2). Per cui,
lim
t→∞
χ(t) =
(
Rn
f 1
∗
dx
)1− 1
n
per il Teorema A.12, poiché ft(x)→ f(x) ∀x ∈ Rn con t→∞ e ft1 ≤ ft2
∀ 0 < t1 ≤ t2.
Inoltre, per h > 0, abbiamo
0 ≤ χ(t+ h)− χ(t) ≤
(
Rn
|ft+h − ft|1
∗
dx
)1− 1
n
≤ hLn(Et)1−
1
n
dove nella seconda disuguaglianza sfrutto la relazione
‖ft+h‖L1∗ (Rn) − ‖ft‖L1∗ (Rn) ≤ ‖ft+h − ft‖L1∗ (Rn).
L’ultima disuguaglianza vale invece poiché |ft+h − ft| = |f(x) − f(x)| = 0
se f(x) ≤ t < t + h, |ft+h − ft| = |f(x) − t| < h se t < f(x) < t + h,
|ft+h − ft| = |t+ h− t| = h se t < t+ h ≤ f(x). Per cui |ft+h − ft| 6= 0 ≤ h
quando f > t ossia su Et.
Quindi χ è localmente Lipschitz e
χ
′
(t) ≤ Ln(Et)1−
1
n
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per quasi ogni t, in quanto χ
′
(t) esiste q.o. per il Teorema A.5. Integrando
tra 0 e ∞: (
Rn
f 1
∗
dx
)1− 1
n
=
 ∞
0
χ
′
(t)dt
≤
 ∞
0
Ln(Et)1−
1
n dt
≤
 ∞
−∞
Ln(Et)1−
1
n dt
≤ C1

Rn
|Df |dx
dove nell’uguaglianza abbiamo sfruttato il Teorema A.11 applicato a χ che
è Lipschitz e dunque assolutamente continua e le relazioni χ(0) = 0,
lim
t→∞
χ(t) = χ(∞) =
(
Rn
f 1
∗
dx
)1− 1
n
.
Dunque abbiamo provato la disuguaglianza di Gagliardo-Nirenberg-Sobolev
con p = 1 per ogni f ∈ C1c (Rn), f ≥ 0. Per densità di C1c (Rn) in W 1,1(Rn),
estendiamo il risultato ad ogni f ∈ W 1,1(Rn).
Appendice A
Risultati utilizzati nella tesi
Teorema A.1 (Teorema di Rappresentazione di Riesz). Sia
L : Cc(Rn,Rm)→ R
un funzionale lineare che soddisfa
sup {L(f) | f ∈ Cc(Rn,Rm), |f | ≤ 1, supp(f) ⊆ K} <∞
per ogni compatto K ⊂ Rn. Allora esistono una misura di Radon µ in Rn e
una funzione µ-misurabile σ : Rn → Rm tali che
|σ(x)| = 1 per µ-quasi ogni x
e
L(f) =

Rn
f · σdµ
per ogni f ∈ Cc(Rn;Rm).
Definizione A.1.
Chiamiamo µ la misura variazione associata a L, che è definita per ogni
insieme aperto V ⊂ Rn da
µ(V ) := sup {L(f) | f ∈ Cc(Rn,Rm), |f | ≤ 1, supp(f) ⊆ V } .
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Definizione A.2.
Una funzione f : X → Y è detta µ-misurabile se per ogni insieme aperto
U ⊆ Y , l’insieme
f−1(U)
è µ-misurabile.
Teorema A.2 (Teorema di Decomposizione di Lebesgue). Siano ν e
µ due misure di Radon in Rn.
(i) Allora
ν = νac + νs
dove νac e νs sono misure di Radon in Rn con
νac << µ, νs ⊥ µ.
(ii) In aggiunta,
Dµν = Dµνac, Dµνs = 0 µ− q.o.;
e di conseguenza
ν(A) =

A
Dµν dµ+ νs(A)
per ogni insieme di Borel A ⊆ Rn.
Definizione A.3.
Chiamiamo νac la parte assolutamente continua e νs la parte
singolare di ν rispetto a µ.
Teorema A.3 (Funzioni di Sobolev ristrette alle linee).
(i) Se f ∈ W 1,ploc (Rn), allora per ogni k = 1, . . . , n le funzioni
f ∗k (x
′, t) := f ∗(. . . , xk−1, t, xk+1, . . .)
sono assolutamente continue in t nei sottoinsiemi compatti di R, per
quasi ogni punto x′ = (x1, . . . , xk−1, xk+1, . . . , xn) ∈ Rn−1. In aggiunta,
(f ∗k )
′ ∈ Lploc(R
n).
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(ii) Viceversa, supponiamo f ∈ Lploc(Rn) e f = g Ln − q.o., dove per ogni
k = 1, . . . , n le funzioni
gk(x
′, t) := g(x1, . . . , xk−1, t, xk+1, . . . , xn)
sono assolutamente continue in t nei sottoinsiemi compatti di R per
quasi ogni punto x′ = (x1, . . . , xk−1, xk+1, . . . , xn) ∈ Rn−1 rispetto alla
misura Ln−1 e g′k ∈ L
p
loc(Rn). Allora f ∈ W
1,p
loc (Rn).
Definizione A.4.
Per f ∗ si intende
f ∗(x) :=
limr→0 −

B(x,r)
f dy se questo limite esiste
0 altrimenti
con f ∈ L1loc(Rn).
Teorema A.4 (Teorema di compattezza per W 1,p). Assumiamo che U
sia aperto, limitato, ∂U sia Lipschitz, 1 < p < n. Supponiamo che {fk}∞k=1
sia una successione in W 1,p(U) che soddisfa
sup
k
‖fk‖W 1,p(U) <∞.
Allora esistono una sottosuccessione
{
fkj
}∞
j=1
e una funzione f ∈ W 1,p(U)
tali che
fkj → f in Lq(U)
per ogni
1 ≤ q < p∗.
Con p∗ denotiamo p∗ = pn
n−p .
Osservazione. (Utilizzata nella dimostrazione del Teorema 2.5).
Nel caso di p = 1, il teorema afferma che esistono una sottosuccessione{
fkj
}∞
j=1
e f ∈ L1∗(U) tali che
lim
j→∞
‖fkj − f‖Lq(U) = 0
per ogni 1 ≤ q < 1∗.
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Teorema A.5 (Teorema di Rademacher). Se U è un sottinsieme aperto
di Rn e f : U → Rm è una funzione Lipschitz, allora f è differenziabile
quasi ovunque in U ; ossia i punti in U in cui f non è differenziabile
formano un insieme di misura di Lebesgue nulla.
Teorema A.6 (Formula di Coarea per funzioni C1). Siano
f, g : Rn → R due funzioni C1, n ≥ 1. Allora per ogni sottoinsieme
Ln-misurabile A ⊆ Rn, 
A
g(x)‖Df‖dx =

R
g(y)dy.
Teorema A.7 (La disuguaglianza di Gagliardo-Nirenberg-Sobolev).
Assumendo
1 ≤ p < n,
esiste una costante C1, che dipende solo da p e n, tale che(
Rn
|f |p∗ dx
) 1
p∗
≤ C1
(
Rn
|Df |p dx
) 1
p
per ogni f ∈ W 1,p(Rn).
Con p∗ denotiamo
p∗ =
pn
n− p
.
Teorema A.8 (Lemma di Fatou). Sia {fk}∞k=1 una successione di
funzioni misurabili a valori in R definita su uno spazio di misura (S,Σ, µ).
Se la successione converge puntualmente a una funzione f quasi ovunque su
S, allora 
S
f dµ ≤ lim inf
k→∞

S
fk dµ.
Teorema A.9 (Disuguaglianza di Poincarè sulle palle). Per ogni
1 ≤ p < n esiste una costante C2, che dipende solo da p e n, tale che(
−

B(x,r)
|f − (f)x,r|p
∗
dy
) 1
p∗
≤ C2r
(
−

B(x,r)
|Df |p dy
) 1
p
per tutte le palle B(x, r) ⊂ Rn, f ∈ W 1,p(B0(x, r)).
Con p∗ denotiamo
p∗ =
pn
n− p
.
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Nel caso di p = 1, utilizzato per dimostrare (ii) del Teorema 4.1,
sfruttando il fatto che ∂B(x, r) ha misura di Lebesgue n-dimensionale nulla
e sapendo che Ln(B(x, r)) = rnωn otteniamo(
B(x,r)
|f − (f)x,r|1
∗
dy
) 1
1∗
≤ C2rLn(B(x, r))
1
1∗−1
(
B0(x,r)
|Df |dy
)
con 1
1∗
− 1 = − 1
n
e dunque abbiamo(
B(x,r)
|f − (f)x,r|1
∗
dy
) 1
1∗
≤ C2r
r n
√
ωn
(
B0(x,r)
|Df |dy
)
= C2
(
B0(x,r)
|Df |dy
)
per tutte le palle B(x, r) ⊂ Rn, f ∈ W 1,1(B0(x, r)), dove l’ultima costante
C2 è uguale a
C2r
r n
√
ωn
.
Teorema A.10 (Teorema di Fubini). Sia f una funzione sommabile in
Rn × Rm.
Allora
(i) la funzione x 7→ f(x, y) è sommabile in Rn per quasi ogni y in Rm,
(ii) la funzione y 7→

Rn f(x, y)dx è sommabile in R
m e vale

Rn×Rm
f(x, y)dxdy =

Rm
(
Rn
f(x, y)dx
)
dy.
Teorema A.11 (Teorema Fondamentale del Calcolo Integrale per
funzioni assolutamente continue). Una funzione f è assolutamente
continua su [a, b] se e solo se f ′ esiste q.o. in [a, b], f ′ è integrabile in [a, b] e
f(x)− f(a) =
x
a
f ′(t)dt, a ≤ x ≤ b.
Definizione A.5.
Una funzione finita f su un intervallo finito [a, b] si dice assolutamente
continua in [a, b] se dato ε > 0, esiste δ > 0 tale che per ogni collezione
{[ai, bi]} (finita o no) di sottointervalli disgiunti di [a, b],∑
|f(bi)− f(ai)| < ε se
∑
|(bi − ai)| < δ.
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Osservazione. Ogni funzione f che soddisfa la condizione di Lipschitz
|f(x)− f(y)| ≤ C|x− y| ∀x, y ∈ [a, b]
per una qualche costante C > 0, è assolutamente continua.
Teorema A.12 (Teorema di Beppo Levi). Se (X,Σ, µ) è uno spazio di
misura e se {fn}∞n=1 è una successione di funzioni misurabili su Σ tale che
0 ≤ f1(x) ≤ f2(x) ≤ . . . ≤ ∞ ∀x ∈ X
lim
n→∞
fn(x) = f(x) ∀x ∈ X
allora f è misurabile in Σ e
lim
n→∞

X
fn dµ =

X
f dµ
dove l’integrale è di Lebesgue. Il valore di ogni integrale può essere infinito.
Teorema A.13 (Teorema della divergenza). Sia U ⊂ Rn un aperto
regolare, con ν normale unitaria esterna lungo ∂U. Sia
F = (F1, F2, . . . , Fn) ∈ C1(Ū ,Rn), ossia C1 su un aperto contenente Ū a
valori in Rn. Allora

U
divF dx =

∂U
F · ν dHn−1
dove
divF =
n∑
j=1
∂Fj
∂xj
e Hn−1 è la misura di Hausdorff (n− 1)-dimensionale.
Definizione A.6.
Un aperto U ⊂ Rn si dice regolare se
(i) U è limitato;
(ii) int(Ū) = U
(iii) ∂U è una (n− 1)-varietà differenziabile di classe almeno C1.
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Teorema A.14 (Disuguaglianza di Cauchy-Schwarz). Sia V uno
spazio prehilbertiano, ossia uno spazio vettoriale reale dotato di un prodotto
scalare (, ) definito positivo, o uno spazio vettoriale complesso dotato di un
prodotto hermitiano (, ).
Allora
|(u, v)| ≤ ‖u‖‖v‖ ∀u, v ∈ V.
Teorema A.15 (Disuguaglianza di Hölder). Sia Ω uno spazio di
misura con misura µ e p ≥ 1. Sia p′ ≥ 1 l’esponente coniugato di p, ovvero
quel numero tale che
1
p
+
1
p′
= 1.
Si definisce inoltre p′ =∞ se p = 1.
Allora date due funzioni misurabili f ∈ Lp(Ω) e g ∈ Lp′(Ω), si ha che
fg ∈ L1(Ω) e
‖fg‖1 ≤ ‖f‖p‖g‖p′ .
Esplicitando la norma p-esima nel caso p > 1 si ottiene la scrittura

Ω
|fg|dµ ≤
[
Ω
|f |p dµ
] 1
p
[
Ω
|g|p′ dµ
] 1
p′
.

Appendice B
Misure
Definizione B.1 (Misura di Borel).
Una misura µ in Rn si dice di Borel se ogni insieme di Borel è µ-misurabile.
Definizione B.2 (Misura di Borel regolare).
Una misura µ in Rn si dice di Borel regolare se µ è di Borel e per ogni
A ⊆ Rn esiste un insieme di Borel B tale che A ⊆ B e µ(A) = µ(B).
Definizione B.3 (Misura di Radon).
Una misura µ in Rn si dice di Radon se è Borel regolare e se µ(K) <∞
per ogni compatto K ⊂ Rn.
Definizione B.4 (Misura con segno).
ν è una misura con segno in Rn se esistono una misura di Radon µ in Rn
e una funzione localmente µ-sommabile f : Rn → [−∞,∞] tali che
ν(K) =

K
f dµ
per ogni insieme compatto K ⊆ Rn.
In questo caso scriviamo
ν = µ f
e f è detta densità di ν rispetto a µ.
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Definizione B.5 (Misura di Hausdorff).
(i) Sia A ⊆ Rn, 0 ≤ s <∞, 0 < δ ≤ ∞. Scriviamo
Hsδ(A) := inf
{
∞∑
j=1
α(s)
(
diam(Cj)
2
)s
| A ⊆
∞⋃
j=1
Cj, diam(Cj) ≤ δ
}
dove
α(s) :=
π
s
2
Γ( s
2
+ 1)
con
Γ(
s
2
+ 1) =
 +∞
0
t
s
2 e−t dt.
(ii) Per A e s come sopra, definiamo
Hs(A) := lim
δ→0
Hsδ(A) = sup
δ>0
Hsδ(A)
poiché la funzione δ → Hsδ(A) è decrescente. Chiamiamo Hs la misura
s-dimensionale di Hausdorff in Rn.
Abbiamo inoltre Hn = Ln in Rn.
Definizione B.6 (Misure assolutamente continue).
Assumiamo che µ e ν siano due misure di Borel in Rn.
La misura ν è assolutamente continua rispetto a µ, in simboli
ν << µ,
se µ(A) = 0 implica ν(A) = 0 per ogni insieme A ⊆ Rn.
Definizione B.7 (Misure reciprocamente singolari).
Assumiamo che µ e ν siano due misure di Borel in Rn. Le misure ν e µ
sono reciprocamente singolari, in simboli
ν ⊥ µ,
se esiste un insieme di Borel B ⊆ Rn tale che
µ(Rn −B) = ν(B) = 0.
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Definizione B.8 (Partizione dell’unità).
Sia X ⊂ Rn e sia Uα un suo ricoprimento aperto. Si definisce partizione
dell’unità subordinata al ricoprimento Uα, una successione di funzioni
lisce Θj : X → R che soddisfa le seguenti condizioni
1. 0 ≤ Θj ≤ 1, ∀j;
2. per ogni x ∈ X esiste Ux tale che solo un numero finito di Θj non si
annulla in esso;
3.
∞∑
j=1
Θj(x) = 1;
4. per ogni j, supp(Θj) ⊂ Uα per un qualche α.
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sono qui!
Vorrei ringraziare anche una persona speciale, mio nonno Oriano, che non
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