Synthesizing New Expertise via Collaboration by Mazaheri, Bijan et al.
Synthesizing New Expertise via Collaboration
Bijan Mazaheri†, Siddharth Jain∗, and Jehoshua Bruck∗
∗Electrical Engineering, California Institute of Technology, U.S.A. {sidjain,bruck}@caltech.edu
†Computing & Mathematical Sciences, California Institute of Technology, U.S.A. bmazaher@caltech.edu
Abstract—Consider a set of classes and an uncertain input.
Suppose, we do not have access to data and only have knowledge
of perfect experts between a few classes in the set. What
constitutes a consistent set of opinions? How can we use this
to predict the opinions of experts on missing sub-domains? In
this paper, we define a framework to analyze this problem. In
particular, we define an expert graph where vertices represent
classes and edges represent binary experts on the topics of their
vertices. We derive necessary conditions for an expert graph to
be valid. Further, we show that these conditions are also sufficient
if the graph is a cycle, which can yield unintuitive results. Using
these conditions, we provide an algorithm to obtain upper and
lower bounds on the weights of unknown edges in an expert
graph.
I. INTRODUCTION
2.6 million scientific papers are published every year on
many overlapping topics. Within this massive body of human
knowledge, should we be concerned about apparent contradic-
tions, or is this to be expected? What does it mean for these
studies to be consistent?
There are two types of uncertainty that may contribute
to perceived inconsistency. The first is uncertainty in factors
whose behavior is not known to us, which represents a
fundamental limit in our understanding of a problem. The
second is uncertainty in parameters that are understood by our
experts, but not known at the time of decision. These are often
referred to as aleatoric uncertainty and epistemic uncertainty
[10].
To illustrate this, consider the following table of probabil-
ities of classes y ∈ {A, B, C, D} over four equally probable
states of unknown input x ∈ {x1, x2, x3, x4} given known
input z.
x Pr(y = A | x, z) Pr(y = B | x, z) Pr(y = C | x, z) Pr(y = D | x, z)
x1 .9 .09 .009 .001
x2 .001 .9 .09 .009
x3 .009 .001 .9 .09
x4 .09 .009 .001 .9
The two types of uncertainty correspond to columns and rows
in this table. A row of probabilities demonstrates aleatoric
uncertainty given all understood variables, whereas the multi-
ple possible unknown states in a column represent epistemic
uncertainty.
Expertise is built on limited domains, so experts never have
access to the probabilities given in this table. Instead, they only
have access to the conditional probabilities for a specific x, for
example: Pr(y = A | y ∈ {A, B}, x) = Pr(y=A | x)Pr(y=A | x)+Pr(y=B | x) .
This is equivalent to having access to ratios of the probabilities.
An A/B expert would not be able to tell the difference
between the .9/.09 in x1 and the .09/.009 in x4.
Instead of requiring our experts to break down the cases
(x1, x2, x3, x4) considered in their decision, we instead only
consider their ultimate opinion: the expected conditional prob-
ability, e.g. ∑x Pr(x | z)Pr(A | z, x). An expert who can
accurately report this expectation is called a “perfect expert.”
We will study how networks of opinions of such experts can
behave. As we will see, the results can be highly unintuitive.
Returning to our example, knowing that the four states are
equiprobable, the first expert will notice that A is much more
likely than B in three out of the four scenarios (x1, x3, x4):

















The probabilities have been cyclically shifted, so the three
other experts will also have similar calculations, with the class
to the left being preferred to the one on the right in three out
of the four scenarios, i.e. B is preferred to C, C is preferred
to D, and D is preferred to A.
Hence, no matter which class is chosen, one expert will
vehemently assert that there is at least a 67.5% chance we
are wrong! This is an example of what is known in voting
theory as the Condorcet Paradox [15], which arises when
voter preferences are arranged in a cyclic fashion as we have
simulated in our scenarios x1, x2, x3, x4.
The unintuitive nature of combining expertise in the pres-
ence of epistemic uncertainty calls for a careful treatment of
this problem. This paper will develop a framework for under-
standing networks of experts with and overlapping knowledge
and work to completely describe the feasibility of these
networks under no assumptions of the distribution on unknown
state variable u. Understanding which expert networks are con-
sistent with each other will also allow us to create “synthetic
experts” from bounds on consistent opinions on unspecified
sub-domains given no assumptions on the distribution of x.
The paper is organized as follows.
• Section III: We establish notation and define expert
graphs, a representation of the knowledge from experts
on pairs of classes.
• Section IV: We provide a necessary curl condition that
must be satisfied by every cycle in the graph. We show
that the question of sufficiency is reducible to understand-
ing the linear ordering polytope [2], [7], [12]. We show
this condition allows for the emergence of non-transitive
behavior in the expert opinions which we quantify by
defining the notion of non-transitive strength.
• Section V We give an algorithm to create synthetic
experts between classes for which there is no expert.
This corresponds to filling in bounds for the weights of
unspecified edges in an expert graph.
• Section VI: We conclude the paper and propose direc-
tions for future work.
II. RELATED WORK
In voting theory, there is significant work on “induced
binary probabilities,” which correspond to networks of hy-
pothetical pairwise elections given a population of rankings
[7]. This field has separately come across what we call the
“curl condition,” and shown that it is necessary and sufficient
for n 6 5 classes, and just necessary for n > 6 classes.
In this setting, each voter can be thought of as a “state” of
epistemic uncertainty with an absolute ranking. Our problem
introduces aleatoric uncertainty to this setting, resulting in soft
preferences instead of binary rankings.
The task of synthesizing our experts’ knowledge is essen-
tially that of a multiclassifier built from pairwise classifiers.
As a result, there are multiple frameworks that exist to use
the outcome of pairwise comparisons to obtain multiclassifiers
(see [1], [6]). 1
The focus of this literature is on the design of classifiers to
aggregate. For example, we may desire the combination of a
philosopher who can distinguish between two fields ({A, B}
vs {C, D}) and two experts in each field (A vs B and C
vs D), but it is often difficult to assemble such a complete
team. We will instead consider the setting where we are given
a set of unengineered binary classifiers. In the rest of the
paper unless otherwise stated, we will be using already trained
experts instead of classifiers.
III. THE EXPERT GRAPH FRAMEWORK
A. Preliminaries
We here provide notation used throughout the paper. [`] is
used to denote the set {0, 1, · · · , `− 1} for any ` ∈ N. |A|
denotes the size of set A. 1[c] will be used for an indicator
function which is 1 if condition c is met and 0 otherwise. Any
bold symbol unless otherwise stated will be used to denote a
vector. u = (u(0), . . . , u(`−1))T denotes a `-length vector. 1`
denotes an all 1 vector of size `.
4` will be used to denote vectors of size ` which can rep-
resent probability distributions. That is, λ ∈ 4` iff λ ∈ [0, 1]`
iff 1>λ = 1.
We use ≺, , ,  to denote element-wise inequality. For
example, we say u  v if u(i) > v(i) ∀ i ∈ [`]. The L1 norm
of a vector x is given by ‖x‖1 = ∑
`−1
i=0 |xi| and the L2 norm
is given by ‖x‖2 =
√
∑`−1i=0 |xi|2.
We will use Co(S) to denote the open convex hull of S,
Co(S) to denote the closed convex hull, and Bo(·) to denote
the boundary.
1Related literature also exists in ensemble methods [4], [14], [16]. This
work generally focuses on combining experts trained on the same task, whose
knowledge is imperfect due to differing training datasets. In contrast, our
experts are perfect, but trained on different tasks.
B. Expert Graphs
Consider a domain X . Each input x ∈ X will have
a probability of being labeled one of n classes in the set
C = {C0, C1, . . . , Cn−1}:
p(i)x = Pr(y = Ci | x) (1)
Assumption 1. We assume for any x ∈ X , p(i)x > 0 for all
Ci.
Instead of having access to p(i)x directly, our experts will
instead only have access to pairwise conditional probabilities






Note that f̂x(Ci, Cj) = 1 − f̂x(Cj, Ci). Further from as-
sumption 1, f̂x(Ci, Cj) ∈ (0, 1). We will also work with
distributions on the input domain. We will denote d(X ) to
denote the probability distribution on the input domain X ,
based on which we define: f̂d(Ci, Cj) = Ed[ f̂x(Ci, Cj)]. Here
Ed[.] denotes expectation on distribution d.
Definition 1. Given ` > 2, we define a permutation A =
(a0, a1, · · · , a`−1) with ai ∈ [n] ∀ i ∈ [`].
Definition 2. Given A, we define vectors f̂x(C,A) ∈ (0, 1)`
and f̂d(C,A) ∈ (0, 1)` such that
f̂ (i)x (C,A) = f̂x(Cai , Cai+1) ∀i ∈ [`]
f̂ (i)d (C,A) = f̂d(Cai , Cai+1) ∀i ∈ [`]
(3)
We are now ready to define the expert graph.
Definition 3. An expert graph Gd = (C, SC , fd(·, ·)) encodes
experts opinions about undirected class pairs ({Ci, Cj} ∈ SC
given by pairwise experts f̂d : C × C 7→ (0, 1) on input
distribution d : X 7→ [0, 1]. An expert graph where (C, SC) is
a cycle will be referred to as an expert cycle.
It is important to note here that d(x) is used to determine
the weights of the edges, but is not necessarily known to the
observer of the graph. Figure 1 shows an example of an expert





















Fig. 1. Two equivalent expert graphs with C = (C0, C1, C2, C3) and
f̂d(C0, C1) = 0.3, f̂d(C1, C2) = 0.3, f̂d(C2, C3) = 0.7, f̂d(C3, C0) = 0.7.
IV. EXPERT CYCLES AND CURL
A. Curl
Definition 4. Given class set C, a cycle of indices A =
(a0, a1, . . . , a`−1), and an edge function f (·) : C ×C 7→ [0, 1],
we define the curl to be




f (Cai , Cai+1) (4)
Here, ai+1 = a(i+1) mod `. This definition is motivated by the
notion of curl in vector calculus and physics.
In the context of this paper, we will consider the curl on
expert graphs, so our edge function will be given by pairwise
experts.





f̂x(Cai , Cai+1). (5)





f̂d(Cai , Cai+1) = Ed[Curlx(C,A) (6)
Notice that if A = (a`−1, a`−2, · · · , a1, a0) is the reversed
direction of the cycle A, we have
Curlx(C,A) = `− Curlx(C,A). (7)
B. The Curl Condition
We can give upper and lower bounds on the curl.
Lemma 2. Given ` > 2 and a cycle A on ` classes in set C,
then the curl for any input x follows
1) ` = 2 : Curlx(C,A) = 1.
2) ` > 3 : 1 < Curlx(C,A) < `− 1.
Proof:

















2) (` > 3)










Note that the denominators of every term are strictly





p(ai)x = 1 (9)
Upper Bound: By Equation 7 we have:
Curlx(C,A) = `− Curlx(C,A)
(a)
< `− 1
Where (a) is given by invoking the upper bound that was
proved above.
Corollary 3. Given C and a cycle A on ` classes, then 2
1) ` = 2 : Curld(C,A) = 1.
2) ` > 3 : 1 < Curld(C,A) < `− 1.
Proof: The proof follows from Lemma 2 and the defini-
tion of Curld(C,A).
2The notion of curl can be extended to one vs multiple class experts as well,
in which case we can extend the upper bound of corollary 3 to `− k + 1,
where k represents the total number of classes used by the expert. For details
see Appendix Section A.
Corollary 3 provides a necessary condition for any
f̂d(C,A).
Example 1. Below are some examples of f̂d(C,A) which are
not possible,
• f̂d(C,A) = (0.4, 0.8, 0.9)T : Curld(C,A) = 2.1 > 2.
• f̂d(C,A) = (0.4, 0.8, 0.8)T : Curld(C,A) = 2 > 2.
• f̂d(C,A) = (0.4, 0.3, 0.1)T : Curld(C,A) = 0.8 6 1.
C. Towards Sufficiency
A natural question is whether the curl condition is sufficient
to describe all possible expert graphs. In this section we will
reduce this question to a studied problem of decomposing
graphs into convex combinations of acyclic tournaments, also
referred to as the “linear ordering polytope” [7]. The proof of
sufficiency for cycles will follow.
Definition 5. An orientation is an assignment of directions
to the edges a graph G. An orientation T = (C, SC , fT(·))
is specified using a binary edge-weight function fT(·) :
SC 7→ {0, 1} with fT(Ci, Cj) = 1 indicating Ci
T−→ Cj and
fT(Ci, Cj) = 0 indicating Ci
T←− Cj. An orientation on a
complete graph is called a tournament [13].
We will first show how to give a set of class probabilities
p(C)x for which the pairwise expert output gets arbitrarily close
to that of an acyclic tournament.
Lemma 4. Let T = (C, SC , fT(·, ·)) be a tournament on
classes C = {C0, . . . , Cn−1}. Consider the vectors of edge
weights f̂x and fT. For all ε, we can construct a state x
with class probabilities p(C0)x , . . . , p
(Cn−1)
x ∈ (0, 1) such that∥∥∥f̂x − fT∥∥∥
2
< ε if T is acyclic.
Proof: Let k be an integer. Let αt = 1kt and z = ∑
n
t=1 αt.







f̂ (k)x (Ci, Cj)→

6 1k if ti > tj
= 12 if ti = tj
> 1− 1k if ti < tj
(⇒) If T has a cycle, then there exists some set of indices
A = (a0, . . . , a`−1) such that f̂
(k)
x (Cai , Cai+1) > 1− 1k for
i = 0, . . . , `− 1. Recall that
f̂ (k)x (Ci, Cj) > 1−
1
k







x > . . . > p
(Ca`−1 )
x . But
f̂x(Ca`−1 , Ca0) > 1 −
1






(⇐) We give a constructive assignment of probabilities
according to the ranking implied by the tournament. All
acyclic tournaments have one unique Hamiltonian (including






Note that if i < j, we have a path from Cai to Caj ,






































Fig. 2. Decomposing a knowledge cycle on 3 classes with edge weights f̂d(C,A) = (0.7, 0.7, 0.5)> into acyclic orientations.
fT(Cai , Caj) = 1[i < j]. Thus, we have assigned successively
larger probabilities to higher ranked classes such that the
resulting experts have











Lemma 4 allows us to harness results from voting theory
literature to show our condition is sufficient for n 6 5 classes
[7]. While the curl condition is insufficient for the linear
ordering polytope with n > 6, it is not yet clear whether
this is also true for expert graphs.
Lemma 4 can also be used on acyclic orientations, since
edges can be added to acyclic orientations to make acyclic
tournaments. The task now reduces to finding a decomposition
of the weighted directed graph into a convex composition of
acyclic tournaments, for which we can find class probabilities
via Lemma 4. Figure 2 above gives an example of such a
decomposition of a cycle.
The tournaments described in the previous subsection can
be achieved in the limit, but cannot be obtained directly via
any legal assignment of class probabilities. Hence, it remains
to show that any convex combination of tournaments can
be expressed instead by a convex combination of almost
tournaments from the converging series already given.
Convex hulls of finite sets in R` are convex polytopes, which
can be expressed as an intersection of h halfspaces indexed
by f with {x : a(f)>x < b( f )} [9]. The perpendicular vectors
a(f)
>
can be combined as row-vectors of the matrix A so that
any convex polytope can be expressed as













For convenience, the vectors a(f), ã(f) are assumed to be unit
vectors throughout.
Theorem 5. Given V = {v1, . . . , vm} and “perturbed points”
Ṽ = {ṽ1, . . . ṽm} with vi ∈ R` and ṽj ∈ R` for all i, j. We
have that if x ∈ Co(V) and is ε > 0 from the boundary
Bo(Co(V)), then if we can find perturbed points Ṽ such that
they are within ε from the desired V, then x ∈ Co(Ṽ).
More precisely, let
Co(V) = {x : Ax ≺ b}
Co(Ṽ) = {x : Ãx ≺ b̃}
as given by Equation 11. If Ax ≺ b− ε1` and ‖vi − ṽi‖2 <
ε ∀i, then Ãx ≺ b̃.
Proof: The proof is given in Appendix Section B.
Theorem 6. Say an expert graph Gd = (C, SC , fd(·)) can be
decomposed into orientations T = {T1, . . . , Tq} with weights
(d(T1), . . . , d(Tq))> ∈ 4q
fd(e) = ∑
i
d(Ti) fTi (e) ∀e ∈ SC . (12)
Then Gd is also the convex combination of expert graphs
achievable on states x1, . . . , xq.
Proof: Use Lemma 4 to find the states x(k)i with edge
weights f(k)xi indexed by k which converge on Ti and apply
Theorem 5.
D. Sufficiency for Cycles
We can show sufficiency for expert cycles with a decompo-
sition into acyclic orientations followed by the application of
Theorem 6. The existence of such a decomposition is shown
in Appendix Section C. A constructive decomposition is also
given Appendix Section D, which is demonstrated in Figure 4.
E. Non-transitivity
In the previous subsections, we show that the curl condition
derived in Corollary 3 is both necessary and sufficient for
any cycle A. This gives us tight upper and lower bounds on
an unknown edge on cycle A given other edges as given in
Theorem 7 below.
Theorem 7. Given `, A, the expert provides f̂d(Cai , Cai+1)









f̂d(Cai , Cai+1 )
.
Proof: The proof follows from Corollary 3.
The curl condition allows a degree of non-transitivity in
pairwise experts. To explore this, we will first quantify non-
transitivity in pairwise experts.
Definition 6. For an input distribution d(X ), classes C, and







f̂d(Cai , Cai+1), mini∈[`]
f̂d(Cai+1 , Cai )} (13)
Note that σ(C,A)d = σ
(C,A)
d by definition.




Intuitively, these definitions capture the notion of non-
transitivity of preferences. If for classes C0, C1, C2 we
have σ(C,(0,1,2))d > .5, this means that we have a “cycle of
preference.” That is, we prefer (←) C0 ← C1 ← C2 ← C0.
No matter which class we decide on, we have a pairwise expert
that suggests it is the incorrect choice. This notion is related
to the Condorcet Paradox [15].
Example 2. Below we provide examples of non-transitive
cycles.
• f̂d(C,A) = (0.6, 0.8, 0.55)T: σ
(C,A)
d = 0.55.
• f̂d(C,A) = (0.3, 0.4, 0.4)T: σ
(C,A)
d = 0.6.
• f̂d(C,A) = (0.8, 0.7, 0.7, 0.7)T: σ
(C,A)
d = 0.7.




Corollary 9. Given ` > 3, C, A, the strength of non-








One may wish to quantify knowledge about an input without
direct access to the relevant expert. This question equates to
filling in missing edges in the expert graph without knowledge
of d(x). An example of this is given in Figure 3. Motivated
by this example, we provide an algorithm that uses the curl
condition derived in Corollary 3 to obtain upper and lower















Fig. 3. The cycle C0 → C1 → C2 → C0 gives fd(C2, C0) < 0.7,
which implies fd(C0, C2) > 0.3. The cycle C0 → C2 → C3 → C0 gives
fd(C0, C2) < 0.9. Together, we get fd(C0, C2) ∈ (0.3, 0.9).
Definition 8. Let Γ = Cb0 , Cb1 , · · · , Cbm be a path on expert
graph G where we assume (Cbi , Cbi+1) ∈ SC ∀ i ∈ [m],
then the forward and backward weights of the path Γ are
given by WF(Γ) = ∑m−1i=0 f̂d(Cbi , Cbi+1) and WB(Γ) =
∑m−1i=0 f̂d(Cbi+1 , Cbi ) respectively.
Lemma 10. Let Ci, Cj ∈ C, such that (Ci, Cj) /∈ SC . Consider
Dij be a set of paths in G such that every Γ ∈ Dij starts at
vertex Ci and ends at vertex Cj. Then,
1−minΓ∈DijWF(Γ) < f̂d(Cj, Ci) < minΓ∈DijWB(Γ).
Proof: Using Theorem 7, for any Γ ∈ Duv, we have
1−WF(Γ) < f̂d(Cj, Ci) < WB(Γ). (14)
These bounds are true for all paths, which the lemma opti-
mizes.
Lemma 10 also provides a simple algorithm to obtain tight
upper and lower bounds on f̂d(Cv, Cu) for any (Cv, Cu) /∈
SC . The Floyd-Warshall algorithm can be used to efficiently
calculate the shortest path between any two unknown nodes in
a graph [5]. Thus, for each {Ci, Cj} ∈ SC we create a directed
graph giving edge (Ci, Cj) weight f̂
(Ci ,Cj)
d and edge (Cj, Ci)
weight f̂
(Cj ,Ci)
d . This can be used as input for Floyd-Warshall
and the output is applied to Lemma 10.
These bounds describe the range of possible edge-weights
so as to not violate the curl condition. If the curl condition
is sufficient, then any such edge weights are achievable and
this bound is tight. Thus, from Section IV we have that these
bounds are sufficient for expert cycles.
VI. CONCLUSION
We have defined the expert graph as a framework to under-
stand the amalgamation of pairwise experts with overlapping
domains. To analyze these graphs, we introduced the curl and
derived necessary lower and upper bounds. From this notion of
curl, we show the emergence of non-transitivity in the outputs
given by experts and provide an algorithm to derive upper and
lower bounds on missing edges of an expert graph.
We have shown that any weighed graph in the open convex
hull of acyclic orientations can also be achieved as an expert
graph. We used this to prove sufficiency of the curl condition
for expert cycles. This allows for future work to apply results
from literature on the linear ordering polytope [2], [7], [12].
In our analysis, we have assumed that epistemic uncertainty
is the same for all experts. One natural extension would be
to relax this assumption. Experts in different domains may
understand epistemic uncertainty in terms of different and
incomparable states. More concretely, each expert may not
partition the uncertainty into the same states x1, x2, x3, x4. For
example, a doctor may consider different unknown genetic
factors, whereas a nutritionist may instead consider cases of
different nutrition.
Future work may also expand the notion of the expert
graph to an expert hypergraph, which includes experts with
potentially nonbinary domains of expertise.
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APPENDIX
A. Extending the Curl Condition to Multi-classifiers
In previous sections, we considered pairwise experts, i.e.
1 vs 1 classifiers. In this section, we consider 1 vs k − 1
classifiers, where k > 3. Given C such that |C| > k, we define











f̂x(Cai , (Cai+1 , · · · , Cai+k−1)) (15)
For a distribution d(X ), Curld(C,A, k) is defined as
Curld(C,A, k) = Ed[Curlx(C,A, k)] (16)
Lemma 11. Given x ∈ X , C,A, k > 3 and ` > k,
• ` = k : Curlx(C,A, k) = 1.
• ` > k : 1 < Curlx(C,A, k) < `− k + 1.
Proof: For convenience, let p(a0)x , p
(a1)
x , · · · , p
(a`−1)
x be
denoted by a sequence R = r0, r1, · · · , r`−1 such that ri =
p(ai)x ∀ i ∈ [`], define






We will prove the statement of the theorem using induction
on `.












SR(`, k) < `− k + 1 ∀R, k < ` 6 L.
– Lower bound:
SR(`, k) > 1 ∀R, k < ` 6 L.
• To prove:
– Upper bound:
SR(L + 1, k) < L− k.
– Lower bound:
SR(L + 1, k) > 1.
1) Upper Bound: Let rm = maxLi=0ri. Consider U =
u0, u1, · · · , uL such that ui = ri+m, i.e. U is a cyclic
shift of R by m. Then, it is trivial to observe that
SU(L + 1, k) = SR(L + 1, k).
SU(L + 1, k) =
u0












































= 1 + SU′(L, k)
(d)
< 1 + L− k− 1
= L− k.
Here (a) follows from u0
u0+∑k−1j=1 uj
< 1, (b) follows
from u0 = maxLi=0ui, (c) follows by assuming U
′ =
u1, u2, · · · , uL and (d) follows from the induction
assumption for the upper bound.
2) Lower Bound: Let rt = minLi=0ri. Consider V =
v0, v1, · · · , vL such that vi = ri+t, i.e. V is a cyclic
shift of R by t. Then, it is trivial to observe that
SV(L + 1, k) = SR(L + 1, k).
SV(L + 1, k) =
v0















































Here (a) follows from v0
v0+∑k−1j=1 vj
> 0, (b) follows
from v0 = minLi=0vi, (c) follows by assuming V
′ =
v1, v2, · · · , vL and (d) follows from the induction
assumption for the lower bound.
Lemma 12. Given C,A, k > 3 and ` > k, then for
• ` = k : Curld(C,A, k) = 1.
• ` > k : 1 < Curld(C,A, k) < `− k + 1.
Proof: The statement follows from Lemma 12 and the
definition of Curld(C,A, k) given in Equation 16.
B. Proof of Theorem 5
To prove this theorem, we will need to show that the
boundaries of the polytopes do not move too far. We will do
this using Lemma 13, which bounds how far Bo(Co(V)) can
be from Bo(Co(Ṽ)) along a single “face.”
Definition 9. Choose f ∈ [h]. Define:
W( f ) = {w : (a(f))>w = b( f ), w ∈ V}
W̃( f ) = {ṽi : vi ∈W( f )}
We restrict the size of |W( f )| = `, which is the number
of points needed to define a halfspace in R`. This can be
done by allowing for multiple identical af, b f combinations
corresponding to all size l subsets of the vi along the boundary.
Note that Co(W( f )) describes a “face” of the polytope
Co(V) indexed by f which is perpendicular to a(f). Co(W̃( f ))
describes the perturbed face.
Lemma 13. Choose f , g ∈ [h] arbitrarily and let W( f ) =
{w(f)1 , . . . , w
(f)
` } and W̃
( f ) = {w̃(f)1 , . . . , w̃
(f)
` }. For every
m(f) ∈ Co(W( f )), we have (ã(g))>m(f) < b̃(g) + ε.


















( f )) (18)
Note that the norm of the difference between these two vectors
is bounded:∥∥∥m(f) − m̃(f)∥∥∥
2
=












Also note that because m̃(f) ∈ Co(W̃( f )) ⊆ Co(Ṽ), we
have that (ã(g))>m̃(f) 6 b̃(g). Now, a simple application of
Cauchy-Schwartz gives:
(ã(g))>m(f) = (ã(g))>(m̃(f) + (m(f) − m̃(f)))








< b̃(g) + ε
(20)
With this, we are now ready to prove Theorem 5.
Proof: Choose an arbitrary face g ∈ [h]. Recall we have
x ∈ Co(V) with (a(g))>x < b − ε and we wish to show
(ã(g))>x < b̃(g).
Let m(f)x be the result of extending ã(g) from x to Bo(V).
This must hit some face with (a(f))>m(f)x = b( f ), so m
(f)
x ∈
Co(W( f )). That is, find β such that
m(f)x = βã(g) + x ∈ Co(W( f )) (21)





















b( f ) = (a(f))>m(f)x = β (a(f))>ã(g)︸ ︷︷ ︸
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+ (a(f))>x︸ ︷︷ ︸
<b( f )−ε
⇒ ε < β
(23)
Now, apply Lemma 13
(ã(g))>m(f)x < b̃(g) + ε
(ã(g))>x + (ã(g))>ã(g)β < b̃(g) + ε
(ã(g))>x < b̃(g)
(24)
Recall we chose face g ∈ [h] arbitrarily, so this holds for all
halfspaces in the convex polytope. Hence, we have Ax ≺ b.
C. Existence Proof for Decomposing Cycles into Acyclic Ori-
entations
We can show that a decomposition of any curl consistent cy-
cle into acyclic orientations must exist. Consider v the vector
of edge-weights of an arbitrary cycle with v(i) = f̂ (Ci ,Ci+1)d .
Acyclic orientations in this framework correspond to the set
G = {0, 1}` \ {0`, 1`}.
Lemma 14. Given v ∈ (0, 1)`, such that 1 < ‖v‖1 < `− 1,




Proof: Consider H = {h ∈ [0, 1]` : 1 6 ‖h‖1 6 `− 1}.
Note that v ∈ H. Since G and H are closed and bounded
sets, they are compact. Further, H is convex. Therefore,
Co(G) is also convex and compact using compactness and
Carathéodory’s theorem [3]. We can now prove the required
statement by showing H = Co(G).
1) Co(G) ⊂ H: Let y ∈ Co(G), then y = ∑t∈G d(t)t,
for some d(·) : G 7→ (0, 1) in 42`−2. We notice that
y ∈ [0, 1]` and ‖y‖1 ∈ [1, `− 1]. Therefore y ∈ H and
hence Co(G) ⊂ H.
2) H ⊂ Co(G): Let E be the set of extreme points of H.
Since H is convex and compact, we can use the Krein-
Milman Theorem [3] to get H = Co(E). Further, we
notice that E ⊂ G [3], therefore H ⊂ Co(G).
D. Decomposing Cycles into Acyclic Orientations
For this section, consider a knowledge cycle with edges
C0 → C1 → . . .→ C`−1 → C0. Let the edge weights be rep-
resented by a vector f0 ∈ (0, 1)` with f (i)0 = f
(Ci ,Ci+1 mod `)
d .
We will refer to not fully decomposed components as vectors
fj ∈ [0, 1]` and all orientation components as tj ∈ {0, 1}`
with weight d(tj). We will also use 1`[I] ∈ {0, 1}` to denote
a vector for which 1`[I](i) = 1[i ∈ I].
We begin by observing that all tj ∈ {0, 1}` are allowed
other than 1` and the origin.
























f (i)j 1`[{i}] (27)
Definition 10. We define the support of vector fj ∈ [0, 1]` to
be the set of nonzero indices.
Supp(fj) = {i : fj(i) > 0]} (28)






Given fj ∈ [0, 1]` with Supp(fj) = Sj and
∥∥fj∥∥1 ∈ (1, γ|Sj|),
we can decompose
fj = zjγ1`[Sj] + (1− zj)fj+1 (30)
where either
∥∥fj+1∥∥1 = 1 or
(i) |Supp(fj+1)| 6 |Sj| − 1.
(ii)
∥∥fj+1∥∥1 ∈ (1, |Sj| − 1).
Proof: We begin by first observing
f (i)j+1 =
f (i)j − zjγ1[i ∈ Sj]
1− zi
6
f (i)j − zj1[i ∈ Sj]
1− zi
(31)
Recall that if f (i)j > 0, then i ∈ Sj. Hence fj+1 ∈ [0, 1]
`. We
notice that the upper bound of (ii)
∥∥fj+1∥∥1 6 |Sj| − 1 now
follows from (i). It remains to find zj such that
∥∥fj+1∥∥1 > 1
and if










zj = min(ζa, ζb)
(32)
We can apply the Pigeonhole principle to ∑i∈Sj f
(i)
j 6 `− 1
to get zj 6 ζa 6 1. If zj = 1 then the second term of the
decomposition is irrelevant. We can treat the L1 norm as a




Now consider two cases:




2) (zj = ζa) Notice that if f
(i∗)
j = mini∈Sj f
(i)
j , then f
(i∗)
j+1 =
0, which satisfies condition (i).
To show the lower bound of (ii), rewrite Equation 33:








∥∥fj∥∥1 < γ|Sk|, so γ|Sj |‖fj‖1 > 1. So, if
Equation 35 gives
∥∥fj+1∥∥1 = 1 with zj = ζb, then
zj 6 ζb gives
∥∥fj+1∥∥1 > 1.
Theorem 18. The curl condition is sufficient for knowledge
cycles.
Proof: There are two methods for proving the required
statement which are described below.
• Method 1: The proof follows directly from Lemma 14
and Theorem 6.
• Method 2: There is also an alternative proof using Lemma
17 which is as follows. Begin with arbitrary vector f0
with ‖f0‖1 ∈ (1, `− 1). Use Lemma 17 to decompose
f0 = z0γ1`[S0] + (1− z0)f1 (36)
If f0 had full support, then γ = 1− 1`−1 and 1`[S0] = 1`.
Thus, we can use Observation 15 to decompose γ1` into
acyclic orientations. If Supp(f0) < `, then γ = 1 and
1`[S0] already represents an acyclic orientation.
We repeatedly apply Lemma 17. In this process if we
reach some fj with
∥∥fj∥∥1 = 1, we can apply Observa-
tion 16 to decompose fj into acyclic orientations. If we do
not, we will terminate at f` with |S`| = 0. See Figure 4
for an example of this decomposition.
This gives a decomposition into acyclic orientations,





































































































































































































































Fig. 4. Decomposing a knowledge f0 following the procedure given in Appendix Section D. The first line pulls off a scaled 14. The second line decomposes
this by Observation 15. The third line decomposes f1 into 14[S1] and f2 with ‖ f2‖1 = 1. The fourth line decomposes f2 according to Observation 16.
