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Bipolar disorderThe research related to brain oscillations and their connectivity is in a new take-off trend including the applica-
tions in neuropsychiatric diseases. What is the best strategy to learn about functional correlation of oscillations?
In this report, we emphasize combined application of several analytical methods as power spectra, adaptive
ﬁltering of Event Related Potentials, inter-trial coherence and spatial coherence. These combined analysis proce-
dure gives the most profound approach to understanding of EEG responses. Examples from healthy subjects,
Alzheimer’s Diseases, schizophrenia, and Bipolar Disorder are described.
© 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
The brain is a dynamic system, and brain function has several man-
ifestations. Electrical activity in electroencephalography (EEG) frequen-
cies is one of the most important markers of function. In the present
report, we will explain methods of signal analysis for understanding
brain functions. Not only are there electrical oscillatory activities to cor-
relatewith brain functions, but also are the links between several struc-
tures necessary to indicate performance of brain functions. In a recent
paper, Başar and Düzgün (2016–in this volume) indicate the necessity
of extending the concept of Brodmann. Therefore, in the present report,
we will present the application of this concept.
The present report will also describe some methods, concepts, and
strategies to be used in comparative analyses of brain oscillations in
healthy subjects and in neuropsychiatric diseases. It provides a general
overview of the methods reported in the present volume and does not
aim to cover all strategies related to systems theory that are applied
across the brain research literature. The strategies andmethods applied
are examples of reﬂecting the innate organization of the brain “The
whole brain work”. The title of the present paper seems to indicate
best methods for the analysis of brain oscillations. However, there are
no best methods in this type of analysis. According to our longstanding
experience, there are “better” or “more adequate” strategies to jointly
apply in search of functional correlates of brain oscillations and/or in
detection of diseases.+90 212 498 45 46.
. This is an open access article underBrain oscillations as functional building blocks in sensory–cognitive
processes have gained tremendous importance in recent decades.
Research also shows that event-related oscillations (ERO) are highly
modiﬁed in pathological brains, especially in patients with cognitive
impairment. Themajor aim of the present study is to show that, in path-
ological states of the brain, multiple brain oscillations in the “whole
cortex” are altered. The identiﬁcation of clinical biomarkers requires
large spectra of mathematical parameters and multiple strategies. The
oscillatory changes inmultiple frequency windows and the whole cortex
should be taken into consideration by analyzing relevant changes in the
amplitude of function-related oscillations, together withmultiple connec-
tivity deﬁcits. At the end of the paper, we will present highlights for
neurophysiological explorations in diagnostics, drug application, and
progressive monitoring of diseases.
We start by emphasizing that there are important functional and
interpretational differences between spontaneous EEG, sensory evoked
oscillations, and EROs. In the analysis of spontaneous EEG, only sporadic
changes of amplitudes from hidden sources are measured. Sensory
evoked oscillations reﬂect the property of sensory networks activated
by a simple sensory stimulation. Event-related (or cognitive) oscilla-
tions manifest a modiﬁcation of sensory and cognitive networks trig-
gered by a cognitive task (see Fig. 1).
It is evident that, by performing and comparing all types of analyses,
a large number of permutations are possible, thus giving rise to a wider
spectrum of interpretations related to the differentiation of diseases,
progress of diseases, and modiﬁcations upon application of medication.
The ﬁnal aim of the present report, as presented in the last section, is
therefore to indicate that a valid analysis of brain electrical potentialsthe CC BY license (http://creativecommons.org/licenses/by/4.0/).
Fig. 1. A schematic presentation of differentiation in search of biomarkers related to brain oscillations (modiﬁed from Başar et al., 2013).
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of analysis tools and should not be reduced to the search of a given
frequency range or a given stimulus modality.
It is also fundamental to note that comparison of results obtained
upon application of sensory signals and cognitive inputs is extremely im-
portant: In diseases such as Alzheimer's Disease (AD), schizophrenia,
Mild Cognitive Impairment (MCI) and Bipolar Disorder (BD), patients
show cognitive deﬁcits depending on the state of illness, age, and cultural
differences. Accordingly, cognitive deﬁcits can be demonstrated only after
comparing results upon sensory and cognitive signals (see papers by
Basar-Eroglu et al., 2013; Yener and Başar, 2013a; Özerdem et al., 2013).
The methods outlined in Table 2 can be applied step-by-step or in
a random sequence; some of the methods can be omitted, depending
on the application possibilities in patients. This also depends on the
research priorities of different laboratories. Therefore, we do not aim
to demonstrate all possible applications; we will give only a few exam-
ples. Several useful applications are presented in this special issue (see
Vecchio et al., 2013; Basar-Eroglu et al., 2013; Yener and Başar, 2013a;
Özerdem et al., 2013).
2. Why do we apply several mathematical signal analysis methods
together?
At the turn of the 20th century, a very important concept was intro-
duced in the study of brain functions. The relevant cytoarchitectural
search by Brodmann in several brain areas was associated with appro-
priate brain functions. The so-called Brodmann areas provide relevant
information to globally understand brain functions. At the end of the
20th century, especially after personal computers began being used in
all neuroscience laboratories, research scientists started to use several
brain imaging techniques. Starting with the quantitation of EEG and
event-related potentials in the present paper, we performed a review
of relevant systems theory methods for understanding of the ﬁne struc-
tures of the distribution in the whole cortex.
As we learn from the surveyed references presented in this report,
the neural electrical responses upon stimulation of the brain are selec-
tively distributed. The brain response oscillations can be measured in
several areas of the cortex; however the amplitude in different frequen-
cies andphase-locking strands vary according to the type of stimulation.
There are also delays following stimuli related to electrode locations and
type of applied stimulations. In other words, brain function, which is
dependent on sensory and cognitive tasks, shows dynamic nature.
When we review several imaging techniques and strategies that will
be presented in next section, it is recognized that Brodmann areas
alone cannot manifest the brain function distributed in the whole
brain. Accordingly, it is a necessity to analyze several EEG response
components in the whole cortex.
Besides the selectivity of distributed event-related oscillations, it is
not possible to correlate a given brain function with a single structure
of the cortex. The connectivity between several brain areas is alsovery relevant to deﬁne the function of the brain. Upon a given stim-
ulation, there are oscillatory responses in more than one single
structure.
Because of this fact, we consider brain function as the joint activity of
several areas. The link between several areas can be measured anatom-
ically and electrically. One of the methods used is spectral connectivity,
i.e. the computing of coherence function.
There are several steps from single neural doctrine to the under-
standing of the whole brain. Roy John has introduced the concept of
“hyperneuron”, and J. Fuster developed the concept of “cognits” to
demonstrate the importance of neural ensembles in brain functioning.
Başar et al. (2014) have presented a new model that is structured
by the research of selectively distributed and superimposed event-
related oscillations. Further, the connectivity between various brain
structures is included in the so-called CLAIR areas. The expressions
of CLAIR are a symbolic presentation of the words “coherence-time,
links, association, integration and, responsiveness”. In these new
publications, a few examples are provided for the use of the CLAIR
model.
In the present paper, we therefore propose that the use of an ensem-
ble of adequate methods is necessary to develop the CLAIR model to be
used as an extension to the Brodmann model.
3.Why application of severalmethods and strategies is important in
the search for biomarkers
Fig. 2 illustrates new approaches and strategies in functional neuro-
science. The methods range from indirect means of measuring changes
in cerebral blood ﬂow in local regions of the human cortex [Functional
Magnetic Resonance Imaging (fMRI)], or changes in the electrical activ-
ity of the human brain with EEG-recording with multiple electrodes,
to the use of chronically implanted multiple electrodes in primates.
According to Mountcastle (1998), measurement using large popula-
tions of neurons is presently the most useful experimental paradigm
used in perception experiments. fMRI has the disadvantage of low
temporal resolution, and long distance measurements cannot yet be
performed with multiple microelectrodes. Therefore, measurements of
macro-activity (EEG/ERP and Magnetoencephalography (MEG)) seem
to be the most appropriate method to measure the dynamic properties
of memory and of integrative brain function.
Since neuroscientists have come to the general conclusion that large
numbers of different brain regionsmust cooperate in any brain function,
the analysis of relationships between different regions of the brain is
becoming increasingly important.
In the following section, we will brieﬂy discuss the outcomes of
methods and strategies shown in Fig. 2. The expression strategy refers
here to the combined application of several methods, in parallel or
sequentially.
1) Studies at the single-cell level have been of great importance in
elucidating the basic physiological mechanisms of communication
Fig. 2. Approaches and strategies in functional neuroscience (modiﬁed from Başar, 2004).
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importance of these studies for understanding integrative brain
functions is questionable since, during the integrative processes,
the whole brain is involved, as Ross Adey (1966, 1989); and Adey
et al. (1960)merely underlined, and the new trends in neuroscience
clearly emphasize (see also Freeman, 1999).
2) Positron emission tomography is an invasive procedure applied to
patients. It has large temporal resolution in the range of half an
hour and offers no possibility for dynamic measurements at the
level of microseconds.
Fig. 3 illustrates a more advanced version of the Biological Systems
Analysis and Brain Dynamics Research Programs, with the methods
of thought or research principles being separately displayed. The
rationale to develop a research program was based on ways to
elucidate the black box (the brain).
3) The methods incorporating analyses of EEG/ERPs (and especially
ERO) and functional magnetic resonance imaging (fMRI) provide
further excellent strategies to illuminate brain functions, since they
cover dynamic changes in the brain and the morphological struc-
ture. Magnetoencephalography and study of magnetic evoked ﬁelds
(MEF) greatly increase the spatial resolution in comparison to EEG
and ERP. Accordingly, these methods are likely to provide excellent
results in future applications.4) The new strategies are interwoven with the use of relevant mathe-
matical and psycho-physiological strategies. These are:
i) Mathematical and systems theoretical approaches including, in
recent decades: a) the concepts of chaos, entropy; b) modeling
with neural networks, interpretation of frequency domain approach,
new approaches utilizing wavelet analysis and spatial and tempo-
ral coherences;
ii) Psychological strategies with the use of behavioral paradigms
and application of neuropsychological tests (Karakaş et al., 2002,
2003);
iii) An important strategy, not included in Fig. 2, is recording with
chronically implanted intra-cranial electrodes in the animal
brain.
The application of combined strategies in all these ﬁelds has led to
new horizons for understanding the integrative functions of the brain,
especially of memory function. The role of memory in the human
mind and behavior cannot be overemphasized, since very few aspects
of higher nervous function could operate successfully without some
memory contribution; perception, recognition, language, planning,
problem solving and decision-making all rely on memory (Damasio
and Damasio, 1994). In order to achieve relevant progress in functional
Fig. 3. Brain dynamics research program (modiﬁed from Başar, 1998).
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(Freeman, 1999). However, the application of all strategies in every
laboratory is not yet possible. Fig. 2 further illustrates the levels of
basic CNS-functions (right side) and the applied domains (left side).
Functions such as sensory detection,movement, andmemory can be suc-
cessfully analyzed using individual methods or strategies from several
research domains, such as evolution, aging, pathology and pharmacology
(use of drugs or pharmacological agents in pathological states).
4. Some established rules in the application of oscillatory dynamics
The functional signiﬁcance of oscillatory neural activity begins to
emerge from the analysis of responses to well-deﬁned events (ERO
that is phase- or time-locked to a sensory or cognitive event). Among
other approaches, it is possible to investigate such oscillations byTable 1
Essential features of the “Whole Brain” work in integrative brain function as consequence of th
According to Başar (2006, 2011), all structures of the brain work in concert during sensory
type of super-synergy, which comprises an ensemble of at least six mechanisms workin
cooperative action of these interwoven and interacting sub-mechanisms shape the integ
The sub-mechanisms and/or related processes are as follows:
1. The “superposition” is the parallel activation of electrical activity in alpha, beta, gamm
(Başar et al., 1999a, 1999b; Karakaş et al., 2000a, 2000b; Klimesch et al., 2000; Chen a
2. The parallel activation of oscillations in gamma, beta, alpha, theta and delta responses
brain. These responses are manifested with the occurrence of multiple parameters suc
(Başar, 1980, 1999; Başar et al., 1999a, 1999b, 2000, 2001a, 2001b). The ensemble of os
areas usually increase as the complexity of the stimulation increases or the recognition
3. Temporal and spatial changes of entropy in the brain (Quiroga et al., 1999; Yordanova
4. Temporal coherence between cells in cortical columns contributes to the simple bindin
5. Varying degrees of spatial coherence occur over long distances as parallel processing (Baş
6. Inverse relationship between EEG and event-related potentials: EEG is a control parametefrequency domain analysis of ERP, based on the hypothesis and rules
outlined in Basar (2013) and in this special issue. We recommend
the reading of Başar-Eroglu et al. (1993); Başar-Eroğlu et al. (1999),
Başar-Eroglu et al. (1991) Başar-Eroglu et al. (2001), Sakowitz et al.
(2001), Schürmann et al. (1997); and Başar et al. (1998).
In the following table, we summarize essential features (Table 1).5. Ensemble of systems theory methods
5.1. Systems theory methods
In order to analyze the dynamics of brain oscillatory processes,
several mathematical methods are applied. Table 2 summarizes the
methods included in the ‘systems-theory’ of brain-state analysis.e above rule.
–cognitive processes. This overall coordination of oscillatory processes is based on a
g in parallel upon sensory–cognitive input. It is proposed that the coexistence and
rative brain functions.
a, theta, and delta bands during integrative functional processes of the brain
nd Herrmann, 2001).
upon exogenous or endogenous inputs are selectively distributed oscillations in the
h as phase-locking enhancement, delay, blocking (desynchronization), and prolongation
cillations and amplitude of oscillations and coherence values between different brain
of the stimulus becomes more difﬁcult.
et al., 2002).
g mechanism (Eckhorn et al., 1988, Gray and Singer, 1989).
ar, 1980, 1983a, 1983b; Miltner et al., 1999; Schürmann et al., 2000; Kocsis et al., 2001).
r for responsiveness of the brain.
Table 2
The ensemble of systems theory methods.
a) Power spectral density of the spontaneous EEG
b) Evoked spectra (FFT analysis of the sensory evoked potential elicited by simple
light, tone signal, etc.)
c) Event-related spectra (FFT analysis of an ERP, for example target or non-target
signal during an oddball paradigm).
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signal analysis constitutes one of the most important and most com-
monly used analytical tools for the evaluation of neurophysiological
signals. It is not only amplitude and phase that are of interest, but alsoFig. 4. Combined time and frequency domain analysis of EEG–EP epocha variety of measures derived from them, including important coupling
measures such as coherence or phase synchrony. Demiralp et al. (1999);
Başar et al. (1999c); and Başar (2011) compared wavelet transform
techniques and conventional Fourier analysis in human and cat brains
and showed the equivalence of these techniques (see also Appendices
A.1 and A.2). A most fundamental comparison of various spectral tech-
niques was performed by Bruns (2004), comparing the three classical
spectral analysis approaches: Fourier, Hilbert, and wavelet transform.
Although recently there seems to be increasing acceptance of the notion
that Hilbert- or wavelet-based analyses might be superior to Fourier-
based analyses, Bruns (2004) demonstrated that the three techniques
are formally (i.e. mathematically) equivalent when using the class of
wavelets that is typically applied in spectral analyses. Moreover, spec-
tral amplitude serves as an example that Fourier, Hilbert, and wavelet
analyses also yield equivalent results in practical applications on neuro-
nal signals.
More reﬁned methods were also incorporated in order to analyze
evoked brain activity, including the combined EEG–EP analysis ands (modiﬁed from Schürmann and Başar, 1994; Başar et al., 2000).
Fig. 5.Mean values of power spectrum for occipital electrodes in eyes-closed condition (modiﬁed from Başar et al., 2012).
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1999c, 2001a; Demiralp et al., 1999). Our group ﬁrst applied system
theory methods to brain waves using conventional methods. Later,
our group also applied new methods such as wavelet entropy (Rosso
et al., 2001; Quiroga et al., 1999). In addition to the systems theory
methods, newly emerging methods of analyzing ERO include studies
of nonlinearities and the incorporation of the concept of chaos, which
aim to further increase understanding of the properties of the system.5.2. Some fundamental remarks
Time-locked and/or phase-locked methods show that the responses
of a speciﬁc frequency after stimulation can be identiﬁed by computing
the amplitude frequency characteristics (AFCs) of the averaged ERPs
(Başar, 1972, 1980; Başar and Ungan, 1973; Başar and Özesmi, 1972;
Röschke et al., 1995; Yordanova and Kolev, 1997) or the event-relatedFig. 6. Grand average of power spectra of auditory evoked (A) and event-related (target)
responses (B) over left frontal (F3) location. Target stimuli (B) create greater increases in
amplitudes than simple sensory stimuli (A) in delta frequency range in healthy subjects
(modiﬁed from Başar et al., 2013).and evoked power spectra. The AFC and event-related power spectra
describe the brain system's transfer properties, e.g., excitability and sus-
ceptibility to respond, by revealing resonant as well as salient frequen-
cies. Therefore, it does not simply represent the spectral power
density characterizing the transient signal in the frequency domain
but also the predicted behavior of the system (brain) if sinusoidal mod-
ulated input signals of deﬁned frequencies were applied as stimulation.
Since it reﬂects the ampliﬁcation in a given frequency channel, the AFC
is expressed in relative units. Hence, the presence of a peak in the AFC or
post-stimulus spectra reveals the resonant frequencies interpreted as the
preferred oscillations of the systemduring the response to a stimulus. In
order to calculate the AFCs, the ERPswere ﬁrst averaged and then trans-
formed to the frequency domain by means of one-sided Fourier trans-
form (Laplace transform, see Solodovnikov, 1960; Başar, 1980), as
shown in Fig. 4. Further, Fig. 4 illustrates the proposed ensemble of
systems-theory analysis methods in search of neurophysiological
markers in healthy subjects and neuropsychiatric patients. A core
stage in this ensemble of methods is the recording of electrical poten-
tials, known as evoked potential and event-related potentials in the
conventional nomenclature of electrophysiology analysis. First, in
order to perform Fourier analysis of brain responses, an averaging pro-
cedure is applied to data from healthy subjects and patients. Following
artifact rejection, selective averaging is performed. The averaged poten-
tials (EP and/or ERP) are then analyzed with FFT and, according to the
cut-off frequencies of evoked power spectra, digital ﬁltering is applied
to compound evoked potentials. A grand average is also applied by
performing averaging across subjects. Another option is power-
spectral analysis of the grand average, in which adaptive digital ﬁltering
of the grand average is performed.6. Changes in EEG and ERO by means of some examples
6.1. Power spectral analysis of spontaneous EEG
Power spectral analysis of EEG spontaneous activity is one of
the most successfully applied methods in the search for biomarkers
(see Vecchio et al., 2013). Fig. 5 represents the grand averages of
power spectra of 18 healthy (indicated by blue line) and 18 bipolar
euthymic subjects (green line) in the alpha frequency range for the
eyes-closed spontaneous EEG recording session for occipital locations
(O1, Oz, and O2). As seen from Fig. 5, within the alpha frequency range,
the power spectrum of healthy subjects reaches up to 4.8 μV2 for O1;
4 μV2 for Oz and 4.5 μV2 for O2 electrodes, while that of euthymic
subjects reaches up to 1 μV2 for all occipital electrodes.
Event-related spectra of bipolar patients in the alpha frequency
range are also drastically reduced, as recently shown by Başar et al.
Fig. 7.Grandaverage of power spectra of auditory event-related responses over left frontal (F3) location in bipolar disorder subjects and healthy controls upon auditory oddball stimulation
(modiﬁed from Özerdem et al., 2013).
Fig. 8.Event-related spectral analysis of healthy control subjects,mild cognitive impairment
(MCI), and Alzheimer's disease (AD).
28 E. Başar et al. / International Journal of Psychophysiology 103 (2016) 22–42(2012). Only the prominent decrease of alpha power illustrated in Fig. 5
could possible serve as a neurophysiological marker in BD. Additionally,
the disappearance of event-related theta power in BDmay be also a rel-
evant change; this will be explained in the next sections.
6.2. Analysis of evoked and event-related spectra
As seen in Fig. 6, in the grand average of post-stimulus power spec-
trum upon stimulation of target stimuli, two different theta frequency
peaks were detected in the healthy control group, in the 0.5–15 Hz fre-
quency range for both slow theta (4–6 Hz) and fast theta (6–8 Hz).
Adaptive digital ﬁltering was applied to these identiﬁed frequency
ranges. Adaptive ﬁltering of the response provides a major advantage
that subsystems of the system might be selectively removed to obtain
isolation. Isolation of the ﬁlters separately may lead to choosing theamplitude and frequency characteristics of the ﬁlters. Ideal ﬁlters may
be applied without phase shifts. In addition, the method also allows
the deﬁnition of ﬁlters with exact characteristics and regulating them
adequately according to the amplitude characteristics of the system
Fig. 9.MCI and AD continuity is prominent in auditory event-related delta oscillatory ac-
tivity. Results show gradually decreasing delta amplitude and increasing delta peak laten-
cy among healthy elderly subjects, MCI, and mild-stage Alzheimer subjects (MCI: mild
cognitive impairment, AD: Alzheimer's disease).
29E. Başar et al. / International Journal of Psychophysiology 103 (2016) 22–42(for further information, see Başar, 2004; Doppelmayr et al., 1998;
Dumont et al., 1999).
Accordingly, each subjects' averaged evoked and event-related
potentials were digitally ﬁltered in slow theta (4–6 Hz) and fast theta
(6–8 Hz) frequency ranges. The maximum peak-to-peak amplitudes
for each subject's averaged slow theta (4–6 Hz) and fast theta (6–8 Hz)
responses were analyzed; that is, the largest peak-to-peak value in
these frequency ranges in terms of μVs found in the time window
between 0 and 500 ms.
The event-related (target) response shows a highly increased delta
response (1.5 Hz) in comparison to sensory evoked delta. It is of further
interest that two different responses are recorded upon simple auditory
versus target stimuli in healthy subjects: Slow theta (4 Hz) and fast
theta (7 Hz).
It is important to note that the delta response to sensory stimulation
is not as high as the event-related delta response. Changes aremarkedly
higher upon cognitive load. This is most probably because in healthy
subjects and patients, the sensory–cognitive stimulation activates a larg-
er number of neural populations in comparison to the effect of pure sen-
sory stimulation. Further, it is important to analyze the changes in two
different windows: the selection of digital ﬁlters in the conventional
4–7 Hz ﬁlter limits could lead to crucial information lost in this example.6.3. Differentiated changes of theta responses in bipolar disorder
Evoked and event-related slow and fast theta oscillations in
response to auditory stimulus were studied in 22 euthymic, drug-free
patients with bipolar disorder.As seen from Fig. 7, slow (4–6 Hz) and fast (6–8 Hz) theta responses
behaved differently during the oddball paradigm in patients with bipo-
lar disorder. Fast theta responses (6–8 Hz) almost disappeared in
euthymic BD patients (Atagün et al., 2013).
Application of digital ﬁlters in the analysis of neuropsychiatry
patients requires reﬁnement with the use of adaptive ﬁlters selected
according to the cutoff frequency in power spectra rather than pre-
deﬁned ﬁlters in the conventional frequency ranges. Sometimes a
peak is missed or shifted to other frequencies in patients; this also is
especially the case following drug applications.
6.4. AD and MCI delta responses: frequency shift, amplitude decreases and
delays
In order to compare cognitive responses between healthy subjects
and AD patients, a further study used a two-tone auditory oddball
task. We conﬁned our attention to the delta frequency range, as this
frequency band shows major reduction in AD patients. Fig. 8 shows a
comparative analysis of event-related power spectra computed by
means of FFT applied to oddball target tones. Healthy subjects show a
maximum around 2 Hz, whereas in MCI and AD subjects, the frequency
of the response is decreased to approximately 1 Hz. These results can be
immediately interpreted as a frequency slowing inMCI and AD patients
during cognitive performance in comparison to healthy subjects.
According to the cut-off frequency (0.5–2.2 Hz) of the target
responses, the transient target responses were analyzed in frontal and
parietal locations with adaptive digital ﬁlters.
Fig. 9 illustrates adaptively ﬁltered frontal and parietal ERO of
healthy, MCI, and AD subjects in the delta frequency range. In all loca-
tions, delta responses of healthy subjects show peak-to-peak response
amplitudes around 4–5 μV, whereas delta responses of MCI subjects
have only the half value, at around 2 μV. Frontal and parietal delta
responses of AD patients were extremely low. A delay in peak delta
ERO response anda gradual decrease in amplitude of delta ERO response
across healthy control subjects, MCI, and AD patients can be noted. This
delay is much more pronounced in parietal locations.
A decrease in delta response is also observed in euthymic bipolar
patients (Fig. 7) and in schizophrenia patients in measurements upon
inputs with cognitive tasks.
For Alzheimer's disease, there are speciﬁc biomarker methods
related to structural changes in the central nervous system (CNS). Those
methods are described by Lovestone (2009), Vecchio et al. (2013); and
Yener and Başar (2013a).
7. Selective connectivity deﬁcit
There are several connections between different structures of the
brain. The connectivity that can be measured by means of coherence
function in healthy subjects is well deﬁned, whereas patients in whom
some given brain substructures are anatomically or physiologically
disrupted display deﬁcits in selective connectivity.
An important brain mechanism underlying cognitive processes
is the exchange of information between brain areas (Başar et al.,
2010; Güntekin et al., 2008). The oscillatory analysis of isolated
brain areas alone is not sufﬁcient to explain all aspects of informa-
tion processing within the brain. Therefore, for a description
of neurophysiological mechanisms underlying cognitive deﬁcits
of neuropsychiatric diseases, connectivity dynamics between dif-
ferent brain areas must be investigated (Yener and Başar, 2013b;
Sharma et al., 2013).
According to Bullock et al. (2003), increased coherence between two
structures, namely A and B, can be caused by the following processes:
(1) structures A and B are driven by the same generator; (2) structures
A and B can mutually drive each other; and (3) one of the structures,
A or B, drives the other (Fig. 10).
Fig. 10. A description of possible underlying mechanism of coherence between two structures (see text).
30 E. Başar et al. / International Journal of Psychophysiology 103 (2016) 22–42In the following section, two examples of the selective connectivity
deﬁcit in AD and BD patients will be presented.
7.1. Decrease of event-related gamma coherence in euthymic bipolar
patients
Özerdem et al. (2011) studied the cortico-cortical connectivity by
examining sensory-evoked coherence and event-related coherence
values for the gamma frequency band during simple light stimulation
and visual oddball paradigm in euthymic drug-free bipolar patients.
The study group consisted of 20 drug-free euthymic bipolar patients
and 20 sex- and age-matched healthy controls. Groups were compared
for the coherence values of the left (F3–T3, F3–TP7, F3–P3, F3–O1) and
right (F4–T4, F4–TP8, F4–P4, F4–O2) intra-hemispheric electrode pairs
and showed signiﬁcantly diminished bilateral long-distance gamma
coherence between frontal and temporal as well as between frontal
and temporo-parietal regions compared to healthy controls.
However, no signiﬁcant reduction in sensory-evoked coherence was
recorded in the patient group compared to the healthy controls. The
decrease in event-related coherence differed topologically and ranged
between 29% (right fronto-temporal location) and 44% (left fronto-
temporo-parietal location). Fig. 11A and B depict the grand average of
visual event-related coherence in the gamma frequency (28–48 Hz)
band in response to target stimuli between the right (F4–T8) and leftFig. 11.Mean Z values for sensory evoked (11A) and target (11B) coherences in response to visu
2011).(F3–T7) fronto-temporal electrode pairs in euthymic bipolar patients
(n = 20) compared with healthy controls (n = 20) (Özerdem et al.,
2011).
Oscillatory responses to both target and non-target stimuli are man-
ifestations of working memory processes. Therefore, the coherence
decrease in response to both types of stimuli indicates inadequate con-
nectivity between different parts of the brain during a cognitive process,
in comparison to pure sensory signal processing.
7.2. Decrease of event-related coherence in Alzheimer patients
Several research groups have already published a number of studies
related to analysis of oscillatory dynamics in MCI and AD patients.
Babiloni et al. (2006, 2007, 2009), Jelic et al. (2000), and Rossini et al.
(2006) published core results on spontaneous EEG coherence in MCI
patients. Zheng-yan (2005), Hogan et al. (2003), Başar et al. (2010),
Güntekin et al. (2008), Yener et al. (2007, 2008, 2009), and Dauwels
et al. (2009) published results on evoked/event-related coherence in
Alzheimer's disease patients. At this point, it is vital to emphasize that
there are important functional differences between “EEG coherence”,
“evoked coherence” and “event-related coherence”. In EEG analysis, only
sporadically occurring coherences from hidden sources can be mea-
sured. Sensory evoked coherences reﬂect the property of sensory net-
works activated by a sensory stimulation. Event-related (or cognitive)al stimuli at all electrode pairs. “⁎” sign represents p b 0.05 (modiﬁed from Özerdem et al.,
Fig. 12.Mean Z-values of healthy controls, treatedAD, anduntreatedAD subjects for delta frequency range upon simple light stimuli. “*” sign represents p b 0.01 (modiﬁed fromBaşar et al.,
2010).
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triggered by a cognitive task. Accordingly, the cognitive-response co-
herences comprise activation of a greater number of neural networks
that are most possibly not activated, or less activated, in the EEG and
sensory-evoked coherences. Therefore, event-related coherence merits
special attention. Particularly in AD patients with strong cognitive
impairment, it is relevant to analyze whether medical treatment (drug
application) selectively acts upon sensory and cognitive networksman-
ifested in topologically different areas and in different frequency
windows. Such an observation may provide, in the future, a deeper
understanding of the physiology of distributed functional networks
and, in turn, the possibility of determination of biomarkers for medical
treatment.
Başar et al. (2010) compared visual sensory-evoked and event-
related coherences of patients with Alzheimer's-type dementia (AD).
A total of 38 mild, probable AD subjects (19 untreated, 19 treated with
cholinesterase inhibitors) were compared with a group of 19 healthy
controls. The sensory-evoked coherence and event-related target
coherences were analyzed for all frequency ranges for long-range
intra-hemispheric (F3–P3, F4–P4, F3–T5, F4–T6, F3–O1, F4–O2) electrode
pairs. The healthy control group showed signiﬁcantly higher values of
event-related coherence in “delta”, “theta” and “alpha” bands in com-
parison to the de novo and medicated AD groups upon application ofFig. 13.Mean Z-values of healthy controls, treated AD, and untreated AD subjects for delta freq
2010).target stimuli. In contrast, almost no changes in event-related coher-
enceswere observed in beta and gamma frequency bands. Furthermore,
almost no differences were recorded between healthy and AD groups
upon application of simple light stimuli. Besides this, coherence values
upon application of target stimuli were higher than sensory-evoked
coherence in all groups and in all frequency bands (p b 0.01). These
results give hints for a preserved visual-sensory network in contrast
to a damaged visual cognitive network in MCI.
Fig. 12 illustrates the histogramofmean Z-values for delta frequency
range upon application of “simple light” stimuli for all electrode pairs;
Fig. 13 provides a histogram of mean Z-values for delta frequency
range upon application of “target” stimuli for all electrode pairs. In
both ﬁgures, red bars represent the mean Z-values for healthy subjects,
whereas green bars represent untreated AD subjects, and blue bars
represent treated AD subjects. Fig. 13 shows that the healthy subjects
had higher delta response coherence compared to both untreated and
treated AD subjects upon application of target stimuli for all electrode
pairs. The mean Z-value of healthy subjects is 40–50% higher than AD
patients inmost of the electrode pairs upon application of “target” stim-
uli. Fig. 12 shows that the evoked delta coherence upon “simple light” is
as not high, and almost no difference was recorded between healthy
controls and AD subjects except for slightly lower F3–O1 delta sensory
evoked coherence in AD.uency range upon target stimuli. “*” sign represents p b 0.01 (modiﬁed from Başar et al.,
Fig. 14.Mean Z-values of healthy controls, treated AD, and untreated AD subjects for theta
frequency range upon simple light stimuli (modiﬁed from Başar et al., 2010).
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range upon application of “simple light” stimuli for all electrode pairs
between healthy controls and AD subjects. Fig. 15 shows mean Z-
values for theta frequency range upon application of “target” stimuli
for all electrode pairs. Both ﬁgures show the mean Z-values for healthy
subjects (red bars), untreated AD subjects (green bars), and treated AD
subjects (blue bars). Fig. 15 shows that the healthy subjects had higher
theta response coherence compared to both untreated and treated AD
subjects upon application of target stimuli for all electrode pairs.
Themean Z-value of healthy subjects is 30–40% higher thanAD patientsin most of the electrode pairs upon application of “target” stimuli. As
Figs. 12 and 13 illustrate, the mean Z-values upon application of simple
light are between 0.3 and 0.48, while upon application of “target stimu-
li” the mean Z values increase to 0.9. Comparison of Figs. 14 and 15
shows that the sensory-evoked theta coherence upon “simple light” is
not as high as event-related coherence, and no difference was recorded
between healthy controls and AD subjects.
The results show evidence for the existence of separate sensory and
cognitive networks that are activated either on sensory or cognitive
stimulation. The cognitive networks of AD patients were highly
impaired in comparison to networks activated by sensory stimulation.
Accordingly, analysis of coherences upon cognitive load may serve, in
the future, as a biomarker in diagnostics of AD patients (see also Yener
and Başar, 2013a).
8. Analysis of drug/neurotransmitter application
The following two examples show how drug applications signiﬁ-
cantly inﬂuence event-related (and/or evoked) brain oscillations.
A special responsiveness of the frontal lobe in the theta frequency
range has been demonstrated in a time prediction task in humans
(Başar-Eroğlu et al., 1992) and in a paradigm with regular omitted
stimuli in cats (Demiralp et al., 1994). In these studies, the theta
responsiveness in frontal lobes was interpreted as an indication of
the function of the hippocampal–fronto-parietal system during cog-
nitive processes.
8.1. Application of cholinergic drugs in AD patients
8.1.1. Phase-locked and non-phase-locked activity
Non-phase-locked activities contain evoked oscillations that are not
rigidly time-locked to the moment of stimulus delivery. These are, for
example, induced alpha, beta, and gamma. oscillations that may relate
to speciﬁc aspects of information processing. In the framework of the
additivemodel of evoked potentials, non-phase-locked activity includes
the background EEG. For analysis of only non-phase-locked or both
phase-locked andnon-phase-locked EEG responses, speciﬁc approaches
have been used. Phase-locked activity is suggested to include all types of
event-related brain potentials. For quantiﬁcation of the phase-locked
activity, the averaging procedure is usually applied, whereby the
phase-locked responses are enhanced and the non-phase-locked ones
are attenuated.
Yener et al. (2007) investigated the phase-locking of visual event-
related theta oscillations in frontal locations in two groups of AD
and elderly controls. It was hypothesized that the non-treated AD
would show weaker phase-locking of theta oscillations than both
controls and theAD group treatedwith acetylcholine esterase inhibitors
(AChEI). The results indicated that, at the F3 location, the non-treated
AD patients had a weaker theta response than both the control
and treated AD groups. This result was related to the reduced
phase-locking in this group (Figs. 16 and 17). Moreover, the cholin-
ergically treated AD group and healthy controls did not differ from
each other.
There are several methods to analyze the changes in phase-locking
(for futher reading, Tallon-Baudry et al., 1996; Herrmann et al., 1999;
Ergen et al., 2008; Yordanova and Kolev, 1997, 1998; Vinck et al., 2012).
8.2. Application of lithium in bipolar disorder (BD) patients
In a study by Özerdem et al. (2013), both drug-free euthymic
patients and patients on lithium monotherapy had higher beta re-
sponses compared to healthy controls. However, the responses from
the lithium-treated patients were signiﬁcantly higher than both drug-
free patients and healthy controls. Fig. 18 depicts grand-averages of
event-related beta responses in left (F3) and right (F4) frontal electrode
Fig. 15.Mean Z-values of healthy controls, treated AD, and untreated AD subjects for theta
frequency range upon target stimuli. “*” sign represents p b 0.01 (modiﬁed from Başar
et al., 2010).
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patients, and patients under lithiummonotherapy.
In Fig. 19, event-related spectra upon auditory target stimulation
oddball paradigm are shown. Here we also have comparative analyses
with three different stimuli. The power spectrum of healthy subjects
has spectral responses at around 16 Hz and 20 Hz. Medication-free pa-
tients do not show higher responses without application of medication;
however, upon application of lithium, an immense increase of beta
power around 20 Hz is observed. Other frequency responses around
14–17 Hz and 22 Hz are recorded. In other words, lithium causes a
high increase in all beta responses.
Lithium is known to have a neuroprotective effect through changes
in the activity of pro- and anti-apoptotic proteins (Machado-Vieira
et al., 2009). This ﬁnding is important from the point of view that
these are lithium-responsive patients and this lithium sensitivity of
beta responses may be of crucial importance in tracking treatment
response in patients with bipolar disorder.9. Example of event-related inter-trial coherence (ITC) in the gamma
frequency window
The ITC method is used in order to indicate whether a stimulation
elicits phase-locked responses or time-locked responses. When single
trial responsiveness is congruent, the inter-trial coherence is high. In
neuroscience literature, there exist several applications of this method.
Certainly, it is relevant to choose a broad frequencywindow for a perfect
analysis of multiple oscillatory responsiveness to stimulation. However,
in this report, we will give only an example in the gamma frequency
window. Recently, we proposed (Başar, 2012) a new type of analysis
taking into account that in the gamma frequency window three or
four phase-locked responses do exist. Further, we have shown that
several phase-locked gamma responses are superimposed depending
on the modality of the stimulations.
As seen in Fig. 20, in the early time-window (0–200 ms), although
visual target stimulation elicited greater gamma-phase locking than
simple light stimulation, they both have high inter-trial coherence. On
the contrary, late responses to a single light stimuli do not show rele-
vant phase-locking whereas visual target stimulation elicits several
phase-locked responses in the time periods of 400 ms, 600 ms, and
800 ms. This means that the cognitive processes take a longer time by
multiple phase-lock processing. Başar et al. (2016, 2015) interpreted
that the late phase-locked responses are responses of association areas
of the cortex.
10. How to present ensembles of neurophysiological markers
describing cognitive deﬁcits and connectivity deﬁcits
EEG analysis only measures sporadically occurring coherences from
hidden sources. Sensory evoked coherences reﬂect the degree of con-
nectivity (links) between sensory networks activated only by a sensory
stimulation. Event-related (or cognitive) coherences manifest coherent
activity of sensory–cognitive networks triggered by a cognitive task.
Accordingly, the cognitive response coherences comprise activation of
a greater number of neural networks that aremost probably not activat-
ed or less activated in the EEG or in pure sensory-evoked coherences
(See papers by Yener and Başar, 2013a, b). Therefore, event-related
coherences and event-related oscillationsmerit special attention for anal-
ysis of results from patients with cognitive impairment. In particular, in
AD patients with strong cognitive impairment, it is relevant to analyze
whether medical treatment (drug application) selectively acts upon
sensory and cognitive networks manifested in topologically different
places and in different frequency windows. Such an observation may
serve to increase understanding of the physiology of distributed func-
tional networks and, in turn, the possibility of determining markers
for medical treatment.
Although each individual oscillatory ﬁnding presented in different
diseases in the present report can serve as a candidate biomarker, we
recommend that these electrophysiological markers should not be
used separately. Instead, a constellation of these electrophysiological
markers should be considered as beingmore appropriate for diagnostic
and response-tracking purposes in cognitive deﬁcits. This approach
can provide a more solid basis for application of oscillatory assessments
and a substantial reduction in potential errors when assessing diagnosis
and medication response. Table 3 describes the possibilities to apply
methods of oscillatory analysis in post-stimulus responses and the
ensemble of signiﬁcant results in MCI and AD. Table 4 provides a
similar overview of biomarkers in bipolar disorder. In these tables,
sub-frequency (i.e., alpha 1, alpha 2, theta 1, theta 2) groups are
not yet included. We expect that at least four or ﬁve additional can-
didate biomarkers may be discovered in future studies applying
these methods. Table 5 provides a similar overview of candidate
biomarkers in schizophrenia upon application of auditory sensory
and auditory oddball paradigms. For more detailed information see
Başar and Güntekin (2013) (*spontaneous EEG Alpha activity was
Fig. 16. Examples from each group showing single sweeps to the target stimuli elicited by a classical visual oddball paradigm recorded fromF3 scalp electrode. The thick black line indicates
the average of single sweeps, and the thin gray lines show each single sweep for the subject. A: an elderly healthy control; B: a non-treatedAlzheimer's subject; C: a treated (cholinesterase
inhibitor) Alzheimer's subject (modiﬁed from Yener et al., 2007).
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1974; Iacono, 1982; Miyauchi et al., 1990; Sponheim et al., 1994,
2000; Alﬁmova and Uvarova, 2008).
Similar summaries of spontaneous EEG activitymust be also included
in order to present a complete overview of the oscillatory manifestation
of the disease under study.We also mention that Tables 3, 4 and 5 serve
as examples; similar tables should be also prepared for other diseases.
There are many results combining various analysis methods in all
EEG frequency windows that are relevant to the search for biomarkers.
These tables describe at least 45 combinations, indicating the potentialdiscovery and/or comparative analysis of at least ﬁve to ten biomarkers
for each pathology.11. Highlights for neurophysiological explorations in diagnostics,
drug application, and progressive monitoring of diseases
In the following sections, we bring together strategies, methods, and
their short results in order to provide a synopsis and proposals for
efﬁcient analysis of cognitive impairment:
Fig. 17.Decreased visual event-related theta phase-locking in AD. The thick black line rep-
resents the grand average response of each group to the target stimuli elicited by a classi-
cal visual oddball paradigm and the thin gray lines show averages of single sweeps from
each subject (modiﬁed from Yener et al., 2007).
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surement of brain dynamics related to changes in perception,
memory, learning, and attention within a very short time-window
of 0–500 ms. With applications of the brain imaging methods illus-
trated in Fig. 3, or with the application of structural biomarkersdescribed by Yener and Başar (2013a, b), it is not possible to compare
function-related alterations (especially cognitive functions) between
healthy subjects and patients.
2. EEG/MEG procedures are inexpensive and noninvasive.
3. The importance of analyzing spontaneous EEG is explainedwith nu-
merous examples byVecchio et al. (2013); Yener and Başar (2013a);
and Başar and Güntekin (2013).
4. Multiple oscillations: The present report clearly demonstrates that
it is obligatory to apply the method of oscillations in multiple EEG
frequency windows in the search for functional biomarkers and to
detect the effects of drug applications (see Tables 2, 3, and 4).
5. Selectively distributed oscillatory networks: Again, according to
the summary of results for AD, schizophrenia, and BD patients in
Tables 3, 4 and 5, recordings should be analyzed for multiple oscilla-
tions and at selectively distributed sites, rather than at one location.
6. Selective connectivity between selectively distributed neural networks
has to be computed by means of spatial coherence.
7. It is necessary to compare ERO (triggered by stimulations including a
cognitive load) with sensory evoked oscillations (see Tables 3–5).
These results show that, in AD and bipolar groups, ERO show more
prominent changes in comparison to simple sensory-evoked oscilla-
tions. Moreover, event-related spatial coherences in AD and bipolar
patients also show considerably more differentiation than simple
sensory-evoked coherences.
8. Importance of temporal coherence: It is suggested that such integra-
tive brain functions combine the actions of multiple oscillations
and are a necessity for temporal coherence of perceptions and ac-
tions (Başar, 2006). The basis for these mechanisms lies in the reso-
nance properties of cortical networks, i.e., the tendency to engage in
oscillatory activity (e.g., Başar et al., 2001a, 2001b; Buszáki and
Draguhn, 2004; Başar, 2008).
9. Phase-locking: Phase-locked activity is suggested to include all types
of event-related brain potentials. The averaging procedure is usually
applied to quantify the phase-locked activity, whereby the phase-
locked responses are enhanced and non-phase-locked ones are
attenuated. An example of phase-locking deﬁcits in AD patients
and the restoration of phase-locking is demonstrated in Section 8;
Figs. 16 and 17.
10. Frequency shift and delay can be also indicators of cognitive impair-
ment as explained in Fig. 9, indicating reduced delta frequency
response.
11. It is recommended to standardize the causality of pre-stimulus
activity when considering ERD as a cognitive biomarker (Başar and
Turp Gölbaşı, 2014).
12. Steady-state responses (SSRs) may be used as markers; however,
they are less efﬁcient since patients cannot be analyzed upon a cog-
nitive load. A study by Capilla et al. (2011) provides evidence that
visual SSRs can be explained as a superposition of transient ERPs:
These ﬁndings have critical implications in the current understand-
ing of brain oscillations. Contrary to the idea that neural networks
can be tuned to a wide range of frequencies, the ﬁndings of these
authors rather suggest that the oscillatory response of a given neural
network is constrained within its natural frequency range.
13. Most analyses of cognitive impairment are in the gamma frequency
band, especially in schizophrenia. Steady-state responses, which
do not encompass a cognitive paradigm, elicit decreased gamma
responses, whereas the oddball paradigm evokes greatly variable
gamma responses.
14. Cognitive tasks with progressively increasing difﬁculty open theway to
interpreting various brain functions or insights into differentiated
cognitive deﬁcits.
a) The superposition of decreased delta activity and enhanced
gamma activity in schizophrenic patients indicates the necessity
of analyzing multiple oscillations in tasks with progressive in-
crease of difﬁculty. Further, application of different tasks enables
the interpretation of multiple functions, such as increased
Fig. 18. Grand averages of event-related beta responses in left (F3) and right (F4) frontal electrode sites in (from top to bottom) healthy controls, euthymic drug-free patients, and in
euthymic patients under lithium monotherapy (modiﬁed from Özerdem et al., 2013).
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b) Through the use of tasks with a progressive increase in difﬁculty, it
was possible to indicate that the oscillatory components (here
gamma) are not decreased in diseases, and that enhancements are
also observed as the increase of spontaneous delta (Vecchio et al.,
2013).
c) Similarly, the work of Karakaş et al. (2000b) notably applied easy
and difﬁcult oddball tasks to healthy subjects. This application can
be useful in measuring differentiability during progression of dis-
eases, for example to analyze the progression between MCI and
Alzheimer's disease.
15. Beta increases are observed in BD patients, accompanied by a major
decrease of alpha. The increase of beta in BD indicates, again, that en-
hancements can be also observed in diseases.
16. Application of drugs/neurotransmitters gains new implications with
the analysis of oscillations and coherences. Better-differentiated anal-
ysis of drug effects canbe achievedby conventionalwidebandEP and
ERP applications (see Section 8).
17. The efﬁciency of assemblies of neurophysiological markers in describing
diseases and biomarkers is clearly emphasized in Tables 3, 4 and 5.
According to Giovanni Frisoni, Michael Koch, and Dean Salisbury, in
the panel described by Yener and Başar (2013b), neurophysiological
markers are not only useful for diagnosis of a speciﬁc disease but
also for tracking the disease, differential diagnosis, monitoring the
effects of drug therapy, and identifying subtypes.
Therefore, in designing a strategy for diagnostics, differential
diagnostics, and application of (preventive) drugs, neurophysiolog-
ical information should be analyzed within a framework incorpo-
rating multiple methods and multiple frequency bands, as shown
in Tables 3, 4 and 5.
18. The interpretation of results in AD, schizophrenia, and BD becomes
most efﬁcient by joint analysis of results on oscillatory responses
and coherences obtained by means of cognitive tasks.
Finally, we can conclude that the highlight for exploration of brain
oscillations as biomarkers in pathology is based on three important
fundamentals:
1) The innate interwoven, multifold mechanisms that constitute
“whole brain work” (see Section 1; Table 1) are highly affected and
modulated by diseases. Accordingly, methods for identifyingbiomarkers should be tailored according to relevant changes within
the ensemble of innatemechanisms and should not rely only on sin-
gle, speciﬁc mechanisms.
2) It is evident that such strategiesmust be derived from observation of
pathological changes such as frequency shifts, delays, abolishment
or changes of some oscillatory responses, and deﬁcits of connectivi-
ty. These pathological changes are often structural and also due to
changes in biochemical pathways or changes in release of neuro-
transmitters. Therefore, the use of neurophysiological markers is
also useful in monitoring drug application and drug development
(see Section 8).
3) It is also almost imperative to compute evoked- or event-related
power spectra before deciding on the application of adaptive digital
ﬁlters (see Section 6.2). Depending on the type of cognitive tasks,
event-related spectra can show modiﬁcation in frequency windows
of ERO. Most critical is the choice of frequency windows in cognitive
impairment. Patients can showhighly altered frequencywindows or
frequency shifts. The choice of rigidﬁlters in conventional EEG bands
can lead to errors.
In this ﬁnal part of the article, the outlined strategies, methods, and
conclusion are based on experiences from our research group, related
to Alzheimer's disease, bipolar disorder, and schizophrenia. Although
the results and conclusions of our groupwere presented in awide spec-
trum, we want to emphasize that research groups should tailor further
frameworks to show ensemble of results leading to biomarkers.
The present paper is also intended to emphasize that the search
for biomarkers is complicated; therefore, such work must encompass
all possible combinations derived from the applications of multiple
oscillatory frequencies by means of multiple methods. The search for
biomarkers is certainly not limited to the content presented above and
it is hoped that other groups could further develop this type of analysis.
Appendix AA.1. Evoked coherence in cat brains
Başar (1980); Başar et al. (1979a, b) demonstrated long distance co-
herences in alpha, beta, theta, and delta frequency ranges in structures
such as sensory cortices, the hippocampus, and brain stem, in waking
and freely moving cats.
The strength of long distance coherence depends on stimulation mo-
dality and recording sides. During thewaking stages, the synchronization
Fig. 20. Grand average of the inter-trial coherence of gamma responses in both stimulations (visual target and simple light) at F4 location.
Fig. 19. Grand averages of event-related spectral analysis at beta frequency (F4 location) (modiﬁed from Atagün et al., 2015).
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Table 3
Overview of studies on electrophysiological biomarker candidates in mild cognitive impairment (MCI) or Alzheimer's disease (AD). Black arrows represent the difference between un-
medicated AD patients and healthy controls; red arrows represent the medicated AD patients. Empty cells remain to be analyzed.

















Delta ↑ ↑ ↔ ↓↓ ↔ (Yener et al., 2009,
visual sensory)
↓ (Yener et al.,
2008, visual oddball;




Rossini et al. (2006)
↔ (Except F3O1
delta decrease)
(Başar et al., 2010,
visual oddball)




Theta ↑ ↓ ↑ (Yener et al., 2009,
visual sensory)
↔ (Yener et al., 2008,
visual oddball)
↓↑ (Yener et al.,
2007, visual
oddball)
↔ (Başar et al.,
2010, visual oddball)




Alpha ↓ ↔ (Yener et al., 2009,
visual sensory)
↔ (Yener et al., 2008,
visual oddball)
↓ Coherence in MCI
Babiloni et al. (2010);
↓ Coherence in AD
Jelic et al. (2000);
Knott et al. (2000);
Adler et al. (2003)
↔ (Başar et al.,
2010, visual oddball)




Beta ↓ ↔ (Yener et al., 2009,
visual sensory)
↔ (Yener et al., 2008,
visual oddball)
↔ (Başar et al.,
2010, visual oddball)




Gamma ↔ (Yener et al., 2009,
visual sensory)




Rossini et al. (2006)
↔ (Başar et al.,
2010, visual oddball)
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alpha and beta frequency ranges can be demonstrated by using the
coherence functions between all possible pairings of evoked activi-
ties in the structures of the auditory pathways and visual pathways.
In Figs. 21 and 22, which present results of a typical experiment, the
coherence in all possible pairings of the studied brain structures are
illustrated. Because of limitation of the experimental parameters, it
is advised to consider only evoked coherences up to approximately
30 Hz.
The coherence between spontaneous activities in all pairings
of structures shows usually signiﬁcant coherences. On the contrary,
evoked coherences between all pairings of structures in the auditory
and visual pathways are high where coherence values up to 0.8 in all
structures to accurate stimuli. These results demonstrate that alpha,
beta, and theta response coherences exist in subcortical long distance
structures.Table 4
Overview of studies on electrophysiological biomarker candidates in bipolar disorder. Black a
bipolar patients medicated with lithium. Empty cells have not yet been analyzed.











Fast theta ↓ (Atagün et al., 2013,
auditory oddball)
Alpha ↓ Başar et al. (2012);











GammaA.1.1. What does this long distance coherence upon stimulation mean?
Wemeasured high response coherences upon application of the ad-
equate stimuli in scalp electrodes of the human brain. The comparison
with animal experiments clearly demonstrates that long distance
alpha, beta, theta, and gamma coherence results are not due to volume
conductions. Moreover, there are certainly coupled EEG oscillators in
structures of the brain stem, thalamus, and hippocampus. Accordingly,
processing of cognition and processing of brain function are most possi-
bly due to synergy in whole brain work. Because of this clearly shown
experimental data, it can be concluded that analysis of coherence
between long distance areas can be very useful for interpretation of
cognitive functions in the human brain. Another important application
of the research on long distance coherence is useful for the interpreta-
tion of Brodmann maps. In a report by Başar et al. (2014), the concept
of Brodmann is revised. The conclusion is that several cortical areas
















t al., in press,
oddball)
↔ (Özerdem et al.,
2010, visual sensory)
↓ (Özerdem et al.,
2010, visual oddball)
Table 5
Overview of studies on electrophysiological biomarker candidates in schizophrenia.















Delta ↓ Ford et al. (2008); Doege et al. (2010)
Theta ↓ Ford et al. (2008); Doege et al. (2010)




Gamma ↔ Spencer et al.
(2008); Gallinat
et al. (2004)
↓ Lee et al. (2001);
Gallinat et al. (2004);
Hall et al. (2011)
↑ (Başar-Eroğlu et al.,
2011, single trail
evoked power)
↓ Haig et al.
(2000)
↓ Slewa-Younan et al. (2004);
Symond et al. (2005)
(decreased frontal, Lee et al., 2003;
Roach and Mathalon, 2008)
↑ increased posterior synchrony
Lee et al. (2003)
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distance coherence action of reticular formation, thalamus, and hippo-
campus. The CLAIR model also ﬁnds support from the research of intra-
cranial evoked coherences described in this section (Başar and Düzgün,
2016–in this volume).
A.2. Wavelet families in EEG analysis
Wavelet is an oscillatory, vanishing small wave having sharp
discontinuities with time limited extend. Wavelet families have
been developed into main categories such as orthogonal and com-
pactly supported wavelets (Daubechies, Symmlet, Coiﬂet) and non-
orthogonal and not compactly supported wavelets (complex Gauss,
complex Morlet, and complex B-splines). The other wavelet family is
Meyer, which is orthogonal and not compactly supported. In other
words,Meyerwavelets are indeﬁnitely differentiable. Among thewave-
let families, the three different mostly used wavelet families are shown
in Fig. 23.
Wavelets are used to decompose a signal into basis functions in both
continuous and discrete time for analysis of non-stationary signals with
variable time/frequency resolution. Therefore,wavelet transforms (WT)
can be classiﬁed as continuous WT (CWT) and discrete WT (DWT). In
continuous time, the Wavelet Transform (WT) is the convolution ofFig. 21.A typical set of coherence functions computed from the spontaneous activities and
EPs of all possible pairings of the studied brain structures during the waking stage. The
scale is indicated at the bottom. Along the abscissa is the frequency from 0 Hz to 60 Hz;
along the ordinate is the coherence between 0 and 1. The horizontal broken lines indicate
the signiﬁcance level, which is 0.2 for all plots. The area under the coherence function is
darkened only if the curve surpasses this level. In order to facilitate a comparison between
the coherence values computed from spontaneous and evoked parts of the EEG–EP epochs,
the respective coherence functions arepresented adjacently as couples for all pairings of re-
cording electrodes (modiﬁed from Başar, 1980).the signal denoted by x(t) with scaled and shifted versions of a wavelet
prototype, so-called Mother Wavelet, in form:








where the pair of (τ, s) denotes translation and scaling parameters,
respectively (Mallat, 2008). This transformation can represent x(t) by a
good approximation, if the wavelet family, i.e.Ψ(t), is designed with re-
spect to both shape and size as well as the bandwidth of x(t) regarding
the instantaneous frequency of x(t). Therefore, both scaling and translat-
ing parameters, in addition to the number of vanishing moments, lead
the limitations of WT to obtain temporal analysis of non-stationary sig-
nals. In addition,Ψ(t) has to be zero average with ﬁnite energy in form:
Z þ∞
−∞
Ψ tð Þdt ¼ 0 where E ¼
Z þ∞
−∞
Ψ tð Þj j2dtb∞
and this wavelet has no frequency content.
The capability ofWThighly depends on the selection ofwavelet family
in the characterization of a real signal. Not only the type of application
(analysis or reconstruction, ﬁltering, compression), but also the qualita-
tive properties of the signal (randomness, discontinuity, periodicity, cau-
sality, sampling frequency, duration, energy, and power distribution)
offer the optimality of this selection regarding the speciﬁcwavelet param-
eters such as regularity, symmetry, support, and smoothness determined
by the number of vanishing moments. In the literature, Haar wavelets
(orthonormal and orthogonal) were found to be useful for detection
of changes in amplitudes, whereas Meyer wavelets (orthonormal and or-
thogonal) were found to be suitable for obtaining changes in the frequen-
cy of the signal (Bilen and Huzurbazar, 2002; Walter and Zhang, 1998;
Walter and Shen, 2001). Besides, Daubechies wavelets (orthogonal)
were used to detect the impulsive and oscillatory transient components
of vibration signals (Ferroudji et al., 2012; Megahed et al., 2008).
TheWTwas also used to characterize the brain oscillations, so-called
EEG series, generated by cerebral cortex nerve cells regarding different
goals such as characterization of seizures consisting of 3-Hz spike and
slow wave epileptic discharges (Adeli et al., 2003), extraction of both
amplitudes and latencies of event related potentials (ERPs) in case of
high Signal-to-Noise-Ratio (Quiroga and Garcia, 2003), task discrimina-
tion to capture more precise information from the cortex reactions dur-
ing a cognitive task such as mathematical thinking (Sakkalis et al.,
2006), chaos identiﬁcation to obtain possible markers in Alzheimer's
Fig. 22.A typical set of coherence functions computed from the spontaneous and visual evoked potentials of all possible pairings of the studied brain structures. The scale is indicated at the
bottom. Along the abscissa is the frequency from0 to 60Hz; along the ordinate is the coherency between 0 and1. The horizontal broken lines indicate the signiﬁcance level,which is 0.2 for
all the plots. The area under the coherence function is darkened only if the curve surpasses this level. In order to facilitate a comparison between the coherence values computed from
spontaneous and evoked parts of the EEG–EP epochs, the respective coherence functions are presented adjacently as couples for all pairings of recording electrodes (modiﬁed from
Başar, 1980).
Fig. 23. Speciﬁc wavelet families.
40 E. Başar et al. / International Journal of Psychophysiology 103 (2016) 22–42(Adeli et al., 2008), and artifact reduction in healthy measurements
(Castellanos and Makarov, 2006).
In these studies, differentwavelet functions such as harmonic wave-
lets (Adeli et al., 2003), quadratic biorthogonal B-splines (Quiroga and
Garcia, 2003), normalized complex Morlet wavelets (Sakkalis et al.,
2006), and Daubechies 4-order wavelets (Adeli et al., 2008) were used
with respect to both recording parameters and waveform of the EEG
signal.
In all applications, the common concern is that the selection of the
wavelet function is closely related to the energy and power spectra of
the signal to be analyzed in conclusion.References
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