Abstract. In this paper we provide necessary and sufficient conditions for strongly group graded rings to be simple. For a strongly group graded ring R = L g∈G Rg the grading group G acts, in a natural way, as automorphisms of the commutant of the neutral component subring Re in R and of the center of Re. We show that if R is a strongly G-graded ring where Re is maximal commutative in R, then R is a simple ring if and only if Re is G-simple (i.e. there are no nontrivial G-invariant ideals). We also show that if Re is commutative (not necessarily maximal commutative) and the commutant of Re is G-simple, then R is a simple ring. These results apply to G-crossed products in particular. A skew group ring Re ⋊σ G, where Re is commutative, is shown to be a simple ring if and only if Re is G-simple and maximal commutative in Re ⋊σ G. As an interesting example we consider the skew group algebra C(X) ⋊h Z associated to a topological dynamical system (X, h). We obtain necessary and sufficient conditions for simplicity of C(X) ⋊h Z with respect to the dynamics of the dynamical system (X, h), but also with respect to algebraic properties of C(X) ⋊h Z. Furthermore, we show that for any strongly G-graded ring R each nonzero ideal of R has a nonzero intersection with the commutant of the center of the neutral component.
Introduction
The aim of this paper is to highlight the important role that maximal commutativity of the neutral component subring plays in a strongly group graded ring when investigating simplicity of the ring itself. The motivation comes from the theory of C * -crossed product algebras associated to topological dynamical systems. To each topological dynamical system, (X, h), consisting of a compact Hausdorff space X and a homeomorphism h : X → X, one may associate a C * -crossed product algebra 1 C(X) C * ⋊h Z (see e.g. [22] ). In the recent paper [20] , C. Svensson and J. Tomiyama proved the following theorem.
Theorem 1.1. The following assertions are equivalent:
(i) (X, h) is topologically free (i.e. the aperiodic points are dense in X).
(ii) I ∩ C(X) = {0} for each nonzero ideal I of C(X) C * ⋊h Z.
(iii) C(X) is a maximal commutative C * -subalgebra of C(X)
This theorem is a generalization (from closed ideals to arbitrary ideals) of a well-known theorem in the theory of C * -crossed products associated to topological dynamical system (see e.g. [22] for details). Theorem 1.1 is very useful when proving the following theorem, which originally appeared in [15] .
Theorem 1.2. Suppose that X is infinite. C(X)
C *
⋊h Z is simple if and only if (X, h) is minimal (i.e. each orbit is dense in X).
In the theory of graded rings, one theorem which provides sufficient conditions for a strongly group graded ring to be simple, is the following which was proven by F. Van Oystaeyen in [24, Theorem 3.4] . Theorem 1.3. Let R = g∈G R g be a strongly G-graded ring such that the morphism G → Pic(R e ), defined by g → [R g ], is injective. If R e is a simple ring, then R is a simple ring.
In [9, 10, 11, 12] an extensive investigation of the intersection between arbitrary nonzero ideals in various types of graded rings and certain subrings, has been carried out. Given a subset S of a ring R we denote by C R (S) the commutant of S in R, i.e. the set of all elements of R which commute with each element in S. In the recent paper [13] , the following theorem was proven. Theorem 1.4. If R = g∈G R g is a strongly G-graded ring, where R e is commutative, then I ∩ C R (R e ) = {0} for each nonzero ideal I in R.
This implies that if R is a strongly G-graded ring where R e is maximal commutative in R, then each nonzero ideal in R has a nontrivial intersection with R e . For skew group rings the following was shown in [12, Theorem 3] . Theorem 1.5. Let R = R e ⋊ σ G be a skew group ring satisfying either of the following two conditions:
• R e is an integral domain and G is an abelian group.
• R e is commutative and G is a torsion-free abelian group. The following two assertions are equivalent:
(i) The ring R e is a maximal commutative subring in R.
(ii) I ∩ R e = {0} for each nonzero ideal I in R.
This theorem can be seen as a generalization of the algebraic analogue of Theorem 1.1 and it is applicable to the skew group algebra which sits densely inside the C * -crossed product algebra C(X) C * ⋊h Z. The starting point of this paper was to consider the following proposition. Proposition 1.6. Let R = g∈G R g be a strongly G-graded ring where R e is maximal commutative in R. If R e is a simple ring, then R is a simple ring.
In Section 7 we give three different proofs of Proposition 1.6 and we shall in fact see that it is a very special case of Theorem 1.3. The proofs are based on facts obtained in the preceding sections, and along the way we obtain new results on strongly graded rings in particular. In Section 2 we give definitions and background information necessary for the understanding of the rest of this paper. In Section 3 we generalize [13, Corollary 3] and show that in a strongly G-graded ring R each nonzero ideal has a nonzero intersection with C R (Z(R e )) (Theorem 3.1). Furthermore, we generalize [12, Theorem 3] and show that for a skew group ring R e ⋊ σ G where R e is commutative, each nonzero ideal of R e ⋊ σ G has a nonzero intersection with R e if and only if R e is maximal commutative in R e ⋊ σ G (Theorem 3.4).
The main objective of Section 4 is to describe the connection between maximal commutativity of R e in a strongly group graded ring R and injectivity of the canonical map G → Pic(R e ). In Section 5 we show that if A 0 ♦ α σ G is a simple crystalline graded ring where A 0 is commutative, then A 0 is G-simple (Proposition 5.1). In Example 5.4 we apply this result to the first Weyl algebra. In Section 6 we investigate simplicity of a strongly G-graded ring R with respect to G-simplicity and maximal commutativity of R e . In particular we show that if R is a strongly G-graded ring where R e is maximal commutative in R, then R e is G-simple if and only if R is simple (Theorem 6.7). We also show the slightly more general result in one direction, namely that that if C R (R e ) is G-simple (with respect to the usual action) and R e is commutative (not necessarily maximal commutative!), then R is simple (Proposition 6.6). In Section 6.1 we investigate the simplicity of skew group rings and generalize [3, Corollary 2.1] and [3, Theorem 2.2], by showing that if R e is commutative, then the skew group ring R e ⋊ σ G is a simple ring if and only if R e is G-simple and a maximal commutative subring of R e ⋊ σ G (Theorem 6.13). As an example, we consider the skew group algebra associated to a dynamical system.
In Section 8 we consider the algebraic crossed product C(X) ⋊h Z associated to a topological dynamical system (X, h). Under the assumption that X is infinite, we show that C(X) ⋊h Z is simple if and only if (X, h) is a minimal dynamical system or equivalently if and only if C(X) is Z-simple and maximal commutative in C(X) ⋊h Z (Theorem 8.6). This result is a complete analogue to the well-known result for C * -crossed product algebras associated to topological dynamical systems.
Preliminaries
Throughout this paper all rings are assumed to be unital and associative and unless otherwise is stated we let G be an arbitrary group with neutral element e.
A ring R is said to be G-graded if there is a family {R g } g∈G of additive subgroups of R such that
for all g, h ∈ G. Moreover, if R g R h = R gh holds for all g, h ∈ G, then R is said to be strongly G-graded. The product R g R h is here the usual module product consisting of all finite sums of ring products r g r h of elements r g ∈ R g and r h ∈ R h , and not just the set of all such ring products. For any graded ring R it follows directly from the gradation that R e is a subring of R, and that R g is an R e -bimodule for each g ∈ G. We shall refer to R g as the homogeneous component of degree g ∈ G, and in particular to R e as the neutral component. Let U (R) denote the group of multiplication invertible elements of R. We shall say that R is a G-crossed product if U (R) ∩ R g = ∅ for each g ∈ G.
2.1. Strongly G-graded rings. For each G-graded ring R = g∈G R g one has 1 R ∈ R e (see [7, Proposition 1.1.1]), and if we in addition assume that R is a strongly G-graded ring, i.e. R g R g −1 = R e for each g ∈ G, then for each g ∈ G there exists a positive integer n g and elements a
For every λ ∈ C R (R e ), and in particular for every λ ∈ Z(R e ) ⊆ C R (R e ), and g ∈ G we define
The definition of σ g is independent of the choice of the a b −1 's (see e.g. [13] ). For a proof of the following lemma we refer to [13, Lemma 3] .
The following properties hold:
is a unique element of R satisfying
The group G acts as automorphisms of the rings C R (R e ) and Z(R e ), with each g ∈ G sending any λ ∈ C R (R e ) and λ ∈ Z(R e ), respec-
with respect to the action of G.
The map σ, defined in Lemma 2.1, will be referred to as the canonical action.
2.2.
The Picard group of R e , Pic(R e ). We shall now give a brief description of the Picard group of R e in a strongly graded ring R = g∈G R g . For more details we refer to [2] . Given a ring A, the Picard group of A, denoted Pic(A), is defined as the set of A-bimodule isomorphism classes of invertible A-bimodules, and the group operation is given by ⊗ A .
If R = g∈G R g is a strongly G-graded ring, the homomorphism of R g ⊗ Re R h into R gh sending r g ⊗ r h into r g r h for all r g ∈ R g and r h ∈ R h , is an isomorphism of R e -bimodules, for any g, h ∈ G (see [4, p.336] ). This implies that R g is an invertible R e -bimodule for each g ∈ G. We may now define a group homomorphism ψ : G → Pic(R e ), g → [R g ], i.e. each g ∈ G is mapped to the isomorphism class inside Pic(R e ) to which the invertible R e -bimodule R g belongs.
2.3.
Crystalline graded rings. We shall begin this section by recalling the definition of a crystalline graded ring. We would also like to emphasize that rings belonging to this class are in general not strongly graded. Definition 2.3 (Pre-crystalline graded ring). An associative and unital ring A is said to be pre-crystalline graded if (i) there is a group G (with neutral element e), (ii) there is a map u : G → A, g → u g such that u e = 1 A and u g = 0 for every g ∈ G, (iii) there is a subring A 0 ⊆ A containing 1 A , such that the following conditions are satisfied:
Lemma 2.4 (see [8] ). With notation and definitions as above:
for s, t ∈ G. For any triple s, t, w ∈ G and a ∈ A 0 the following equalities hold:
A pre-crystalline graded ring A with the above properties will be denoted by A 0 ♦ α σ G and each element of this ring is written as a sum g∈G r g u g with coefficients r g ∈ A 0 , of which only finitely many are non-zero. In [8] it was shown that for pre-crystalline graded rings, the elements α(s, t) are normalizing elements of A 0 , i.e. A 0 α(s, t) = α(s, t) A 0 for each s, t ∈ G. For a pre-crystalline graded ring A 0 ♦ α σ G, we let S(G) denote the multiplicative set in A 0 generated by {α(g, g −1 ) | g ∈ G} and let S(G × G) denote the multiplicative set generated by {α(g, h) | g, h ∈ G}.
Lemma 2.5 (see [8] ). If A = A 0 ♦ α σ G is a pre-crystalline graded ring, then the following assertions are equivalent:
(vi) For every g ∈ G, σ g is bijective and hence a ring automorphism of A 0 .
Definition 2.6 (Crystalline graded ring). A pre-crystalline graded ring
A 0 ♦ α σ G, which is S(G)-torsion free, is said to be a crystalline graded ring.
Note that G-crossed products are examples of crystalline graded rings.
Ideals in strongly graded rings
In this section we shall improve some earlier results. We begin by making a slight generalization of Theorem 1.4 ([13, Corollary 3]). The following proof is based on the same technique as in [13] , but we will make it somewhat shorter by doing a proof by contra positivity.
Proof. Let I be an ideal of R such that I ∩C R (Z(R e )) = {0}. If we can show that I = {0}, then the desired conclusion follows by contra positivity. Take some x = g∈G x g ∈ I. If x ∈ I∩C R (Z(R e )), then x = 0 by the assumption. Therefore, assume that x ∈ I \ C R (Z(R e )) and that x is chosen such that N = # supp(x) = #{g ∈ G | x g = 0} is as small as possible. Suppose that N is positive. We are now seeking for a contradiction. Take some arbitrary t ∈ supp(x) and choose some r t −1 ∈ R t −1 such that x ′ = r t −1 x = 0 and e ∈ supp(x ′ ). It is always possible to choose such an r t −1 . Indeed,
t −1 x t must be nonzero for some i ∈ {1, . . . , n t }, for otherwise we would have 1 R x t = 0 which would be contradictory (since x t = 0). Note that x ′ ∈ I. Since I ∩ C R (Z(R e )) = {0} we conclude that x ′ ∈ I \ C R (Z(R e )). Take an arbitrary a ∈ Z(R e ). Then x ′′ = ax ′ − x ′ a ∈ I but clearly e / ∈ supp(x ′′ ) and hence by the assumption on N we get that x ′′ = 0. Since a ∈ Z(R e ) was chosen arbitrarily we get x ′ ∈ C R (Z(R e )) which is a contradiction. Therefore N = 0 and hence x = 0. Since x ∈ I was arbitrarily chosen, we conclude that I = {0}. Remark 3.2. Note that R e ⊆ C R (Z(R e )). If R e is commutative, then clearly R e = Z(R e ) and we obtain Theorem 1.4 as a special case of Theorem 3.1.
For a crystalline graded ring A 0 ♦ α σ G, one may carry out a proof analogous to the proof of Theorem 3.1. We shall therefore omit the proof, but the conclusion is the following theorem which generalizes [12, Corollary 8] .
The following theorem is a generalization of Theorem 1.5 ([12, Theorem 3] ) and the proof makes use of the same idea as in [12] . However, in this proof we make a crucial observation and are able to make use of an important map.
Theorem 3.4. Let R = R e ⋊ σ G be a skew group ring with R e commutative. The following two assertions are equivalent:
Proof. By Theorem 3.1 (i) implies (ii) for the (strongly graded) skew group ring R. We shall now show that (ii) implies (i). Suppose that R e is not maximal commutative in R. If we can show that there exists a nonzero ideal I in R, such that I ∩ R e = {0}, then by contra positivity we are done. By the assumption there exists some s ∈ G \ {e} and r s ∈ R e \ {0} such that r s σ s (a) = r s a for each a ∈ R e . Let us choose such an r s and let I be the twosided ideal in R generated by r s −r s u s . The ideal I is obviously nonzero, and furthermore it is spanned by elements of the form a g u g (r s − r s u s ) a h u h where g, h ∈ G and a g , a h ∈ R e . By commutativity of R e and the properties of r s we may rewrite this expression.
It is now clear that each element of I is a sum of elements of the form (3.1), where b ∈ R e and g, h ∈ G. Define a map
It is clear that ǫ is additive and one easily sees that ǫ is identically zero on I. Furthermore, ǫ| Re , i.e. the restriction of ǫ to R e , is injective. Take an arbitrary m ∈ I ∩ R e . Clearly ǫ(m) = 0 since m ∈ I and by the injectivity of ǫ| Re we conclude that m = 0. Hence I ∩ R e = {0}. This concludes the proof.
Remark 3.5. It is not difficult to see that the map ǫ is multiplicative if and only if the action σ is trivial, i.e. R e ⋊ σ G is a group ring. In that situation the map ǫ is commonly referred to as the augmentation map. However, note that the preceding proof does not require ǫ to be multiplicative. 4 . The map ψ : G → Pic(R e ) and simple strongly graded rings
We begin by recalling a useful lemma.
for some g ∈ G, then a = 0.
If we assume that R e is maximal commutative in the strongly G-graded ring R, then we can say the following about the canonical map ψ : G → Pic(R e ).
Proposition 4.2. Let R = g∈G R g be a strongly G-graded ring. If R e is maximal commutative in R, then the map ψ :
Proof. Let R e be maximal commutative in R. Suppose that ψ : G → Pic(R e ) is not injective. This means that we can pick two distinct elements g, h ∈ G such that R g ∼ = R h as R e -bimodules. Let f : R g → R h be a bijective R e -bimodule homomorphism. By our assumptions R e = C R (R e ) and hence we can use the map σ : G → Aut(R e ) defined by (2.2) to write
for any b ∈ R e and r g ∈ R g . (It is important to note that σ g (b) ∈ R e since b ∈ R e .) The map f is bijective and in particular surjective. Hence, by (4.1) we conclude that (σ h (b) − σ g (b)) R h = {0} for any b ∈ R e . It follows from Lemma 4.1 that σ h (b) − σ g (b) = 0 for any b ∈ R e . Hence σ g = σ h in Aut(C R (R e )) = Aut(R e ) and we may write
Note that g −1 h = e since g = h. This shows that the homogeneous component R g −1 h ( = R e ) commutes with R e , and hence R e is not maximal commutative. We have reached a contradiction and this shows that ψ : G → Pic(R e ) is injective.
The following remark shows that the rings considered in Proposition 1.6 are in fact G-crossed products.
Remark 4.3. Recall that a commutative and simple ring is a field. If R = g∈G R g is a strongly G-graded ring and R e is a field, then R is a G-crossed product. Indeed, for each g ∈ G, we have R g R g −1 = R e . Hence, by Lemma 4.1 we may choose some a ∈ R g \{0} and b ∈ R g −1 \{0} such that ab = c = 0 in R e . This means that c is invertible in R e and hence a is invertible in R, with (right) inverse bc −1 .
The following proposition is a direct consequence of Theorem 1.5 and we shall therefore omit the proof. 4.1. Maximal commutativity of R e and injectivity of ψ : G → Pic(R e ). The following proposition shows that in the case when R e is assumed to be commutative, Theorem 1.3 is equivalent to Proposition 1.6. Proposition 4.6. Let R = g∈G R g be a strongly G-graded ring. If R e is a field, then the following two assertions are equivalent:
Proof. It follows from Proposition 4.2 that (i) implies (ii).
To prove that (ii) implies (i), let us assume that R e is not maximal commutative in R. We want to show that ψ is not injective and hence get the desired conclusion by contra positivity.
By our assumptions, there exists some nonzero element r g ∈ R g , for some g = e, such that r g a = a r g for all a ∈ R e . Consider the set J = r g R g −1 ⊆ R e . Since r g commutes with R e and R g −1 is an R e -bimodule, J is an ideal of R e and as r g R g −1 = {0} (this follows from Lemma 4.1 since r g = 0), we obtain r g R g −1 = R e since R e is simple. Consequently, we conclude that there exists an s g −1 ∈ R g −1 such that r g s g −1 = 1 R . In a symmetrical way we get R g −1 r g = R e which yields w g −1 r g = 1 R for some w g −1 ∈ R g −1 . From this we get w g −1 r g s g −1 = w g −1 and hence s g −1 = w g −1 yielding r g s g −1 = s g −1 r g = 1 R .
From the gradation we immediately conclude that R e r g ⊆ R g and R g s g −1 ⊆ R e . By the equality s g −1 r g = 1 R we get R g ⊆ R e r g and hence R g = R e r g . Note that r g is invertible and hence a basis for the R e -bimodule R e r g . This shows that R g and R e belong to the same isomorphism class in Pic(R e ), and hence the morphism ψ : G → Pic(R e ) is not injective. This concludes the proof. 
G-simple subrings in crystalline graded rings
If A is a ring and σ : G → Aut(A) is a group action, then we say that an ideal I in A is G-invariant if σ g (I) ⊆ I for each g ∈ G. Note that it is equivalent to say that σ g (I) = I for each g ∈ G. If there are no nontrivial Proof. Note that since A 0 is commutative, the map σ : G → Aut(A 0 ) is a group homomorphism. Let A 0 ♦ α σ G be a simple ring, and J an arbitrary nonzero G-invariant ideal in A 0 . One may verify that J♦ α σ G is a nonzero ideal of A 0 ♦ α σ G. (This follows from the fact that for each g ∈ G, A 0 u g is a free left A 0 -module with basis u g .) Since A 0 ♦ α σ G is simple, we get
and from the gradation it follows that A 0 ⊆ J ⊆ A 0 and hence A 0 = J, which shows that A 0 is G-simple.
where R e is commutative. If R is a simple ring, then R e is a G-simple ring (with respect to the canonical action). Remark 5.3. A field is automatically an integral domain. However, an integral domain need not be simple (and hence not a field). This is for example illustrated by the ring of polynomials in one variable C[x], which is an integral domain. Consider the subset
. This is clearly a proper ideal in C[x], and hence C[x] is not simple. is simple. The first Weyl algebra is an example of a crystalline graded ring, with G = (Z, +) and A e = A 0 = C[xy] (see e.g. [8] for details). By Remark 5.3 the ring A 0 is not simple. However, by Proposition 5.1 we conclude that A 0 = C[xy] is Z-simple. As a side remark we should also mention that one can show that A 0 is maximal commutative in A 0 ♦ α σ G.
G-simple subrings in strongly G-graded rings
In this section we shall describe how simplicity of a strongly G-graded ring R = g∈G R g is related to G-simplicity of the subrings Z(R e ) and C R (R e ). We begin by recalling the following basic lemma which is easily verified. Using this we obtain the following. Proof. Let Z(R e ) be G-simple and I an ideal of R which intersects Z(R e ) nontrivially. By Lemma 6.1, J = I ∩ Z(R e ) is an ideal in Z(R e ). For any x ∈ J and every g ∈ G, we have
This shows that J is a G-invariant ideal of Z(R e ). By assumption J is nonzero and hence J = Z(R e ). In particular this shows that 1 R ∈ J, from which we get 1 R ∈ I and hence R = I.
If R e is commutative, then clearly R e = Z(R e ) and hence we have an action σ : G → Aut(R e ). The following proposition generalizes Corollary 5.2. Proposition 6.3. Let R = g∈G R g be a strongly G-graded ring, where R e is commutative. If R is a simple ring, then R e is a G-simple ring (with respect to the canonical action).
Proof. Let J be an arbitrary nonzero G-invariant ideal in R e . Consider the subset JR of R. (Note that JR denotes not only products of the form jr, j ∈ J, r ∈ R, but finite sums of such elements!) It is easy to see that JR is a right ideal in R, and from the fact that J is a G-invariant ideal in R e we conclude that JR is also a left ideal. Indeed, for g, h ∈ G and c ∈ J, r h ∈ R h , s g ∈ R g we have s g c r h = σ g (c) s g r h ∈ JR. Furthermore, R is unital and hence JR must be nonzero. The ring R is simple and therefore we conclude that JR = R. In particular we see that R e ⊆ JR. From the strong gradation we conclude that R e ⊆ JR e ⊆ J ⊆ R e and hence J = R e . This shows that R e is G-simple.
We shall now direct our attention to the subring C R (R e ) of R. Note that the following lemma does not require R e to be commutative. Lemma 6.4. Let R = g∈G R g be a strongly G-graded ring. If C R (R e ) is a G-simple ring (with respect to the canonical action), then no proper ideal of R intersects C R (R e ) nontrivially.
Proof. Let C R (R e ) be G-simple and I an ideal of R which intersects C R (R e ) nontrivially. By Lemma 6.1, J = I ∩ C R (R e ) is an ideal in C R (R e ). For any x ∈ J and every g ∈ G, we have
This shows that J is a G-invariant ideal of C R (R e ). By assumption J is nonzero and hence J = C R (R e ). In particular this shows that 1 R ∈ J, from which we see that 1 R ∈ I and hence R = I. Corollary 6.5. Let R = g∈G R g be a semiprime PI-ring which is strongly G-graded. If either Z(R e ) or C R (R e ) is a G-simple ring (with respect to the canonical action), then R is a simple ring.
Proof. Let I be a nonzero ideal in R. It follows from [16, Theorem 2] that I ∩ Z(R) = {0}. Clearly Z(R) ⊆ Z(R e ) ⊆ C R (R e ) and hence by Lemma 6.2 or 6.4 we conclude that I = R.
As we shall see Theorem 6.7 requires R e not only to be commutative, but maximal commutative in R. We begin with the following proposition which applies to the more general situation when R e is not necessarily maximal commutative in R. Proposition 6.6. Let R = g∈G R g be a strongly G-graded ring, where R e is commutative. If C R (R e ) is a G-simple ring (with respect to the canonical action), then R is a simple ring.
Proof. Let I be an arbitrary nonzero ideal of R. Since R e is commutative it follows from Theorem 1.4 that I ∩ C R (R e ) = {0}. By Lemma 6.4 we conclude that I = R and hence R is a simple ring.
By combining Proposition 6.3 and Proposition 6.6 we get the following theorem.
Theorem 6.7. Let R = g∈G R g be a strongly G-graded ring. If R e is maximal commutative in R, then the following two assertions are equivalent:
is a G-simple ring (with respect to the canonical action).
(ii) R is a simple ring.
One should note that Proposition 6.6 and Theorem 6.7 are more general than Theorem 1.3 in the sense that R e is not required to be simple. On the other hand, this did not come for free. We had to make an additional assumption on R e , namely that it was commutative. Remark 6.8. Note that Theorem 6.7 especially applies to G-crossed products.
One may think that for a simple strongly graded ring R = g∈G R g where R e is commutative and G-simple, this would imply that R e would be maximal commutative in R. In general this is not true, as the following example shows.
Example 6.9. Consider the field of complex numbers C = R ⋊ α Z 2 as a Z 2 -graded twisted group ring (see e.g. [10] for details). Clearly C is simple as is R. Hence R is also Z 2 -simple, but it is not maximal commutative in C.
The purpose of the following example is to present a strongly group graded ring which is not a crossed product, and to identify a G-simple subring. Example 6.10 (A strongly group graded, noncrossed product, matrix ring). Let R = M 3 (C) denote the ring of 3 × 3-matrices over C. By putting
one may verify that this defines a strong Z 2 -gradation on R. However, note that R is not a crossed product with this grading since the homogeneous component R 1 does not contain any invertible elements of M 3 (C)! A simple calculation yields
and in fact one may verify that C R (R 0 ) = Z(R 0 ). In order to define an action σ : Z 2 → Aut(Z(R 0 )) we need to make a decomposition of the identity matrix I = 1 R , in accordance with (2.1). Let E i,j denote the 3 × 3-matrix which has a 1 in position (i, j) and zeros everywhere else. The decomposition in R 0 is trivial, but in R 1 we may for example choose
From these decompositions we are now able to define the map σ : Z 2 → Aut(Z(R 0 )). By looking at the ideal generated by E 3,1 it is clear that Z(R 0 ) is not simple. However, there are only two nontrivial ideals in Z(R 0 ) and one easily checks that neither of them is invariant under σ 1 . This shows that for our simple ring M 3 (C), the subring
Remark 6.11. In many examples of graded rings A = g∈G A g , A e is commutative. In that situation we always have A e ⊆ C A (A e ). However, in Example 6.10, R 0 is not commutative and we in fact get that C R (R 0 ) coincides with Z(R 0 ) which is smaller than R 0 . Proposition 6.3 shows that in a simple strongly graded ring R where R e is commutative, we automatically have that R e = Z(R e ) is G-simple. In Proposition 6.6 we saw that for a strongly graded ring R where R e is commutative, G-simplicity of C R (R e ) implies simplicity of R. After seing Example 6.10 it is tempting to think that the converse is also true (even for noncommutative R e ), i.e. that simplicity of R always gives rise to G-simple subrings. The natural questions are:
(1) If R is strongly group graded and simple, is C R (R e ) necessarily Gsimple? (2) If R is strongly group graded and simple, is Z(R e ) necessarily Gsimple? At the moment we do not know how to prove this in the most general situation, and we can not find any counter example either.
Remark 6.12. Note that, if R is commutative, then it is trivial to verify that the answers to both questions are affirmative. If R e is maximal commutative, then by Theorem 6.7 we again conclude that the answers to both questions are affirmative. Also, if R e is commutative it follows by Proposition 6.3 that the answer to question nr. 2 is affirmative. The case that remains to be investigated is that of a noncommutative ring R where R e is not maximal commutative (we may not even assume it to be commutative) in R.
6.1. Simplicity of skew group rings. From Example 6.9 we learnt that simplicity of a strongly graded ring R does not immediately imply maximal commutativity of the neutral component R e . However, for skew group rings there is in fact such an implication, as the following theorem shows. Theorem 6.13. Let R = R e ⋊ σ G be a skew group ring with R e commutative. The following two assertions are equivalent:
(i) R e is a maximal commutative and G-simple subring in R.
( Remark 6.14. Note that, in Theorem 6.13, the implication from (i) to (ii) holds in much greater generality. Indeed, it holds for any strongly graded ring.
A majority of the objects studied in [17, 18, 19] satisfy the conditions of Theorem 6.13 and hence it applies. We shall show one such example.
Example 6.15 (Skew group algebras associated to dynamical systems). Let h : X → X be a bijection on a nonempty set X, and A ⊆ C X an algebra of functions, such that if f ∈ A then f • h ∈ A and f • h −1 ∈ A. Let h : Z → Aut(A) be defined byh n : f → f • h •(n) for f ∈ A and n ∈ Z. We now have a Z-crossed system (with trivialh-cocycle) and we may define the skew group algebra A ⋊h Z. For more details we refer to the papers [17, 18, 19] , in which this construction has been studied thoroughly.
By Theorem 6.13 we get the following corollary, since C X is commutative. (i) A ⋊h Z is a simple algebra.
(ii) A is a maximal commutative and Z-simple subalgebra in A ⋊h Z.
7.
Three different proofs of Proposition 1.6
We shall now give three different proofs of Proposition 1.6.
First proof based on Theorem 1.4. Let I be a nonzero ideal in R. Our assumptions together with Lemma 6.1 and Theorem 1.4 ensure that J = I ∩R e is a nonzero ideal in R e . We have J = R e , since R e is simple, and this yields R e ⊆ I. Recall that 1 R ∈ R e ⊆ I, and hence I = R. This shows that R is simple.
Second proof based on Theorem 1.3. It follows by our assumptions and Proposition 4.2 that the map ψ : G → Pic(R e ), g → [R g ], is injective. The neutral component R e is assumed to be simple, and hence by Theorem 1.3 R is simple.
Third proof based on Proposition 6.6. By our assumptions R e = Z(R e ) = C R (R e ) is simple and hence in particular G-simple. It now follows immediately from Proposition 6.6 that R is simple.
8. Application: Z-graded algebraic crossed products associated to topological dynamical systems Let (X, h) be a topological dynamical system, i.e. X is a compact Hausdorff space and h : X → X is a homeomorphism. The algebra of complexvalued continuous functions on X, where addition and multiplication is defined pointwise, is denoted by C(X). Define a map
and let C(X) ⋊h Z be the algebraic crossed product 2 associated to our dynamical system. Recall that elements of C(X) ⋊h Z are written as formal sums n∈Z f n u n , where all but a finite number of f n ∈ C(X), for n ∈ Z, are nonzero. The multiplication in C(X) ⋊h Z is defined as the bilinear extension of the rule (f n u n )(g m u m ) = f nhn (g m ) u n+m for n, m ∈ Z and f n , g m ∈ C(X). We now define the following sets:
Elements of Aper(h) are referred to as aperiodic points of the topological dynamical system (X, h). By Urysohn's lemma, C(X) separates points of X and hence by [17, Corollary 3.4] we get the following.
2 In ring theory literature this would be referred to as a skew group algebra, but here we adopt the terminology used in [17, 18, 19] which comes from the C * -algebra literature. Note however, that this is not a C * -crossed product, but an algebraic crossed product.
The topological dynamical system (X, h) is said to be topologically free if and only if Aper(h) is dense in X. Using topological properties of our (completely regular) space X together with Lemma 8.1, one can prove the following. If I is an ideal of C(X) then we denote
where supp(f ) = {x ∈ X | f (x) = 0} for f ∈ C(X). Note that a subset S ⊆ X is Z-invariant if and only if h(S) = S. Proof. Suppose that C(X) is not Z-simple. Then there exists some proper nonzero ideal I C(X) such that supp(I) = ∅ is a proper h-invariant closed subset of X. Conversely, suppose that there exists some nonempty proper h-invariant closed subset S X. Let B ⊆ C(X) be set of functions which vanish outside S. Clearly B is a proper nonzero Z-invariant ideal of C(X) and hence C(X) is not Z-simple. Definition 8.4. A topological dynamical system (X, h) is said to be minimal if each orbit of the dynamical system is dense in X.
Note that a topological dynamical system (X, h) is minimal if and only if there are no nonempty proper h-invariant closed subsets of X. Remark 8.5. If X is infinite and (X, h) is minimal, then (X, h) is automatically topologically free. Indeed, take an arbitrary x ∈ X and suppose that it is perodic. By minimality, the orbit of x which by periodicity is finite, must be dense in X. This is a contradiction, since X is Hausdorff, and hence each x ∈ X is aperiodic. (ii) ⇒ (iii): Suppose that (X, h) is not minimal. Then there exists some nonempty proper h-invariant closed subset of X and by Lemma 8.3 C(X) is not Z-simple.
For C * -crossed product algebras associated to topological dynamical systems the analogue of the above theorem, Theorem 1.2, is well-known (see e.g. [1] , [15] or [22, Theorem 4.3.3] ). C. Svensson and J. Tomiyama recently proved that the analogue of the above theorem also holds for Banach * -algebra crossed products (in L 1 -norm) associated to topological dynamical systems (see [21, Theorem 4.2] ).
Example 8.7 (Finite single orbit dynamical systems). Suppose that X = {x, h(x), h •(2) (x), . . . , h •(p−1) (x)} consists of a finite h-orbit of order p, where p is a positive integer. One can then show that C(X) ⋊h Z ∼ = M p (C[t, t −1 ]), i.e. the skew group algebra associated to our dynamical system is isomorfic (as a C-algebra) to the algebra of p × p-matrices over the ring of Laurent polynomials over C. Indeed, let π : C(X) ⋊h Z → M p (C[t, t −1 ]) be the C-algebra morphism defined by n∈Z f np (x) t n . . . n∈Z f (n−1)p+1 (x) t n n∈Z f np+1 (h(x)) t n . . . n∈Z f (n−1)p+2 (h(x)) t n n∈Z f np+2 (h •(2) (x)) t n . . . n∈Z f (n−1)p+3 (h •(2) (x)) t n . . . . . . . . . and by looking at the above matrix row by row, it is straightforward to verify that π is bijective (see [20, 23] for a similar isomorphism of C * -algebras). Clearly (X, h) is a minimal dynamical system and by Lemma 8.3 we conclude that C(X) is Z-simple. However, each element of X is n-periodic and hence (X, h) is not topologically free, which by Lemma 8.2 entails that C(X) is not maximal commutative in R = C(X) ⋊h Z. The ring C[t, t −1 ] is not simple (e.g. by Example 4.5) and via the isomorphism π we conclude that C(X) ⋊h Z is never simple. From Section 2.1 it is clear that the actioñ h extends to an action of Z on C R (C(X)). Finally, by Proposition 6.6, we conclude that the commutant of C(X) is never Z-simple for our finite single orbit dynamical system.
