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Abstract
For a compact set E ⊂ C with connected complement, we study asymptotic behavior of normalized
zero counting measures {k} of the derivatives of Faber polynomials associated with E. For example if E
has empty interior, we prove that {k} converges in the weak-star topology to a probability measure whose
support is the boundary of g(D), where g : {|z|>r} ∪ {∞} → C\E is a universal covering map such that
g(∞) = ∞ and D is the Dirichlet domain associated with g and centered at ∞.
Our results are counterparts of those of Kuijlaars and Saff [Asymptotic distribution of the zeros of Faber
polynomials, Math. Proc. Cambridge Philos. Soc. 118 (1995) 437–447] on zeros of Faber polynomials.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let g be a function that is holomorphic in a neighborhood of inﬁnity such that its Laurent series
is of the form
g(w) = w +
∞∑
k=0
bkw
−k. (1.1)
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Faber polynomials Fk associated with g are deﬁned by the generating function
g′(w)
g(w) − z =
∞∑
k=0
Fk(z)
wk+1
, (1.2)
and the normalized derivatives of Faber polynomials, Pk := (Fk+1)′/(k+1) for k = 0, 1, 2, . . . ,
satisfy the equation
1
g(w) − z =
∞∑
k=0
Pk(z)
wk+1
. (1.3)
For every k, both Fk and Pk are monic polynomials of degree k. To study more about Faber
polynomials and their derivatives, see, for example, [5,3,13].
Suppose thatE ⊂ C is a compact set with connected complement := C\E. If E is connected,
that is, if is simply connected, then by theRiemannmapping theorem there exist a unique number
r = r(E)0 and a unique conformal map g : (r) := C\{|w|r} →  that has a Laurent
expansion of form (1.1) at inﬁnity. In this case we say that Faber polynomials {Fk} (or their
normalized derivatives {Pk}) associated with g are also associated with E. Note that the number
r(E) coincides with the logarithmic capacity of E (cf. [1, Chapter 2]). The following results are
due to Kuijlaars and Saff [6].
Theorem 1. Suppose E is a connected compact set in C with connected complement, and let {k}
be the normalized zero counting measures of the Faber polynomials {Fk} associated with E; i.e.,
k := (2k)−1(log |Fk|), where  represents the generalized Laplacian (cf. [9, Section 3.7]).
(a) If the interior E◦ of E is an empty set, then {k} converges in the weak-star topology to the
equilibrium distribution of E.
(b) If E◦ is connected and the boundary E of E contains a singularity other than an outward
cusp, then there is a subsequence of {k} that converges in the weak-star topology to the
equilibrium distribution of E.
Now we drop the assumption of simply connectedness of  = C \ E; i.e., the compact set E
might be disconnected. Then theRiemannmapping theorem can be replaced by the uniformization
theorem (cf. [1, Chapater 10]), and we still have a unique number r = r(E)0 and a unique
normalized universal covering map g : (r) →  that has a Laurent expansion of form (1.1) at
inﬁnity. (IfE is disconnected, then the number r(E) is strictly greater than the logarithmic capacity
of E.) Therefore, it is possible to consider the Faber polynomials {Fk} (and their normalized
derivatives {Pk}) associated with E, no matter whether E is connected or not.
Let {k} be the normalized zero counting measures of the Faber polynomials associated with
E as in Theorem 1. One can ask: what will happen to the measures {k} as k → ∞, when E is
disconnected? Perhaps the Kuijlaars–Saff theorem (Theorem 1) would not hold in this case, but
can we at least expect a result similar to (but possibly weaker than) the Kuijlaars–Saff theorem?
For example, there could be a set E˜ that is derived from E naturally such that the measures {k}
would converge to a measure with support E˜. Unfortunately, however, the answer for this question
turns out to be negative (Example 3, Section 3).
Thus, for disconnectedE, onemay conclude that the phenomenon in theKuijlaars–Saff theorem
does no longer happen, or at least the Faber polynomials are not appropriate polynomials. Then
what polynomials would be appropriate? Are there any such polynomials?
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A hint was found in a work of Atzmon et al. [3], where they showed that if a is an element in a
complex Banach algebra with unit and E ⊂ C is a compact set with connected complement, then
the spectrum of a is included in E if and only if
lim sup
k→∞
‖Pk(a)‖1/kr,
where {Pk} and r = r(E) are as before. Moreover, they also showed that one cannot replace Pk
by the Faber polynomials Fk when E is disconnected. (If E is connected, however, their theorem
is true for {Fk} since in this case the Riemann map is the universal covering map, hence from
the Hadamard’s formula for the radius of convergence (cf. [2, p. 38]) and Eqs. (1.2) and (1.3),
we have lim supk→∞ ‖Pk(a)‖1/k = lim supk→∞ ‖Fk(a)‖1/k .) Therefore, the polynomials {Pk}
became a strong candidate for our research, and fortunately, it was successful.
To state our main theorem, ﬁrst let us deﬁne the set E˜ that can be derived from E naturally. If
E is a point, say E = {a} for some a ∈ C, we deﬁne E˜ := E = {a}. If E = {a, b} for some
a = b, then we deﬁne E˜ as the line segment connecting a and b. Now suppose that E ⊂ C is a
compact set containing more than two points. Then its complement  = C\E carries the unique
hyperbolic (Poincaré) metric with constant curvature (≡ −1). We deﬁne E˜ as the union of E
and the points in  which have more than one shortest curve to ∞ with respect to the hyperbolic
metric.
Example 1. If  = C\E is simply connected, that is, if E is connected, then E˜ = E.
Example 2. Suppose E is a compact set consisting of three points. Then E˜ is either a topological
tripod or a line segment joining points in E (Proposition 1, Section 5). For example, if E =
{1, , 2} where  := exp(2i/3), we have E˜ = {j t : j = 0, 1, 2 and 0 t1}. If E =
{−1, 0, 1}, then E˜ = {z ∈ R : −1z1}.
More examples will be given in Section 6.
There is an alternative way to describe the set E˜. To explain this, let  be the Fuchsian group
such that (r)/ and g ◦ (z) = g(z) for all  ∈  and z ∈ (r). We denote by ∞ the orbit
of ∞ under  and by d(·, ·) the hyperbolic distance between two points in (r). The set
D := {w ∈ (r) : d(∞, w) < d(, w) for all  ∈ ∞,  = ∞} (1.4)
is called the Dirichlet domain associated with  (or g) and centered at ∞. It is a fundamental
region (cf. [8, Section I-4]). Then we have E˜ = g(D), the boundary of the image of D under g
(Corollary 4, Section 3).
Remark. Among the two deﬁnitions for E˜, we choose the ﬁrst one (non-uniqueness of shortest
paths) as our main deﬁnition since it is intrinsic. As we saw in Example 2, this deﬁnition is also
useful to ﬁgure out E˜, especially when E is symmetric. However, our proof for Theorem 2, the
main theorem of this paper, largely depends on the properties related to the second deﬁnition
(boundary of Dirichlet domain).
Let U be the collection of compact sets in C with connected complements such that for each
E ∈ U , either E is not connected or E is connected but E contains a singularity other than an
outward cusp.
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Theorem 2. Suppose E is a compact set in C with connected complement, and let {k} be
the normalized zero counting measures of the polynomials {Pk} associated with E; i.e., k :=
(2k)−1(log |Pk|). Then the following hold:
(1) E˜ is connected.
(2) If E◦ = ∅, where E◦ denotes the interior of E, then the sequence {k} converges in the
weak-star topology to the probability measure
(z) = 1
2
 log (z) (1.5)
where
(z) = lim sup
k→∞
|Pk(z)|1/k, (1.6)
and the support of  is E˜. If, in addition, C\E is simply connected, then  is the equilibrium
distribution of the compact set E.
(3) Suppose E◦ is connected and E ∈ U . Then there is a subsequence of {k} that converges in
the weak-star topology to the measure  in (1.5), and its support is E˜. If, in addition, C\E is
simply connected, then  is the equilibrium distribution of the compact set E.
We conclude this section with the following ﬁve remarks.
Remark 1. The proof of Theorem 2 is quite straightforward. We just followed the arguments of
the Kuijlaars–Saff theorem, and replaced Ullman’s fundamental results used in the Kuijlaars–Saff
theorem by the corresponding results of Ullman in [12]. Therefore, the main novelty of this paper
lies on the description of the support of  and, more importantly, the idea of replacing the Faber
polynomials by the polynomials {Pk} for disconnected E.
Remark 2. Since the universal covering map is far from being explicit, we could not describe
the measure  explicitly except when E was either simply connected or consisted of two points;
for E consisting of two points, the logarithmic potential function of  is given in (4.2).
Remark 3. We do not know whether (and when) the full sequence {k} is convergent in (3) of
Theorem 2. Kuijlaars and Saff asked a similar question in their paper ([6, Remark 6.1(c)]); i.e.,
they asked whether the full sequence {k} in Theorem 1(b) is convergent.
Remark 4. The condition ‘E ∈ U’ cannot be dropped from (3) of Theorem 2. If it is dropped, the
universal covering map g : (r) → C\E might be extended meromorphically to(r0) = {|z| >
r0} for r0 strictly less than r, hence no information about g could be obtained from E directly. For
example, let g(w) = 2w2/(2w−1) = w∑∞k=0(2w)−k = w+· · ·. Deﬁne := g((1)), and let
E be the complement of  (Fig. 1). Note that g has a critical point at 1, hence E has an outward
cusp at g(1) = 2.
The meromorphic function g is deﬁnitely deﬁned on the entire plane. Moreover, g maps the
disc C := {|w − 12 | = 12 } onto the line segment L := [0, 2], and both components of C \ C onto
the domain C \ L. Hence one can see that for each z /∈ L, the point in g−1(z) with the largest
absolute value is the one in the outside of C, while for z ∈ L there are exactly two points in g−1(z)
with the largest absolute value (counting multiplicity). This means that C˜1 = C \ C (Section 2).
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Fig. 1. A compact set E with an outward cusp on its boundary.
Thus by Theorem 5 (Section 2), all the zeros of Pk will accumulate L, hence the support of 
would be contained in L. An actual computation shows that P30 is the polynomial
(−w15 + 85w16 − 2142w17 + 25194w18 − 167960w19 + 705432w20
−1989680w21 + 3922512w22 − 5537664w23 + 5667200w24 − 4209920w25
+2246400w26 − 838656w27 + 207872w28 − 30720w29 + 2048w30)/(2048),
which has the origin as a zero with multiplicity 15, half of the degree, and decimal approximations
of the other zeros are
{1, 0.292893, 1.70711, 0.617317, 1.38268, 0.0761205, 1.92388, 0.44443, 1.55557,
0.16853, 1.83147, 0.80491, 1.19509, 0.0192147, 1.98079}.
Note that all of these zeros lie on the line segment L = [0, 2].
Remark 5. For a formal Laurent series of form (1.1), it is known (cf. [13]) that the zeros of Pk(z)
are exactly the eigenvalues of the leading k × k principal submatrix of the inﬁnite Toeplitz matrix⎡
⎢⎢⎢⎢⎣
b0 b1 b2 b3 · · ·
1 b0 b1 b2 · · ·
0 1 b0 b1 · · ·
0 0 1 b0 · · ·
· · · · · · · · · · · · · · ·
⎤
⎥⎥⎥⎥⎦ .
2. Known facts
Suppose the Laurent expansion of g is given by (1.1), and we assume that 	0 := lim supk→∞
|bk|1/k is ﬁnite so that the series is convergent in |w| > 	0. We also deﬁne 0 as the smallest
non-negative number such that g has a meromorphic extension to (0) = {|w| > 0} ∪ {∞}.
Now for every z ∈ C, we write g−1(z) := {w ∈ (	0) : g(w) = z} and g˜−1(z) := {w ∈ (0) :
g(w) = z} for the preimages of z under the holomorphic or meromorphic function g, respectively.
(These notations imply that the letter g˜ is used for the meromorphic extension of g, but we will
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not distinguish the holomorphic function g from the meromorphic extension g˜, or g, since they
are essentially the same and the only difference is the domain where they are deﬁned.)
Note that the multiplicity of a point w ∈ (0) is m if g′(w) = · · · = g(m−1)(w) = 0 and
g(m)(w) = 0. The following deﬁnition is due to Ullman [11,12].
Deﬁnition 1. For every non-negative integer p, C˜p (or Cp) is the set of all points z ∈ C such that
the points of largest absolute value in g˜−1(z) (or g−1(z), respectively) have total multiplicity p.
From the deﬁnition, one can easily see that C˜0 = C\g((0)) is compact and C˜1 is an open
set containing a neighborhood of inﬁnity.
The next two statements are analogous to Theorems 1.3 and 1.4 of [6], where the theorems
below are proved with C0, C1, Fk and k in place of C˜0, C˜1, Pk and k , respectively.
Theorem 3 (cf. Kuijlaars and Saff [6, Theorem 1.3]). If the interior of C˜0 is empty, then the se-
quence {k} converges in the weak-star topology to the measure  in (1.5) and the support of  is
equal to C˜1. If, in addition, C = C˜0 ∪ C˜1, then  is the equilibrium distribution of the compact
set C˜0.
Theorem 4 (cf. Kuijlaars and Saff [6, Theorem 1.4]). If the interior of C˜0 is connected, then
there is a subsequence of {k} that converges in the weak-star topology to the measure  in
(1.5), and the support of  is C˜1. If, in addition, C = C˜0 ∪ C˜1, then  is the equilibrium
distribution of the compact set C˜0.
The proofs of Theorems 3 and 4 are given in Appendix A. In fact, one may check that these
theorems can be shown by the same arguments for Theorems 1.3 and 1.4 in [6], provided that
Ullman’s results used in [6] are replaced by those listed below.
Lemma 1 (Ullman [12, Lemma 7]; cf. Kuijlaars and Saff [6, Lemma 2.2]). Every z0 ∈ C˜p, p
2, has a neighborhood B(z0, 
) := {z : |z − z0| < 
} such that C˜1 ∩ B(z0, 
) consists of a ﬁnite
number of analytic Jordan arcs each joining z0 to a point on the circle B(z0, 
). Any two arcs
intersect only at z0. The remaining points of B(z0, 
) are in C˜1.
From Lemma 1, we have an important corollary.
Corollary 1 (cf. Kuijlaars and Saff [6, Corollary 2.3]).
C˜1 = C˜0 ∪
⋃
p2
C˜p.
A point  ∈ C is called a limit point of the zeros of {Pk} if there exist an increasing sequence
{kj } and a zero j of Pkj for each j such that  = limj→∞ j .
Theorem 5 (Ullman [12]; cf. Kuijlaars and Saff [6, Theorem 1.2]). All limit points of the zeros
of {Pk} are in C\C˜1. Every boundary point of C˜1 is a limit point of the zeros of {Pk}.
Proof. The ﬁrst statement is Lemma 3 of [12], and the second statement is given in the proof of
Lemma 11 in [12]. 
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Lemma 2 (Ullman [12, Lemma 12]). The boundary of the unbounded component of C˜1 is a con-
nected set.
Lemma 3 (Ullman [12, Lemma 8]; cf. [6, Lemma 2.4]). For every 
0 > 0 and z0 ∈ C˜p, p2,
there are 
1 > 0 and z1 ∈ C˜q , q2, such that
B(z1, 
1) ⊂ B(z0, 
0),
B(z1, 
1) ∩ C˜0 = ∅,
B(z1, 
1) ∩ C˜1 = D1 ∪ D2,
where D1 and D2 are disjoint non-empty domains. Moreover, there exist analytic functions f1
and f2 on B(z1, 
1) such that
|f1(z)| > |f2(z)|, z ∈ D1, (2.1)
|fi(z)| = (z), z ∈ Di, i = 1, 2, (2.2)
where (z) is deﬁned in (1.6).
Lemma 4 (Ullman [12]; cf. Kuijlaars and Saff [6, Lemma 3.1]). (a) For every z ∈ C˜0,
(z) = 0, (2.3)
where 0 is deﬁned in the ﬁrst paragraph of this section.
(b) For every z /∈ C˜0,
(z) = max{|w| : w ∈ g˜−1(z)}. (2.4)
(c) For every z ∈ C˜1,
(z) = lim
k→∞ |Pk(z)|
1/k, (2.5)
i.e., the lim sup in (1.6) can be replaced by lim.
An immediate corollary of (2.3) and (2.4) is:
Corollary 2 (cf. Kuijlaars and Saff [6, Lemma 3.1]). (z) is a continuous function on C.
Remark. Lemmas 1, 3 and 4 were proved in [12] for Toeplitz forms. However, for the function
g(w)with the Laurent expansion of form (1.1), these lemmas can be proved directly, namely using
the arguments in [11] with Eq. (1.3) in place of (1.2). For example, let us explain how to prove
Lemma 4 brieﬂy. The function 1/(g(w) − z) is analytic as long as g is deﬁned and g(w) = z,
and this is true even at the poles of g. Therefore, Lemma 4(a) and (b) easily follow from the
Hadamard’s formula for the radius of convergence and Eq. (1.3). Similarly Lemma 4(c) can be
proved using the Residue Theorem and the argument in [11].
3. Proof of Theorem 2
If E = {a}, then there is nothing to prove since g(w) = w + a is the universal covering from
C \ {0} to = C \ {a}, hencePk(z) = (z−a)k for all k. For E consisting of two points an explicit
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computation and proof is given in the next section (Section 4). Therefore throughout this section
we assume that E ⊂ C is a compact set that has a connected complement  = C\E and contains
more than two points. Now let g : (r) →  be the uniformizing map with Laurent expansion
(1.1) at inﬁnity.
Lemma 5. For given z ∈ , there is a one-to-one correspondence between shortest curves (with
respect to the hyperbolic metric in ) from z to ∞ and points in g˜−1(z) with largest absolute
value.
Proof. Suppose  : [a, b] →  is a shortest curve from z to inﬁnity such that (a) = z and
(b) = ∞, and let ˜ : [a, b] → (r) be the lifting curve of  with ˜(b) = ∞. Because g is
a covering map, it is also a local isometry between (r) and  with respect to the hyperbolic
metrics, hence ˜ is a shortest curve in (r); i.e., the trace of ˜ is the ray
{tw : 1 t∞} (3.1)
with w = ˜(a). Now if |w0| > |˜(a)| for some w0 ∈ g˜−1(z), let  be ray (3.1) with w = w0. Then
since |w0| > |˜(a)|,  is shorter than ˜, hence g() is shorter than g(˜) = . Since g() connects z
to ∞, this contradicts the choice of , proving |˜(a)| = max{|w| : w ∈ g˜−1(z)}. Conversely, if we
have a point w0 ∈ g˜−1(z) such that |w0| = max{|w| : w ∈ g˜−1(z)}, then by the same argument
above the image of ray (3.1) with w = w0 is a shortest curve in  connecting z = g(w0) and ∞.
Therefore, the map  → ˜(a) is bijective between the set of shortest curves from z to ∞ and the
set of points in g˜−1(z) with largest absolute value. The lemma follows. 
Note that g′(w) = 0 for all w ∈ (r) since g is a covering map. Therefore the following
corollary is an immediate consequence of Lemma 5.
Corollary 3. For each z ∈ , z ∈ E˜ if and only if z ∈ C˜p for some p2.
Let D be the Dirichlet domain associated with g and centered at ∞, as we introduced in
Section 1.
Corollary 4. E˜ = g(D).
Proof. Because D is a fundamental region, g(D) =  and g|D is injective. Therefore, E =
 ⊂ g(D), E◦ ∩g(D) = ∅, and g(D)∩ = g(D). Hence to prove the corollary, it sufﬁces
to show that E˜ ∩  = g(D) ∩  = g(D).
Let d(·, ·) denote the hyperbolic distance between two points in (r), and let  be the cor-
responding Fuchsian group such that (r)/. Then for each w1, w2 ∈ (r) and  ∈ ,
d(w1, w2) = d((w1), (w2)). Therefore, d(w,∞)d(w, (∞)) for all  ∈  if any only if
d(w,∞)d((w),∞) for all  ∈ , or |w| |(w)| for all  ∈ . This means that w ∈ D if and
only if |w| = max{|| :  ∈ g˜−1(g(w))}. Now the corollary follows from Lemma 5 because we
have w ∈ D if and only if there exist w′ ∈ D\{w} and  ∈  such that w = (w′), that is,
g(w) = g(w′) [8, p. 37]. 
Note that the proof of this corollary also shows that \E˜ = g(D).
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Proof of Theorem 2. Suppose E /∈ U . Then  is simply connected, hence E˜ = E =  is
connected. If E ∈ U , then as shown in [6, p. 444] g cannot be extended meromorphically to(r0)
for any r0 < r; i.e., r = 0, where 0 is deﬁned in the ﬁrst paragraph of Section 2. Therefore
we have E = C˜0, hence \E˜ = C˜1 by Corollary 3; i.e., C˜1 = g(D). Now Lemma 2 implies the
statement (1) of Theorem 2, since C˜1 = g(D) is connected and E˜ = g(D).
To prove (2) of Theorem 2, assume that E◦ = ∅. If E is not connected, then we have 0 = r ,
or C˜0 = E, hence C˜1 = E˜ by Corollaries 1 and 3. Since C˜0 = E has empty interior, Theorem 3
implies that {k} converges to  and its support is C˜1 = E˜. If E is connected, we consider
two cases: 0 < r and  = r . If 0 < r , then every point z ∈ E corresponds to at least
two points on |w| = r counting multiplicity, hence C˜0 = ∅, (z) is constant (= r) on E, and
E = ⋃p2 C˜p = C˜1. If 0 = r , then (z) is constant (= r = 0) on E = C˜0 by Lemma 4(a)
and E = E˜ = C˜1 as before. In any case E = E˜ = C˜1 and (z) is constant on E. Therefore,
by Theorem 3, the sequence {k} converges to  = (2)−1 log  and its support is E = E˜.
Furthermore, it is the equilibrium distribution of E since  is constant on E. This proves (2) of
Theorem 2.
The statement (3) of Theorem 2 follows from Theorem 4 by the same argument as above. 
One cannot replace k in Theorem 2 by k = (2k)−1(log |Fk|), as the following example
shows.
Example 3. Let  = exp(2i/3), E = {1, , 2} and g the corresponding universal covering
map of  = C\E with Laurent expansion (1.1). Note that g can be expressed as g = T1 ◦  ◦ T2,
where T1 and T2 are appropriate fractional linear transformations and  is the famous -modular
function ([2, p. 277]).
As seen in Example 2,
E˜ = {j t : j = 0, 1, 2 and 0 t1}.
Now we claim that there is a subsequence of {k} such that the support of its weak-star limit  is
different from E˜ (Figs. 2 and 3).
Let 	0 be the maximum of absolute values of the ﬁnite poles of g, and let 0 := g((	0)).
Then since 	0 > r = r(E) and
−1g(w) = g(w) for all w ∈ (r), (3.2)
one can easily see that C\0 = N0 ∪ N1 ∪ N2, where N0 is a closed neighborhood of 1 and
Nj = jN0, j = 1, 2. Therefore from Deﬁnition 1 and Corollary 2.3 of [6] (cf. Corollary 1),
C1 = C0 ∪
⋃
p2
Cp =
3⋃
j=1
Nj ∪
(
E˜ ∩ 0
)
,
which is the set in Fig. 2.
By Lemma 3.1 of [6] (cf. Lemma 4), we have lim supk→∞ |Fk(1)| = 	0. Thus there exists
a subsequence {Fkj } of {Fk} such that limj→∞ |Fkj (1)| = 	0. Considering (3.2), we also have
limj→∞ |Fkj ()| = limj→∞ |Fkj (2)| = 	0. Now by Lemma 5.1 and the proof of Lemma 5.2 of
[6] (cf. Lemmas 8 and 9 in theAppendix), the sequence {kj } converges in the weak-star topology
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Fig. 2. Support of .
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Fig. 3. Support of  near 1.
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to the measure
(z) = 1
2
 log
(
lim sup
k→∞
|Fk(z)|1/k
)
,
and by Lemma 4.1 of [6] (cf. Lemma 7) the support of  is C1.
4. Compact sets consisting of two points
In this section we will prove Theorem 2 for E = {a, b}, a = b. Note that we only need to show
Theorem 2(2). Let  = C \ E. Then the associated universal covering map g(w) : C \ {0} → 
is the function
g(w) = be
(b−a)/w − a
e(b−a)/w − 1 , (4.1)
because g has the Laurent expansion of form (1.1) at inﬁnity. Note that g = g2 ◦ g1, where
g1(w) = (b − a)/w and g2(w) = (bew − a)/(ew − 1), the exponential function followed by the
Möbius transformation that sends 1, 0,∞ to ∞, a, b, respectively.
We denote by L := E˜ the closed line segment connecting a and b, and let L := C \ L. We
deﬁne an inverse branch of g2 by
f (z) := Log
(
z − a
z − b
)
, L → {− < Im() < },
where the Log function has a branch cut at the negative real line. Note that even though f is
deﬁned only on L, the function |f | can be extended to , since two possible extensions of f to
L \ E = L \ {a, b} have the same absolute value.
For each z ∈ L, f (z) is the point in g−12 (z) with the smallest absolute value, and for z ∈ L\E
there exist exactly two points in g−12 (z) with the smallest absolute value (= |f (z)|). Hence
considering the equation g = g2 ◦ g1, Lemma 4 and Deﬁnition 1, we have (z) = |b − a|/|f (z)|
for z ∈ , and C˜0 = {a, b}, C˜2 = L \ C˜0 and C˜1 = L; i.e., C˜1 = L.
Now Theorem 3 implies the sequence {k} converges to the measure  = −(2)−1P(z) with
the support E˜ = L = C˜1, where
P(z) = − log (z) = log
∣∣∣∣ f (z)b − a
∣∣∣∣ = log
∣∣∣∣ 1b − a Log
(
z − a
z − b
)∣∣∣∣ . (4.2)
This completes the proof of Theorem 1 for the case E = {a, b}.
For E = {−1, 1}, with the help of computer and the explicit formula (4.1) we computed the
polynomials F30 and P30, and their zeros are shown in the Figs. 4 and 5. Note that all the zeros
of P30 lie on the line segment [−1, 1], while some of the zeros of F30 are off this line segment;
i.e., the phenomenon in Example 3 occurs in this case.
5. Compact sets consisting of three points
In this sectionwe study the set E˜ whenE consists of three points. Let0,1 := C\{0, 1} equipped
with the hyperbolic metric, and we use the notation H+ := {Im(z) > 0}, H− := {Im(z) < 0},
12 B.-G. Oh / Journal of Approximation Theory 145 (2007) 1–19
-1 -0.5 0.5 1
-0.1
-0.05
0.05
0.1
Fig. 4. Zeros of F30.
-1 -0.5 0.5 1
-0.1
-0.05
0.05
0.1
Fig. 5. Zeros of P30.
I1 := {z ∈ R : z < 0}, I2 := {z ∈ R : 0 < z < 1}, I3 := {z ∈ R : z > 1} and I := I1 ∪ I2 ∪ I3.
The following lemma is very trivial but plays a crucial role in our arguments later.
Lemma 6. Suppose z1 ∈ H+ and z2 ∈ H+ ∪ I . Then there is a unique shortest curve  ⊂ H+
connecting z1 and z2. Moreover, the interior arc of  does not intersect I.
Proof. The proof is omitted here and left to the reader. In fact, one may prove it by using the
symmetric property of 0,1. 
Now let D := {z ∈ C : |z| < 1} be the unit disc equipped with the hyperbolic metric, and we
assume that G : D → 0,1 is a holomorphic universal covering map with G(0) = a ∈ I1 ∪ H+.
Let  be the modular group on D such that D/0,1 and G ◦ (z) = G(z) for all  ∈ , and
we denote by 0 the orbit of the origin under  and by D0 the Dirichlet domain centered at the
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origin. Note that each component of G−1(H+) or G−1(H−) is a hyperbolic open triangle, and
each side of such a triangle is a geodesic curve and a component of G−1(Ij ) for some j = 1, 2, 3.
Now we consider the cases a ∈ I1 and a ∈ H+ separately. In fact, we will show that if a ∈ I1,
the Dirichlet domain of  centered at the origin is a hyperbolic quadrilateral with all the vertices
at inﬁnity (a vertex of a hyperbolic polygon in D is called ﬁnite if it is in D; if the vertex lies on
the unit circle D, it is called a vertex at inﬁnity), and if a ∈ H+, it is a hyperbolic hexagon with
three vertices at inﬁnity.
If a ∈ I1, there are two hyperbolic triangles + and − in D such that G(+) = H+,
G(−) = H− and 0 ∈ + ∩ −. Suppose w ∈ +. Then by Lemma 6, there exists a unique
shortest curve  : [t0, t1] → H+ ∪ {a} such that (t0) = a and (t1) = G(w). Let ˜ be the lifting
curve with ˜(t0) = 0. Because  does not intersect I, ˜ cannot intersect G−1(I ), hence ˜(t1) = w.
Now if G(w′) = G(w) for some w′ = w, the shortest curve  from w′ to 0 intersects G−1(I ),
thus G() intersects I. Therefore, the length of G() is strictly greater than the length of , or the
length of  is strictly greater than the length of ˜. This shows that w ∈ D0. Because a similar
argument holds for any w ∈ −, we have
+ ∪ − ⊂ D0. (5.1)
Since D0 is a fundamental region, G is univalent in D0 and G(D0) = 0,1. Thus (5.1) in fact
shows that
D0 =
(
+ ∪ −
)◦
.
Note that in this case G(D0) = I2 ∪ I3.
We next consider the case a ∈ H+. Let 0 be the triangle such that 0 ∈ 0 and G(0) = H+.
For each j ∈ {1, 2, 3}, we denote by Lj the side of 0 such that G(Lj ) = Ij , and let j be the
hyperbolic triangle which is obtained by reﬂecting 0 with respect to Lj . Similarly, we denote
by j,k the triangle obtained by reﬂecting j through the side over Ik , k = j . Finally, let j,k be
the point in j,k such that G(j,k) = G(0) = a. See Fig. 6.
L2
L3
L1
·
· 0
Δ0
Δ1,3
l1,3
l1,2
Δ1,2
Δ1
·
·
2,3
2,1
3,1
Fig. 6. The case a ∈ H+.
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By Lemma 6 and the same argument as above, 0 ⊂ D0. Similarly, the closed triangle j,k is
contained in the Dirichlet domain with center at j,k . Since D0 is connected, we have
0 ⊂ D0 ⊂
4⋃
j=0
j ∪
3⋃
j=1
Lj . (5.2)
Let A := {j,k : 1j, k3, j = k} and recall that 0 is the orbit of the origin under . Then
for all w ∈ D0 and  ∈ 0\({0} ∪ A), the shortest curve connecting these two points must pass
through a point w′ ∈ j,k for some j and k, j = k. Therefore, denoting by dD the hyperbolic
distance in D, we have
dD(w, ) = dD(w,w′) + dD(w′, ) > dD(w,w′) + dD(w′, j,k)dD(w, j,k),
because w′ ∈ j,k is contained in the Dirichlet domain with center at j,k . This implies that
D0 =
⋂
∈A
{w : dD(w, 0) < dD(w, )}, (5.3)
i.e., in the deﬁnition of D0 we can replace the entire orbit 0 of the origin by the set A consisting
of six points.
We obtained j,k by reﬂecting 0 through a side over Ij and then a side over Ik . The triangle
0 can be obtained from k,j by the same way. Therefore, there is  ∈  such that (0) = j,k
and (k,j ) = 0. Then with the notation
j,k := {w : dD(w, 0) = dD(w, j,k)}
we have (k,j ) = j,k , i.e., G(j,k) = G(k,j ). Also note that j,k is a geodesic curve which
separates the two sides of j lying over Ij and Ik , because 0 and j,k are contained in the
Dirichlet domains with centers at 0 and j,k , respectively. Since each side of j is also geodesic,
we conclude that one end of j,k approaches to the common vertex (at inﬁnity) of 0 and j,k ,
and j,k intersects the side of j which is over Il , l = j, k. In particular, this implies that
j,k ∩ j,k′ = ∅ for k = k′.
Now one can easily see that D0 is a hexagon with exactly three vertices at inﬁnity, which are in
fact the vertices of 0. Moreover, along D0, ﬁnite and inﬁnite vertices are placed alternatively
and the G-images of the two sides sharing a common vertex at inﬁnity are same. Therefore, the
three ﬁnite vertices are mapped to the same point, say b, and G(D0) is a tripod with center at b
such that each leg of it is a hyperbolic geodesic curve connecting b to one of the points 0, 1,∞.
Now we are ready to prove the following proposition.
Proposition 1. Suppose E consists of three points. If the points in E are on a straight line,
E˜ is the line segment connecting points in E, i.e., E˜ is the convex hull of E. Otherwise E˜ is
a tripod.
Proof. Let g : (r) → C\E be a holomorphic universal covering map. We choose a linear
transformation T such that T (E) = {0, 1,∞} and a := T (∞) ∈ H+ ∪ I1. Since every linear
transformation maps circles onto circles, we see that a ∈ I1 if and only if ∞ is on the circle
passing through the points in E, i.e., if and only if the points in E are on a straight line. Now let
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G(w) := T ◦ g(r/w). Then G is a holomorphic universal covering map from D to 0,1 such
that G(0) = a. Now the proposition follows from Corollary 4 and the arguments preceding the
proposition. 
Remark. According to [4, Theorem 10.5.1], the Dirichlet domain for the cover group of the
complement of n points has an even number of sides, and the number of sides is at most 4n − 6
and at least 2n − 2. Applying this result to the case n = 3, we see that the Dirichlet domain we
considered in this section is a polygon with either four or six sides as we proved above. However,
this theorem is not enough to deduce Proposition 1, since it deals with more general cases and
hence lacks some details; for example, we do not know from Theorem 10.5.1 of [4] that exactly
when the Dirichlet domain is a hexagon, and how many vertices are at inﬁnity, etc.
6. More examples
We ﬁrst summarize the properties of the set E˜.
(a) E˜ is connected (Theorem 2(1)), i.e., each component of E should be connected in E˜.
(b) The set C\E˜ is also connected (because it is the image of the Dirichlet domain), i.e., there is
no loop in E˜ (except those in E).
˜EE
Fig. 7. The case when E consists of two components.
E
E
˜E
˜E
Fig. 8. The cases when E consists of three components.
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Fig. 9. The cases when E consists of four components.
(c) No point in E˜ is an ‘end’ point of an arc unless z ∈ E (Lemma 1), i.e., there is no ‘tip’ of E˜
inside .
From the above properties of E˜, it is possible to classify E˜ topologically, especially when E
consists of a small number of components. We present the following examples without proofs,
and leave the detailed veriﬁcation to the reader. (All the ﬁgures in this section are topological
ﬁgures, but one can say that some of them are actual when the compact sets E have some ‘nice’
symmetry.
Example 4. If E consists of two components, E˜ is the union of E and an analytic arc (Fig. 7).
Example 5. If E has three components, then E˜ is the union of E and either a tripod or two arcs
connecting components of E (Fig. 8).
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Example 6. When E has four components, up to topological homeomorphism there are ﬁve cases
as in Fig. 9. Note that all of these cases can happen even when E consists of four points (Fig. 9).
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Appendix A. Proofs of Theorems 3 and 4
For a measure  on C, we denote its logarithmic potential by
P(z) := −
∫
C
log |z −  |d()
and let P(z) := log (z) = lim supk→∞ k−1 log |Pk(z)|. Note that (z) = (2)−1P(z) by the
deﬁnition of P and (1.5).
Lemma 7. (a) P is subharmonic on C.
(b) P is harmonic on C˜1 ∪ (C˜0)◦, but not at points of C˜1.
(c)  is a probability measure with support C˜1.
(d) P(z) = −P(z) for all z ∈ C.
Proof. Note that the limit superior of a sequence of subharmonic functions is subharmonic if it
is upper semi-continuous. Since P is upper semi-continuous by Corollary 2 and k−1 log |Pk| is
subharmonic for all k, (a) follows.
By (2.3), P is constant on C˜0 hence harmonic on (C˜0)◦. If z ∈ C˜1, there exist a neighborhood
N of z and an inverse branch of g, say f, deﬁned on N such that
|f ()| = max{|| :  ∈ g˜−1()} for  ∈ N.
Therefore by (2.4), P() = log |f ()| in N hence harmonic since |f ()| > 00.
The function P is not harmonic on C˜0 since Lemma 4 implies that P(z) = 0 for all z ∈ C˜0
but P(z) > 0 if z /∈ C˜0. We next show that P is not harmonic at a point z ∈ C˜p, p2. If it is
not the case, there exists a neighborhood N of z such that P is harmonic on N. Then by Lemma 3,
there exist a subdomain N ′ ⊂ N , two disjoint domains D1,D2 such that D1 ∪ D2 = N ′ ∩ C˜1
and analytic functions f1 and f2 satisfying (2.1) and (2.2). This implies P() − log |f2()| is a
harmonic function which is positive on D1 and zero on D2, which is impossible. Therefore P is
not harmonic on
⋃
p2 C˜p. Now (b) follows from Corollary 1.
Since P is subharmonic by (a),  = (2)−1P is a measure. Moreover by (b), the support of
 is C˜1. Therefore to show (c), it sufﬁces to show that (C) = 1. Note that since  has compact
support and P is harmonic off the set C˜1, the Riesz Decomposition Theorem [7, Theorem II.21]
implies that
u(z) := P(z) + P(z) (A.1)
is harmonic on any bounded domain D containing C˜1. Because this is true for any arbitrary large
domain D, u is in fact harmonic on C, hence constant.
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Let f be the inverse of g deﬁned on a neighborhood of ∞ such that f (∞) = ∞. Then it is
easy to see from (1.1) that f (z) = z + O(1) as z → ∞. Moreover by (2.4), (z) = |f (z)| for
sufﬁciently large z. Thus P(z) = log |f (z)| = log |z| + o(1) as z → ∞. But since P(z) =
−(C) log |z| + o(1) for any ﬁnite measure  with compact support, we conclude from (A.1)
that (C) = 1 and u ≡ 0, which shows (c) and (d) simultaneously. This completes the proof. 
Recall that k(z) = (2k)−1(log |Pk(z)|). Since Pk is a monic polynomial of degree k, it can
be shown that Pk = −k−1 log |Pk| by the same argument for Lemma 7(d).
Lemma 8. Let  be any weak-star limit of {k}. Then
P(z) = P(z), z ∈ C˜1 ∪ C˜1, (A.2)
P(z)P(z), z ∈ C. (A.3)
Proof. Suppose {kj } converges to  in the weak-star topology. By (2.5) and Lemma 7(d),
lim
j→∞ Pkj (z) = − limj→∞ k
−1
j log |Pkj (z)| = − log (z) = −P(z) = P(z)
for all z ∈ C˜1. Therefore, the Lower Envelope Theorem [7, Theorem 3.8] implies that P(z) =
P(z) for all z ∈ C˜1 except on a set of logarithmic capacity zero. On the other hand, Theorem 5
implies that the support of P is contained in C\C˜1, hence it is harmonic on C˜1. Because P =
−P(z) is also harmonic on C˜1 (Lemma 7(b)), we conclude that P(z) = P(z) for all z ∈ C˜1.
Corollary 2 implies that P(z) = − log (z) is continuous if (z) > 0. If (z) = 0 (this
happens only when z ∈ C˜0 and 0 = 0), P(z) = ∞. Therefore, we have
P(z)P(z) for all z ∈ C˜1, (A.4)
because P is lower semi-continuous and P = P on C˜1.
If z ∈ C˜1 and z approaches to C˜0, we have P(z) = P(z) → − log 0. Therefore, the
minimum principle implies that P(z) − log 0 = P(z) for all z ∈ C˜0. Note that combining
this result with (A.4), we also have P(z) = P(z) for all z ∈ C˜0.
Now it remains to show that P(z)P(z) for all z ∈ C˜p, p2. But for sufﬁciently small 
,
Lemma 1 implies that the circle { : |z − | = 
} is contained in C˜1 except ﬁnitely many points.
Since P is superharmonic and P() = P() for  ∈ C˜1,
P(z) 12

∫
|z−|=

P()|d| = 12

∫
|z−|=

P()|d|.
By letting 
 → 0, we get P(z)P(z) since P() is continuous at z ∈ C˜p, p2. This
completes the proof. 
Lemma 9. Suppose (C˜0)◦ = ∅ and U is a component of (C˜0)◦. Then there exists a subsequence
of {k} that converges in the weak-star topology to a measure  such that
P(z) = P(z) for all z ∈ U.
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Proof. Pick a point z0 ∈ U . By (1.6) there is a subsequence {kj } such that
lim
j→∞ Pkj (z0) = − limj→∞ k
−1
j log |Pkj (z0)| = − log 0.
Now let  be a weak-star limit of a subsequence of {kj }. Then by the Principle of Descent [7,
Theorem 1.3], we haveP(z0)−log 0. Since (A.2) says thatP(z) = − log 0 for all z ∈ U ,
the minimum principle implies that P = − log 0 = P in U. 
Proofs of Theorems 3 and 4. Suppose (C˜0)◦ is empty and let  be a weak-star limit of any
convergent subsequence of {k}. Then by (A.2), we have P(z) = P(z) for all z ∈ C. Therefore,
 = −(2)−1P = −(2)−1P =  and the ﬁrst statement of Theorem 3 follows from
Lemma 7. If, in addition, C = C˜0 ∪ C˜1, then  is the equilibrium distribution of C˜0 since the
support of  is C˜1 = C˜0 and P is constant on C˜0 [10, Theorem III.15]. This completes the
proof of Theorem 3.
Now suppose (C˜0)◦ is connected. Then by Lemma 9, there exists a subsequence {kj } of {k}
converging to a measure  such that P = P in C˜0. Since P(z) = P(z) for all z ∈ C\C˜0 by
(A.2), this shows that P = P in C hence  = . Now Theorem 4 follows from Lemma 7. 
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