In recent years, there have been significant advances in tutoring systems that engage students in rich natural language dialogue. With the goal of further understanding what makes tutorial dialogue successful, this article presents a corpus-based approach to modelling the differential effectiveness of tutorial dialogue strategies with respect to learning. We present results of a study in which task-oriented, textual tutorial dialogue was collected from remote one-on-one human tutoring sessions. This article extends a previous study which found that certain dialogue acts were correlated with learning and student characteristics in the corpus. The predictive models presented here demonstrate important differences between the dialogue sequences that were correlated with learning for different groups of students. The models demonstrate that tutor directives, a type of bottom-out hint, were negatively associated with learning for students with low incoming knowledge or low self-efficacy. The findings signal the importance of tutorial dialogue that adapts to learner characteristics. . (xxxx) 'Learner characteristics and dialogue: recognising effective and student-adaptive tutorial strategies', Int.
Introduction
One-on-one tutoring has been shown to be highly effective (Bloom, 1984; VanLehn, 2010) . While the mechanisms that enable such effectiveness are not fully understood, they are explained in part by the rich interactions between students and tutors (Chi et al., 2001) , the adaptive presentation of instructional material , motivational strategies (Lepper et al., 1993) , and the exchange of rich natural language dialogue (Graesser et al., 1995; Litman et al., 2009 ). These and other characteristics of natural language tutorial dialogue have been studied extensively in an effort to develop tutorial dialogue systems that are highly effective. Significant progress has been made toward that goal, as evidenced by existing tutorial dialogue systems in diverse domains such as physics (Chi et al., 2010; D'Mello et al., 2011; Forbes-Riley and Litman, 2009 ), mechanical engineering (Kumar et al., 2010) , computer literacy and critical thinking (D'Mello et al., 2011) , electricity and electronics (Dzikovska et al., 2010) , and computer science (Chen et al., 2011) .
Until recently, most prior tutorial dialogue work has proceeded by either implicitly or explicitly assuming that the actions taken most frequently by human tutors are the most effective. Studying human tutorial dialogue in this way can yield useful insights into the collaborative patterns involved in tutorial dialogue and into the approaches of both expert and non-expert tutors (Boyer et al., 2007; . However, it may ultimately be the case that modelling differential effectiveness, or which human tutoring strategies are more effective than others, is the key to building models of tutorial dialogue that approach optimal strategies. For example, one aspect of effective adaptation within tutorial dialogue is to consider learner characteristics such as self-efficacy and incoming knowledge level. It is known that such individual differences influence the structure of tutorial dialogue (D'Mello et al., 2009) , and these differences can be used to model adaptations that tutorial dialogue management systems should undertake.
While today's tutorial dialogue systems engage in rich dialogue and effectively support learning, they do not consistently match the effectiveness of expert human tutors for facilitating student learning (VanLehn, 2010) . In addition to adapting to learner characteristics as mentioned above, a promising approach for improving the effectiveness of tutorial dialogue systems is to model the association between tutoring strategies and desired outcomes such as learning gains (Chen et al., 2011; Chi et al., 2010; Forbes-Riley and Litman, 2009; Ohlsson et al., 2007) . In contrast to earlier work, such an approach does not simply assume that the tutoring strategies used most frequently by humans are the most effective, but rather identifies the most effective strategies by building predictive models of target outcomes based on tutoring strategies.
This article reports findings from predictive modelling in which dialogue profiles of both student and tutor are used within regression analysis to predict learning. Significantly different results emerge based on learner characteristics, indicating the importance of adapting tutorial strategies based on these characteristics. This analysis extends prior work that examined the correlations between dialogue acts and learning effectiveness within the same corpus (Mitchell et al., 2012) . This analysis, conducted on a corpus of human-human textual tutorial dialogue for introductory computer science, is part of the larger JavaTutor project to build a tutorial dialogue system that learns its behaviour from corpora with experienced human tutors. The findings reveal correlations between frequencies of dialogue acts and learning outcomes. Additionally, the results reveal ways in which learner characteristics such as self-efficacy and incoming knowledge level are associated with dialogue structure. Finally, we analyse the interaction of learner characteristics with dialogue structure by modelling the differential effectiveness of dialogue acts for different groups of students. The results add to the body of knowledge about ways in which tutorial dialogue is adapted to learner characteristics, and build on prior work that has suggested associations between particular tutoring strategies and learning. These insights will help inform the construction of tutorial dialogue systems that effectively adapt to learner characteristics.
Related work
From the early days of tutorial dialogue research, it has been recognised that studying human tutoring is a promising approach to discovering effective strategies that can be utilised within intelligent tutoring systems (Chen et al., 2011; Fox, 1993; Graesser et al., 1995) . Because of the proven effectiveness of human tutoring, some work examined the actions of human tutors and adopted the premise that systems ought to employ the strategies that humans employed most frequently. This has been referred to as the 'code-and-count' approach (Ohlsson et al., 2007) . Assuming that human tutors' actions are effective can be a reasonable step, particularly when the tutors being studied are highly experienced and have been proven effective over time (Cade et al., 2008) . For example, studying expert human tutors has recently yielded insights into the potential importance of off-topic conversation during tutoring (Lehman et al., 2010) , and has suggested ways in which tutors convey information via 'collaborative lecture' .
However, there is growing recognition that human tutors vary in their effectiveness. For example, there is sometimes not a clean distinction between the effectiveness of expert and non-expert tutors (Chen et al., 2011; Cohen et al., 1982; Evens and Michael, 2005) . For this reason, it is important to model the differential effectiveness of tutoring approaches -that is, to identify which tutorial dialogue structures are associated with effective learning. In the present article, we examine a corpus that is roughly twice as large as in prior work, learning models of dialogue move effectiveness for separate groups of students based on clustering over a combination of their characteristics.
Dialogue has been found to correlate with learning at several levels. These include tutors adapting to uncertainty (Forbes-Riley and Litman, 2009) , providing direct procedural instruction (Chen et al., 2011) , eliciting information from a student (Chi et al., 2010) , and making social dialogue moves when working with a team of tutees (Kumar et al., 2010) . Student moves have also been shown to correlate with learning; for example, expressions of disengagement (Forbes-Riley and Litman, 2011) and negative social talk (Dzikovska et al., 2010 ) may be associated with decreased learning, while student utterances displaying reasoning may be correlated with increased learning . This article examines such dialogue phenomena and their relationship with learning in a data-driven fashion, discovering correlations within a multiple regression framework for predicting learning outcomes.
Corpus and annotation
The corpus collected for this work consists of human-human tutorial interactions within a web-based remote textual tutoring interface for Java programming. This work is part of the larger JavaTutor project, which aims to create a tutorial dialogue system that learns its behaviour from corpora with experienced human tutors. The present corpus has been the focus of several analyses within the larger project, including automatic discovery of dialogue strategies (Ha et al., 2013; Mitchell et al., 2013) and analysis of student affective states (Grafsgaard et al., 2012 (Grafsgaard et al., , 2013a (Grafsgaard et al., , 2013b .
The JavaTutor remote tutoring interface ( Figure 1 ) consists of four panes that display the interactive components of the task-oriented tutoring: the current programming task description, the student's Java program, the compilation or execution output associated with the program, and the textual dialogue messages between the student and tutor. The tutor and student interfaces were synchronised in real time. In addition to conversing via textual dialogue with the tutor, the student also modified, compiled, and ran a computer program within the interface. The tutors' actions were constrained to conversing with the student and advancing to the next task, but tutors could see all student actions within the interface in real time. The study reported in this article was the first use of this software, for which it was purpose-built. This software will be made publicly available at the conclusion of the project. 
Study design
The tutoring study paired each student with a tutor for six lessons on introductory Java programming. These sessions were conducted over a period of four weeks, and each session took one hour total, of which forty minutes was allocated to the tutorial dialogue and the remaining time was allocated to completing pre-and post-instruments. The students received full credit for one-half of their semester project in the engineering course in return for their participation. The four tutors were graduate students with prior tutoring experience in Java programming and they were paid for their participation in the study.
The students were selected from a first-year engineering course and were prescreened to eliminate those with significant self-reported prior programming experience, such as in a formal course on computing. This selection process was used because the JavaTutor project aims to develop a tutoring system for students with no substantial computer science experience. Thus, including students who had completed formal courses in computing would not have been consistent with the goal of observing tutorial dialogue with novices. Among the students who did not report substantial prior computer programming experience and who were therefore included in the study, incoming knowledge was measured with a pre-test as described below.
The design of this observational tutoring study was intended to measure the differential effectiveness of certain dialogue sequences within tutoring; that is, the extent to which tutoring activities were associated with higher or lower learning gains, and not the differential effectiveness of tutoring versus non-tutoring. For that reason, there was no control condition in which students were only given the tests.
Data
This article reports on analysis of the first of the six tutoring lessons. We hereafter refer to the corpus of 36 tutor/student dialogues as the JavaTutor Lesson 1 corpus. It consists of 4,624 utterances: 3,216 tutor utterances and 1,408 student utterances. An excerpt from the corpus is displayed in Table 1 , which includes the dialogue act and task action labels that will be described in detail in the next section. Over the 36 tutoring sessions, the average number of utterances per session was 128.4 (min = 74; max = 201; SD = 32.6). The average number of tutor utterances per session was 89.3 (min = 51; max = 137; SD = 22.8) and the average number of student utterances per session was 39.1 (min = 18; max = 69; SD = 12.5). Students completed an identical pretest and posttest for each lesson in order to measure their learning gain. The average pretest score was 52.6% (min = 23.5%; max = 100%), while the average posttest score was 77.6% (min = 41.1%; max = 100%). The improvement from pretest to posttest was statistically significant (two-sample paired t-test: p < 10 -8 ). While the use of identical pretest and posttest likely leads to a practice effect, this practice effect does not inhibit the current work, which is concerned with the differential effectiveness of various dialogue sequences. That is, the practice effect would be present across all students, while the differential impact of the individualised tutoring they received will still be captured by the models. Learning gain was calculated as posttest-pretest, and normalised learning gain for each student was calculated as shown in equation (1). This equation includes an adjustment for non-positive learning gain and for avoiding division by zero due to a perfect pretest score (one occurrence in the current corpus). This formula was derived from the work of Marx and Cummings (2007) . The average normalised learning gain for the JavaTutor Lesson 1 corpus was 0.472 (min = -0.286; max = 1; SD = 0.326; N = 36). , 1 , posttest pretest posttest pretest pretest normalisedLearningGain posttest pretest posttest pretest pretest
(1) Student characteristics including gender and self-efficacy for computer science were collected via a survey prior to the first tutoring session. Tutors did not have access to any survey or pretest data. Computer science self-efficacy was calculated as the mean of the student's responses to six Likert-scale items ( Table 2 ). These items were adapted from the domain-specific self-efficacy scale (Bandura, 2006) . Across the 36 students, the average self-efficacy score was 3.33 out of a possible 5 (min = 2.33; max = 4.33; SD = 0.56).
Table 2
Domain-specific self-efficacy survey questions
Generally I have felt secure about attempting computer programming problems.
I am sure I could do advanced work in computer science.
I am sure that I can learn programming.
I think I could handle more difficult programming problems.
I can get good grades in computer science.
I have a lot of self-confidence when it comes to programming.
Annotation
A dialogue act annotation protocol was devised and applied to every utterance in the textual dialogue corpus to capture salient events. This annotation scheme was an extension of a prior annotation scheme for task-oriented tutorial dialogue (Boyer et al., 2011) . Three human annotators were trained in an iterative process that included collaborative tagging, refinement of the protocol, and independent tagging. A list of the tags in the annotation scheme is shown in Table 3 . The textual nature of the dialogue in our corpus likely had an impact on the frequency of certain dialogue acts. Previous work has demonstrated that there are important differences between spoken and textual dialogue in tutoring . These differences may influence the way dialogue acts are interpreted. For example, in the current study, the number of ACKNOWLEDGMENT dialogue acts may be lower than expected in spoken datasets where 'backchannel' acknowledgments can be used to indicate continued attention. This distinction leads to a slightly more positive interpretation of acknowledgement dialogue moves in the current study than may be the case in spoken dialogue studies. Dialogue act annotations were independently applied by three trained annotators. During the training process, these annotators achieved pairwise agreement at acceptable levels on independently tagged sessions (Cohen's kappa > 0.8). After training, 5 out of 36 sessions (14% of the corpus) not used during the training process were used to validate the annotation scheme. Each of these sessions was annotated independently by at least two of the annotators, yielding a Cohen's kappa of 0.79. This agreement level is considered to indicate 'substantial' strength of agreement (Landis and Koch, 1977) . Table 3 The dialogue act annotation scheme In addition to the set of dialogue acts that describe student and tutor utterances, we also define a set of task actions that describe the task progress of the student. These actions are shown in Table 4 . At the end of each period of student program editing, the edits during that period were compared to the student's final solution using a token-level minimum edit distance algorithm. This algorithm divided the student's program into tokens, as defined by the Java compiler, and measured the minimum number of tokens that needed to be inserted, deleted, or replaced in order to reach the final solution. The change in this edit distance over a session provided a measure of progress throughout the task. If a period of editing moved the student closer to the final solution, that task action was labelled with the TASK + tag. Conversely, if the edits moved the student farther from the final solution, the TASK tag was applied. Finally, the TASK 0 tag indicates that the student's edits to their program did not change the minimum edit distance to the final solution. This 'neutral' task action could occur if a student made an edit that did not change how it executed, such as changing the contents of a string, comment, or variable name. The granularity for applying these tags was determined by an empirical time-based threshold. The threshold of 1.5 seconds of inactivity was arrived at empirically through experimentation with different threshold values ranging from 0.1 seconds to ten seconds. Thresholds shorter than 1.5 seconds resulted in large numbers of task actions in each session, most of which did not represent a true break in task progress. Thresholds longer than 1.5 seconds resulted in orderings of actions that would not be desirable for generalised use in a tutorial dialogue system. For example, a tutor giving positive feedback without any apparent student task action having occurred (in the case of a long threshold) could result in a tutorial dialogue policy that recommends providing positive feedback regardless of the quality of the programming actions the student is engaging in. 
Dialogue profiles and effective tutor moves
The overall goal of the analysis reported here is to build models of dialogue moves that predict learning and to investigate how the effectiveness of these dialogue moves changes with respect to student characteristics. A model of the differential effectiveness of dialogue acts based on student characteristics is critical when building effective tutorial dialogue systems, and this section presents a stepwise regression approach to extracting such a model. In order to accomplish this, we first used a clustering approach to partition the sessions in the corpus based on similar student characteristics. We then derived a set of features for our regression models based on unigrams and bigrams of dialogue acts and task actions. This section presents the results of the regression models. Detailed discussion of the findings follows in Section 5.
Clustering by student characteristics
In a previous study with this corpus (Mitchell et al., 2012) , it was discovered that there were differences in dialogue profiles between groups of students. For example, those with high incoming knowledge versus low incoming knowledge displayed different relative frequencies of dialogue acts in their tutoring sessions. However, this prior work did not establish differential effectiveness of the strategies observed. In order to model this adaptation formally, the current approach builds separate predictive models of learning for students in different groups in order to model the effectiveness of the adaptive tutorial strategies.
In order to build these separate models by group, one approach could have been to follow prior work and split the data into groups for each student characteristic of interest (e.g., incoming knowledge, self-efficacy) and build a model for each group. However, this approach does not capture dependencies between student characteristics (e.g., in our data most students with high self-efficacy also displayed high incoming knowledge on the pretest). Constructing a model for each combination of each student characteristic would address the limitation regarding the interaction between student characteristics but would result in a number of models equal to the square of the number of student characteristics, which would produce too few data points for training reliable models.
Rather than consider each characteristic individually, we applied a clustering method to identify a meaningful division based on student characteristics. For this analysis, the relevant student characteristics are their incoming domain-specific self-efficacy and their score on the pretest. Clusters were identified using the X-means clustering method, which finds the optimal number of clusters using the Bayesian information criterion 1 . This approach resulted in two clusters, shown in Figure 2 . The first cluster, which we will refer to as the lower cluster, consists of 21 students with generally lower scores on selfefficacy and pretest. The second cluster, which we will refer to as the upper cluster, consists of 15 students with generally higher scores on self-efficacy and pretest. Males and females were approximately evenly split between the two clusters, with approximately 30% of both clusters being female students. The upper cluster had slightly higher normalised learning gains, with an average of 0.52 compared to 0.44 in the lower cluster (this difference was not statistically significant at the p < 0.05 level within an independent samples t-test). The highest and lowest learning gain sessions were evenly distributed between the two clusters, as seen in Figure 3 . So, both clusters contain sessions that were very effective and very ineffective, thus presenting the potential to model variations in learning gains based on dialogue structure. Figure 4 shows the relative frequency of the most common dialogue acts for each cluster. This graph demonstrates the differences between the clusters in terms of relative frequencies of dialogue acts, showing that tutors and students behaved slightly differently in the two clusters. In particular, Figure 4 shows notable differences in the frequencies of certain dialogue acts between the two clusters. The lower cluster had fewer student ANSWERS and more tutor ANSWERS. The upper cluster had fewer tutor hints. The lower cluster had more student QUESTIONS and fewer tutor QUESTIONS. Finally, the upper cluster had fewer TASK 0 events. In the next section we present an analysis of the extent to which these differences between clusters, and moreover, different strategies within clusters, were associated with positive learning outcomes for students. 
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Notes: Error bars represent standard error from mean. Dialogue act abbreviations are taken from Table 3 . St = student, Tu = tutor
Predicting the effectiveness of tutor adaptations
Our goal was to build a model of the associations between learning outcomes and moves in the session, where moves include both dialogue acts and task actions. We considered the absolute frequency of single moves, or unigrams, as well as the absolute frequency of pairs of consecutive moves, or bigrams. In order to prevent overfitting in the regression model, we eliminated any unigram or bigram that did not occur in at least two-thirds of the sessions in the subset on which the model was being built, where the three subsets include the following: the overall set that includes all students, the set of students in the lower cluster only, and the set of students in the upper cluster only. This two-thirds threshold was chosen because it partitioned the dialogue acts into those that occurred frequently (in more than 75% of sessions) and those that occurred less frequently (in fewer than 50% of the sessions). No dialogue act occurred with frequency between 50% and 75% in any of the subsets used for this analysis. The subsets on which we built models were the complete dataset (36 sessions), the lower cluster (21 sessions), and the upper cluster (15 sessions). Using this criterion, the same set of 15 unigrams was available for all three subsets. These unigrams are shown in Table 5 . The set of bigrams that occurred in more than two-thirds of sessions differed for each subset, resulting in 37 bigrams in the overall dataset, 42 bigrams in the lower cluster, and 35 bigrams in the upper cluster. Thirty bigrams were shared between all three subsets. In addition to the absolute frequency of unigrams and bigrams, the session length in terms of the total number of moves (dialogue acts + task actions) was included as a possible predictor in the regression models. The regression models were built using the stepwise linear regression method, which iteratively chooses variables to include and remove from the model, leaving only the variables that surpass a defined significance threshold. 2 A standard significance threshold of p = 0.05 was used. Table 6 shows the model for each of the three datasets. In the overall dataset, three bigrams were significantly predictive of learning: (TASK + , TASK + ), (TASK + , TUTOR STATEMENT), and (POSITIVE FEEDBACK, DIRECTIVE). In the upper cluster, there were no significant predictors of normalised learning gain. In the lower cluster, there was one unigram, tutor ANSWER, that was significantly negatively associated with learning, along with four bigrams that were negatively associated with learning: (TASK + , TASK -), (TASK + , TUTOR STATEMENT), (DIRECTIVE, TASK + ), (POSITIVE FEEDBACK, DIRECTIVE) . Also in the lower cluster, three bigrams were significantly positively associated with learning gains: (Student ACKNOWLEDGEMENT, Tutor STATEMENT), (Tutor STATEMENT, TASK 0 ), and (Tutor STATEMENT, tutor QUESTION). No significant predictors found Note: n = total occurrences in dataset.
Discussion
The regression models indicate important relationships between dialogue profiles and learning. The output of the stepwise regression algorithm demonstrated that the frequencies of several dialogue act unigrams and bigrams were associated with learning outcomes in this corpus. In addition, the differences between the regressions for the different subsets of the corpus suggest that student characteristics played a role in the effectiveness of certain dialogue acts. In this section, we interpret the results for each subset of the corpus and discuss the limitations of our approach.
Dialogue structure and learning: all students
In the overall dataset which includes all students, the first of the significantly predictive bigrams was (TASK + , TASK + ), representing two positive task actions in a row. Increased frequency of this bigram was negatively associated with learning gain. This finding may initially seem counterintuitive, since a student's consistent progress would normally be considered indicative of her having learned the material well. However, there are two factors that shed light on this finding. The first is the manner in which task actions were segmented. As described in Section 3.3, the empirically defined threshold is to define a task action as ending after 1.5 seconds of inactivity from the student. Thus, two positive task actions in a row could indicate fragmented progress towards the goal. Additionally, a high occurrence of this bigram indicates that a student made progress without any feedback or other interventions from the tutor. This lack of immediate feedback may not be the most effective approach for complex tasks such as programming, as observed in the literature (Shute, 2008) . This interpretation is consistent with other recent analysis of this corpus, which found that tutor intervention during problem solving was preferable to non-intervention . The second bigram significant in the model, (TASK + , Tutor STATEMENT), is also negatively correlated with learning gains. Tutor STATEMENTS in this tagging scheme do not provide feedback or directly address making progress on the task; those goals are addressed with feedback dialogue acts. Therefore, this negative association could indicate that statements, which provide additional information but no direct feedback on the task, may not be optimal immediately following task progress. An example of this bigram is shown in Table 7 , Excerpt A, in which the student undertook two task actions that moved him closer to the final solution, but rather than providing direct task feedback, the tutor provided indirect feedback statements that may have been difficult for a novice to link back to the task at hand.
The last bigram, (POSITIVE FEEDBACK, DIRECTIVE), is also negatively correlated with learning. Upon inspecting instances of this bigram in the corpus, we found that these DIRECTIVES were most often a tutor reminding a student to test her program by compiling and running it, as shown in Table 7 , Excerpt B. Although there are several possible explanations for the negative association between this bigram and learning, it is important to note that the concept of testing a program was emphasised in the lesson. Therefore, if a student required reminding of this process regularly, this could be symptomatic of the student not internalising the concepts, which could naturally lead to lower learning gain. While the (POSITIVE FEEDBACK, DIRECTIVE) bigram can be viewed in the aforementioned way as a symptom of the causal problem, it is also possible that this tutorial strategy could be causal in itself. Directing the student more frequently could have undermined the student's sense of control over the problem-solving process, particularly just after positive feedback (Lepper et al., 1993) . Table 7 Excerpts from the corpus including bigrams from Note: Typographical errors originated in corpus.
Dialogue structure and learning: 'lower' cluster
The results from the lower cluster reveal numerous associations between dialogue structure and learning outcomes. Two bigrams from the overall model reappear here: (TASK + , Tutor STATEMENT) and (POSITIVE FEEDBACK, DIRECTIVE), both having negative correlations with learning gain once again in this model. In addition to these features, the model for the lower cluster identified several other significant predictors. To provide insight into why these predictors were chosen for the model of the lower cluster and not for the models of the upper cluster or the overall dataset, Figure 5 shows scatter plots of the frequency of each significant predictor against the normalised learning gain for each of the three subsets of the corpus used in this analysis. As shown in the figure, one bigram that was not present in the overall model was the (TASK + , TASK -) bigram, which had a negative correlation with learning gain in the lower cluster. This may be for the same reason as the (TASK + , TASK + ) bigram in the overall cluster: it represents a fragmented set of task progress events during which there was no tutor intervention. Because the stepwise linear regression method adds the variable with the greatest explanatory power at each step, and because a new variable is only added if it provides significant additional explanatory power, it is possible for different variables representing a similar phenomenon to be chosen in the models for each subset of the corpus. The (TASK + , TASK + ) bigram is shown in Table 7 , Excerpt B.
A tutor DIRECTIVE followed by a TASK + action was also negatively correlated with learning gain. By following a tutor's instructions to accomplish the task goal, a student was not required to independently plan the problem-solving steps, and may also have experienced a lower level of control over the problem-solving process. This observation is consistent with our prior finding that DIRECTIVES and bigrams of two directives were significantly negatively correlated with learning gain (Mitchell et al., 2012) . It is also possible that directives are symptomatic of students' lack of progress, leading to diminished learning gains.
The final negative correlation with learning gain, the unigram frequency of tutor ANSWERS, is more difficult to explain. We hypothesised that the phenomenon of interest could actually be unanswered student questions, for which the frequency of tutor ANSWERS was serving as a proxy within the models. To investigate further, we computed the difference between the number of student questions and the number of tutor answers in each session within this cluster in order to measure the number of student questions that went unanswered. In just under half of the sessions, the tutor provided at least one answer for every student question. The remaining sessions ranged from a single unanswered student question up to nine unanswered questions. The sessions with unanswered questions had a higher average learning gain, at 0.494, versus the average of 0.366 for the sessions that did not include unanswered questions. Although this difference is not statistically significant, it provides some insight into the correlation in the regression model. It is possible that not directly answering student questions was an effective tutorial strategy within this context, in that it allowed for students to generate their own answers, as in the Socratic method of instruction (Rosé et al., 2001) . Because of the importance of questions and answers within the model, we also investigated whether students who asked more questions tended to learn more. Because the frequency of student questions did not appear in the model, this difference was not expected to be statistically significant. To test the hypothesis, we split students in the cluster based on whether they asked more or fewer questions than the median frequency. We found that students who asked more questions tended to achieve higher learning gain than those who asked fewer questions (0.538 vs. 0.278, p = 0.053). This p-value indicates a trend not at the threshold for inclusion within the regression model. However, this positive relationship between learning and student questions, when taken in context with the negative relationship between learning and number of tutor answers, suggests that selectively answering student questions was an effective strategy within the corpus. Investigation into the types of questions that were not answered, or the situations in which they were not answered, is a topic for future work. There were three bigrams that were positively correlated with learning in the lower cluster. The first of these was a student ACKNOWLEDGEMENT followed by a tutor STATEMENT. These pairs occurred often when a tutor was explaining a concept to a student. The student would acknowledge her understanding of the concept being explained, and the tutor would then expand on the explanation with another statement. For an example of this, see Table 7 , Excerpt C. In these situations, the tutor is reinforcing what the student has just learned with additional information about the concept, or by summarising what has just been learned.
The second significant bigram, a tutor STATEMENT followed by a TASK 0 action, often occurred when a tutor gave non-essential advice to a student; for example, on naming conventions for variables or on string formatting, which are important for style but not for fulfilling the task requirements. An example of this is shown in Table 7 , Excerpt D, in which the student selected a variable name that was not in keeping with typical conventions of the programming language. The tutor gave a statement that constituted indirect feedback, and the student then made the suggested change. The variable name change was categorised as a TASK 0 action by the edit distance algorithm because it did not have an effect on how the program operated. After this variable name edit, the tutor provided positive feedback. This example illustrates that TASK 0 actions are pedagogically interesting because they indicate that the tutor felt the student was progressing sufficiently well as to offer advice on further improving the computer program beyond what was required.
Finally, a tutor STATEMENT followed up with a QUESTION, as in Excerpt E of Table  7 , was positively correlated with learning. In this excerpt the tutor provides a brief explanation for the program behaviour that the student had observed and then asks the student to reflect on this explanation. Another common situation in which this bigram occurred was when a tutor had finished explaining a concept and was prompting the student for the next step to take in the task or testing the student's knowledge of what had just been explained. In this context, it seems that the goal of these tutor questions is to gauge the student's understanding.
Dialogue structure and learning: 'upper' cluster
The stepwise regression procedure for the upper cluster identified no significant predictors for normalised learning gain. One possible reason for a model to identify no significant predictors would be if the range of the response variable were limited.
However, this is not the case; the range of normalised learning gain (the response variable) for the upper cluster was -0.235 to 1 (SD = 0.336), indicating similar spread as the overall cluster, which had normalised learning gains ranging from -0.286 to 1 (SD = 0.326). The size of this cluster (N upper = 15 compared with N lower = 21) may play a role in the absence of significant predictors, but it is also possible that the students in the upper cluster, having high self-efficacy and higher pretest scores, were more resilient to suboptimal tutoring strategies than the students in the lower cluster. That is, these students were able to learn more independently and thus were not as reliant on the tutor for help in accomplishing the given tasks. Indeed, the combined number of moves (dialogue acts + task actions) was significantly lower for the upper cluster on average compared to the lower cluster (187 vs. 212, p = 0.048, two-tailed t-test), indicating decreased interaction between students and tutors in the upper cluster.
Limitations
These results provide insight into the effectiveness of particular tutor moves in a task-oriented dialogue, which holds promise for devising tutorial strategies that adapt based on learner characteristics. However, the current work has several limitations. One of the limitations stems from the annotations themselves: for example, the TASK 0 event is treated by the edit distance algorithm as a neutral edit to the computer program. However, it often preceded tutor POSITIVE FEEDBACK, as seen in Table 7 , Excerpt D. Expanding the task annotation to include these pedagogically relevant task events in a separate category can provide the model with additional context for modelling strategies. In addition, a finer-grained breakdown of high frequency dialogue acts, such as POSITIVE FEEDBACK, QUESTIONS, and STATEMENTS would provide more insight into the aspects of a particular tutor utterance that make it effective for learning.
Conclusions
Building an automated tutor with the same or greater effectiveness of an expert human tutor is a long-standing goal of intelligent tutoring systems research. A highly promising approach is to model the ways in which human tutorial dialogue moves are correlated with learning, and to subsequently implement the most effective strategies within an intelligent system. This article has described the collection and annotation of the JavaTutor corpus of textual task-oriented tutorial dialogue, and has presented predictive models of learning outcomes based on dialogue structure features. The findings revealed ways in which several tutorial dialogue events differ in their effectiveness for students with different characteristics. These findings pave the way for confirmatory future investigations across tutorial domains, as well as considering larger populations of students from a variety of academic backgrounds.
In addition to future confirmatory studies capable of establishing causality, important directions for future work include investigating the impact of the affective properties of tutor and student dialogue on learning gains. This direction holds particular promise when a tutor and student interact repeatedly, allowing the tutor to form a long-term student model and establishing a robust rapport. Finally, the strategies discovered in this and other analyses of human tutoring must be tested in the context of human-computer tutoring. It is hoped that these lines of investigation will enable the creation of highly effective tutorial dialogue systems by modelling the differential effectiveness of tutoring strategies, and enabling fine-grained adaptation to learner characteristics.
