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Fig. 1. NERC Daedalus AADS thermal line scanner image of study
reach containing large dead zone, after Reynolds et al., 1991
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ABSTRACT
This study links together information that characterizes the energy and momentum fluxes across the shear zone between the main flow and a dead zone
in the UK on the River Severn [1-3]. The depth-averaged flow in and around the dead zone is modelled using TELEMAC-2D, with semi-distributed
eddy viscosity and bed roughness, and compares well with some distributed field measurements within the reach. The resulting velocity field is then
used to provide momentum fluxes for a finite difference model incorporating finite volumes (FDFV model) numerical scheme that has been developed
to solve depth averaged advection-diffusion of thermal energy in a body fitted co-ordinate system. Assuming that buoyancy forces can be neglected,
the gross hydraulics of the system explains much of the temperature distribution that was observed using infra-red aerial imagery.
RÉSUMÉ
Cette étude relie les informations qui caractérisent les flux d’énergie à ceux de quantité de mouvement, à travers la zone de cisaillement située entre
l’écoulement principal et une zone morte de la rivière Severn au Royaume-Uni. L’écoulement moyenné en hauteur dans la zone morte et à l’extérieur
de celle-ci est calculé par TELEMAC-2D, avec une viscosité turbulente et une rugosité du fond semi-distribuées ; il se compare bien aux champs de
mesures disponibles. Le champ de vitesse calculé est alors utilisé pour fournir les flux de quantité de mouvement à un modèle numérique en différences
finies - volumes finis (modèle FDFV) qui résout l’équation de transport-diffusion de l’énergie thermique dans un système de coordonnées curvilignes.
En supposant que les effets de densité sont négligeables, l’hydraulique globale du système explique bien la répartition de température qui avait été
observée par imagerie infra-rouge aérienne.
Key words: dead zone, finite volume, energy fluxes, remote sensing.
1 Introduction
Dead zones are slow moving or recirculating regions of water
with high residence times compared with the main flow. This
fluid retention is important to the longitudinal dispersion charac-
teristics of a complex river flow, giving rise to the long tail in
concentration break-through curves [4-7]. The processes govern-
ing fluid fluxes across strong transverse shear layers affect both
solute and suspended sediment dynamics [1], and the resilience
of some ecological systems. The impetus for the present study
stems from the efficiency gains that could be made in large scale
river studies, if remotely sensed thermal images such as in figure
1 could be used to glean spatial information about the hydraulics
which has in part generated the observed temperature distribution.
Effective flood modelling and water quality modelling are also
dependent on a good understanding of this type of cross-shear
interaction [8]. Studies of the turbulent fluxes of mass and mo-
mentum across transverse shear layers within an engineered
flume flow [9-12] has resulted in a better understanding of the
effect that the shear has on the overall dynamics and the resulting
dispersion characteristics of the flow. Fluxes across a region of
shear between a dead zone and main flow have been modelled
using computational fluid dynamics by [13, 14], guided by under-
standing of the same recirculation process generated by groynes
[15], strong secondary circulation [16] or overbank flow [17].
In this study the St Venant equations for shallow water are closed
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Fig. 2. Overlay of remotely sensed temperature distribution onto the
river bed topography
1 2 3
Fig. 3. Contour plot of the topography used by the flow models, with velocity measurement sites shown
using a simple semi-distributed eddy viscosity scheme, whereby
the eddy viscosity is varied discretely between different zones
within the reach. There are many numerical schemes that are
more sophisticated than this, including ones that solve higher or-
der non-linear eddy viscosity closures, or Reynolds stress models
which solve the equations of transport of turbulent momentum
fluxes (for example, see [18]). For this study, the relatively sim-
ple model was utilised since it retains sufficient flexibility to cap-
ture the observed functionality of the system, but makes few
claims to represent the precise turbulent behaviour of the flow.
Indeed, there are a host of models and model structures which
would achieve this, giving rise to the phenomenon of equifinality
([8, 10, 11, 19-21]) in models for complex systems. The non-
linearity of the governing flow equations means that every scale
of motion from the dissipative, to the gross swirling motions can
be mutually dependent, and are affected by the complex geometry
of the river boundary conditions. It is useful to consider the rela-
tive merit of different models [8] which capture the correct func-
tionality of the system, as far as we are able to assess it on the
basis of what are usually limited field measurements.
2 Monitoring
The study site on the River Severn at Leighton, near Shrewsbury,
UK, is characterized by a large, stable bar, downstream of which
there exists a pool of slow moving or recirculating water, appar-
ent from the warmer surface water on the left side of figure 1.
The figure relates to the surface water alone, since the outgoing
radiation is emitted primarily from a very thin layer at the top of
the water column.
However, further measurements of temperature throughout the
water column indicate that between 2pm and 8pm, on a warm
summer day, the water is well mixed and that the remotely sensed
image (taken at approximately 3pm) gives a good indication of
the local depth averaged temperature for these conditions. There-
fore, the warmer patches of water were considered to have been
generated in regions of shallow water, where there is significant
mixing and less volume of water to heat up. During the heating up
period of the diurnal cycle, the water surface temperature in the
dead zone was observed to heat up more slowly than the water in
the rest of the water column. Over this period, the temperature
difference between the water surface and the depth-averaged tem-
perature was of the order of 1 to 2 degrees Celsius.
The detailed flow measurements were conducted for a single low
flow of approximately 12.8 cumecs, although it is considered that
the observed recirculation will be representative of most low to
medium flows, where there is no significant over-bar flow. This
is supported by [22] where it is reported that the volumetric effect
of the dead zone on the dispersion process is only weakly depen-
dent on the discharge. The details of the surveyed bathymetry are
given in figure 2, along with a superposition of the temperature
distribution shown in figure 1. The topography used in the model-
ling process is given in figure 3, where the bank sides are approx-
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Table 1 Parameterisation of TELEMAC-2D
Quantity/Zone Main flow Shear zone Dead zone Ratio
Measured transverse Reynolds
stress component 0.4m above bed,
and co-ordinate of measurement
representative of zone
0.479 kgm-1s-2
(x=98.81,y=42.6
28)
2.053 kgm-1s-2
(x=45.829,
y=113.012)
0.09kgm-1s-2
(x=56.384,
y=158.44)
1 : 4.3 : 0.2
Eddy viscosity used in Telemac2D 0.01 m2s-1 0.5 m2s-1 0.001 m2s-1 1 : 10 : 0.1
Mannings n used in TELEMAC-2D 0.015 m-1/3s 0.05 m-1/3s 0.05 m-1/3s
imated as being vertical. The sites at which detailed flow mea-
surements were made are indicated in figure 3. At these sites up
to 6 measurements of the local flow velocities were made through
the depth using an array of electromagnetic current meters
(ECMs). These measurements through the depth were then depth
averaged for each site and the local downstream depth averaged
velocity components could then be compared with the model pre-
dictions at each site.
3 Primary modelling process
3.1 Approximations and assumptions
TELEMAC2D solves numerical approximations to the depth av-
eraged, Reynolds averaged, Navier-Stokes equations for fluid
flow [23]. The model is accurate only for approximately hydro-
static situations, where there are negligible vertical accelerations,
and has been developed for the case with negligible mean vertical
velocities, which is an adequate assumption for the flow studied
here. This above restriction also indicates that secondary circula-
tion (with a downstream component of vorticity) cannot be mod-
elled explicitly in TELEMAC-2D, but the effect that such differ-
ential advections have on the rates of dispersion is modelled by
assuming that this component of the secondary circulation can be
incorporated by using an enhanced diffusion coefficient. It also
assumes that the surface and bed are impermeable and that the
bed material is static.
The set of flow equations were closed using a semi-distributed
eddy viscosity, or parameter relating the local turbulent momen-
tum fluxes and the mean velocity gradients. This procedure is an
approximate mechanism by which to model the bulk diffusion of
momentum down a momentum gradient. The eddy viscosity was
given different values in different zones within the reach to reflect
the inhomogeneous nature of turbulent momentum transfer. Three
distinct zones were defined, each taking different values of eddy
viscosity, these being the main stream, the dead zone, and the
shear zone separating the two. Anisotropy in the turbulence field
is also responsible for generating turbulent induced secondary
advections[24], but because some components of vorticity cannot
be modelled, whatever additional vorticity is generated by these
anisotropies in the real system, must be accounted for using an
additional component to the eddy viscosity.
A TELEMAC-2D algorithm was used to estimate the inlet trans-
verse velocity profile. This uses a parabolic relationship with em-
pirical shape parameters, and the maximum velocity is adjusted
such that the integral of the depth averaged velocity over the cross
section is equal to the measured discharge (Environment Agency
data). The algorithm also makes the assumption that the water
surface slope is parallel to the bed slope at this point, 100m up-
stream of the true inlet cross section. The first 100m of the flow
domain was included as a run-in section to allow for the parabolic
profile to develop into a more realistic velocity profile across the
inlet. It is acknowledged that flows profiles are rarely parabolic,
and that the run-in section is relatively short. However, the profile
was observed to develop away from a parabola into a shape that
was approximately consistent with the profile that was measured
some distance downstream (see Section 3.3 and figure 5). In addi-
tion to the inlet flow specification, the stage was fixed at the
downstream outlet, allowing the model to specify both the veloci-
ties and distributed free surface elsewhere, but still giving a well
posed numerical problem.
The values of turbulent eddy viscosity used for the three zones
described above were selected following a sensitivity analysis and
are given in Table 1. The dimensions and vigorousness of the
recirculation were sensitive to variations in these three parame-
ters, although there were also multiple model structures which
yielded similar patterns, giving rise to the problem of equifinality
[8]. The viscosities indicate the relative strength of transverse
turbulent mixing, and are generally considered to scale with the
local transverse component of Reynolds stresses (which can be
interpreted as turbulent fluxes of momentum). The ratio of the
zonal viscosities to each other (Table 1, column 5), is similar to
the measurements of Reynolds stress components taken using an
Acoustic Doppler Velocimeter (ADV) for another relatively low
flow.
3.2 Bed and side wall friction
The Mannings roughness coefficient, was allowed to take on val-
ues in the three zones between 0.01 m-1/3s and 0.05 m-1/3s. Chow
[25] relates a value of Mannings n of 0.05 m-1/3s to a stony stream
and so relatively large values for a lowland river were investi-
gated since these coefficients control the momentum and energy
losses incurred for a depth averaged flow. It is known a priori that
they are often required to be artificially high, in order to model
the effective losses due to 3 dimensional turbulent effects. For
instance, the vertical upwelling (burst) of water from the bed with
slow downstream velocity which retards the flow nearer to the
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Fig. 4. Mesh used by TELEMAC-2D, contour map of predicted water surface elevation and velocity vectors
free surface, cannot be modelled explicitly in the depth averaged
case, but its effect is lumped into an effective roughness.
Side-wall friction was incorporated in TELEMAC-2D using a
simple constraint on the normal derivative of the depth-averaged
velocity component that is parallel to the local wall boundary,
which is used as κ-ε equation boundary conditions [23] in
TELEMAC-2D. The constraint imposes an exponential retarda-
tion of velocity between the node adjacent to the boundary and
the boundary, with an exponent argument given by equation 1:
Using a reach-averaged estimate of the shear velocity (u*) of
0.046 ms-1, (estimated from field measurements of the velocity
profiles in the main channel and dead zone by [1]), reach aver-
aged boundary-adjacent node velocity (Utg) of 0.1 ms
-1; and the
reach averaged value of eddy viscosity (νT) of 0.008 m
2s-1, this
gives a value of the coefficient a value of approximately -1. The
coefficient controls the rate of decrease of the velocity between
the boundary-adjacent node and the boundary.
3.3 The discretisation scheme
Figures 4(a-d) indicate the flow and water surface elevation pat-
terns obtained using two meshes, comprising 3500 and 6300
nodes (7000-12000 elements). The elements were made using a
constant size criteria, to avoid preconceptions of where regions of
strong solution variable gradients might be, and to allow for fairer
inter-comparison of the performance of different resolutions.
Good flow predictions in terms of the fit to the available data
were found for the two different meshes that were investigated,
as indicated by figures 5a and 5b, with coefficients of determina-
tion of 0.44 and 0.48 for the coarse and fine resolution figures
respectively (see section 4). The predictions made using the fine
resolution mesh were then interpolated onto the coarse resolution
mesh using an inverse distance method. The closeness of fit be-
tween the two sets of predictions gave a coefficient of determina-
tion of 0.87, which indicates an acceptable degree of grid inde-
pendence for this kind of complex domain. It has been noted by
several authors (for example, see [26]), that for different resolu-
tion meshes applied to complex geometry river topographies, not
only does the topographic representation change, but the values
of roughness parameters must also be changed in order to consis-
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a) Coarse mesh. Coefficient of Determination = 0.44 b) Fine mesh. Coefficient of determination = 0.48
Fig. 5. Comparison of predicted and measured velocities at the sites marked in figure 3
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tently predict distributed measurements (such as point measure-
ments of velocities). This is hardly surprising, given that the
roughnesses which are used in a depth averaged model are ‘effec-
tive’ parameters, which control the grid scale rates of energy and
momentum losses, but which represent an integration of the effect
that sub-grid processes are having on the flow as a whole. For the
comparison that was made in this study none of the boundary
conditions were varied between the meshes. The finer resolution
mesh was used for the remainder of the study, although either
mesh could have been utilised.
The conservative streamline upwind Petrov-Galerkin (SUPG)
numerical scheme was used to model the advection of depth in
the continuity equation, forcing conservation of mass everywhere
except at the downstream boundary, where the free surface was
imposed. An implicit ‘N’ scheme which is unconditionally stable
was used for the advective velocities.
A one second time step was used, in order to maintain a Courant
number of approximately unity, and the model was run for 10,000
and 20,000 time steps. The two simulations using a 3500 node
mesh yielded a whole field residual (between the above succes-
sive computations) of 0.0009 ms-1 and 0.002 ms-1 for downstream
(U) and cross-stream (V) velocities respectively. The slight dif-
ference may reflect inaccuracies in the numerical scheme, or the
unsteadiness in the solution due to vortices generated downstream
of the bar. The two solutions at 10,000 and 20,000 time steps
yielded measures of fit to the depth averaged flow data that were
within less than 0.3% of each other.
4 Results of application of primary modelling process
Figures 4b and 4d indicates that there is a steady water surface
drop of a few centimeters over the reach of interest. The velocity
vector plot in figures 4a and 4c are for the best fitting model
structure, with distributed Manning and eddy viscosity coeffi-
cients given in Table 1. The vectors indicate that the zone of re-
circulation is restricted to about 20 m downstream of the flow
separation point, which is consistent with field observations for
low flows. The relative possibility that different model structures
provided good simulations of the system was assessed on the ba-
sis of a measure of closeness of fit between the predicted veloci-
ties and the depth averaged velocity data, at the sites indicated in
figure 1. This measure was the coefficient of determination, O1,
given by equation 2:
where ε2 is the mean of the squared residuals, vprediction and vdata
are the predicted and calculated depth averaged velocities at site
i, and Nm is the total number of measurements sites, which was
35.
Figures 5a and 5b show the closeness of fit to the depth averaged
data, which have been divided into regions 1-3, indicated in fig-
ure 3, those of the top cross section, along the shear (approxi-
mately superimposed along the observed shear zone) and the
cross shear section. It can be seen that the cross shear zone
(where there are large transverse gradients of velocity) is most
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difficult to fit but that the overall best fitting model gave an over-
all closeness of fit to the data with a coefficient of determination
of 0.48. This was considered to be a sufficiently good simulator
of the system to move on to the secondary modelling process, in
which the energy budgets are considered.
5 The secondary modelling process
The velocities predicted from the primary modelling process were
now used to drive a depth averaged, FDFV model of the
advection and diffusion of heat, which was based upon a similar
body fitted co-ordinate system to the model of Rodi et al. [27]. A
coarse grid was constructed for speed of operation, and the dis-
tributed fluxes as predicted by TELEMAC2D were calculated in
the TELEMAC-2D post-processing package RUBENS (devel-
oped at LNH, Electricité De France) across the faces of the finite
volume grid indicated in figure 6. The determination of distrib-
uted fluxes in this way from a finite element solution is problem-
atic owing to the possible local non-conservative nature of the
finite element technique. The SUPG scheme is globally mass con-
servative, although the distributed fluxes are not guaranteed to be
at a local scale, especially if linear bases functions are used for
interpolating both depth and velocity to determine fluxes.
The FDFV grid comprised 28 columns of 9 cells in the cross
stream direction, forming 29 cross sections. The mean and stan-
dard deviation from the mean of the vector flux across each cross-
section was determined to be 12.82 +/- 0.06 cumecs using RU-
BENS, the latter indicating that the errors in mass conservation
are small (< 0.5%). The non-conservativeness may have arisen
from a number of sources, such as the approximations due to the
use of linear bases functions in the version of TELEMAC-2D that
was used, the bi-linear interpolation scheme of RUBENS, or pos-
sibly due to unsteadiness in the flow solution, although this was
considered to be small (see end of section 3).
To ensure non-divergence of the FDFV scheme, the cells must be
corrected to be locally conservative. The correction procedure
comprised five steps given in Appendix 1, and resulted in the cor-
rected conservative fluxes shown in figures 6a and figure 6b. The
correction algorithm given in Appendix 1 is not necessarily un-
biased, and would not be recommended for the correction of
strongly non-conservative fields. However, the magnitude and
distribution of the changes that were made to the fluxes to achieve
conservativeness are shown in figure 6c and 6d, and indicate that
the approach is reasonably unbiased for this application, and that
the corrections are small.
The Governing equation for the transport of a passive scalar in
steady, two dimensional flows in orthogonal co-ordinates given
by the advection diffusion equation:
whereϕ is a passive scalar, and will represent temperature in rela-
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tion to this study, and x and y are the orthogonal axes, with Γ a
local diffusivity. For non-orthogonal co-ordinates, this must be
transposed into the local co-ordinate system (axes x1 and x2 in
figure 7), as given in Rodi et al. [27], which need not be repro-
duced here because the application of the FDFV technique results
in a simple balance between the advective and diffusive fluxes
across the common faces of each control volume (the solid trape-
zium in figure 7). The discretised equation is simply an expres-
sion of the balance between these different fluxes, and is hence
locally and globally mass conservative.
The local fluxes across each face are calculated using the product
of the local components of velocity (from the TELEMAC-2D
simulation) and geometrical factors indicated as b11e, etc, which
ensure that the correct component of the fluxes are used. The
fluxes are evaluated at each face, in a way that is consistent be-
tween control volumes. The expression for the convective and
diffusive fluxes of ϕ through the cell face e, for example are
given by equations 4 and 5 respectively, after Rodi et al. [27]:
where
where ∆V is a control cell volume, and where each ∆Ve (for east
face) term is calculated from the shaded area centered on the cell
face, e in figure 7. re is the local depth at the centre of a control
volume face, ρ is water density, and ICe represents the convective
mass flux across face e, and the ‘b’ and ‘D’ terms are geometrical
factors for the determination of the correct component of flux
normal to the cell faces.
Estimation of the value of ϕe for the convective term, was formu-
lated implicitly using the hybrid difference scheme in terms of the
adjacent control volume, central node values (ϕP,ϕN, etc in figure
7) given by equation 6:
and with the magnitude of the Peclet number given by Pe = Ue
(∆V)e/(ΓeD11)e , where Γe is the local diffusivity. The value of the
solution variable at the cell face e (ϕe for example) was deter-
mined simply through inverse distance weighting of the values of
the solution variable at nodes P and E. The values of ϕ at the cell
faces that were required in the evaluation of the normal diffusive
flux, IDN and the cross-diffusive flux, IDC (both of these were de-
termined using second order accurate, central differences) were
also linearly interpolated with distance between adjacent cell
nodes.
The two diffusive fluxes, IDN and IDC, coupled with the convec-
tive flux, IC, are next expressed by equation (7) as a balance be-
tween advection and diffusion in 2 dimensions, for all unbounded
cells:
where for instance ΓeV is the local diffusivity divided by the local
value of ∆Ve.
In this scheme the corner values of the solution variable, such as
ϕne, in the cross-diffusive terms (see [27], [28]) on the 4th line are
determined from the closest 4 adjacent node values (N,NE,E and
P forϕne , for example see [29] and [30].) instead of incorporating
them as source terms as in [26], and by using an inverse distance
weighting for each term of the form given by equation 8:
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where is the distance between points ne and NE in figure|ne-NE|
7. Similar expressions are determined for the value of ϕ at each
of the other corner nodes. Having formulated expressions for the
different fluxes, the complete set of discrete equations were ex-
pressed in the generic form of equation (9) after [31]:
where upon re-arranging , the ‘a’ coefficients are given by:
where the cross diffusive components at the end of each of the
lower 4 expressions are similar to . The source term SU isaP
DC
zero for the unbounded cases, unless heat is explicitly added to
the cell. For boundary-adjacent nodes SU becomes non-zero, and
if, for example, ϕ is equal to ϕA at a western boundary, then all
of the terms involving ϕW are substituted for ϕA, and become ab-
sorbed into the source term, SU as in [30]. This also modifies the
coefficient aP, which must have the term –SU/ϕA added in the set
of linear equations generated from equation 9 above.
A simple single-direction sweeping scheme was then used for a
series of steady flow calculations. This involved solving the flux
balance equations in a cross-stream direction, with upstream wa-
ter temperatures fixed at known values (ϕW ,ϕSW and ϕNW ), left
and right bank temperatures fixed, but with downstream tempera-
tures guessed (ϕE ,ϕSE and ϕNE ). The fixed bank temperature is
not corroborated by data other than the remotely sensed data, but
the approach assumes that under the water, the bank remains slow
to respond to diurnal changes in ground surface or water surface
warming, and instead remains at the ambient temperature of the
water (16.6C).
The resulting set of linear equations were solved using the in-built
MATLAB Gaussian elimination scheme, and this provided the set
of cells just downstream with new upstream boundary conditions.
The process was repeated until the final set of cross-stream cells
was reached, where the downstream boundary condition was as-
sumed to be zero temperature gradient. The values of temperature
of all the cell centres were then stored. The whole sweeping pro-
cess was repeated, and the new distributed temperatures were
again stored. The whole-field average (over every centre-cell esti-
mation of temperature for the entire reach) of the squared differ-
ences between the temperatures of these successive sweeps was
then determined, and the sweeping process was iterated until this
whole-field mean residual reduced to a very small amount.
A further test for the flow model conservativeness was included
by setting the diffusivity to zero, and checking for convergence
of this scheme. For the case of zero source term, the numerical
scheme rapidly converged, with a drop of the mean of the whole
field residual value from unity to 0.0008 over 20 sweeps.
5.1 Thermal budget model assumptions
It is postulated that the most important mechanisms for heat trans-
port within the flow are the gross advective and diffusive fluxes
due to the flow alone, and that if net energy source or sink terms
and boundary conditions for temperature distribution are known
for a certain flow, then the model described above ought to be
sufficient to predict steady state temperature distributions. The
temperature diffusivity coefficient was set equal to the semi-dis-
tributed eddy viscosity (viscosity rather than kinematic viscosity)
in the three different zones, since we are implicating that the only
significant diffusion arises from the turbulent momentum fluxes,
and that in this case the Reynolds Analogy can be used.
The most important sources of heating come from the three com-
ponents of net radiative transfer due to insolation and exchanges
of sensible and latent heat fluxes with the lower atmosphere, for
which measurements were made within and around the dead zone
in mid July and are given in figure 8. Evans et al. [32] found that
the total energy gains in the flow were dominated by net short-
wave radiation contributing on average 97.6.% of the total energy
gain, similar to this study (see figure 8). Webb and Zhang [33]
also found that inputs of energy into a river were dominated by
radiatative fluxes, with net radiation receipt accounting for on
average around 90% of the non-advective total in both summer
and winter.
Evans et al. [32] found that on average 82 % of the total energy
transfers occurred at the air-water interface for a shallow river
(0.18m), but that 15% of the total energy exchanges occurred at
the channel bed, owing to a difference in temperature between the
hyphoreic zone and the overlying water. Webb and Zhang [33]
found different results for different rivers, but for the river Bere,
which had some weed cover, conductive losses were reduced to
less than 1% in the summer months. This agrees with findings on
the River Severn, in which the total energy losses were dominated
by the radiation from the water surface, and conductive losses
through the bed were minimal. This was supported by the mea-
sured water temperature profile within the dead zone (figure 9),
which was found to show very little or no vertical temperature
gradient near to the bed. Also evident from figure 9, the tempera-
ture at all depths was influenced strongly by the summertime di-
urnal cycle. Groundwater heat fluxes, and heat changes due to
internal friction were deemed to be negligible (for example, see
[34]).
The temperature of the banks was assumed to warm up and cool
down more rapidly than the river water, assuming a lower spe-
cific heat capacity, such that for the half hourly time steps used
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Fig. 8. Energy flux budgets into and out from the dead zone
Fig. 9. Depth-wise temperature variations in the dead zone
in the energy budget model, the ambient net radiative heat flux
dictated the bank temperature. It was assumed that a viscous sub-
layer of immobile water was in constant thermal contact with the
bank.
5.2 Diurnal temperature prediction
Having made these assumptions about the different fluxes and
boundary conditions, the FDFV model was used to predict the
temperature distribution in the river as a series of steady states
(using half hourly steps over 24 hours). The mean temperature of
the water at the outlet to the reach was also used as a cyclic
boundary condition and re-applied to the inlet at the start of each
new time step. This therefore incorporated the heating that the
water upstream of the study reach had received during the previ-
ous time step. A completely unsteady solver was avoided in order
to simplify the modelling procedure, and it was considered that
the use of a series of steady states was sufficient, given the large
time scales of the dynamics involved.
It was also assumed that the net energy absorbed at the water sur-
face becomes rapidly well mixed, and results in a net temperature
change over the entire water column of each cell, for each half
hour time step, which is largely justified by 13 out of 15 of the
thermocouples warming up in synchrony in figure 9, arriving at
the first peak approximately in phase around 2 pm, and remaining
approximately equal. The trace of the uppermost thermocouple in
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Fig. 10. Relationship between depth averaged temperature and surface
layer temperature
Fig. 11. Set of steady state temperature distributions under diurnal net radiation forcing
figure 9 should be treated with caution, since it was half in of the
water and half in the air, and could have been too strongly influ-
enced by the ambient air temperature. Figure 10 shows the rela-
tion of the temperature in the uppermost 1 mm of the water col-
umn, in relation to the depth averaged temperature. The two
traces are close in value for most of the day, apart from a discrep-
ancy of 1-1.5 degrees during the warming up part of the cycle.
Figure 11 shows the set of steady states obtained using the time
averaged net heat flux (from figure 8) as a source for each control
volume, and by making the above approximation that the net radi-
ative forcing rapidly affects the whole of the water column. The
sub-plots within figure 11 indicate that the dead zone takes some
time to warm up, but that around 3 pm (the time of day that the
remotely sensed image was taken), the depth averaged tempera-
ture distribution is qualitatively very similar to the remotely
sensed image, of figure 1, taken a few years previously. The flow
and radiation conditions may have differed between the two sets
of data, although both the over-flight and velocity measurements
were taken on warm, clear skied summer days.
The difference between the traces in figure 10 was used to correct
the predicted depth averaged temperatures in order to estimate the
water surface temperature over the warming up period. A coeffi-
cient of determination (using equation 2, substituting the pre-
dicted and observed velocities for predicted and observed water
surface temperatures) was then calculated for the goodness of fit
between the observed and corrected water surface temperature.
The best fit occurred around 4-5 pm, with a coefficient of deter-
mination of 0.29. This quantitative comparison should be treated
with caution, and results of a further over-flight for the dates on
which the velocity and energy budget measurements were taken
are awaited before drawing any strong conclusions.
There are a number of refinements that would clearly need to be
made in order to transport the model to other rivers, and for it to
take into account seasonality, scale effects and flow regime. In-
clusion of other sources or sinks of energy, such as bed conduc-
tion is simple to implement with the FDFV scheme.
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6 Conclusions
A depth averaged numerical approximation to the St. Venant
equations for shallow water flow was used to model the flow
around a dead zone feature on a reach of the River Severn. The
semi-distributed eddy viscosity and roughness coefficient were
varied until there was a relatively good fit between the predicted
depth averaged velocities and the depth average of the measured
velocities. The predicted velocity field was then used to supply a
finite difference based on finite volume (FDFV) model imple-
mentation of the 2D advection diffusion equation. It is possible to
model the gross energy budgets across a large region of shear
using a relatively simple, mass conservative FDFV approach. The
conservativeness property of the FDFV scheme makes the solu-
tion of the advection diffusion equation highly transparent, and
lends itself well to the incorporation of other source / sink terms
that are often specified component-wise in river energy budget
studies. It has been established that the gross hydraulics appear to
explain the pattern of temperature distribution within the river
reach, and consequently, simple inspection of a remotely sensed
image such as figure 1, may lead to greater efficiency in the esti-
mation of how river flows are behaving. Since this paper was
written some first attempts have been made to do this using an
adaptive neural network fuzzy inference system [35].
Appendix A
The algorithm that was used to ensure local conservativeness is
given in the following 5 steps which result in the small correc-
tions given in figures 6c and 6c.
Step 1: The downstream flux (Ie or Iw) for each column (cross
section) of cells was normalised to the mean (12.82 cumecs) in
order to conserve the total flux across any transect:
where the suffix correction1 indicates the corrected flux after the
first step of correcting the fluxes from the finite element model
(suffix Telemac). The process was carried out for every column
of cells shown in figure 6, and amounted to a correction of less
than 0.5% for any cell. Each column of cells is thus forced to be
conservative (there are no fluxes from the banks).
Step 2: The net flux for every cell in the FDFV grid, starting at
the furthest upstream cell closest to the right bank (cell i=1,,j=1)
was determined. For local conservativeness, the net flux must
equal zero for every cell. For each cell i,,j, the residual flux, RI,j,
was determined as:
where for example Ie is the total flux across face e, and R is the
residual flux (typically of the order 0.001 to 0.01 cumecs). Start-
ing with cell i=1, j=1, there is no flux from the right bank (Is = 0),
so only In Ie and Iw can be corrected in order to make the net flux
equal zero. This is achieved through subtracting R/3 from the flux
across each face.
Step 3: The previous step results in the total downstream flux for
column 1 no longer equating to 12.82, by an amount equal to R/3
for each face (e and w), so in step 3 the downstream fluxes (Iw, Ie)
for each of the remaining cells (i=2 to 8) for column 1 are in-
creased by an amount R/(3×8) (then by factors R/(3×7), R/(3×6),
etc for cells i=3,4, etc). This maintains both the conservativeness
of the column of cells, and the conservativeness of the individual
cell that has just been corrected.
Step 4: Steps 2 to 3 are repeated for cells 2 to 8, noting that the
excess flux R for each cell is still only divided between Ie, Iw and
In for all cells, Is having been fixed as the correction process pro-
gresses from s to n. Since the conservativeness of column of cells
1 to 9 has been maintained at each step, and since after this step
cells 1 to 8 have been forced to be conservative, cell 9 is forced
to be locally conservative, and no further correction is required.
Step 5: The next column of cells is corrected in the same way as
for steps 1 to 5 above, except the flux across the upstream faces
(Iw) is not allowed to change – the residual flux R has to be di-
vided between In and Ie only for step 2. The process is repeated
for all of the columns until every cell is locally conservative.
Since some of the cells occupy regions where the flow across a
particular face is low, a further constraint was included which
weighted the corrections so that faces with the largest fluxes re-
ceived the greater proportion of the residual, R, in steps 2 and 3,
hence minimising the percentage changes imposed.
The correction algorithm is not necessarily un-biased, and would
not be recommended for the correction of strongly non-conserva-
tive fields. However, the magnitude and distribution of the
changes that were made to the fluxes to achieve conservativeness
are shown in figure 6c and 6d, and indicate that the approach is
reasonably unbiased for this application, and that the corrections
are small.
List of symbols
a coefficient determining side-wall friction
ϕ passive scalar – also representative of temperature
here
ϕP value of passive scalar at centre of cell labelled P
N,S,E,W nodes adjacent to node labelled P, using compass
bearings for direction
n,s,e,w faces of control volume with centre node labelled
P, also using compass bearings for direction.
ne,nw,sw,se corners of control volume with centre node la-
belled P, also using compass bearings for direc-
tion.
u* friction velocity
Utg tangential velocity at boundary adjacent node
νT turbulent kinematic eddy viscosity
ε2 mean of the squared residual
400 JOURNAL OF HYDRAULIC RESEARCH, VOL. 40, 2002, NO. 4
σ2data standard deviation from the mean of the observa-
tions
vprediction predicted depth averaged velocity
vdata calculated depth averaged velocity
Nm Total number of measurements sites
O1 Coefficient of determination
U1 Local downstream velocity
U2 Local cross-stream velocity
r flow depth
∆V control cell volume
r local depth of the control volume
I Total flux across a face indicated by a suffix
R Residual flux determined from summation of vec-
tor fluxes across all faces of a cell
ICe convective flux across face e
ρ density of water
b12, etc. geometric correction factors for evaluation of
fluxes
v1,v2 local components of velocities at control volume
faces
U1,U2 velocity vector at cell face
ID combined diffusive flux across cell face
IDN normal diffusive flux
IDC cross diffusive flux arising due to non-orthogo-
nality of local co-ordinates
Γϕ diffusivity coefficient
D11,etc. geometric correction term for local flux balance
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