Exploitation of 3d images for face authentication under pose and illumination variations by Filareti Tsalakanidou et al.
Exploitation of 3D Images for Face Authentication Under Pose and Illumination
Variations
Filareti Tsalakanidou1,2, Sotiris Malassiotis2, and Michael G. Strintzis1,2
1Information Processing Laboratory, Electrical and Computer Engineering Department,
Aristotle University of Thessaloniki, Thessaloniki 541 24, Greece
2Informatics and Telematics Institute, Centre for Research and Technology Hellas,
1st Km Thermi-Panorama Rd, Thessaloniki 57001, Greece
Email: ﬁlareti@iti.gr, malasiot@iti.gr, strintzi@eng.auth.gr
Abstract
An appearance-based face authentication system integrat-
ing 2D color or intensity images and 3D data is presented
in this paper. The proposed system is based on a low-cost
3D and color sensor, capable of synchronous real-time ac-
quisition of 3D images and associated color images. Novel
algorithms are proposed that exploit depth information and
prior knowledge of face geometry and symmetry to achieve
robust face detection, localization and authentication under
conditions of background clutter, occlusion, face pose alter-
ation and harsh illumination. A method for the enrichment
of face databases with synthetically generated views depict-
ing variations in pose and illumination is proposed to cope
with head rotations and illumination variations, avoiding
a cumbersome enrolment process. The performance of the
proposed authentication scheme is tested thoroughly on a
face database of 1500 images, recorded with the 3D acqui-
sition system. Experimental results demonstrate signiﬁcant
gains resulting from the combined use of depth and color
or intensity information, in comparison to the use of 2D im-
ages alone.
1 Introduction
Automatic recognition of human faces is extremely useful
in a wide area of applications, such as face identiﬁcation for
security and access control, surveillance of public places,
mug shot matching and other commercial and law enforce-
ment applications.
The majority of face recognition techniques employ 2D
grayscale or color images. Only a few techniques have been
proposed that are based on range or depth images. This is
mainly due to the high cost of available 3D digitizers that
makes their use prohibitive in real-world applications. Fur-
thermore, these devices often do not operate in real time
(e.g. time of ﬂight laser scanners) or produce inaccurate
depth information (e.g. stereo vision).
A common approach towards 3D face recognition is
based on the extraction of 3D facial features by means of
differential geometry techniques. Facial features invariant
to rigid transformations of the face may be detected us-
ing surface curvature measures. Several techniques, such as
the Extended Gaussian Image [1] and Point Signatures [2]
adopt this approach. The combination of 3D and gray-scale
images is addressed in [3], but 3D information is only used
to aid feature detection and compensate for the pose of the
face.
The most important argument against techniques using
a feature-based approach is that they rely on accurate 3D
maps of faces, usually extracted by expensive off-line 3D
scanners. Low cost scanners however produce very noisy
3D data. The applicability of feature based approaches
when using such data is questionable, especially if compu-
tation of curvature information is involved. Also, the com-
putational cost associated with the extraction of the features
(e.g. curvatures) is signiﬁcantly high. This hinders the ap-
plication of such techniques in real-world security systems.
The recognition rates claimed by the above 3D techniques
[1–3] were estimated using databases of limited size and
without signiﬁcant variations of the faces. Only recently
Chang et al. [4] conducted an experiment with a database of
signiﬁcant size containing both grayscale and range images,
and produced comparative results of face identiﬁcation us-
ing eigenfaces for 2D, 3D and their combination and for
varying image quality. This test however considered only
frontal images with neutral expression, captured under con-
stant illumination conditions.
To address the above issues, an appearance based face
authentication system integrating 3D range data and 2D
color or intensity information is presented in this paper.
Apart from the combination of 2D and 3D information,
the paper introduces a novel face detection and localization
1method, exhibitingrobustnessunderbackgroundclutter, oc-
clusion, face pose variation and harsh illumination condi-
tions by exploiting depth information and prior knowledge
of face geometry and symmetry. Furthermore, unlike tech-
niques that rely on an extensive training set to achieve high
recognition rates, our system requires only a few images per
person. This is achieved by enriching the original database
with synthetically generated images, depicting variations in
pose and illumination. The performance of the proposed
system is extensively evaluated using a face databases of
signiﬁcant size (1500 images). The combination of 2D and
3D information was shown to produce consistently superior
results in comparison with a 2D state-of-the-art algorithm,
demonstrating at the same time near real-time performance.
The paper is organized as follows. A brief description
of the 3D sensor is given in Section 2. Face localization
based on depth and color information is described in Sec-
tion 3, while in Section 4 multimodal face classiﬁcation is
outlined. In Section 5, we examine algorithms for the en-
richment of face databases with novel views. Experimental
results evaluating the developed techniques are presented in
Section 6. Finally, a discussion of the paper achievements,
limitations and ideas for feature work are presented in Sec-
tion 7.
2 Acquisition of 3D and Color Im-
ages
A 3D and color camera capable of quasi-synchronous real-
time acquisition of 3D images and associated color 2D
images is employed [5]. The 3D-data acquisition sys-
tem, which uses an off-the-shelf CCTV-color camera and
a standard slide projector, is based on an improved and ex-
tended version of the well-known Coded Light Approach
(CLA) for 3D-data acquisition. The basic principle ly-
ing behind this device is the projection of a color-encoded
light pattern on the scene and measuring its deformation
on the object surfaces. By rapidly alternating the color-
coded light pattern with a white-light pattern, both color
and depth images are acquired. The average depth accu-
racy achieved, for objects located about 1 meter from the
camera, is less than 1mm for an effective working space of
60cm × 50cm × 50cm, while the resolution of the depth
images is close to the resolution of the color camera.
The acquired range images contain artifacts and missing
points, mainly over areas that cannot be reached by the pro-
jected light and/or over highly refractive (e.g. eye-glasses)
or low reﬂective surfaces (e.g. hair, beard). Some examples
of images acquired using the 3D camera can be seen in Figs.
1, 2, 3 and 4. Darker pixels in the depth map correspond to
points closer to the camera and black pixels correspond to
undetermined depth values.
3 Face Localization
A highly robust face localization procedure is proposed
based on depth and color information. By exploiting depth
information the human body may be easily separated from
the background, while by using a-priori knowledge of its
geometric structure, efﬁcient segmentation of the head from
the body (neck and shoulders) is achieved. The position of
the face is further reﬁned using brightness information and
exploiting face symmetry.
Separation of the body from the background is achieved
by computing the histogram of depth values and estimating
the threshold separating the two distinct modes. Segmenta-
tion of the head from the body relies on statistical modelling
of the head - torso points in 3D space. The probability dis-
tribution of a 3D point x is modelled as a mixture of two
Gaussians:
P(x)=P(head)P(x|head)+P(torso)P(x|torso) (1)
= π1N(x;µ1,Σ1)+π2N(x;µ2,Σ2) (2)
where π1,π 2 are prior probabilities of the head and torso
respectively, and N(x;µ,Σ) is the 3D Gaussian distribu-
tion with mean µ and covariance Σ. Maximum-likelihood
estimation of the unknown parameters πk, µk, Σk, k =1 ,2
from the 3D data is obtained by means of the Expectation-
Maximization algorithm. To avoid the convergence of the
algorithm on local minima, good initial parameter values
are required. In our case these may be obtained by ex-
ploiting prior knowledge of the body geometry and specif-
ically the relative dimension of the 3D blobs expressed by
means of 3D moments (center of mass and covariance ma-
trix). Then a 3D point x is classiﬁed as head or torso us-
ing the maximum likelihood criterion. Experimental re-
sults demonstrate robustness of the algorithm under vari-
ous orientations of the head and moderate occlusion of the
face, leading to correct classiﬁcation of face pixels in al-
most 100% of the images. More details of the algorithm are
given in [6].
The above clustering procedure yields inaccurate results
when biased by erroneous depth estimates, i.e. occluded
parts of the face. Therefore, a second step is required that
reﬁnes the localization using brightness information. The
aim of this step is the localization of the point that lies in
the middle of the line segment deﬁned by the centers of the
eyes. Then, an image window containing the face is cen-
tered around this point, thus achieving approximate align-
ment of facial features in all images, which is very impor-
tant for face classiﬁcation. The technique proposed exploits
the highly symmetric structure of the face. The estimation
of the horizontally oriented axis of bilateral symmetry be-
tween the eyes is sought ﬁrst. Then, the vertically oriented
axis of bilateral symmetry of the face is estimated. The in-
tersection of these two axes deﬁnes the point of interest.
2A variation of the generalized symmetry transform pro-
posed in [7], was used. Let pk =( xk,y k),k=1 ,...,K
be any image point. Then, ∆pk =(∂
∂xpk, ∂
∂ypk) is the in-
tensity gradient at point pk. We also denote by rk and θk
respectively, the magnitude and phase of the gradient vec-
tor. For a pair of points pi and pj, let p =( pi + pj)/2 be
their mid-point and l the line that passes through p and is
perpendicular to the direction deﬁned by pi and pj. Then,
a measure of reﬂectional symmetry of the two points about
the line l is given by:
S(i,j)=ri · rj · sin
3(
θ1 − θ2
2
) · sin(
θ1 + θ2
2
) (3)
Let the line of symmetry be deﬁned in the parametric form
sin(α)x + cos(α)y = d, where α is the slant of the line
and d its distance from the origin. The unknown parameters
are estimated by means of a Hough transform technique de-
scribed in the following.
A bounding box that safely contains the eyes is calcu-
lated from the initial depth segmentation, constraining the
range of values of d. The rotation of the head is assumed to
be limited (±10◦). Then, the range of parameter values is
efﬁciently quantized and a 2D Hough accumulator table Q
is created (30 × 60 bins). Each pair of quantized parameter
values (ˆ α, ˆ d) deﬁnes a candidate symmetry axis l. For each
pixel p on this line, we gather all intensity edge pairs pi and
pj such that |pi − p| = |pj − p| <e d/2 and pi − pj ⊥ l,
where ed is a constant that equals approximately the maxi-
mum vertical pixel size of the eyes in the image. Then, for
each pair Q(ˆ α, ˆ d) is incremented by S(i,j). The symme-
try axis is ﬁnally found by ﬁnding the cell in table Q which
received maximum votes. The vertical axis of symmetry is
similarlyestimated. ed inthiscaseequalsapproximatelythe
inter-occular distance recorded in the image. The intersec-
tion of the two estimated symmetry axes deﬁnes the center
of the face. A window of constant aspect ratio is centered
on this point, while its size is scaled according to the depth
value of the center point (see Fig. 1).
4 Face Classiﬁcation
In this paper we employ the Embedded Hidden Markov
Model (EHMM) technique in [8] as a baseline classiﬁer for
bothcoloranddepthimages. Faceclassiﬁcationbeginswith
the extraction of the observations from the input face image.
Next, the trained EHMMs in the database are used to calcu-
late the probability of the observations, given the EHMM of
each person. The model presenting the highest probability
is considered to reveal the identity of the person appearing
in the input image [8].
Two independent EHMM classiﬁers, one for color and
one for depth, are combined to handle both color and depth
Figure 1: Face localization results. The box with the dashed
line corresponds to depth-based segmentation. The hori-
zontal line of symmetry and the intersection point with the
vertical line of symmetry are illustrated. The window that
encloses the face is centered on this point (continuous line).
information. Since classiﬁers based on depth information
demonstrate robustness in handling cases where color or
intensity-based classiﬁers show weakness, and vice versa,
their combination results in increased recognition robust-
ness in all cases. The proposed strategy is as follows:
Let SC = {SC
1,S C
2,...,SC
N} be the set of scores com-
puted for each EHMM model ei, i =1 ,2,...,N in the
database using the color classiﬁer. Similarly let SD =
{SD
1,S D
2,...,SD
N} be the set of scores estimated by the
depth classiﬁer. Each set of scores is normalized in the
range [0,1] and a new set of combined scores is computed
by
SCD
i = wc · log10(SC
i +1 )+wd · log10(SD
i +1 ) (4)
where wc and wd are normalizing constants, chosen experi-
mentally during the training of the classiﬁer. The element of
SCD with the lowest value (higher similarity) corresponds
to the identity of the most similar person.
5 Enrollment
One of the main problems of face authentication is varia-
tions in appearance of images of the same person. Such
typical variations are caused by seasonal changes (aging,
hairstyle, usage of cosmetics, etc), face rotation, harsh
or heterogeneous illumination and occlusions caused by
glasses, scarves, etc. This problem may be partly allevi-
ated by recording a rich training database containing repre-
sentative variations. Such an approach is shown to lead to
improved recognition/authentication rates [9].
In this paper, a database enrichment procedure is pro-
posed that avoids a cumbersome enrollment process. A
small set of images (normally less than 5 per person) are
3originally recorded. These are subsequently used to cre-
ate canonical face images. For each canonical image pair
artiﬁcial views of the face depicting pose and illumination
variations are generated.
5.1 Surface Interpolation
Performing the above steps requires that the depth images
do not contain holes. In practice, more than 20% of the face
surface pixels are missing, mainly over occluded points on
one side of the nose and face. Therefore, a surface inter-
polation procedure has been developed, that exploits face
symmetry. Missing pixels from the right part of the face are
copied from symmetrically located pixels on the left part of
the face or vice versa. The vertical bilateral symmetry axis
is obtained using a semiautomatic procedure.
After the symmetry-based interpolation, depth values
which are still undeﬁned are linearly interpolated using
neighboring points. Since the dimension and shape of the
holes varies, a 2D Delaunay triangulation procedure is ap-
plied [10]. To compute the corresponding rectiﬁed color
image, the inverse 3D transformation is ﬁrst applied to the
interpolated depth map. Then, the forward 3D transforma-
tion is applied to the color image using the back projected
interpolated depth values. In Fig. 2 the various steps of the
surface interpolation procedure are illustrated.
(a) (b)
(c) (d) (e) (f)
Figure 2: Surface interpolation example. (a) Original color
image with interest points identiﬁed, (b) original depth im-
age, (c) warped depth image, (d) symmetry-based interpo-
lation, (e) ﬁnal linear interpolated depth image, (f) warped
color image.
5.2 Creation of artiﬁcially rotated depth and
color images
Several techniques have been proposed to recognize faces
under varying pose. One approach is the automatic genera-
tion of novel views resembling the pose in the probe image.
This is achieved either by using a face model (active ap-
pearance model in [11] and deformable 3D model in [12])
or by warping frontal images using the estimated optical
ﬂow between probe and gallery [13]. Classiﬁcation is sub-
sequently based on the similarity between the probe image
and the generated view.
An approach quite different from the above is based on
building a pose varying eigenspace by recording several im-
ages of each person under varying pose. Representative
techniques are the view-based subspace of [14] and the pre-
dictive characterized subspace of [15]. The proposed tech-
nique may be classiﬁed in this later category. However, the
view-based subspace is automatically generated from a few
frontal view images exploiting the information about the 3D
structure of the human face.
In order to create artiﬁcially rotated depth maps and as-
sociated color images, a 3D model is ﬁrst constructed. The
3D model consists of quadrilaterals, where the vertices of
each quadrilateral are computed from the depth values of
four neighboring pixels on the image grid. The 3D coor-
dinates of each vertex are computed from the correspond-
ing depth value using camera calibration parameters. Also,
associated with each vertex is the color value of the corre-
sponding pixel in the color image.
A global rotation is subsequently applied to the vertices
of the 3D model. The rotation center is ﬁxed in 3D space,
so that its projection corresponds to the point between the
eyes and it is at a ﬁxed distance from the camera. The
transformed 3D model is subsequently rendered using the
z-buffer rendering algorithm [16] giving rise to a synthetic
color and range image (Fig. 3).
Figure 3: Artiﬁcial rotation example. Original color im-
age and depth map and 4 synthetical views: rotation ±10◦
around the vertical axis y, −15◦ around the horizontal axis
x and +5◦ around axis z.
45.3 Simulating Illumination
Another source of variation in facial appearance is the illu-
mination of the face. The majority of the techniques pro-
posed to cope with this problem exploits the low dimen-
sionality of the face space under varying illumination con-
ditions and the Lambertian assumption [17]. They either
use several images of the same person recorded under vary-
ing illumination conditions [18] or rely on the availability of
3D face models and albedo maps [19,20] to generate novel
views. The main shortcoming of this approach is the re-
quirement in practice of large example sets to achieve good
reconstructions.
Our approach on the other hand builds an illumination
varying subspace by constructing artiﬁcially illuminated
color images from an original image. This normally re-
quires availability of surface gradient information, which
in our case may be easily computed from depth data. Since
it is impossible to simulate all types of illumination con-
ditions, we try to simulate those conditions that have the
greatest effect in face recognition performance. Heteroge-
neous shading of the face caused by a directional light com-
ing from one side of the face, was experimentally shown to
be most commonly liable for misclassiﬁcation.
Given the surface normal vector N computed over each
point of the surface, and the direction of the artiﬁcial light
source L =[ s i n ( θ)sin(φ),sin(θ)cos(φ),cos(θ)] speciﬁed
by the azimuth angles θ and φ, the RGB color vector Ia of
a pixel in the artiﬁcial view is given by:
Ia = Ic(ka + kdL · N) (5)
where Ic is the corresponding color value in the original
view, and ka, kd weight the effect of ambient light and dif-
fuse reﬂectance respectively. Fig. 4 shows an example of
artiﬁcially illuminated views.
Figure 4: Artiﬁcial illumination example. Original color
image and depth map and 3 synthetical views.
6 Experimental Evaluation
The focus of the experimental evaluation was to show that
the proposed integration of 2D color (or intensity) infor-
mation and 3D range data demonstrates superior perfor-
mance to state-of-the-art 2D face authentication techniques
Table 1: Number of enrollment and test images of the eval-
uation database
Enrollment Test Images
Images Frontal Pose Illumination All
100 226 471 705 1,402
and also robustness against illumination and rotation vari-
ability. A database comprised of 2D color images and their
corresponding depth maps was recorded in an indoor ofﬁce
environment using the 3D camera of [5]. In order to make
the experimental results comparable to public evaluations
of face recognition algorithms and systems, international
practices such as [21] were followed, regarding the eval-
uation concept and database recording methodology. The
face database contains 1,502 recordings of 20 individuals,
where each recording consists of a color image and the cor-
responding depth map (571 × 752 pixels). The database
consists of 2 recording sessions per person, captured in in-
tervals of 10 days on the average. The age of the partici-
pants was between 28 and 60 years old. Each session con-
tains recordings depicting different facial variations: frontal
images, poses (head rotated about the vertical axis y ±15◦),
and illumination variations (lights out, and an extra light
source coming from the left or from the right). Table 1 tab-
ulates the number of images used for enrollment and the
number of test images used for the different facial variation
tests.
6.1 Training and Testing of the Proposed
Face Authentication System
For the enrollment of a person 5 image pairs per subject
taken from a single recording session were used. The pro-
cedure described in Section 5 was followed for every image
pair, resulting to canonical images of dimensions 140×200.
Artiﬁcial views depicting pose and/or illumination varia-
tions were then generated. A horizontal shift parameter was
also considered to compensate for any misalignment dur-
ing face localization. Three training sets were created using
different enrichment schemes. Each training set is abbrevi-
ated as TSi, i =1 ,...,3 in the following. TS1 is comprised
of the original (rectiﬁed) enrollment images and does not
contain synthetical views. TS2 results from the enrichment
of TS1 with views depicting artiﬁcial rotations of ±5◦ and
±10◦ around axes y,z. A shift of ±3,±6 pixels along the
horizontal axis x was also incorporated. For the creation of
TS3, all images in TS3 were artiﬁcially illuminated, setting
φ =0 ◦ and θ = ±30◦.
Three sets of EHMMs are calculated for each training
set, using depth, color and intensity images respectively.
5The EHMM parameters were experimentally optimized.
The test phase consists of a face localization step and a
face classiﬁcation step. The result of face localization on an
inputimageisapairofcroppedimages(140×200)centered
around the point between the eyes. A simple linear surface
interpolation technique is then applied to the depth image,
so that missing pixel values are interpolated. A mask of
elliptical shape and standard dimension is used to crop parts
of the face near the boundaries of the image.
The face classiﬁcation system takes as input the images
resulting from the previous step and employs the EHMM
classiﬁcation method. The probability of the observations
is calculated for every enrolled person. The person associ-
ated with the highest resulting probability score is identiﬁed
as the person in the test image (see Section 4). The weights
wc, wd for the combination approaches are chosen experi-
mentally, so that the EER (equal error rate) is optimized.
The performance of the proposed face authentication
system was evaluated in terms of the receiver operating
characteristic (ROC) diagrams and the equal error rate
(EER).Inthetestprocedureeachindividualisconsideredas
an impostor against all remaining persons, that are consid-
ered eligible. Each user claims his/her own identity, while
each impostor claims the identity of each real user in turn.
For each of these claims a distance measure between the
probe and corresponding gallery images is calculated. The
calculated distance measure is then compared to a threshold
and accordingly the claimed identity is veriﬁed or reject.
Thus, by varying this threshold FAR and FRR values are
computed, deﬁning points on the ROC curve.
Theperformanceoftheapproachesbasedondepth, color
and depth or intensity and depth were compared to the base-
line (2D approaches) to determine whether the utilization of
depth images can improve the performance of face recogni-
tion systems. For ease of reference the following abbrevia-
tions will be used throughout the rest of the paper: “c” for
color approach, “d” for depth, “i” for intensity, “c+d” and
“i+d” for combination of color and depth and combination
of intensity and depth respectively.
6.2 Experimental Results
In this section, we present the experimental results of the
tests performed on the evaluation database. Approaches
“c+d” and “i+d” were compared against “c”, “i”, and
“d”, employing training sets TS1-TS3. The resulting ROC
diagrams are plotted in Fig. 5. In all cases, the combination
approaches, “c+d” and “i+d”, improve the performance of
the color and intensity approaches distinctly, by 4-5% and
3-4% respectively.
Next, we explore the merits of using synthetical images
forthetraining. Fig. 6showstheresultingROCdiagramsof
“c+d” and “i+d”. As can be clearly seen, the enhancement
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Figure 5: ROC curves of “c”, “i”, “d”, “c+d” and “i+d”,
when training sets TS1 (top) and TS3 (bottom) are used. All
image variation types are included in the test set.
of the training set with synthetical novel views depicting ro-
tations and translations of the head, improves the authenti-
cation rate signiﬁcantly. The improvement is obvious in the
case of the “i+d” test, where a decrement of the EER of
almost 4% is reported.
Table 2 tabulates the EER values of test images depicting
different pose and illumination variations. All approaches
were tested. The combination of 2D and depth informa-
tion is shown to improve the EER of 2D approaches sig-
niﬁcantly, especially in the case of illumination variations.
While the total EER achieved by “c” is about 15%, in case
of illumination variations the EER increases dramatically to
24%. The use of depth decreases the EER of illumination
images from 23.58% (“c”, TS1) to 15.46% (“c+d”, TS1).
The use of additional synthetical images reaches an EER
of 13.15% (“c+d”, TS3). Note that “c+d” is better than
“i+d” for all image variation types, except for illumination.
In general, intensity is more robust than color to such vari-
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Figure 6: ROC curves of “c+d” (top) and “i+d” (bottom)
resulting by the use of different training sets. All image
variation types are included in the test set.
ations. Authentication based on depth data mainly suffers
from pose variations.
Table 3 tabulates the EERs achieved by test images de-
picting different facial variations, when different training
sets are used. By inspection of the reported EERs, it can
be seen that the proposed enrichment procedure beneﬁts
authentication for images depicting pose and illumination
variations, as well as for frontal neutral views. TS3 pro-
duced the best results among all training sets used.
7 Discussion
In the present paper, a face authentication system inte-
grating 3D range data and 2D color or grayscale images
is presented. Novel algorithms for face detection, local-
ization and authentication are proposed, that exploit depth
data to achieve robustness under background clutter, occlu-
Table 2: Equal error rates achieved by “i”, “c”, “d”,
“c+d” and “i+d” for different facial variations. TS1 is used
Image Variations
Method Frontal Pose Illumination All
“c” 5.96% 6.78% 23.58% 15.08%
“i” 6.52% 11.9% 17.5% 13.83%
“d” 14.67% 20.5% 14.77% 16.67%
“c+d” 4.44% 5.41% 15.46% 10.29%
“i+d” 5.67% 10.62% 11.05% 10.03%
Table 3: Equal error rates achieved by “c+d” and “i+d”
for different facial variations and training sets.
Image Variations
Method Frontal Pose Illumination All
“c+d”, TS1 4.44% 5.41% 15.46% 10.29%
“c+d”, TS2 4.03% 4.8% 14.9% 9.75%
“c+d”, TS3 3.5% 4.72% 13.15% 8.75%
“i+d”, TS1 5.67% 10.62% 11.05% 10.03%
“i+d”, TS2 4.73% 8.06% 9.68% 8.33%
“i+d”, TS3 4.42% 7.58% 8.38% 7.45%
sions, face pose and illumination variations. The authen-
tication module employs the Embedded Hidden Markov
Model method, which is also applied to depth images. Un-
like most methods in 3D face recognition literature that per-
form recognition using a 3D model of the human head de-
rived from range data, the proposed method simpliﬁes the
processing of 3D data by regarding it as a 2D image, with
pixel values corresponding to the distance of the surface of
the human head from the camera plane.
As shown in Section 6.2 the combined use of depth data
and 2D intensity or color images yields superior results in
terms of veriﬁcation efﬁciency compared to the use of 2D
images alone, which is most common among state-of-the-
art face authentication systems. Improvement of the quality
and resolution of depth maps is expected to lead to even
lower EERs.
The approaches using color or intensity are especially
sensitive to illumination, color being more sensitive than in-
tensity. Although the enhancement of the training set with
synthetical images improves the veriﬁcation capability of
the proposed algorithms, the reported EERs are still higher
than those reported for frontal images or poses. Automatic
recovering of the illumination parameters by inverse render-
ing (using color and depth images) is currently under inves-
tigation.
The use of synthetic images presenting various rotations
7enhances the authentication of faces depicting poses other
than frontal. The latter is justiﬁed by the fact that even im-
ages assumed as frontal may depict a small rotation. The
use of artiﬁcial translations also compensates for any possi-
ble inaccuracies of the face localization algorithm.
In conclusion, the proposed combination approach is
susceptive to further improvement. Investigation of alter-
native fusion techniques, and particularly data fusion at an
earlier stage, use of more advanced surface features and
exploitation of illumination compensation techniques are
among our future research plans.
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