Abstract: This paper deals with sampled feedback strategies applied on the class of switched affine systems without common equilibria. A distinctive feature of these systems is a cyclical behavior in steady state. From the existence of a Control Lyapunov Function for a relaxed control problem, a novel procedure enabling to compute global attracting sets for the whole system trajectories is exhibited. This procedure is extended to the case of parameter and/or switching time uncertainties leading to Input-to-State Stability results. An application on a flying capacitor converter is used as an illustrative example.
INTRODUCTION
The last decade has witnessed the growing attention of the scientific community in the study of switched affine systems. These systems are a subclass of hybrid dynamical systems characterized by a finite collection of affine subsystems which are selected by a switching rule. Usually, the control design of these systems relied mainly on average model (Middlebrook and Wester (1973) ). The averaging methods (Sanders et al. (1991) ) are largely used in power electronics in order to provide feedback strategies using Pulse Width Modulation (PWM) control. With the purpose of improving dynamic performances, the scientific community intensified its efforts on advanced methods such as passivity based control (Castanos et al. (2009) ), sliding modes (Sira-Ramirez et al. (2002) ), optimal (Beccuti et al. (2006) ) and predictive control (Lazar and Keyser (2004) ). These methods in which a direct selection of the active subsystem is made, are a way of taking into account discontinuous effects of switchings.
Obtaining a switching strategy which keeps the system stable is a widely-studied problem (Liberzon and Morse (1999) ; DeCarlo et al. (2000) ; Liberzon (2003) ). The main technique used to analyze stability and stabilization is Lyapunov technique and the literature is divided according to the choice of the Lyapunov function: quadratic (Ji et al. (2005) ), multiple (Daafouz et al. (2002) ), piecewise quadratic (Geromel and Colaneri (2006) ), etc. See also (Liberzon (2003) ) for Lie algebra based results, (Hespanha and Morse (1999) ) for the role of dwell time and delay. However, although techniques are multiple, most of those works are concerned with systems, the subsystems of which share a common equilibrium. This paper deals with systems with no common equilibrium. Since the subsystems do not share a set of common equilibrium points, we need to define the notion of operating points as the equilibria of a relaxed problem. Invariant sets (Blanchini (1999) ) and Input-to-State Stability (ISS) characterization (Sontag and Wang (1996) ) are used in this paper in order to study the cyclical behavior of the trajectories and the robustness of the feedback. Under the assumption of the existence of a Control Lyapunov Function (CLF) for the relaxed problem, robust stability properties for a sample time and switched version of the feedback are guaranteed. Considering the sample time and the parameter uncertainties as inputs, robustness properties are provided. This paper is organized as follows. Section 2 gives the system description, states the problem and suggests sufficient conditions to determine a quadratic CLF for the studied class of systems. Section 3 formulates an optimization problem in order to compute the higher level set that can be reached from a lower one. Moreover, global attracting sets results are given about solutions of the optimization problems. Robustness properties for the proposed method are then established in Section 4. A flying capacitor converter is used in Section 5 to illustrate our results. We show that the stability is guaranteed even in presence of parameter uncertainties. To conclude, Section 6 summarizes the results of this paper and their interest in the research field of switched affine systems.
Notation. Let R, N and N * denote the field of real numbers, the set of natural numbers and the set of strictly positive natural numbers, respectively. Moreover, for any a ∈ N, let N ≤a denotes the set {k ∈ N | k ≤ a}. · is the Euclidian norm and · ∞ the infinite norm. In this paper, systems are of the formẋ = f (x, u) and the map f : R n × R m → R n is assumed to be locally Lipschitz continuous. So, for a given input u, there is a unique maximal solution of the initial value problem. A real-valued function α : R + → R + is said to belong to the class N 0 if it is continuous, non-decreasing and satisfying α(0) = 0. Moreover, it is a K−function if α is strictly increasing. In addition, if α is unbounded, it is a K ∞ −function. A function β : R + × R + → R + is said to belong to the class KL if, for any fixed t, the mapping β(r, t) belongs to the class K with respect to r and, for any fixed r, the mapping β(r, t) is decreasing with respect to t and β(r, t) → 0 as t → +∞. For a system of the formẋ = f (x, u), a control Lyapunov function (CLF) is a function V (x) that is continuous, differentiable, positivedefinite (that is V (x) is positive except at x = 0 where it is zero), proper (that is V (x) → ∞ as x → ∞), and such that for all x, there exists u for which the directional derivative satisfiesV (x; u(x)) := ∂V ∂x ·f (x, u(x)) ≤ −γ( x ) where γ is a class K-function. A system of the forṁ x = f (x, u) is said to be 0-Globally Asymptotically Stable (0-GAS), if there exists some β ∈ KL such that x(t, x 0 , 0) ≤ β( x 0 , t), ∀x 0 . Moreover, this system has the Asymptotic Gain property (AG), if there exists some α ∈ N 0 such that lim sup x(t, x 0 , u) ≤ α( u ∞ ) as t → +∞, ∀u, ∀x 0 . Finally, it is said to be Input-to-State Stable (ISS) if there exist some β ∈ KL and γ ∈ K such that x(t, x 0 , u) ≤ β( x 0 , t) + γ( u ∞ ), ∀u ∀x 0 .
PRELIMINARIES

System description
In this paper, the class of affine systems is considered:
where x(t) ∈ R n is the state, and the set of matrices A i and B i , i = 1, · · · , m are of appropriate dimensions. u i (t) are component values of the control u(t). In the sequel, from (1), two systems are distinguished by their control set:
where co(U ) is the convex hull of U .
(SS) belongs to the class of nonsmooth systems for which the notion of solution can be defined and generalized in the sense given by Filippov (Filippov (1988) ). Considering the control domain of (SS) relaxed to its convex hull co(U ), Filippov solutions can be obtained by considering (RS).
The link between solutions of (SS) and (RS) is given by a density theorem in infinite time (Ingalls et al. (2003) ). This theorem guarantees that switching laws exist such that the trajectories of (RS) can be approached as close as desired by the one of (SS). Then the equilibrium points set X ref of (RS) can be chosen as the operating points set of (SS):
Considering that a control u ref ∈ co(U )\U corresponding to an equilibrium x ref is not admissible for (SS), the state x can not be maintained on x ref by a control u ∈ U . Because of that, the asymptotic behavior of the trajectories of (SS) attempting to reach x ref is characterized by:
• a cycle near x ref if there is a dwell time condition applied on the switchings; • an infinite switchings sequence with a vanishing time duration between switchings as t → ∞.
For a given x ref of set (2), let us apply the coordinate change z = x − x ref to (1):
Problem statement
Consider the following assumption:
Remark 2. The above assumption means that a continuous time state feedback κ(z) exists which stabilizes asymptotically (RS) to the equilibrium x ref .
Theorem 3. If a matrix P = P T > 0 exists such that
Proof. For a given x ref , by definition we have
The term z T P A(u)z ≤ 0 following the theorem assumption. So, at each time t, control values u i ∈ co(U ) can always be chosen such that
. Now the strict decreasing of V is given by the rank condition which implies that at least one subscript i exists in (4) for which the inequality is strict while z = 0. We can conclude that V is a CLF for (RS).
Theorem 4. For a given equilibrium x ref of (2), if a matrix
Proof. Similarly to the proof of Theorem 3, notice that:
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Then, following the theorem assumption, we have z T P A(u ref )z ≤ 0 and it is always possible to choose, at each time t, control values u i ∈ co(U ) such that
with i = 1, · · · , m. The strict decreasing of V is given by the rank condition which implies that at least one subscript i exists in (5) for which the inequality is strict with z = 0. Therefore, V is a CLF for (RS) for x ref .
The aim of this paper is to show that a sampled state feedback law for (SS) can be based on the CLF V and to give stability guarantees and robustness results w.r.t. parameters uncertainties and non-uniform sampling.
In order to formalize this problem of robustness, define a minimum (resp. maximum) dwell time δ min (resp. δ max ) as the minimum (resp. maximum) duration between two switchings. Let us define the switching time sequence t k , k ∈ N, with duration constraints:
corresponding to the time instants where (RS) switches from one mode to another. Assume also bounded time dependent parameter uncertainties θ k on the matrices A i and B i in (3):
Suppose now that, for a given switching time sequence t k , k ∈ N, the piecewise constant control is defined as: It is worth noting that this sampled feedback can be derived from a CLF V for (RS). As illustration, consider:
• a sample time predictive strategy which consists in minimizing V (z k+N ) for a sequence of length N :
where arg 1 returns the first argument of the optimal sequence u k , u k+1 , · · · , u k+N −1 ; • a sample time steepest descent strategy:
whereV (z k ; u) represents the derivative of V in the direction given by A(u)z k + B(u).
The exact discretization of (3), called the Sample Time Switched System (STSS), is then given by:
ATTRACTING SETS
Let us begin this section by recalling the definition of a global attracting set. Definition 5. A closed positively invariant set Ω is said to be a global attracting set of (STSS), if all the trajectories approach
Consider a sequence {z 0 , · · · , z N } of length N +1 generated by (STSS) from an initial condition z 0 . Then, we associate the sequence of levels:
and the sequence of sublevel sets:
12) One can search w.r.t. the initial value z 0 , the highest level L N (z 0 ) at the end of the sequence that can be reached from a lower level L 0 (z 0 ).
For a given N , state the problem P N (δ min , δ max , θ max ) as:
) Remark 6. The existence of a candidate argument z 0 is obvious since z 0 = 0 always trivially satisfies the constraints (14) and (15). Noting, if exists,
) denotes the optimal level set (resp. optimal sublevel set). Observe also that the solutions L * N are worst case solutions. Definition 7. The problem P N is said to be bounded if the optimum L * N is finite. Theorem 8. If the problem P N is bounded, then S * LN is an attracting set for all trajectories of (STSS). Moreover ∀p ∈ N * , the problem P pN is bounded and the following inclusions hold:
Proof. The proof is established by showing that S * LN is an invariant set. Then, considering an initial condition
LN is a global attracting set. A complete proof in the case of the unperturbed system can be found in (Hauroigné et al. (2011) ). To complete, it is enough to notice that the proof does not depend on how the closed loop is constructed, thus, the proof remains valid for the perturbed system. It is worthy of noting that those properties are independent of the feedback strategy. Moreover, finding a solution for any N guarantees the existence of a global attracting set. Solving a problem P pN for any p ∈ N allows possibly to find a smaller global attracting set. Corollary 9. Define I as the set of integers (if exists, necessarily infinite according to Theorem 8) for which P i , i ∈ I, is bounded. Then
Li is the smallest global attracting set of (STSS) given by the set of problems P. Remark 10. From the definition of the sublevel S ∞ , we define the associated level
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ROBUSTNESS
Before claiming robustness properties, consider the following property of P N (δ min , δ max , θ max ). Property 11. The optimal solution L * N (δ min , δ max , θ max ) is non-decreasing w.r.t. δ max or θ max and non-increasing w.r.t. δ min .
Proof. It is clear that an optimal argument (z * 0 , θ * k , τ * k , k ∈ N ≤N −1 ) for P N (δ min , δ max , θ max ) is also an admissible argument for P N (δ min , δ max + δ, θ max ) for all δ ≥ 0. The rest of the announced properties is also trivially established.
Theorem 12. Under Assumption 1, the sample time predictive strategy and the sample time steepest descent strategy render (STSS) 0-GAS.
Proof. Let us prove that (STSS) is 0-GAS whatever the chosen strategy is, when (τ, θ) → 0. For the N −step predictive strategy the best decreasing value for V (z k+N ) from V (z k ) when (τ, θ) → 0, corresponds to the direction given by arg min u∈UV (z k ; u) which is the steepest descent.
A first order Taylor expansion can be used to prove this point. So it only remains to prove the fact that the steepest descent strategy is GAS when (τ, θ) → 0.
For that reason, consider the instantaneous steepest descent strategy arg min u∈UV (z; u). Since V is a CLF, the relationV (z; κ(z)) ≤ −γ( z ) holds with γ a class Kfunction. If min u∈UV (z; u) ≤V (z; κ(z)) ≤ −γ( z ), the 0-GAS property is verified. Reminding that κ(z) ∈ co(U ) and u ∈ U , the relation is not trivial. In order to prove the last inequality, the following definition is recalled: Definition 13. A hyperplane H of dimension (n−1) is said to support a closed and convex set M (⊂ R n ) on point y ∈ ∂M ∩ H if M is completely located in one of the two closed half-spaces determined by H (where ∂M is the boundary of M ). If a vector λ is inward-pointing normal to this supporting hyperplane H of M on point y then
Along the trajectory, the derivative of V is given bẏ
is affine w.r.t. u so the set defined by f (z, u), u ∈ co(U ) matches to the set Λ = co f (z, u), u ∈ U and is a closed polyhedron. Let λ = ∂V ∂z (z) and G its supporting hyperplane on Λ. Denote by u * = arg min
Two cases must be distinguished: either ρ is single, then ρ is a vertex of the polyhedron Λ and u * ∈ U , or ρ is non single, then ρ belongs to an edge or a face of the polyhedron Λ. At least one vertex ̺ exists such as ̺ ∈ ∂Λ ∩ G (Fig. 1) .
So a control u * ∈ U always exists such that min
holds. Therefore, if a CLF exists for (RS), i.e. continuous time state feedbacks κ exist which render (RS) GAS, then sample time state feedbacks κ s exist such that (STSS) is 0-GAS w.r.t. the input (τ, θ). Fig. 1 . Supporting hyperplane G on Λ for 5 modes and a 2D system.
Let us consider the following assumption:
It is now possible to establish the main result of this paper: Theorem 15. Suppose that Assumptions 1 and 14 hold, then (STSS) with the non-uniform sampling (6) and the parameter uncertainties (7), is input-to-state stable w.r.t. the input (τ, θ).
Proof. The proof uses the equivalence (Sontag and Wang (1996) ) between ISS and 0-GAS plus AG properties. As previously shown, the 0-GAS property for the sample time state feedback comes from Assumption 1. Asymptotic Gain property i.e. lim sup
from the fact that the function φ(δ max , θ max ) = sup 0<δmin≤δmax L ∞ (δ min , δ max , θ max ) is bounded and nondecreasing w.r.t. δ max , for all δ max ≤ ∆ max and respectively θ max , for all θ max ≤ Θ max . Then, it is always possible to define a class N 0 -function γ by choosing for example γ(s) ≥ φ(s, s) with s = (τ, θ) ∞ .
APPLICATION TO A FLYING CAPACITOR CONVERTER
In order to illustrate the efficiency of the optimization problem in the determination of an attracting set for a given sampled feedback strategy, consider a Flying Capacitor Converter (Fig. 2) . 
T ∈ R 3 , the state equation of the converter is:
The matrices A i i ∈ N ≤3 are defined by
and the matrices B i by B 0 = B 1 = B 2 = 0 and
refers to the switches position. Consider a control
The goal of this control (McGrath and Holmes (2007) ) is mainly to regulate the current through the load and secondarily to maintain the voltage of each capacitor in average around the fixed values E/3 in the capacitor C 1 and 2E/3 in the capacitor C 2 , hence the choice of the matrix P :
It is easy to show that P A(u ref ) + A(u ref )
T P ≤ 0, therefore Theorem 4 states that a quadratic function V (z) = z T P z is a CLF for (RS) for the equilibrium x ref . We consider in the sequel R = 10 Ω, C 1 = C 2 = 40 µF, L = 10 mH and E = 30 V.
From the existence of the CLF V , and for the steepest descent strategy, the result of Theorem 15 holds. In order to illustrate robustness properties of the control, consider a closed loop constituted with a system with parameter uncertainties θ, non-uniform sampling τ and a feedback strategy κ based on the nominal system. Consider each previously defined parameter and the sampling frequency time dependent realized according to an uniform random law with a maximum variation δ between 0% and 20% around their nominal value (45 kHz for the frequency). Notice that variations of 20% are greatly upper than variations practically seen, specially for the voltage E. Remark 16. Numerical issues solving P N : As the chosen strategy yields a discontinuous state feedback κ s (z k )(in fact, the control value is given following a partition of the state space), the problem P N is not smooth. So, it is convenient to solve numerically P N for each and every fixed sequence of modes. The problem hence becomes smooth for each of these sequences. In this case, the constraints corresponding to the chosen strategy and the switching sequence are added. For example, if the chosen strategy is the steepest descent and the chosen switching sequence u k = i k ∈ U the constraint becomeṡ i ∈ {1, . . . , 4}. The value of S * L1 (δ) increases to 2900 for δ = 20%. As stated in theorem 8, the relation S * LpN ⊆ S * LN , (p, N ) ∈ N * holds. Moreover, as expected, for each problem, the size of the attracting sets is growing with the maximum value of the variation. Fig. 5 represents the evolution of the function V in function of time for a maximum value of the variation δ = 20%. The level sets for a control sequence of length 4 with maximum parameter variation δ = {0, 5, 10, 15, 20}% are considered. It is noticeable that with the uncertainties, the trajectory generated by (STSS) does not verify V (z k ) ≤ L * 4 (0). However, if the problem takes into account uncertainties and non-uniform sampling with a maximum value δ then the trajectory verifies V (z k ) < L * 4 (δ). We observe that L * 4 (20) is largely greater than the level given by the simulated trajectory. This can be explained by the fact that L * 4 (20) is the worst case and that, in this simulation, the choice at each time of the parameters and the sample time is obtained from an uniform random law within the uncertainties range δ.
CONCLUSION
Based on the existence of a CLF for the relaxed control problem, two sampled switched strategies are proposed to stabilize the class of switched affine systems around an operating point.
The proposed framework allows to compute global attracting sets for the whole system, by solving a set of constrained optimization problems. The flying capacitor converter example shows that it is not necessary to consider high order in P N to get a good accuracy in the over approximation of S ∞ . Some stability margins, given in the form of ISS results with respect to the switching time and the parameter uncertainties are deduced from these attracting sets.
