Abstract: One of advanced trends of the current airborne control systems modernization is the development of the servos control systems (regulators) on the basis of achievements in the field of artificial intelligence and new information technology.
MATHEMATICAL DESCRIPTION OF THE CONTROL OBJECT
A smart servo control system provides the adaptation mode under conditions of uncertainty regarding the fluctuation and parametric disturbances and loads ( Figure 1 ). The same motor as a control object has not only different parameters, but also a different structure at different laws of external disturbance change. Hence, to ensure the given control quality in the whole scope of parameters and laws of the external moments change in a regulator it is required to change not only adjustment, but also the regulator control law (structure).
Fig.1. The control system
Generally the control object can be described by the following system of the nonlinear differential equations:
where u is a vector of control actions; y is a vector of observable signals; x is an extended state vector including parameters of dynamic objects; w is a vector of shaping noise of intensity w ψ ; ν is a vector of measurement noise of intensity
is a matrix of coefficients.
Generally the linear control object with one input and one output can be presented in the form of the following equation: 
IDENTIFICATION METHODS
The smart servo control system comprises: a multipurpose control device -a classifier of the control object state and a control shaper. The classifier of the control object state and the control shaper can be realized on the basis of both traditional technologies and modern approaches: expert or neuronet systems equipment.
Invariant immersion method
The continuous algorithm of invariant immersion for a simultaneous estimation of state and parameters of dynamic objects (1) has the following form (Sage and Melsa, 1974) :
where o
x is an estimation of the extended state vector; P is a correlation matrix of the filtering errors.
The algorithm of invariant immersion for a simultaneous estimation of state ( y ) and parameters ( 1/T ω K, = ) of the dynamic object in the form of aperiodic link is defined by the following vectors and matrixes (Ponyatsky, 2007) : The identification equations will have the following form ( Figure 2 ): The offered algorithm of identification based on a method of invariant immersion, allows to directly receive state estimations and values of timedependent parameters of nonlinear dynamic object.
Kalman filtration
Well-known methods of parametric identification, such as the least-squares method, filtering Kalman, mean the representation of required structure of dynamic object in the form of the difference equation. Then the input model (a linear regression) is used as initial data for development of the identification algorithm (Ponyatsky, 2004а ):
Y is a signal of the dynamic object output (dimension 1 p × ); [n] U is an input signal (dimension 1 q × );
is a data vector of input and output signals (dimension p n M × );
are measurement noises of intensity
The Kalman filtration algorithm required for estimation of the dynamic process parameters has the following form (Ljung, 1991; Ponyatsky, 2004а; Fatuev et al., 2004b) :
where
is forecasting of the parameters matrix estimation;
is a matrix of the parameters estimations; [n] o Y is estimation of the signal of the dynamic object output;
is a vector of data with estimations of the output signal;
[n] L is a matrix of the filter coefficients
where 1/n] [n + P of errors of forecasting of the
is a variance matrix of errors of the parameters matrix estimation (dimension M M n n × ).
[n] 1 R is calculated using the following dependence: 
[n] 1 iv R is carried out by using the method of least squares (Ponyatsky, 2003a) : The algorithms of the Kalman filtration used for servo parameters identification have been developed on the basis of the object model presentation in the form of aperiodic link (Ponyatsky, 2003a; Ponyatsky, 2004а) . Let us assume that the dynamic object is described by the following linear difference equation (2):
Then the algorithm of the dynamic object identification as aperiodic link has the following form ( Figure 3 ): 
Neuronet for parameter identification
A change to neuronet technologies required to essentially revise traditional principles and approaches to formalization of problems concerning the study of dynamic properties of the unmanned air vehicle servo control systems. To design a neuronet identifier, which should recurrently estimate parameters of the control object it is possible to define the following system of required initial data: structure and order of the control object model; a range of input and output signal change; ranges of magnitudes and rates of change of the control object parameters. In this case it is advisable to organize the procedure of the control object parameters identification using the neuronet with adjusted weighting factors, which (procedure) realizes its model. The process of the neuronet weighting factor adaptation or, this is identical, the identification of the control object parameters can be performed by means of a method of dynamic error back propagation. For implementation of the neural identifier it is offered to use the multi-fiber neuronet of direct propagation in which the information follows directly from fiber to fiber and it can not be sent from the subsequent fibers on previous ones. The general structure of neuronet, to within quantity of fibers, is defined as follows: 1. The quantity of the neuronet inputs is equal to quantity of used values of input and output signals plus an additional input with unit value, specifying the shift of functions of all neurons.
2. The first fiber realizes the function of the numerator and a denominator module and consists of neurons with the activation function of type semilinear with saturation. 3. The first fiber realizes the function of numerator and denominator ratio and the number of neurons in it depends on required accuracy of reproduction of threshold of activation function. The threshold of activation function is convenient for a hardware representation and also allows to analytically define weighting factors of a neuronet, based on required accuracy. 4. The third fiber consists of neurons, which are carrying out summation of neurons outputs of the second fiber. 5. Quantity of outputs -quantity of parameters to be identified. Let's consider the principles of the neuron identifier design on an instance using a servodrive as an example in the form of aperiodic link (8). The presented equation allows to present the time constant and the transfer ratio in the form of the functions depending on input and output signals as follows:
Let's carry out the fiber organization of the neuronet identifier structure, which (identifier) is offered for identification of time constant and the motor transfer ratio, to within definition of the neurons quantity in each fiber and the values of weighting factors. The quantity of the neuronet inputs is equal five:
The first fiber consists of eight neurons with the activation function of type semilinear with saturation. The first and third pairs of neurons realize a function of the module from numerator of equation (9) M -are selected equal to the maximum possible values of numerators and denominators (9) and (10) respectively. Division of weighting factors by 1 M … 4 M is required to transfer input values of neurons in a range from 0 to 1, corresponding to the neuron function The number of neurons of the second fiber depends, as it was already marked, from required accuracy of reproduction of relationships (9) and (10). Under required accuracy of identification is meant in this work admissible error magnitude ΔT and ΔK, at which satisfactory quality of transients is kept. The performance criterion includes the following characteristics of transient: rise time, magnitude of overshoot, time of the transient termination etc. For definition of weighting factors from neurons of the first fiber to neurons of the second fiber and the values of thresholds for neurons of the third fiber, it is offered the following algorithm: a) definition of a deviation ΔT and ΔK; b) definition of quantity of neurons of the second fiber: . The transfer function of the regulator when changing parameters of the control object is as follows:
