Two novel speech enhancement algorithms are presented that automatically increase intelligibility in noisy environments while maintaining the signal power and naturalness of the original speech. These energy redistribution (ER) algorithms move signal energy to targeted regions of relatively high information content that are crucial for intelligibility. The boosted regions are originally of low energy and therefore usually the first segments lost with the addition of environmental noise. The ER voiced/unvoiced (ERVU) method transfers energy from voiced speech to regions of unvoiced speech, while the ER spectral transition (ERST) method moves energy from spectrally stationary regions to spectrally transitional regions. Hand-held cell phones and public address systems are expected to be the dominant applications for these techniques. Standard noise reduction methods such as spectral subtraction are assumed to have already been applied to the voice signal before broadcast. Using human listening tests, it was found that both algorithms boost the intelligibility of speech in noisy environments by nearly 7 percent over the original unprocessed signals, without degrading naturalness or increasing signal power. Furthermore, both algorithms allow for controlling the trade-off between boost gain and speech naturalness.
Introduction
The area of speech enhancement seeks to improve the quality of recorded speech. Quality may refer to naturalness, loudness, clarity or intelligibility of the speech, depending on the listener. We are interested in enhancing speech in channel systems (record, transmit, broadcast). These systems, such as cell phone communications, public address systems, and automated menu services, suffer from noise in the broadcast environment. Our approach is to modify the recorded speech before it is transmitted and broadcast in a noisy listening environment, and our goal is to increase intelligibility without sacrificing other aspects of speech quality. We focus on intelligibility because understanding the speaker's message is the most basic requirement for any communication system and because intelligibility is readily measured through rhyming tests.
In this paper we introduce a novel scheme for increasing the intelligibility of speech without changing signal power --we redistribute signal energy to regions of speech most important for understanding the speaker's message. In the next sections, we investigate previous studies in the area of psychoacoustics which provide the basis for our algorithms, which we describe in detail in the following section. We then describe the listening tests employed to evaluate our algorithms as well as the results and conclusions.
Background
In the 1950s, research in filtered speech appeared that investigated the affects of filtering on intelligibility. Fletcher [1] found that vowels and nasals are recognized more so than other phonemes after low-pass or high-pass filtering (suggesting redundant information across the spectrum) while fricatives and stops were more sensitive to filtering. In other words, recognition information in vowels and nasals is distributed throughout the spectrum while the information in fricatives and stops is concentrated in bands within the spectrum. Miller and Nicely [2] found that filtered phonemes corrupted with additive noise showed similar variations in recognition tests. Voicing and nasality were little affected by the additive noise, while fricative, duration and place-of-articulation features were more affected. Later, Strange [3] found that the dynamic information between consonants and vowels in a CVC word was sufficient for vowel recognition even when the vowel was removed from the word. These studies show that some parts of speech are more important for recognition than others and that some parts of speech are more easily confusable with additive noise. We exploit these characteristics in our energy redistribution algorithms.
Energy Distribution
Energy redistribution seeks to take energy from one region of a speech utterance and use it to boost another region in time so as to increase the intelligibility of the utterance. The method elegantly preserves spectral and temporal cues important for recognition as well as naturalness. The increased intelligibility comes from the fact that certain parts of speech have a relatively high information content, and boosting these regions emphasizes the salient information necessary to recognize speech. We investigate two methods of energy redistribution speech enhancement. The first takes energy from voiced regions and boosts unvoiced regions. Unvoiced regions typically have less power than voiced regions and are more easily obscured by noise in the listener's environment. By boosting unvoiced regions, we raise the unvoiced speech above the noise, increasing intelligibility. The second scheme takes energy from spectrally stationary regions and boosts spectral transitions. Furui [4] showed that by truncating the vowel portion of consonant-vowel utterances, there exists a point where intelligibility greatly decreases with further truncation. He further showed that these points occur in regions of the greatest spectral change.
Voiced/Unvoiced
In the energy redistribution voiced/unvoiced method (ERVU), we attenuate voiced regions of speech and boost unvoiced regions while maintaining constant energy for word utterances. The voiced/unvoiced decision is made by a Schmidt trigger spectral flatness measure (SFM) in Equation 1:
where X j is the magnitude of the N-point DFT of the j th window of the uttered word. The SFM is the ratio of the geometric mean and arithmetic mean of windowed speech, bound between zero and one. Unity SFM means the spectrum is flat, while a SFM near zero indicates a peaky spectrum. Voiced regions, with peaks at harmonics of the fundamental frequency, have low SFMs while unvoiced regions, which lack fundamental frequency harmonics, have high SFMs. We use a two-level Schmidt trigger decision boundary to provide robustness to variations in the measure. The levels were determined empirically in the context of attenuating/boosting the speech so as to affect a meaningful change in the speech while maintaining reasonable naturalness. Figure 1 shows the SFM for the word 'clarification'. After the voiced/unvoiced decision is made, each region of the time-domain signal is multiplied by a separate gain factor empirically determined in the same manner as the decision boundaries. The transition between voiced and unvoiced gain factors is smoothed by a 10 ms linear interpolation. The word utterance is then scaled by a normalizing gain factor such that the modified word energy is the same as the original word energy.
Spectral Transitions
In the energy redistribution spectral transitions method (ERST), regions of spectral stationarity are attenuated while regions with changing spectral characteristics are boosted. To identify spectral transitions, critical band energies are computed for windowed speech and normalized by total window energy in Equation 2: 
where STM(j) is the spectral transition measure for the j th window of speech. This measure is then linearly transformed into a gain factor for each window --the larger the STM, the larger the gain factor. Exceedingly large or small gain factors are clipped to reduce the effects of outliers and to preserve naturalness.
Experiment
We evaluated our algorithms with listening tests. The first test used the confusable sets listed in Table 1 which were also used in [5] . Each test consisted of 500 trials over three algorithms: a control, ERVU, and a 3 rd -order Butterworth HPF with cutoff frequency f c =1.5 KHz [6] . For each trial, two words were randomly choosen from one of the four sets in Table 1 and displayed in a two-choice forced-decision test. One of the three algorithms was randomly selected and applied to one of the words. White noise was then added to the modified word and presented to the listener through Sony MDR-V200 padded stereo headphones. The listener could listen to the utterance as many times as needed before making a choice. The first 250 trials were at 0 dB SNR, while the second 250 trials were at -10 dB SNR. The utterances were taken from the TI46 database, and 26 listeners participated in the test, with results in Table 2 and Figure 2 . 75.0 ± 6 70.1 ± 5 84.3 ± 5 I-III 89.8 ± 2 93.9 ± 1 90.8 ± 2 -10 dB All 73.5 ± 3 78.9 ± 2 82.0 ± 3 I 70.7 ± 5 81.9 ± 4 83.1 ± 5 II 83.9 ± 5 84.1 ± 5 81.8 ± 5 III 72.8 ± 3 77.9 ± 3 83.5 ± 3 IV 64.2 ± 6 67.1 ± 11 71.1 ± 6 I-III 74.9 ± 3 80.1 ± 2 83.4 ± 3 (a) (b) Figure 2 . Confusable set rhyme test results with AWGN at (a) 0 dB SNR and (b) -10 dB SNR.
The second test followed the Diagnostic Rhyme Test (DRT) of Voiers [7] . The 192 word pairs of the DRT list were recorded by two speakers in our lab using a Labtec AM-242 electret microphone in a quiet room. Each test consisted of 192 trials over three algorithms: a control, ERST, and the same HPF as before. The listener was given an answer sheet that listed each word pair in order of testing and was instructed to mark which word was uttered for each trial. Words were only uttered once, and the time between utterances was 1.5 seconds. For each trial, one algorithm was selected and applied to one of the words next in the list. Then white gaussian noise was added to the modified utterance at -6 dB SNR and played through Aiwa HP-X222 padded headphones. Results for this test across 20 listeners are summarized in Table 3 and Figure 3 . Both energy redistribution algorithms outperformed the control in both tests and outperformed the HPF in all tests except the Confusable Sets test at -10 dB SNR. While the HPF is competitive with both ERVU and ERST at low SNRs, the spectral tilting greatly affects the naturalness of speech at higher SNRs, which limits the HPF's use in general applications. ERVU and ERST preserve spectral and temporal speech cues which maintains high degrees of naturalness. However, for very low SNR, most listeners would generally sacrifice naturalness for intelligibility for speech that would otherwise go unrecognized in a noisy listening environment.
Conclusions
We have presented two novel algorithms for increasing speech intelligibility through energy redistribution. By transferring energy to regions of unvoiced or spectrally transitional speech, we have boosted regions of relatively high information content. This emphasis on information accounts for the increase in intelligibility. Throughout the development process, we have considered the real-time implementation of energy redistribution. The decision functions (SFM or STM) are simple yet effective and may operate on a window-by-window basis. Energy conservation is approximated by storing a running estimate of the word power, which is then used to scale the modified window. Our two methods were never tested head-to-head. This is due to the evolutionary nature of research (ERVU came first) and the fact that we wanted to keep our listening tests short so as to not fatigue our test subjects.
