In this paper we provide a new dimension to business cycle analysis, going beyond the traditional focus on the co-movements and correlations in macroeconomic aggregates. We bring to light a significant form of firm level heterogeneity over the business cycle. We analyse the responsiveness of firm growth (quoted UK companies, over the thirty year period to 1997) to business cycle movements and find that the effects of aggregate shocks, positive and negative, are more pronounced for firms in the middle range of growth. We show that the higher moments of the distribution of firm growth rates are significantly counter cyclical, and that this also follows from the fact that rapidly growing and rapidly declining firms are less senstive to aggregate shocks than firms in the interior of the growth range. These findings are of importance in understanding firm growth as well as business cycle dynamics.
Introduction
The focus in business cycle research over most of the last century has been on movements and co-movements in aggregates at the national and international level.
1 More recently, aided by the availability of disaggregated, longitudinal micro data, increasing attention has been paid to the role of micro economic adjustment behaviour (of firms as well as households) in the dynamics of the aggregate economy. A key stylised fact established by empirical studies of longitudinal establishment data (Davis, Haltiwanger and Schuh, 1996) has been that heterogeneity is an essential characteristic of firm growth. Representative agent models used by macroeconomists, where all firms move in tandem over the business cycle is not consistent with observed data. In any time period, a few firms make a large part of the adjustments, but it is difficult to predict what any individual firm is likely to do based only on observables at the firm level.
Our objective is to add to the understanding of the cross sectional dynamics of business cycles. The impact of aggregate shocks on firms is of direct interest once it is recognised that not all firms respond to aggregate shocks equally. 2 What type of firms are most susceptible to recessions (and recoveries)? Are they, for example, the small, or the young? We report distinctive patterns in the heterogeneous growth responses of (quoted) firms to the business cycle. This is of central interest to industrial economists and policy makers concerned with growth and performance of firms. Our analysis is also addressed to macro-economists. A proper understanding of business cycles requires knowledge of the evolution of cross sectional distributions of individual behaviour. 3 This should help in the design of policies to reduce 1 For a recent analysis of 130 years of UK aggregate business cycles see Chadha et al (2000) . 2 This paper does not examine firm responses to uncertainty due to volatility in the business environment. Our focus is on the differential responsiveness of firms to common underlying cyclical ups and downs of aggregate economic activity: does the business cycle translate into a representative agent type movement where all firms move up or down together? The term "shock" does not carry the connotation of uncertainty in the current analysis.
3 On the impact of the cross sectional distribution of microeconomic actions on macroeconomic fluctuations, see Haltiwanger (1997) . A modelling approach pioneered by Caballero and Engel (1992, 1993) and Caballero, Engel and Haltiwanger (1997) allows for heterogeneous agents that adjust 'lumpily' to shocks. Aggregated, this micro behaviour generates rich, aggregate dynamics that depend upon the cross sectional distribution. For the amplitude of the business cycle.
The next section provides a framework for our analysis. It considers two hypotheses. The first focuses on the role played by features of firms in their growth. In industrial economics the relationship between, on the one hand, the size of the firm (and its age and industry) and, on the other, its growth rate, has been the focus of a much empirical research. Can changes in the growth impacts and changes in the distributions of these firm level features, explain the dynamics of the growth rates cross section? The second hypothesis relates to the possibility that the growth responses of firms to changes in the overall business environment is determined, not so much by firm characteristics, but according to the relative rate of firm growth itself. The effect of the business cycle on firms in a rapid growth phase may differ from its effect on firms in a decline phase, or firms growing at intermediate rates.
To the best of our knoweldge, no other studies have compared the explanatory power of these two hypotheses, but in the extant literature on macroeconomic influences on firm level performance, two contributions are directly relevant to our work. 4 The analysis of Geroski and Gregg (1997) of the effect of the 1991 recession using data from a survey of UK firms found that only some firms were severely affected by a collapse in demand. They found it difficult to predict the vulnerability of firms (either firms declaring themselves more vulnerable, or actually going out of business) using balance sheet variables. One of their findings was that firms that grew fast during the early stages of the recession proved less vulnerable to the recession than others (p. 59). These results are consistent with our findings. Boeri and Bellmann (1995) examined the relationship between the growth and exit of cohorts of establishments and macroeconomic fluctuations in Western Germany. Using a large data set of establishments, small as well as large, over a period that spanned two cyclical peaks and a recession, they found that in general, the growth of survivors was not cyclical, but tended to become more responsive to aggregate business fluctuations as cohorts aged.
5
a recent application of this approach to understanding the aggregate dynamics of inventories from a study of firm level behaviour see McCarthy and Zakrajsek (1998) . 4 In a different vein, Audretsch and Acs (1994) and Mata (1997) examined the importance of macro economic fluctuations on start ups. There is also some work on the cyclical nature of profitability, see Geroski and Machin (1993) , Machin and Van-Reenen (1993) and Geroski, Machin and Walters (1997).
5 One explanation they offer is that small firms are more prone to exit when hit with
The main difference between our study and that of Boeri and Bellmann is that our population consists of quoted companies; the data set of UK listed company accounts from 1968 to 1997 comprises of over 43,000 company years. Thus our results are derived from relatively large and more mature firms than the set of all establishments. Following a discussion of hypotheses in the next section, we proceed in section 3 to characterise the cross sections of growth rates of UK quoted firms. We find that there is a characteristic business cycle pattern to the dynamics of the cross section. In particular, some higher moments of the cross section (variance and skewness) are counter-cyclical (while kurtosis is pro-cyclical). These patterns are analysed in Section 4 by operationalising the hypotheses set out in section 2 and bringing them to data. We conclude that there is little evidence in favour of the first hypothesis. Section 5 explores the second hypothesis in more detail by investigating the impact of aggregate shocks, differentiating firms according to the percentiles of growth rates. We show that the (cyclical) aggregate shocks have a stronger impact on the central mass of the distribution and a weaker effect on the tails. Section 6 concludes.
Shocks, Growth Responses and Moments of the Cross Section: A Framework
Consider a set of firms producing output governed by some standard production function. Production takes place in a stochastic environment, and each firm is subjected to a variety of shocks, real and nominal: idiosyncratic, industry specific and economy wide. The total shock experienced in period t by the ith firm is:
with ε it the firm specific shock, ζ jt the jth industry shock and η t the economy wide disturbance. The observed growth rate of any individual firm can be negative shocks, while older and larger plants shrink till forced to close down. However this line of argument would imply that small firms respond more to expansionary shocks. They also suggest other possible explanations. Older and larger firms may be more specialised. Capital constraints and irreversibility of technologically indivisible investments may explain why young small firms do not respond as much to positive shocks. Larger and older plants may have more slack and be able to respond more either way.
conceived in terms of firm specific responses to shocks:
For the ith firm, in period t, λ it is its response to the growth of the aggregate economy, κ it , its response to the growth of the industry, and finally, ι it its response to shocks unique to the firm itself.
Our primary interest is in characterising and explaining the cycle-related dynamic patterns in the cross sectional distribution of growth rates (denote this by h t (g)). It is reasonable to assume that of among the types of shocks considered, aggregate shocks constitute the business cycle: the obvious area in which to seek an explanation for cycle-related patterns in h t (g) is in the heterogeneity of responses of firms to aggregate shocks. The key point from (2) is that aggregate shocks may have different impacts on different firms, as captured by the λ it .
7
There are two obvious ways in which firm-specific responses to shocks could be characterised. Aggregate shocks may modify the relationship between the growth of the firm and the firm's exogenous characteristics systematically, possibly in ways that depend on whether the shock is positive or negative. For example, it may be that large firms grow faster than small firms in recoveries. Systematic, cycle phase related changes such as these may drive the cross sectional distribution of growth rates over time.
Another possibility is that the growth response of any firm to an aggregate shock depends on its relative position in the entire range of firm growth rates. For example, negative aggregate shocks may not affect firms that have registered high positive growth rates as severely as it does firms that grew at moderate rates. Firms at the extreme negative end of the growth range may face limits to their decline, if they survive; it is possible that the struggle of these survivors to stay alive in the face of a negative aggregate shock leads them to perform 'relatively' better than the average firm.
Faced with an positive aggregate shock, firms that have registered extreme negative growth may barely turn around to positive growth, while firms that have grown very strongly may find themselves overstretched and limited in 6 Caballero, Engel, Haltiwanger (1997) suggest that adjustment in employment may be driven by non-convexities and irreversibilities and be either large or nil. This feature of lumpy adjustment is not as much of a feature in growth of sales.
7 See also Abadir and Talmain (2000) . λ it can be thought akin to the β of the corporate finance literature.
further growth. In summary, firms at the extreme ends of performance may respond less to aggregate shocks, both positive and negative, relative to firms in the middle range of growth. These mid-growth firms may prove to be the most susceptible to the changes in macro economic conditions. It is helpful to set out the implications of these response patterns for the growth rate cross section in formal terms.
Denote variables relevant to the growth rate of the firm by Z t (a key element of which would be firm size, s t ), and the probability distribution of growth rates conditional on Z t by h t (g|Z t ).
8 If the way in which firm growth rates, g t , depend on firm specific features is represented by f t (Z t ), observed growth rates of firms are given by E[f t (Z t )] + ν t where ν t is that portion of the growth rate than cannot be ascribed to any systematic firm level characteristic. By examining changes over time inf t (Z t ) we can draw inferences on whether, for example, small firms grow faster relative to large in recoveries, and large firms contract less relative to small in recessions. But is the growth rate distribution driven by aggregate shocks changing the growth relationship? If so, distributional features of the systematic growth component,f t (Z t ), will dominate h t (g). If, on the other hand, the influence of aggregate shocks on the growth of firms is independent of these firm level determinants we would expect the distribution of ν t to dominate h t (g).
In this latter case, our second hypothesis (that the magnitude of firm growth response to an aggregate shock, λ it in (2) above, depends on the relative position of the firm in the growth range) can be framed as follows. With the firms ordered in ascending order of growth rates, let λ (i) denote the magnitude of response to aggregate shock, where the parentheses around the subscript i signify the new ordering. 9 The second hypothesis can be stated in terms of how λ (i) varies with the ordered i. If the mass of firms in the interior of the range of growth rates sway more according to the general economic climate than firms at either extreme end, λ (i) will have an inverted u shape with respect to i, increasing monotonically up to some i in the interior of the growth range, and declining monotonically thereafter. Such a "well behaved" and inverted u-shaped λ (i) function is consistent with countercyclical skew in 8 This may pertain to surviving firms or may include entering and exiting firms. In the latter case, it would be convenient to define the growth rate as (s it −s it−1 )/[(s it +s it−1 )/2]. This definition of growth rate has the advantage of symmetry in expansion and contraction as well as in entry (growth rate of 200% and exit, growth rate of −200%). Continuous growth rates lie in the interval [−100%, ∞]. 9 We add structure in empirical work by restricting this response to be time invariant.
the growth rate distribution. The hypothesis about the shape of the λ (i) function can be refined. If the λ (i) function is well behaved in the above sense, and if the peak is reached for a growth rate which is at a lower position in the growth rate range than the mean growth rate, the dispersion of the cross section of growth rates will be countercyclical. In this case a positive aggregate shock will drive firms with lower than mean growth rate towards the mean, while firms with relatively higher growth rates will not respond as much to the shock. The dispersion of the growth rate cross section will decline (and the kurtosis increase) as the economy expands. In a contraction, firms with lower than mean growth will decline further away from the mean, while firms with relatively higher growth will not regress towards the mean as much. Dispersion will increase (and kurtosis decline) with negative aggregate shocks. In summary, if the λ (i) is well behaved and peaks before the mean growth rate, the dispersion of growth rates will be countercyclical, and the kurtosis cyclical; if it peaks after the mean growth rate, dispersion will be cyclical and kurtosis countercyclical.
A First Look at Evidence
Our sample consists of UK quoted companies from 1967 to 1997. The quoted sector is a clearly identified class of firms, dominating any other set of firms in terms of size. In consequence, the sample over-represents in large firms relative to the population of all UK firms. This is consistent with the focus of the analysis which is on the effects of the business cycle on large firms. Since no single database spans the long period needed to characterise cyclerelated dynamics we used four primary sources to construct the necessary data: The Cambridge / DTI databank, the London Share Price Database (LSPD), EXSTAT and DATASTREAM.
The Cambridge / DTI databank is an accounting dataset that dates from 1948. Companies were included only if: they were admitted to the official list of the stock exchange; they were independent companies or company groups; they operated mainly in the UK, and their principal activity was manufacturing, distribution, construction, or transport and certain services. 10 EXSTAT and DATASTREAM, dating from 1970, are company accounts based datasets that collect published accounts data for UK quoted companies, as well as members of the Times 1000 list of large UK companies. These databases were expanded to include smaller quoted firms in 1975-76. The combination of databases was used to construct the underlying UK quoted population.
11 This yielded 43,612 company years of data over the period 1967-1997. The number of reporting companies averaged 1400 a year, ranging from a maximum of 1844 in 1969 to a minimum of 1284 in 1992. In current prices, the median firm by size had sales of £5 Mn. in 1967 and £57.6 Mn. in 1997. Only 3% of the firms had sales less than £1 Mn. in 1997, while 37% had sales greater than £100 Mn.
In the rest of this section we describe the central features of the cross sections of real annual growth rates of sales of UK firms between 1968 and 1997. Table 1 reports the moments of each years cross section of continuous growth rates and the total number of firms in each year.
12 Figure 1 plots the Bowman-Shenton test for significant skewness against the χ 2 (1) 95% critical value of 3.84. What is noticeable is that periods of significant skewness are associated with periods of particularly strong macroeconomic variation or turbulence, such as the boom of 1973, the sharp downturn after the oil price shock in 1975, the recession of 1980-81, and 1991 and so on. To explore this further, Figure 2 plots each of the moments reported in Table 1 against the rate of growth of aggregate UK GDP. To exclude outliers the sample is truncated and the results reported are based on growth rates lying between ±25 percent 13 . The mean (m 1 ) and median (m) of the cross sections track the size qualification rose to net assets of £5.0 million, or gross income of £500,000 (by 1973) for the firms included in the1975-1977 period. 11 One difficulty with the data was that the industry codes used by EXSTAT did not reliably match to SIC codes. The industry codes we use are defined broadly to enable splicing across the databases.
12 m r is the rth central moment, m is the median, BS 1 is the Bowman-Shenton omnibus test for normality, distributed as χ 2 (2), and BS 2 is a χ 2 (1) test for skewness. p is the probability for the omnibus test statistic. 13 We have replicated the analysis with cutoff points at ±50%, ±75%, ±100% and ±150%, as well as cutoff points based on mean±k*Std Dev, with k taking values between 1 and 2. The patterns in the results we report are robust across all these experiments. It has not been possible to distinguish between growth of the firms in this population through acquisitions and organic growth. But the above robustness checks reassure us that cross sectional dynamics are not sensitive to the inclusion or exclusion of growth through acquisitions. It is also worth noting that only small proportions of firms went bankrupt or were acquired from this population of large firms. We identified 166 instances of bankruptcy and 1859 acquisitions over the 34 years to 1998, amounting to an average hazard rate of the aggregate quite closely while skewness appears to be counter-cyclical and kurtosis pro-cyclical. For much of the sample there appears to be an upward trend in dispersion. Regressions of the moments on GDP in Table 2 confirm the visual impression. The central moments are well accounted for by current and lagged rates of change of GDP, while dispersion and skewness are negatively related to the business cycle. Increasing dispersion of firm performance during recessions suggests that firms may be differentially affected by aggregate shocks. Figure 3 is a three-dimensional plot of kernel densities fitted to each cross section of continuous growth rates. The density estimates were generated with a gaussian kernel and an automatic data-based bandwidth, with the density evaluated at 100 equi-distant points in the common range of the cross sections.
Non-Parametric Analysis
14 The same kernels are plotted as a contour map in Figure  4 . These non-parametric estimates of the cross sectional distributions should be regarded as largely impressionistic. Nevertheless, they do suggest some interesting features of the evolution of cross sectional growth rates in the 30 year period from 1968. Because the average or mean growth rate of the U.K. economy has been positive over the sample period, the mass of the distribution always lies to the right of zero. There is considerable dispersion in performance with many firms experiencing negative growth even when the economy is booming, suggesting some churning at the sectoral and firm level. The central mass also moves with the aggregate growth rate of the macroeconomy. What is striking is that these fluctuations in the mean are associated with changes in the asymmetry in the distribution. Note the accumulation of firms at the poor growth end during the recessions of 1975, 1981 and 1991. These cycle related contortions of the distribution show up clearly in the contour map of Figure 4 . This picture suggests that there are significant deviations from symmetry and that these deviations are associated with the aggregate business cycle.
3% for being acquired, and 0.3% for going bankrupt. These proportions cannot give rise to the patterns we report. See Bhattacharjee, Higson, Holly and Kattuman (2002) 14 See Silverman (1986). Cosh, Hughes, Lee and Pudney (1998) have applied nonparametric and semi-parametric methods to analyse corporate growth in the UK.
Systematic and Stochastic Growth Components over the Cycle
We now develop an operational version of the framework set out in section 2. A useful benchmark is the simplest approach to the cross sectional firm level growth-size relationship, a first order Galton-Markov model (which generalises the Gibrat model) to allow past firm size to influence current firm size:
where z it is the deviation of the log of size of firm i at time t from the mean of the logs of sizes of firms at time t, β t is the growth-size coefficient and u it is the idiosyncratic component in growth. Gibrat's law holds if β t is unity. A value of β t less than 1 would suggest regression towards the mean with small firms, on average, growing faster than large. A value of β t greater than 1 would suggest that large firms, on average, grow faster than small. 15 We augment (3) with the other observable growth determinants: firm age (y it ), and an industry indicator (I i. ), 16 and write the growth equation, for each period, t, as :
The constant captures the linear shared effect of aggregate shocks, while the industry dummies capture the linear effects of industry wide shocks shared by firms within the industry. β t and γ t capture the systematic component of growth responses to shocks that depend on size and age. As usual, the residual u it stands for that component of growth that cannot be accounted for by observable firm or industry level characteristics. If there is no significant serial correlation 17 , and if u it is independent of z it−1 , y it and I i. , then the variance of growth rates evolves, in each period, according to:
15 See Hart and Oulton (2001) who estimate a time series of size coefficients in a comprehensive empirical exercise testing Gibrat's law. This branch of literature started in the 1950s and has generally found violations of the law, though it is often used as a first approximation. See Dunne and Hughes (1994) and Sutton (1997) for reviews. 16 Firms change their sectors very rarely, and in our data, not at all. Thus the Industry variable is devoid of time dimension. 17 Demeaning will have taken out any serial correlation at business cycle frequencies.
where κ is the variance and covariance terms involving the industry indicator variables.
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The third central moment, which measures skewness evolves as:
It is easy to see that the coefficient of skewness, (6), normalised by the standard deviation to be dimensionless, evolves as:
These decompositions, when applied to the series of estimated cross section models, tell us what proportions of growth rate moments are explained by firm characteristics (their distributions and growth impacts). In (5) and (6), the terms on the rhs, excluding the last one, capture aspects of the systematic mechanism that work upon the distribution of growth rates: the growth coefficients of size, age, and industry, and the variances of firm sizes, firm ages, and industry indicator variables and the covariances among them. If these terms together account for only a small part of the lhs, the time series patterns in growth moments must be accounted for by non-linearity and time variation in the cross-correlation of residual component of growth, i.e., the component that is unrelated to ex-ante observed firm characteristics.
We estimate the Galton process in (4) by OLS for successive pairs of
years using data on firms that survive from one year to the next. 19 The decompositions of the higher moments of the growth rate distributions given by (5) and (7) are reported in Table 3 and Table 4 . The main feature that stands out is that the contribution of the moments of the residual component in growth, given in the final columns in the two tables, dominate the growth rate moments in all years.
We can draw out some implications. To start with, take the upward drift of the cross sectional dispersion of growth rates. It is clear that the variance of the purely idiosyncratic residual term accounts for nearly all the variance of growth rates. It is this that has driven the increasing in variance of growth rates. Empirical studies of firm growth have established that growth rates of firms cannot be predicted well by size or age, or indeed, other explanatory factors. This suggests that the degree of unpredictability, of volatility in the growth rates of firms, has increased over time.
Moving to the countercyclicality of the higher moments, Tables 3 and 4 show that the cycle related patterns in the moments of the growth rate cross sections are driven almost entirely by similar patterns in the moments of residual growth component. The distributions and growth impacts of factors such as firm size, age and industry do not have explanatory power here. These findings drive home the importance of understanding the countercyclical pattern in residual growth moments. They also suggest that the explanation might lie in the how growth responses of firms to (cyclical) aggregate shocks are differentiated on the basis of growth itself. If aggregate shocks impact relatively more on mid growth firms than on firms at either tail of the growth 19 It is worth reporting that there is evidence that Gibrat's law is violated in different ways in the up and down phases of the cycle. These results are reported in detail in forthcoming work. One important point about short run growth is that transitory components may dominate permanent components in the short run. Transitory components bias the OLS estimate of coefficients downwards: firms that are of transitorily low size will show higher growth rates than firms that are of transitorily high size. It is possible to treat this as an errors in variables problem, as Oulton (1995, 2001 ) have, and control for the transitory influences by estimating a reverse regression to get compromise estimates of coefficients (the geometric mean of the standard coefficient and the inverse of the reverse regression coefficient -see Prais, 1958 ). This also assumes there is zero correlation between errors in dependent and independent variables. It may be that transitory components are larger among the small firms than the large. We find that this coefficient is quite close to the standard Galtonian coefficient. It is clear that the transitory components are not responsible for the increasing dispersion or the counter cyclical skew of the growth rate distribution.
range, as the economy grows (declines), firms in the middle of the growth range move closer to firms at the top (bottom) of the growth range. The probability mass will shift up in a recovery and down in a recession, leaving a long tail at the bottom end or the top, and generating the counter cyclical skew. Concurrently, and not contradicting this, growth rates will be less dispersed in a recovery and more dispersed in a recession, if positive and negative aggregate shocks impact on the lower of the medium growth firms more than on the higher of the medium growth firms. The relative gain of firms growing at the less than mean in recovery, and their relative loss in a recession could explain countercyclical dispersion. We turn to an analysis of this conjecture on differential impacts of aggregate shocks: the shape of the λ (i) function.
Relative Growth Rates and the Cycle
Our choice of method is guided by two considerations. The panel of firms is unbalanced and it is not possible to obtain continuous records for more than a small number of firms. Even if a large balanced panel were available, it is not possible to model individual firms to answer the question of interest. Individual firms cannot be characterised, in terms of invariant relative positions in the range of growth rates, for the thirty year duration.-the growth rate of any individual firm is likely to vary from year to year and fall over a wide range over the years. We proceed to extract from the (unbalanced) panel of observations, a set of time series that can be used to capture the evolution of a cross sectional distribution over time. We then use regression models of these time series of percentiles to identify the responsiveness of different relative growth rates of firms to the aggregate economic growth rate. We describe the method below.
Quantile Time Series
Consider a real random variable denoted G (to recall that the variable of interest is the growth rates of firms) that follows some continuous distribution F . The pth quantile (denoted G p ) of the distribution is the value below which 100p per cent of the distribution lies; F (G p ) = p. Quantiles are easily estimated. Consider a sample of size n. In the increasing rearrangement of the sample, let G (i) denote the ith smallest variate, and denote the value taken by it by g (i) , the ith order statistic: (g (1) ≤ g (2) ... ≤ g (n) ). Quantiles are readily estimated as the specific order statistics which divide (assuming the necessary divisibility) the total frequency of the sample, n, into equal parts -e.g., for p = 4 we have the quartiles and p = 10 gives the deciles. These estimators are non-parametric and do not depend on the form of F .
For each period t; t = 1, 2, ...T , consider the set of order statistics (g t,1 ≤ g t,2 ... ≤ g t,nt ); g t,k denotes the kth order statistic in year t. The number of observation in the cross section, n t , varies from year to year, but we can select out a balanced panel of quantiles for analysis once we fix the number of p-quantiles. In this study we work with percentiles -this amounts to selecting 100 firm growth rates systematically from the order statistics of each year's growth rates. The selection function for p kt (the kth percentile in year t) will almost never settle on the same firm in successive years, but we can characterise the dynamics of relative cross section locations by modelling the series, p kt , for each k.
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Given our sample sizes, we can be confident that the estimated quantiles are good estimates of population quantiles. For any two sample order statistics, g t,k , g t,k+r the amount of probability in the population distribution contained in the interval (g t,k , g t,k+r ) is a random variable, which does not depend on F . Thus confidence intervals for any given quantile as well as distribution-free tolerance intervals can be easily obtained from the sample order statistics (Wilks, 1962, chapter 11) . Our sample sizes comfortably exceed the smallest n for which 99% of the probability in the population distribution is covered by the extreme order statistics. For example, if n >= 645 we get a 99% tolerance interval for 99% of the population (Stuart and Ord, p781,5th Edn).
To examine whether firms out on the tails of the growth rate distribution are less sensitive to business cycle fluctuations than firms closer to the centre, we first estimated a simple dynamic model for each of the percentiles on GDP growth. 21 Since we have a time series corresponding to each percentile we also 20 For an example of the use of the deciles to capture the time series dimension of cross sections see Harvey and Bernstein (2000) . 21 In a companion paper (Chadha, Higson, Holly, Kattuman, 2002) we have established that the pattern reported is robust with respect to monetary policy variables, specifically, the term structure of interest rates. We found that firms that are most responsive to variations in interest rates are firms that grow at the medium rates of growth. The fastest and the slowest growers are relatively insulated in terms of growth response from interest rate variations.
examine the possibility of persistence in growth rate percentiles by including up to two lags:
where L is the lag operator, p k the kth growth rate percentile and ρ the continuous growth rate of aggregate GDP. Figure 5 plots the estimates 22 of λ 1k and λ 1k + λ 2k . The full regression results for selected percentiles are shown in Table 5 . The last column reports the p-value for a likelihood ratio test that λ 1k + λ 2k = 0.
Our finding is that the lagged GDP growth rate and GDP growth rate in the current period are good explanations for the growth rate at any particular percentile. It is worth re-iterating that in the above model the lagged terms do not apply to the past growth rate of the same firm, but to the past growth rates at same percentile. The λ 1k and λ 2k coefficients reflect the degree of persistence of the kth growth rate percentile. What is striking that the impact of the aggregate economy is much stronger upon firms in the interior of the growth rate range compared to the tails. λ (k) increases monotonically up to nearly the 25th percentile and declines monotonically thereafter. This means that an aggregate shock has differential effects on firms that grow at different rates; the central mass of firms moves closer to the fast growing firms in a boom and away from declining firms generating negative skewness. On the other hand in a downturn the mass of firms shifts to the left, closer to declining firms and leaves the group of rapidly expanding firms behind so the cross sectional distribution exhibits positive skewness. This is sufficient to generate the counter-cyclical skewness we observe in the data.
It is also clear that the peak of λ (i) is reached at a lower growth rate in the range than the mean growth rate. The implication is that a positive aggregate shock will drive firms with lower than mean growth rate towards the mean, while firms with relatively higher growth rates will not respond as much to the shock. The dispersion of the growth rate cross section will decline (and the kurtosis increase). Likewise in a contraction, firms with lower than mean growth will decline relative to the mean, while firms with relatively higher growth will not regress towards the mean as much. Dispersion will increase (and kurtosis decline) with negative aggregate shocks. The pattern in Figure 5 is sufficient to account for countercyclical dispersion of growth rates, and cyclical kurtosis.
In Table 6 we report, for completeness, a breakdown of firm growth according to the size of the firm. For each year we have taken the percentiles from the cross sectional distribution of the logarithm of firm size, measured by sales and then calculated the real percentage change of each of these log size percentiles for 1968 to 1997. Thus we are now selecting our growth rates according to the percentiles of the log size distribution rather than the percentiles of the cross section of growth rates. For brevity we only tabulate the deciles in Table 5 , though similar results emerge for all the percentiles. There does appear to be a correlation between the growth rate of each decile and the aggregate growth rate of the economy but the relationship does not vary in a systematic way with the size of the firm.
Interpretation
It is now widely accepted that heterogeneity in performance is endemic among firms across all phases of the business cycle -some firms will grow rapidly even in recessions, while some firms will decline severely even in recoveries. This paper reports a pattern in this heterogeneity. The simplest explanation for our finding that fastest growers in a recovery are less responsive to macroeconomic conditions than firms growing at lower rates is that rapid growers are over-stretched and have little slack to meet the higher demand that recovery brings. At the other end, the slowest growers in any year -firms that are sharply declining in size -may be doing so badly that nothing at the macroeconomic level in a recovery can salvage their growth performance.
In a recession, on the other hand, firms at the bottom of the growth league must be the ones for whom any further decline in size is likely to trigger exit. Their relative insulation from adverse macroeconomic conditions could be due to their strenuous efforts to resist exit. Geroski and Gregg (1997) found these firms strenuously engaged in business strategies aimed at cutting costs. They also found, as we did, that the fastest growers stay relatively immune in a recession; this could be attributed to the momentum of the rapid growth which softens the blow of recession.
Not all firms growing at rates in the intermediate range ride the business cycle in the same way, but on average, we find that growth rates in the mid-low range are twice as sensitive to moves in GDP growth as the fastest or slowest growth rates. This is consistent with the observed cycle related dynamics of the cross sectional moments of firm growth rates. One reason why the dispersion of companies' growth performance tends fall in recoveries is that firms growing at rates below average do not lag as much the average rate of growth. The dispersion of growth rates tends to increase in recessions, when firms growing at less than the average rates of growth lag behind by more.
Conclusions
An important feature of firm level data is the substantial variability in the fortunes of firms over time. This has been particularly noted in the turnover (entry and exit) of firms and establishments, but it has also been noted in growth and profitability of firms. In this paper, we attempt to characterise the heterogeneity in response of firms to the aggregate business cycle, and specifically, the way this response is related to position of the firm within the growth rate distribution.
In the empirical exercise we report, we examined the relationship between the business cycle and the cross sectional distribution of firm growth rates for the UK over a thirty year period to 1997. We found that the distribution of annual growth rates, the mean and higher order moments, varies in systematic ways with the business cycle captured by GDP growth. To explore the drivers of this pattern, we decomposed the variance and skew of the firm level growth rate distribution, based on the results of a regression model of the growth rate on firm level characteristics. From these results we showed that almost all of the growth rate variance is accounted for by the idiosyncratic component of firm growth. We concluded that observable firm level characteristics -size, age and industry -hold almost no explanatory power in determining cyclical variations in the distribution of growth rates.
We then turned to an examination of the impact of aggregate shocks on firm growth at different points in the growth distribution. We established that the magnitude of the firm growth response to an aggregate shock depended on the relative position of the firm's growth rate: rapidly growing and rapidly declining firms are less sensitive to aggregate shocks than firms in the interior of the growth range. While aggregate shocks do affect all firms and appear to be pervasive, both rapidly growing and rapidly declining firms are clearly less sensitive to aggregate shocks than the mass of firms in the interior of the growth range. When there is an economic upturn, firms growing at lower medium rates speed up and move closer to rapidly growing firms and away from the stragglers. In a downturn these firms slow down relative to rapidly growing firms and move closer to those in the left tail of the cross sectional distribution. This differentiation of growth responses to aggregate shocks of firms that grow at different rates appear to be largely responsible for the cyclical pattern in the cross section.
To analysts of the growth of firms in industrial economics these findings suggest the importance of designing policies with due consideration given to nonlinear growth responses of firms to the aggregate business cycle. To macroeconomists concerned with the amplitude of business cycles, the finding of differential responsiveness to aggregate shocks may suggest an additional policy focus on low to medium growth firms.
