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. 2 $c^{0}$ $c^{1}$ .
$C^{1}$ ,
$c^{0}$ . ,
. Kallenberg [5], Altman Shwartz [1], Altman [2] $\mathrm{L}\mathrm{P}$ ,
Frid[4], Sennott [7] $=$ , Liu Liu [6] . Liu
Liu [6] , ,
. ,
, .
, Liu Liu [6] .





$S=\{0,1,2, \ldots,N-1\}$ : , $A(i)=$ :
$p(i|i,a),$ $i,j\in S,$ $a\in A(i)$ : .. $\cdot$ .
$C^{0}(i,a)$ , $c^{1}(i,a)$ :
$\beta(0<\beta<=1)$ : .
$\Pi$ : , $\Pi_{S}$ : , $\Pi_{D}$ :
, .
$I_{\pi}^{0}(i_{0})=E_{\pi}[_{n0} \sum_{=}^{\infty}\beta n0\mathit{0}_{n}c(i_{n},)|i_{0}]$ $I_{\pi}^{1}(i_{0})=E_{\pi}[n \sum_{=0}^{\infty}\beta nC^{1}(i_{n},a_{n})|i_{0}],$ $i_{0}\in S$ .
$d=(d_{0}, \ldots, d_{N1}-)$ : .
$\Delta_{i_{0}}=\{\pi\in\Pi|I^{\iota}(\pi 0i)=<d_{i_{0}}\}$ , $\Delta=\bigcap_{i_{0}\in S}\Delta_{i0}.$ .
$I_{\pi}^{0}.(i_{0})<=I_{\pi}^{0}(i)0,$ $\pi\in\Delta_{i_{0}}$ , $\pi^{*}$ $i_{0}-$ . $i_{0}\in S$ $i_{0}-$
, $\pi^{*}$ .
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3.
$U\subset R^{2}$ , $e(U)=$ { $x\in U|k$ $y\in U$ $y=\chi$ } .
$c(i,a)=(c^{01}(i, a),$$c(i,a))$ (VM $\mathrm{D}\mathrm{P}$ )
6.
$I_{\pi}(i_{0})=E \pi[\sum_{n=0}\beta^{n}C(in’ n)|ai]\infty 0’ i_{0}\in S$ .
$V(i_{0})= \bigcup_{\in\pi\Pi}\{I_{\pi}(i)0\},$ $i_{0}\in S$ , $V_{D}(i_{0})= \bigcup_{\mathrm{f}\mathrm{c}\mathrm{n}-}\{I(fi0)\},$ $i_{0}\in S$ .
, $V(i_{0})=coV_{D}(i_{0}),$ $i_{0}\in S$ . $i_{0}\in S$ $I_{\pi}.(i_{0})\in e(\nabla(i)0)$ ,
$\pi*$
$\mathrm{V}\mathrm{M}\mathrm{D}\mathrm{P}$ .
VMD $\mathrm{P}$ , $c^{\lambda}(i, a)=<\lambda,$ $c(i, \mathit{0})>,$ $\lambda\in R^{2}$
(MD $\mathrm{P}(\lambda)$) .
$I_{\pi} \lambda(i_{0})=E[_{n}\pi\sum^{\infty}\beta nC^{\lambda}$ ($i_{n},$a )$|=0i]0’ i_{0}\in S$ .
$\pi*:$
$\mathrm{M}\mathrm{D}\mathrm{P}$ (\mbox{\boldmath $\lambda$}) $\Leftrightarrow I_{\pi}^{\lambda}.(i_{0})_{=}<I_{\pi}\lambda(i0),\forall i_{0}\in s,\forall_{\pi\in}\Pi$.
Theorem 3. 1. $E$ $\mathrm{V}\mathrm{M}\mathrm{D}\mathrm{P}$ , $E$
$I_{f}^{1}$ $(i_{0} )$ : $I_{f\mathrm{o}}^{1}(i_{0})\leqq I_{f_{1}}^{1}(i_{0}).<\leqq=\ldots..I_{fr}^{1}(i_{0})$ . $arrow$
(i) $I_{f_{0}}^{1}(i_{0})>d_{i_{\text{ }} },$ $\Delta_{i_{0}}=\emptyset$ .
(ii) $I_{f_{k}}^{1}(i_{0})=d_{i_{\text{ }} }$ , $i_{0}-$ .
(iii) $I_{f\iota}^{1}(i_{0})<d_{i_{\text{ }}}<I_{f_{k+}1}^{1}(i_{0})$ , $i_{0}-$ ( ) .
(iV) $I_{fr}^{1}(i_{0})_{=}<d_{i\text{ } },$ $f_{r}\text{ }$ $i_{0}-$ .
Proo . (i) (ii) (iv) .
(i)
Lema 3. 1. $\{\lambda_{n}\}arrow\lambda(\lambda_{n},\lambda\in R^{2})$ , $f\text{ }\mathrm{M}\mathrm{D}\mathrm{p}(\lambda_{\mathrm{n}})$, $\forall_{n}$ . ,
$f$ MDP(\mbox{\boldmath $\lambda$}) .
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Lema 3. 2. $e_{0},$ $e_{1}$ , $V(i_{0})$ 1 . , $e_{0},$ $e_{1}$ ,
MDP(\mbox{\boldmath $\lambda$}), \mbox{\boldmath $\lambda$}>0 g0’ gl .
$f,g\in\Pi_{D},$ $t(0_{==}<t<1)$ $\pi=(t, f, g)$ , $t$ $f$ , l-t $g$
.
Lema 3. 3. $f$ , $g$ $\mathrm{M}\mathrm{D}\mathrm{P}(\lambda)$ , $I_{J}^{1}\cdot(i_{0})<d_{i_{\text{ }}}<I^{1}g(i)0$ . ,
$\pi^{*}=(t^{*}, f, g)$ MDP(\mbox{\boldmath $\lambda$}) , $I_{\pi}^{1}.(i_{0})=d_{i_{0}}$ $t^{*}(0_{==}<f^{*}<1)$ .
Lema 3. 4. Lemma3 .3 . $f$ $g$ 1 .
, Lemma3 .3 $t^{\alpha}$ – .
TheOrem 3. 1 $(||\mathrm{I})\emptyset$ Proo .
$e_{0}=(e_{0}^{01}, e_{()}),$ $e_{1}=(e_{1’ 1}^{0}e^{1})$ $V(i_{0})$ 1 $e_{0}^{1}<d_{i_{\text{ }}}<e_{1}^{1}$ . Lemma






$<$ . Chitgopeker [3] , $h_{l},$ $l=0,1,\ldots,N$ $\mathrm{M}\mathrm{D}\mathrm{p}(\lambda)$ , $\lambda>0$ ,
$I_{h_{l}}^{1}(i_{0})<d_{i_{\text{ }}}<I_{h_{l_{+1}}}^{1}(i_{0})$ $l$. . Lemma 34 , $\pi^{*}=(t^{*}, h_{l}, h_{\iota+1})$ MDP(\mbox{\boldmath $\lambda$}),
$\lambda>0$ , $I_{\pi}^{1}.(i_{0})=d_{i_{\text{ }} }t^{*}$ . $I_{\pi}^{0}.(i_{0})$
, $\pi^{*}=(t^{*}, h, h\iota\iota_{+}1)$ 10- .
Remark 3. 1. $E$ , VMD $\mathrm{P}$ . , Theorem 3. 1 $(\mathrm{i}\mathrm{i}\mathrm{i}^{)}$












$\alpha:\alpha(0)=0,$ $\alpha(1)=0,$ $\alpha(2)=0$ ; $\beta:\beta(0)=0,$ $\beta(1)=1,\beta(2)=0$
$r:\gamma(0)=1,$ $\gamma(1)=0,\gamma(2)=0$ ; $\delta:\delta(0)=1,$ $\delta(1)=1,r(2)=0$ .
$E=\{\alpha,\beta, r\}$ :





(i) d0<O , $\Delta_{0}=\emptyset$ .
(ii) $d_{0}=0$ , $\alpha$ \beta 0- .
(iV) $d_{0}\geqq 2$ , $\gamma$ 0- .
(iii) $0<d_{0}<2$
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$0$ - $\pi=(t, \alpha, \gamma)$ .
$I_{\pi}^{\iota}(i)=C^{1}(i, \alpha(i))+\frac{1}{2}j\in\sum ps(j|i,\alpha(i))I_{\pi}1(j),$ $i=1,2$ ; (1)
$I_{\pi}^{1}(0)=fc(\iota 0,\alpha(0))+(1-t.)_{C(0}1,r(0))$
$+ \frac{1}{2}\sum_{j\in s}(fp(j|0,\alpha(0))+(1-f)p(j|0,r(0)))I_{\pi}^{1}(j)$ .
(2)
$I_{\pi}^{1}(0)=d$ , (1) , $I_{\pi}^{1}(1)=4,$ $I_{\pi}1(2)=2$ . (2)
$d= \frac{1}{2}fd+^{\frac{1}{2}}(1-f)\cdot 4\cdot$ . . $t=(4-2d)/(4-d)$ .
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