Let G be a simple r-regular graph with n vertices and m vertices. We give the signless Laplacian characteristic polynomials of xyz-transformations G xyz of G in terms of n, m, r and the signless Laplacian spectrum of G.
Introduction
We consider simple graphs. Let G = (V, E) be a graph with vertex set V (G) and edge set E(G). The complement G c of G is the graph with vertex set V (G c ) = V (G) and for any u, v ∈ V (G) and u = v, uv ∈ E(G c ) if and only if uv ∈ E(G) . Let G 0 be the empty graph with V (G 0 ) = V (G), G 1 the complete graph with V (G 1 ) = V (G), G + = G, and G − = G c . Let B(G) (B c (G)) be the graph with vertex set V (G) ∪ E(G) such that ve is an edge in B(G) (resp., in B c (G)) if and only if v ∈ V (G), e ∈ E(G), and vertex v is incident (resp., not incident) to edge e in G.
The line graph G l of G is the graph with vertex set E(G) and two vertices are adjacent in G l if and only if the corresponding edges in G are adjacent. Let G be a graph and x, y, z variables in {0, 1, +, −}. The xyz-transformation G xyz of G is the graph with vertex set V (G xyz ) = V (G) ∪ E(G) and the edge set For a regular graph G, the adjacency characteristic polynomials (and the adjacency spectra) of G 00+ , G +0+ , G 0++ and G +++ can be found in [1] . The adjacency characteristic polynomials (and the adjacency spectra) of the other seven G xyz with x, y, z ∈ {+, −} can be found in [3] . Deng et al. [4] determined the Laplacian characteristic polynomials of G xyz of a regular graph G with x, y, z ∈ {0, 1, +, −} (The cases G 0++ , G 0+0 and G 00+ have early been given in [2] ). Let f (x, G) = det(xI n −Q(G)) be the signless Laplacian characteristic polynomial of G, where I n is the the identity matrix of order n = |V (G)|. Now we give the signless Laplacian characteristic polynomials of xyz-transformation of an r-regular graph G with n vertices and m edges in terms of n,m, r and the signless Laplacian spectrum of G with x, y, z ∈ {0, 1, +, −}.
Some preliminaries
Let G be a graph with V (G) = {v 1 , . . . , v n } and E(G) = {e 1 , . . . , e m }. The vertexedge incidence matrix R(G) of G is the n×m-matrix (r ij ), where r ij = 1 if vertex v i is incident to edge e j and r ij = 0 otherwise.
. . , q n (G) be the the signless Laplacian eigenvalues of G arranged in non-decreasing order. Then q 1 ≥ 0 and R(G) ⊤ R(G) has eigenvalues 0 (of multiplicity m − n), q 1 , q 2 , . . . , q n . For positive integers p and q, let J pq be the all-ones p×q-matrix, and in particular, let J p = J p,p .
In the rest of this paper, G is an r-regular graph with n vertices and m edges. Then 2m = rn. We write A(G) = A, Q(G) = Q, R(G) = R, and q i (G) = q i for i = 1, 2, . . . , n. In particular, q n = 2r. Lemma 2.1 Let P (x, y) be a polynomial with two variables and real coefficients. Then (1) P (A, J n ) has the eigenvalues P (r, n) and P (q i − r, 0) for i = 1, 2, . . . , n − 1, or equivalently, P (Q, J n ) has the eigenvalues P (2r, n) and P (q i , 0) for i = 1, 2, . . . , n − 1, and (2) P (R ⊤ R, J m ) has the eigenvalues σ m = P (2r, m) and
Proof. (1) Let X 1 , X 2 , . . . , X n be orthogonal eigenvectors of A such that AX i = (q i − r)X i for i = 1, 2, . . . , n. Since A has equal row sums, X n = J n1 . Since J 2 n = nJ n , J n J n1 = nJ n1 and AJ n1 = rJ n1 , we have A s J t n J n1 = A s n t J n1 = r s n t J n1 for nonnegative integers s and t, and thus P (Q, J nn )X n = P (r, n)X n . For i = 1, 2, . . . , n− 1, since J n X i = 0 and A
s n t J n1 for nonnegative integers s and t. By similar argument as in (1), the result follows. ✷ Lemma 2.2 Let B and C be square matrices. Then
Note that q n−i (G c ) = n − 2 − q i for every i ∈ {1, 2, . . . , n − 1} and q n (G c ) = 2(n − r − 1). Equivalently, we have the following lemma.
3 Signless Laplacian characteristic polynomials of G xyz with z = 0
Thus we have the following conclusions (16 cases).
4 Signless Laplacian characteristic polynomials of G xyz with z = 1
Note that G 001 is a complete bipartite graph and
Proof. Obviously,
Clearly, it is sufficient to prove our claim for λ = n. By Lemma 2.2,
where
By Lemma 2.1, the eigenvalues of B are
and thus the result follows. ✷ Similarly, we have the following theorem.
Obviously, R ⊤ J nm = 2J m . Thus multiplying the first row of the block matrix M by − 1 2 R ⊤ and adding the result to the second row of M, we obtain a new matrix
Clearly, f (λ, G +11 ) = |M| = |M 1 | and it is sufficient to prove our claim for λ = m + n − 2. By Lemma 2.2,
Theorem 4.5
Clearly, it is sufficient to prove our claim for λ = m. By Lemma 2.2 (and the fact that
and for m − n + 1 ≤ j ≤ m − 1
Clearly, it is sufficient to prove our claim for λ = m + 2n − 2. Let
Multiplying the first row of the block matrix M by
J mn and adding the result to the second row of M, we obtain a new matrix
and for m − n + 1 ≤ j ≤ m − 1,
5 Signless Laplacian characteristic polynomials of G xyz with z = + Since G 00+ is a bipartite graph, the signless Laplacian eigenvalues of G 00+ are the same as the Laplacian eigenvalues of G 00+ . Thus
Theorem 5.1
Clearly, it is sufficient to prove our claim for λ = 2. By Lemma 2.2 (and the fact
and for 1 ≤ i ≤ n − 1,
and thus the result follows.
✷
Similarly, we have the following theorem.
Theorem 5.3
Multiplying the first row of the block matrix M by − 1 2
Obviously, f (λ, G 01+ ) = |M| = |M 1 |, and it is sufficient to prove our claim for λ = m. By Lemma 2.2,
By Lemma 2.1 (and the fact that rn = 2m), the eigenvalues of B are
Theorem 5.4
Theorem 5.5
Multiplying the first row of the block matrix M by −R ⊤ and adding the result to the second row of M, we obtain a new matrix
Obviously, f (λ, G ++1 ) = |M| = |M 1 |, and it is sufficient to prove our claim for λ = 2r − 2. By Lemma 2.2,
By Lemma 2.1, the eigenvalues of B are σ n = (λ − 2r)(λ − 2r + 2) − r(λ − 2r + 2) + 2r(2r − λ − 1) + 2r 2 = (λ − 3r + 2)(λ − 4r) and for 1 ≤ i ≤ n − 1,
and thus the result follows. ✷ Similarly, we can prove the following theorem.
Theorem 5.6
Theorem 5.7
J mn +R ⊤ and adding the result to the second row of M, we obtain a new matrix
Obviously, f (λ, G +−+ ) = |M| = |M 1 |, and it is sufficient to prove our claim for λ = m − 2r + 4. By Lemma 2.2,
and for i = 1, 2, . . . , n − 1
Theorem 5.8
6 Signless Laplacian characteristic polynomials of G xyz with z = − Since G 00− is a bipartite graph, the signless laplacian eigenvalues of G 00− are the same as the laplacian eigenvalues of it.
Clearly, it is sufficient to prove our claim for λ = n − 2. By Lemma 2.2,
Note that RR ⊤ = Q, J nm R ⊤ = rJ n and RJ mn = rJ n , then
and for i = 1, 2, . . . , n − 1,
Clearly, it is sufficient to prove our claim for λ = m − r. By Lemma 2.2 and the fact
Theorem 6.4
Theorem 6.5
Obviously, J mn R = 2J mm and J mn J nm = nJ mm . Hence multiplying the first row of the block matrix M by J mn and adding the result to the second row of M, we obtain a new matrix
Obviously, it is sufficient to prove our claim for λ = n + m − 4. By Lemma 2.2, f (λ,
m−n |B|, where
Theorem 6.6
Theorem 6.7
Thus multiplying the first row of the block matrix M by R ⊤ and adding the result to the second row of M, we obtain a new matrix
Obviously, J mn R = 2J m and J mn J nm = nJ m . Thus multiplying the first row of the block matrix M ′′ by 2J mn and adding the result to the second row of M ′′ , we obtain a new matrix
and it is sufficient to prove our claim for λ = n + 2r − 6. By Lemma 2.2,
Theorem 6.8
Theorem 6.9
and
Hence multiplying the first row of the block matrix M by −R ⊤ and adding the result to the second row of M, we obtain a new matrix 
