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Abstract
We consider small-time asymptotics for diffusion processes conditioned by their initial
and final positions, under the assumption that the diffusivity has a sub-Riemannian
structure, not necessarily of constant rank. We show that, if the endpoints are joined
by a unique path of minimal energy, and lie outside the sub-Riemannian cut locus, then
the fluctuations of the conditioned diffusion from the minimal energy path, suitably
rescaled, converge to a Gaussian limit. The Gaussian limit is characterized in terms of
the bicharacteristic flow, and also in terms of a second variation of the energy functional
at the minimal path, the formulation of which is new in this context.
1 Introduction
Consider a second order differential operator on Rd in Ho¨rmander’s form5
L = 1
2
m∑
ℓ=1
X2ℓ +X0 (1)
where X0, X1, . . . , Xm are vector fields on R
d. Let us assume for now that
X0, X1, . . . , Xm are bounded with bounded derivatives of all orders (2)
and that L satisfies the strong Ho¨rmander condition on Rd, that is to say,
span{Y (x) : Y ∈ A(X1, . . . , Xm)} = TxRd, for all x ∈ Rd. (3)
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5We identify here Xℓ with the differential operator
∑d
i=1X
i
ℓ(x)∂/∂x
i.
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Here A(X1, . . . , Xm) denotes the smallest set of vector fields on Rd containing X1, . . . , Xm and
closed under the commutator product, given by
[X, Y ](x) =
d∑
i=1
X i(x)
∂Y
∂xi
(x)− Y i(x)∂X
∂xi
(x).
Our main result concerns the small-time fluctuations of diffusion bridges associated to L. For
x, y ∈ Rd, write Ωx,y for the set of continuous paths ω : [0, 1] → Rd such that ω0 = x and
ω1 = y. For ε > 0, denote by µ
x,y
ε the law on Ω
x,y of the diffusion bridge associated to εL
starting from x at time 0 and ending at y at time 1.
Given an absolutely continuous path ω : [0, 1] → Rd, it may be that there exists an
absolutely continuous path h : [0, 1]→ Rm such that, for almost all t,
ω˙t =
m∑
ℓ=1
Xℓ(ωt)h˙
ℓ
t.
Then the energy I(ω) may be defined by
I(ω) = inf
ˆ 1
0
|h˙t|2dt (4)
where the infimum is taken over all such paths h. If ω is not absolutely continuous, or there
is no such path h, then we set I(ω) =∞.
In the case where x and y are joined by a unique path γ of minimal energy, we will write
TγΩ
x,y for the set of continuous paths v : [0, 1] → TRd such that vt ∈ TγtRd for all t and
v0 = v1 = 0. Given ω ∈ Ωx,y and ε > 0, define σε(ω) ∈ TγΩx,y by
σε(ω)t =
ωt − γt√
ε
.
Then define a probability measure µ˜x,yε on TγΩ
x,y by
µ˜x,yε = µ
x,y
ε ◦ σ−1ε .
The sub-Riemannian cut locus was defined by Bismut [8] in terms of the bicharacteristic flow
associated to the principal symbol a of the operator 2L, which is given by
a(x) =
m∑
ℓ=1
Xℓ(x)⊗Xℓ(x). (5)
This is reviewed in detail in Section 2. We can now state a version of our main result.
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Theorem 1.1. Let L be a second order differential operator on Rd of the form (1). Assume
that L satisfies conditions (2) and (3). Let x, y ∈ Rd. Suppose that there is a unique path γ of
minimal energy in Ωx,y and that (x, y) lies outside the cut locus. Then µ˜x,yε converges weakly
to a Gaussian probability measure µγ on TγΩ
x,y as ε→ 0.
The covariance of the limit measure µγ is given in terms of the bicharacteristic flow in
Section 2. Theorem 1.1 is proved in Section 3.
This theorem raises some further questions. First, once the global condition is made that
γ have minimal energy, it is natural to hope that a suitable modification of the theorem holds
under more local hypotheses. In particular, we would seek to drop the strong conditions
that the underlying space is Rd and that the operator coefficients are bounded with bounded
derivatives of all orders. Second, in the Riemannian case, the limit Gaussian measure µγ can
be characterized in terms of the second variation of the energy function at the minimal path.
This leads us to seek an analogous intrinsic object in the sub-Riemannian case. In order to
address these questions, we now reset to a more general framework.
Let M be a connected C∞ manifold of dimension d and let a be a C∞ non-negative
quadratic form on the cotangent space T ∗M . We assume that a has a sub-Riemannian struc-
ture, that is to say, there exist m ∈ N and C∞ vector fields X1, . . . , Xm on M such that
a(ξ, ξ) = 〈ξ, a(x)ξ〉 =
m∑
ℓ=1
〈ξ,Xℓ(x)〉2, ξ ∈ T ∗xM (6)
and such that
span{Y (x) : Y ∈ A(X1, . . . , Xm)} = TxM, for all x ∈M. (7)
There is associated to the quadratic form a an energy function I on the set of continuous paths
Ω = C([0, 1],M). While this can be defined as in (4), the following equivalent definition makes
clear that I is intrinsic to the quadratic form a. An absolutely continuous path ω ∈ Ω may
have a driving path ξ, by which we mean a measurable path ξ in T ∗M such that ξt ∈ T ∗ωtM
and ω˙t = a(ωt)ξt for almost all t. Then ω has energy
I(ω) =
ˆ 1
0
〈ξt, a(ωt)ξt〉dt.
If ω is not absolutely continuous or has no driving path, then I(ω) = ∞. Write Hx for the
subset of Ω consisting of paths of finite energy starting from x. For x, y ∈M , set
Hx,y = {ω ∈ Hx : ω1 = y}.
It is well known, under the bracket condition (7), that Hx,y is non-empty and that the sub-
Riemannian distance
d(x, y) = inf
ω∈Hx,y
√
I(ω) (8)
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defines a metric compatible with the topology of M .
Our main result concerns the case where x and y are chosen so that I achieves a minimum
on Hx,y uniquely, say at γ. We will then construct, under a regularity condition on γ, a
vector space TγH
x,y of absolutely continuous paths v in TM , with vt ∈ TγtM for all t and
v0 = v1 = 0, along with an equivalence class of norms on TγH
x,y, each making TγH
x,y into
a Hilbert space. The paths in TγH
x,y can be thought of as the infinitesimal variations of γ
in Hx,y. We will further construct a continuous non-negative quadratic form Q on TγH
x,y
such that Q(v) is the minimal second variation of I in the direction v, in a sense to be made
precise. These constructions are the content of Section 5.
The sub-Riemannian cut locus, as defined by Bismut [8], was shown by Ben Arous [7] to
have an alternative characterization in terms of a quadratic form on control paths associated
to a compatible sub-Riemannian structure. We will show in Theorem 6.3 that (x, y) lies
outside the sub-Riemannian cut locus if and only if our regularity condition on γ holds and Q
is positive-definite. Since the vector space TγH
x,y and the quadratic form Q are intrinsic to
a, this provides an intrinsic characterization of the cut locus in terms of the energy function
in this general setting.
We will show by an example in Section 5 that, when a has non-constant rank, it may
admit two inequivalent sub-Riemannian structures. Thus there is a difference in this case
between the given data for control theory, namely the sub-Riemannian structure, even up to
equivalence, and for hypoelliptic heat flow, namely the quadratic form a.
The sub-Riemannian cut locus is less well understood than its Riemannian counterpart. It
is known to be a closed and symmetric subset ofM×M . Rifford & Tre´lat [19] and Agrachev [2]
have proved results which limit its size. The reader may find in the lecture notes of Agrachev,
Barilari & Boscain [1, Theorems 10.4 and 10.11] a proof that, for all x ∈M and any r ∈ (0,∞)
such that B = {y ∈ M : d(x, y) 6 r} is compact, the set of points y ∈ B such that (x, y) lies
outside the cut locus is dense in B.
Let now L be a second order differential operator on M with C∞ coefficients, such that
L1 = 0 and such that L has principal symbol a/2. In each coordinate chart, L thus takes the
form
L = 1
2
d∑
i,j=1
aij(x)
∂2
∂xi∂xj
+
d∑
i=1
bi(x)
∂
∂xi
(9)
for some C∞ functions bi on M . In this context we refer to a as the diffusivity. Given that
a has sub-Riemannian structure (X1, . . . , Xm), we obtain the same family of operators by
choosing another C∞ vector field X0 on M and setting
L = 1
2
m∑
ℓ=1
X2ℓ +X0. (10)
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The special case with which we began now corresponds to the following global condition
M = Rd and X0, X1, . . . , Xm are bounded with bounded derivative of all orders. (11)
We will consider also a different set of conditions, where no further condition is made on M
or a, in particular no condition of completeness, but we insist that there is a C∞ positive
measure ν and a C∞ 1-form β such that
Lf = 1
2
div(a∇f) + a(β,∇f) (12)
where the divergence is understood with respect to ν, and such that β satisfies the sector
condition
‖a(β, β)‖∞ <∞. (13)
Note that (12) implies that
X0 =
m∑
ℓ=1
αℓXℓ, αℓ =
1
2
divXℓ + 〈β,Xℓ〉.
In particular, there is a loss with respect to (11), since we now require that, for all x ∈M ,
X0(x) ∈ span{X1(x), . . . , Xm(x)}. (14)
The estimates obtained by Malliavin calculus under (11) make essential use of that condition,
and do not appear to allow a variation under local conditions. On the other hand, heat kernel
estimates for incomplete manifolds, on which our localization argument depend, have so far
required (14). We note that the sector condition is satisfied trivially in the case β = 0. Thus
our results apply to all sub-Riemannian Laplacians, without any restriction of completeness.
There is a family of probability measures on Ωx,y which is naturally associated to the
operator L. Fix ε > 0 and x ∈ M . There exists a diffusion process starting from x and
having generator εL. Since, in general, the coefficients of L may be unbounded and we make
no assumption of completeness for M , this diffusion may explode with positive probability,
that is to say, it may leave all compact sets in a finite time. We will write µxε for the unique
sub-probability measure on Ω which is the law of this diffusion restricted to paths which do not
explode by time 1. Under our assumptions, there is a unique family of probability measures
(µx,yε : y ∈ M) on Ω which is weakly continuous in y, with µx,yε supported on Ωx,y for all y,
and such that
µxε (dω) =
ˆ
M
µx,yε (dω)p(ε, x, dy)
where p(ε, x, .) is the (sub-)law of ω1 under µ
x
ε . More explicitly, the finite-dimensional distri-
butions of each measure µx,yε may be written as follows. There is a positive C
∞ function p on
(0,∞)×M ×M such that
p(ε, x, dy) = p(ε, x, y)ν(dy).
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This function p is the Dirichlet heat kernel for L with respect to ν. Then, for all k ∈ N, all
t1, . . . , tk ∈ (0, 1) with t1 < t2 < · · · < tk and all x1, . . . , xk ∈M , we have
µx,yε ({ω : ωt1 ∈ dx1, . . . , ωtk ∈ dxk})
=
p(εt1, x, x1)p(ε(t2 − t1), x1, x2) . . . p(ε(1− tk), xk, y)
p(ε, x, y)
ν(dx1) . . . ν(dxk).
It is straightforward to see that these finite-dimensional distributions are consistent and do
not depend on the choice of ν.
Our main aim is to understand the fluctuation behaviour of the diffusion bridge measures
µx,yε in the limit ε→ 0. A path γ ∈ Ωx,y is minimal if I(γ) <∞ and
I(γ) 6 I(ω) for all ω ∈ Ωx,y.
We will say that γ is strongly minimal if, in addition, there exist δ > 0 and a relatively
compact open set U in M such that
I(γ) + δ 6 I(ω) for all ω ∈ Ωx,y which leave U. (15)
When M is complete for the sub-Riemannian distance, all metric balls are relatively compact,
so every minimal path is strongly minimal. Also, if there is a unique minimal path γ ∈ Ωx,y,
which is strongly minimal, then, by a weak compactness argument, for all relatively compact
domains U containing γ, there is a δ > 0 such that (15) holds.
For x, y ∈ M , joined by a unique minimal path γ, with (x, y) outside the cut locus, the
quadratic form Q defines an intrinsic Hilbert norm on TγH
x,y. Write TγΩ
x,y for the set of
continuous paths v in TM such that vt ∈ TγtM for all t and v0 = v1 = 0. We make TγΩx,y
into a Banach space using the uniform norm ‖v‖∞ = supt∈[0,1] |vt| corresponding to a choice
of Riemannian metric on M . The associated topology on TγΩ
x,y, which is all that matters
for us, does not depend on the choice of metric. We will show in Theorem 6.5 that there is a
unique zero-mean Gaussian measure µγ on TγΩ
x,y such that
ˆ
TγΩx,y
φ(v)2µγ(dv) = Q(φ˜)
for all continuous linear functionals φ on TγΩ
x,y, where φ˜ ∈ TγHx,y is determined by
φ(v) = Q(φ˜, v), v ∈ TγHx,y.
We rescale the fluctuations of the diffusion bridge around the minimal path γ to obtain a
non-degenerate limit. To do this, we choose a C∞ map θ : M → Rd such that the derivative
θ∗(γt) : TγtM → Rd is invertible for all t ∈ [0, 1]. We can always choose a chart U along γ
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and obtain a suitable function θ by extending the coordinate map from a neighbourhood of
γ. Define σε : Ω
x,y → TγΩx,y by
σε(ω)t = θ
∗(γt)−1(θ(ωt)− θ(γt))/
√
ε.
Then we obtain a probability measure µ˜x,yε on TγΩ
x,y by setting
µ˜x,yε = µ
x,y
ε ◦ σ−1ε .
It is straightforward to check that if µ˜x,yε converges weakly on TγΩ
x,y as ε→ 0 for one choice
of the function θ, then it does so for all such choices and with the same limit. Here is our
main result.
Theorem 1.2. Let M be a connected C∞ manifold of dimension d. Let L be a second order
differential operator on M of the form (12) and suppose that the diffusivity of L has a sub-
Riemannian structure. Let x, y ∈ M . Suppose that there is a unique minimal path γ ∈ Hx,y
and that (x, y) lies outside the cut locus. Suppose, either that
d(x, y) < d(x,∞) + d(y,∞)
or that γ is strongly minimal and L satisfies the sector condition (13). Then there is a constant
c(x, y) > 0 such that, in the limit t→ 0,
p(t, x, y) = c(x, y)t−d/2 exp{−d(x, y)2/(2t)}(1 + o(1)). (16)
Moreover, the rescaled diffusion bridge measures satisfy
µ˜x,yε → µγ weakly on TγΩx,y as ε→ 0.
The asymptotic equivalence (16) is a localized form of the standard small-time equiva-
lent for the heat kernel. It was shown in the elliptic case, under the condition d(x, y) <
max{d(x,∞), d(y,∞)} by C. Bellaiche [4, Chapter 9, Theorem 4.1]. It was shown in the
hypoelliptic case under the condition (11) by Ben Arous [7]. In the case of Brownian motion
on a compact Riemannian manifold, the convergence µ˜x,yε → µγ, with µγ characterized by its
covariance, was derived by Molchanov [16], but a full proof was not given. Many of the tech-
niques we use follow ideas pioneered by Bismut [8] and Ben Arous [7] in their studies of the
heat kernel, indeed, it turns out that the diffusion bridge asymptotics are another side of the
same story. Three recent works have built on the fundamental ideas of Bismut and Ben Arous
in complementary directions to ours. First, Deuschel, Friz, Jacquier & Violante [10, 11] have
obtained small time expansions for marginal distributions of the heat flow. Second, Barilari,
Boscain & Neel [6] have found estimates of the heat kernel actually on the cut locus. Third,
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Habermann [12] has identified the limiting fluctuations for sub-Riemannian diffusion loops,
that is when x = y, which can show non-Gaussian behaviour.
The rest of the paper is set out as follows. In Section 2, we recall the notions of the
bicharacteristic flow associated to a and the sub-Riemannian cut locus. We also give a char-
acterization of the limit fluctuation measure µγ in terms of the bicharacteristic flow. The
proof of Theorem 1.1 is given in Section 3, adapting a method of Azencott, Bismut and Ben
Arous, and relying on ideas of Malliavin calculus. Then in Section 4, we show how a heat
kernel upper bound provides a localization estimate suitable to deduce Theorem 1.2. Sections
5 and 6 are devoted to the geometry of some spaces of paths, leading to the intrinsic construc-
tion of the minimal second variation Q of the energy function and its associated Gaussian
measure. These two sections may be read independently of the preceding probabilistic and
analytic parts. Finally, in Section 7, we discuss the case where a(x) is positive-definite for
all x, and thus defines a Riemannian metric. In this case the limit measure µγ has several
different characterizations using classical objects of Riemannian geometry.
We are grateful to Emmanuel Tre´lat and Fabrice Baudoin for helpful advice in the course
of this work, and to Karen Habermann for a careful reading of the manuscript.
2 Bicharacteristic flow, cut locus and fluctuation mea-
sure
The discussion in this section applies both, in the case M = Rd, to the principal symbol a
defined at (5) and to the quadratic form a introduced at (6). The bicharacteristic flow is the
maximal flow (ψt(λ) : λ ∈ T ∗M, t ∈ D(λ)) of the vector field V on T ∗M given by
β(V, .) = dH
where β is the canonical symplectic 2-form on T ∗M and H : T ∗M → [0,∞) is the Hamiltonian
H(λ) = 1
2
〈λ, a(x)λ〉, λ ∈ T ∗xM.
Thus, for each λ ∈ T ∗M , D(λ) = (ζ−, ζ+) is an open interval containing 0, we have ψ0(λ) = λ
and
ψ˙t(λ) = V (ψt(λ)), t ∈ D(λ)
and ψt(λ) leaves all compact sets in T
∗M as t → ζ+ if ζ+ < ∞ and as t → ζ− if ζ− > −∞.
If M is complete for the sub-Riemannian metric, then D(λ) = R for all λ ∈ T ∗M . In a
coordinate chart U for M , for λ ∈ U , write λt = ψt(λ) = (xt, pt) while λt remains in T ∗U ,
with xt ∈ U and pt ∈ Rd. Then, for any sub-Riemannian structure (X1, . . . , Xm) for a, writing
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〈p,∇X(x)〉i for (∂/∂xi)〈p,X(x)〉, we have
x˙t =
m∑
ℓ=1
〈pt, Xℓ(xt)〉Xℓ(xt), x0 = x
p˙t = −
m∑
ℓ=1
〈pt, Xℓ(xt)〉〈pt,∇Xℓ(xt)〉, p0 = p. (17)
Fix x, y ∈M and suppose that
there is a unique minimal path γ in Hx,y. (18)
Write π for the projection T ∗M → M . We assume that γ is a normal minimizer, meaning
that
there exists a bicharacteristic (λt)t∈[0,1] such that γt = πλt for all t ∈ [0, 1]. (19)
For t ∈ [0, 1], write λt = ψt(λ0) and define linear maps Jt : T ∗xM → TγtM and Kt : T ∗yM →
TγtM by
Jtξ0 =
∂
∂ε
∣∣∣∣
ε=0
πψt(λ0 + εξ0), Ktξ1 =
∂
∂ε
∣∣∣∣
ε=0
πψ−(1−t)(λ1 − εξ1). (20)
We assume that (x, y) is non-conjugate for (λt)t∈[0,1], meaning that
J1 is invertible. (21)
Following Bismut [8], when conditions (18), (19) and (21) hold, the pair (x, y) is said to lie
outside the cut locus of a. By a simple and well known argument, (21) implies that the
bicharacteristic projecting to γ is unique.
The following statement is part of Theorem 6.5.
Theorem 2.1. Assume the hypotheses of Theorem 1.1 or those of Theorem 1.2. Then the
limit measure µγ is the unique zero-mean Gaussian measure on TγΩ
x,y with covariance given
for s 6 t by ˆ
TγΩx,y
vs ⊗ vt µγ(dv) = JsJ−11 K∗t . (22)
The characterization of the cut locus and limit measure µγ in terms of the bicharacteristic
flow is computationally effective and does not require the construction of the quadratic form
Q. On the other hand, the alternative characterizations given Theorems 6.3 and 6.5, in terms
of Q, confirm in the setting of an infinite-dimensional path space an intuition derived from
analogous considerations for functions and measures in finite dimensions. Moreover, the proof
of Theorem 1.1 is by analysis in path space and leads naturally to the formulation given.
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We conclude this section with some remarks on symmetry under time-reversal. The fol-
lowing calculation shows that J1 = K
∗
0 and hence that the cut locus is symmetric. Since V is
Hamiltonian, its flow preserves the symplectic form β. See for example [14]. For ξ ∈ T ∗M ,
write ξ˜ for the corresponding vertical vector in TT ∗M and write ψ∗t for the action of ψt on
TT ∗M . Then
〈J1ξ0, ξ1〉 = 〈π∗ψ∗1 ξ˜0, ξ1〉 = β(ψ∗1 ξ˜0, ξ˜1) = β(ξ˜0, ψ∗−1ξ˜1) = −〈ξ0, π∗ψ∗−1ξ˜1〉 = 〈ξ0, K0ξ1〉.
Consider the case where L has the form (12) and div(aβ) = 0, that is, ν is invariant for L.
Then, for compactly supported C∞ functions f, g on M , we haveˆ
M
fLg dν =
ˆ
M
gLˆf dν.
where
Lˆf = 1
2
div(a∇f)− a(β,∇f).
and the associated bridge measure satisfies µˆy,xε = µ
x,y
ε ◦ ∧−1, where ∧ : Ωx,y → Ωy,x is the
time-reversal map, given by ωˆt = ω1−t. Hence, in this case, the whole set-up is invariant under
time-reversal.
3 Laplace’s method on Wiener space
In this section we prove Theorem 1.1, following closely the method used by Ben Arous [7] to
study the heat kernel. The vector fields X0, X1, . . . , Xm provide both a means to construct a
diffusion process (xεt )t>0 with generator εL starting from x and a parametrization of the set
Hx of finite energy paths starting from x. Let (Bt)t∈[0,1] be a Brownian motion in Rm, which
we assume is realized as the coordinate process on Ω0(Rm) = {w ∈ C([0, 1],Rm) : w0 = 0}
under Wiener measure P. Define a vector field X˜0 on R
d by
X˜ i0(x) = X
i
0(x) +
1
2
m∑
ℓ=1
〈∇X iℓ(x), Xℓ(x)〉.
Consider the Itoˆ stochastic differential equation in Rd
dxεt =
√
ε
m∑
ℓ=1
Xℓ(x
ε
t )dB
ℓ
t + εX˜0(x
ε
t )dt, x
ε
0 = x.
This has a unique strong solution (xεt )t∈[0,1], whose law on Ω = C([0, 1],R
d) is µxε . There is no
explosion. Write H0(Rm) for the set of Cameron–Martin paths h in Rm, that is to say, the
set of absolutely continuous functions h : [0, 1]→ Rm, starting from 0, such thatˆ 1
0
|h˙t|2dt <∞.
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Given h ∈ H0(Rm), consider the differential equation in Rd
dφt =
m∑
ℓ=1
Xℓ(φt)dh
ℓ
t, φ0 = x. (23)
There is a unique solution φ(x, h) = (φt(x, h))t∈[0,1] in Ω. As we will show in Proposition 5.1,
in fact φ(x, h) ∈ Hx and φ(x, .) maps H0(Rm) onto Hx. Recall that γ is the minimizing path
in Hx,y and γ is the projection of a bicharacteristic λ. Define h ∈ H0(Rm) by h˙ℓt = 〈λt, Xℓ(γt)〉.
Then γ = φ(x, h) and I(γ) =
´ 1
0
|h˙t|2dt. We reserve the notation h for this minimizing control
path from now on. For s ∈ [0, 1], we will write (φts(x, h))t∈[s,1] for the solution to (23) starting
from x at time s. We denote the derivative in x by φ∗ts(x, h) and set ut = φ
∗
t (x, h). Then ut
is invertible for all t and
dut =
m∑
ℓ=1
∇Xℓ(γt)utdhℓt, u0 = I.
Moreover, we have φ∗ts(γs, h) = utu
−1
s . We can define a continuous linear map v : Ω
0(Rm) →
TγΩ
x,y by6
vt(w) =
m∑
ℓ=1
ˆ t
0
φ∗ts(γs, h)Xℓ(γs)dw
ℓ
s =
m∑
ℓ=1
ut
ˆ t
0
u−1s Xℓ(γs)dw
ℓ
s (24)
where the integral is understood by a formal integration by parts. Set Yt = vt(B) and note
that Y1 is a zero-mean Gaussian random variable in R
d having covariance matrix C¯1 = u1C1u
∗
1,
where
C1 =
m∑
ℓ=1
ˆ 1
0
(u−1t Xℓ(γt))⊗ (u−1t Xℓ(γt))dt.
In [8], Bismut called C1 the deterministic Malliavin covariance matrix. Condition (21) implies
that C1 is invertible. This follows in particular from (56). Hence Y1 has a density function
with respect to Lebesgue measure on Rd, given by
p¯(z) = (2π)−d/2(det C¯1)−1/2 exp{−〈z, C¯−11 z〉/2}.
Set7
Y
(2)
1 =
m∑
ℓ=1
ˆ 1
0
φ∗1t(γt, h)
{∇2Xℓ(γt)(Yt, Yt)dhℓt + 2∇Xℓ(γt)YtdBℓt} , S = 〈λ1, Y (2)1 〉.
6Since M = Rd in the present discussion, TγΩ
x,y can be naturally identified with a subset of Ω, but we
will keep the distinction anyway.
7Formally, we have
Yt =
∂
∂h
φt(x, h)(B), Y
(2)
1 =
∂2
∂h2
φ1(x, h)(B,B)
which may be seen by differentiating (23) twice in h in the direction B and solving the resulting equations by
variation of constants.
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where the integral YtdBt is understood in the sense of Itoˆ. Define a linear map τ : R
d →
H0(Rm) by
τ˙ ℓt (z) =
〈
C−11 u
−1
1 z, u
−1
t Xℓ(γt)
〉
.
Set K = {k ∈ H0(Rm) : v1(k) = 0}. From (24) we see that τ maps Rd onto the orthogonal
complement K⊥ of K in H0(Rm). Moreover, v1(τ(z)) = z and the restriction of the map τ ◦v1
to H0(Rm) is the orthogonal projection H0(Rm)→ K⊥. Set
Wt = Bt −W ′t , W ′t = τt(v1(B)). (25)
Then (Wt)t∈[0,1] and (W ′t )t∈[0,1] are independent continuous Gaussian processes, and v1(W ) = 0
and W ′ ∈ K⊥ almost surely. For z ∈ Rd, set Wt(z) = Wt + τt(z) and Yt(z) = vt(W (z)) and
S(z) = 〈λ1, Y (2)1 (z)〉, where
Y
(2)
1 (z) =
m∑
ℓ=1
ˆ 1
0
φ∗1t(γt, h)
{∇2Xℓ(γt)(Yt(z), Yt(z))dhℓt + 2∇Xℓ(γt)Yt(z)dW ℓt (z)} . (26)
We interpret the integral with respect to W (z) by writing
Yt(z)dWt(z) = vt(B −W ′ + τ(z))d(Bt −W ′t + τt(z))
and expanding. The term vt(B)dBt is considered as an Itoˆ integral, while the remaining terms
can be considered as integrals with respect to Lebesgue measure, sometimes after a formal
integration by parts. It is straightforward to see, using the same version of the Itoˆ integral
for all z, that the family of random variables (Y
(2)
1 (z) : z ∈ Rd) is continuous in z. Also, Y (z)
and Y
(2)
1 (z) are independent of v1(B) for all z. Note that W (v1(B)) = B and Y (v1(B)) = Y ,
and that S(v1(B)) = S almost surely. Note also that Y
(2)
1 (z) belongs to the sum of the
zeroth, first and second Wiener chaoses in L2(Ω0(Rm),P) for all z. By Theorem 6.5, we have
E(epS(z)/2) <∞ for all z ∈ Rd for some p > 1.
Consider the function
E(z) = d(x, z)2/2 = inf
ω∈Hx,z
I(ω)/2.
As Bismut [8, Theorem 1.26] showed, E is C∞ in a neighbourhood N of y, with E ′(y) = λ1.
Following Ben Arous [7, Lemma 3.8], there then exists a function F ∈ C∞b (Rd) such that the
map F + E has a unique and non-degenerate minimum at y, with minimum value 0. To see
this, choose a neighbourhood N0 of y and a C
∞ function χ of compact support such that
1N0 6 χ 6 1N . Fix a constant α > 0 and consider the function
F (z) = χ(z)
(
α|y − z|2 − E(y)− E ′(y)(z − y))+ (1− χ(z)).
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Then F ∈ C∞b (Rd) and F (y) + E(y) = 0 and F ′(y) + E ′(y) = 0. Moreover, by choosing α
sufficiently large, we can ensure that F ′′(y) + E ′′(y) is positive-definite and F (z) + E(z) > 0
for all z 6= y, so F +E has a non-degenerate minimum at y, which is also its global minimum.
We fix a choice of a function F with the given properties for the rest of the analysis.
Set γ0 = γ and define (γεt )t∈[0,1] for ε > 0 as the strong solution of the stochastic differential
equation
dγεt =
m∑
ℓ=1
Xℓ(γ
ε
t )dh
ℓ
t +
√
ε
m∑
ℓ=1
Xℓ(γ
ε
t )dB
ℓ
t + εX˜0(γ
ε
t )dt, γ
ε
0 = x. (27)
By standard results on stochastic differential equations, for all t ∈ [0, 1] and all p ∈ [1,∞),
the map ε 7→ γεt : [0,∞)→ Lp(P) is continuous. Furthermore, we can and do choose versions
so that, almost surely, the map σ 7→ γσ2t : [0,∞)→ Rd is C∞. Moreover, the first and second
derivatives at σ = 0 then satisfy
∂
∂σ
∣∣∣∣
σ=0
γσ
2
t = Yt,
(
∂
∂σ
)2∣∣∣∣∣
σ=0
γσ
2
1 = Y
(2)
1 + Z1, Z1 =
ˆ 1
0
φ∗1t(γt, h)X˜0(γt)dt.
Now the map f(σ) = F (γσ
2
1 ) is C
∞ on [0,∞) and F (y) = −d(x, y)2/2 and F ′(y) = −λ1, so
f(0) = F (y) = −1
2
ˆ 1
0
|h˙t|2dt, f ′(0) = F ′(y)Y1 = −
m∑
ℓ=1
ˆ 1
0
h˙ℓtdB
ℓ
t
and
f ′′(0) = F ′(y)(Y (2)1 + Z1) + F
′′(y)(Y1, Y1).
Set
R(ε) =
ˆ 1
0
(1− θ)f ′′(θ√ε)dθ.
Then, by Taylor’s theorem,
F (γε1) = f(
√
ε) = f(0) +
√
εf ′(0) + εR(ε) = −1
2
ˆ 1
0
|h˙t|2dt−
√
ε
m∑
ℓ=1
ˆ 1
0
h˙ℓtdB
ℓ
t + εR(ε).
Set
x˜εt =
xεt − γt√
ε
, γ˜εt =
γεt − γt√
ε
and note that, for all t ∈ [0, 1], we have γ˜εt → Yt as ε→ 0 almost surely. For ε > 0, consider
the new probability measure Pε on Ω0(Rm) given by dPε/dP = ρε1, where
ρε1 = exp
{
− 1√
ε
m∑
ℓ=1
ˆ 1
0
h˙ℓtdB
ℓ
t −
1
2ε
ˆ 1
0
|h˙t|2dt
}
= exp
{
F (γε1)
ε
− R(ε)
}
.
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Note that (27) can be rewritten in the form
dγεt =
√
ε
m∑
ℓ=1
Xℓ(γ
ε
t )dB
ε,ℓ
t + εX˜0(γ
ε
t )dt, γ
ε
0 = x
where Bε,ℓt = B
ℓ
t + h
ℓ
t/
√
ε. By the Cameron-Martin formula, under Pε, the process (Bεt )t∈[0,1]
is a Brownian motion, so γε has law µxε .
At this point we modify the argument of Ben Arous by introducing a smooth cylindrical
function G on Ω which serves to keep track of the paths of the diffusion bridge. Fix t1, . . . , tk ∈
(0, 1) with t1 < · · · < tk and a C∞ function g on (Rd)k of polynomial growth. Set G(ω) =
g(ωt1, . . . , ωtk). Define for z ∈ Rd and ε > 0
Gε(z) = ε
d/2p(ε, x, y +
√
εz)e−F (y+
√
εz)/ε
ˆ
C([0,1],Rd)
G(ω)µ˜x,y+
√
εz
ε (dω),
G0(z) = p¯(z)e
〈λ1,Z1〉/2−F ′′(y)(z,z)/2E(G(Y (z))eS(z)/2).
Here we have written µ˜x,y+
√
εz
ε for the law of (ω − γ)/
√
ε when ω has law µx,y+
√
εz
ε . Then Gε
and G0 are continuous integrable functions on R
d. Consider the Fourier transform
Gˆε(ξ) =
ˆ
Rd
Gε(z)e
i〈ξ,z〉dz.
Then
Gˆε(ξ) =
ˆ
Rd
ˆ
Ω
p(ε, x, y′)e−F (y
′)/εG
(
ω − γ√
ε
)
µx,y
′
ε (dω)e
i〈ξ,(y′−y)/√ε〉dy′
=
ˆ
Ω
e−F (ω1)/εG
(
ω − γ√
ε
)
ei〈ξ,(ω1−γ1)/
√
ε〉µxε (dω)
= E (G(x˜ε) exp{i〈ξ, x˜ε1〉 − F (xε1)/ε})
= E (G(γ˜ε) exp{i〈ξ, γ˜ε1〉 − F (γε1)/ε}ρε1)
= E (G(γ˜ε) exp{i〈ξ, γ˜ε1〉 −R(ε)}) (28)
and
Gˆ0(ξ) =
ˆ
Rd
p¯(z)e〈λ1,Z1〉/2−F
′′(y)(z,z)/2
E(G(Y (z))eS(z)/2)ei〈ξ,z〉dz
= E (G(Y ) exp{i〈ξ, Y1〉+ (S + 〈λ1, Z1〉 − F ′′(y)(Y1, Y1))/2})
= E (G(Y ) exp{i〈ξ, Y1〉 − f ′′(0)/2}) .
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Consider the limit ε → 0. We have γ˜εt → Yt almost surely and in Lp for all p < ∞, for all
t ∈ [0, 1]. Now R(ε)→ f ′′(0)/2 almost surely as ε→ 0 and we have the following key estimate
proved by Ben Arous [7, Lemma 3.25]: there exists p > 1 such that
lim sup
ε→0
E(e−pR(ε)) <∞. (29)
Hence Gˆε(ξ)→ Gˆ0(ξ) for all ξ ∈ Rd. We will prove the following key lemma at the end of this
section.
Lemma 3.1. There exists a constant C(G) < ∞ such that, for all ε ∈ (0, 1] and all ξ ∈ Rd,
we have
|Gˆε(ξ)| 6 C(G)/(1 + |ξ|d+1). (30)
Moreover, there exists C < ∞ such that, uniformly in s, t ∈ [0, 1], in the case where G(ω) =
|ωs − ωt|4, for all ε ∈ (0, 1] and all ξ ∈ Rd, we have
|Gˆε(ξ)| 6 C|s− t|2/(1 + |ξ|d+1). (31)
The lemma allows us to use dominated convergence in the Fourier inversion formula to
deduce that
Gε(0) = (2π)
−d
ˆ
Rd
Gˆε(ξ)dξ → (2π)−d
ˆ
Rd
Gˆ0(ξ)dξ = G0(0).
that is to say
εd/2p(ε, x, y)ed(x,y)
2/(2ε)
ˆ
TγΩx,y
G(ω)µ˜x,yε (dω)→ (2π)−d/2(det C¯1)−1/2e〈λ1,Z1〉/2E(G(Y (0))eS(0)/2)
(32)
where we used the fact that p¯(0) = (2π)−d/2(det C¯1)−1/2. On taking g = 1, we recover the
heat kernel asymptotics shown by Ben Arous
εd/2p(ε, x, y)ed(x,y)
2/(2ε) → (2π)−d/2(det C¯1)−1/2e〈λ1,Z1〉/2E(eS(0)/2). (33)
By Theorem 6.5, µγ is the law of Y (0) on TγΩ
x,y under the probability measure P˜, where
dP˜/dP ∝ eS(0)/2. Hence, on dividing (32) by (33), we obtainˆ
TγΩx,y
G(ω)µ˜x,yε (dω)→
ˆ
TγΩx,y
G(ω)µγ(dω)
from which we deduce that the finite-dimensional distributions of µ˜x,yε converge weakly to
those of µγ. Finally, on taking G(ω) = |ωs − ωt|4 and using the estimate (31), we find by
Fourier inversion that
εd/2p(ε, x, y)ed(x,y)
2/(2ε)
ˆ
TγΩx,y
|ωs − ωt|4µ˜x,yε (dω) = Gε(0) 6 C|s− t|2.
15
Since the right-hand side in (33) is positive, we deduce that for some C <∞ we have, for all
s, t ∈ [0, 1],
sup
ε∈(0,1]
ˆ
TγΩx,y
|ωs − ωt|4µ˜x,yε (dω) 6 C|s− t|2.
Hence, by standard arguments, the family of laws (µ˜x,yε : ε ∈ (0, 1]) is tight on TγΩx,y and so
µ˜x,yε → µγ weakly as ε→ 0. In particular, we also have µx,yε → δγ , so the proof is complete.
Proof of Lemma 3.1. The idea is to integrate by parts in (28), d + 1 times, using Malliavin
calculus. We will vary the argument of [7] in three respects. First, we will present the argument
using Bismut’s integration by parts formula [9, 18] for solutions of stochastic differential
equations. This is more direct and may be followed in detail without knowledge of the general
apparatus of Malliavin calculus. Second, we will use the corrected argument [15] for the
uniform non-degeneracy of the Malliavin covariance matrix. Third, we will include the simple
modifications needed to go beyond the case G = 1 which is covered in [7]. Within the proof,
we will use a few notations which conflict with usage elsewhere.
Fix σ =
√
ε > 0. Define processes (xt)t∈[0,1] in Rd and (ut)t∈[0,1], (vt)t∈[0,1] in Rd ⊗ (Rd)∗ as
the strong solutions of the following system of stochastic differential equations
dxt =
m∑
ℓ=1
Xℓ(xt)dh
ℓ
t +
m∑
ℓ=1
σXℓ(xt)dB
ℓ
t + σ
2X˜0(xt)dt, x0 = x (34)
dut =
m∑
ℓ=1
∇Xℓ(xt)utdhℓt +
m∑
ℓ=1
σ∇Xℓ(xt)utdBℓt + σ2∇X˜0(xt)utdt, u0 = I
dvt = −
m∑
ℓ=1
vt∇Xℓ(xt)dhℓt −
m∑
ℓ=1
σvt∇Xℓ(xt)dBℓt − σ2vt
{
∇X˜0 −
m∑
ℓ=1
(∇Xℓ)2
}
(xt)dt, v0 = I.
(35)
Then xt = γ
σ2
t and, by Itoˆ’s formula, vt = u
−1
t for all t. It is well known that the random
variables supt∈[0,1] |xt|, supt∈[0,1] |ut| and supt∈[0,1] |vt| have moments of all orders, which are
bounded uniformly in σ ∈ [0, 1].
Consider the following stochastic differential equation in RN with C∞ coefficients
dzt =
m∑
ℓ=1
Wℓ(zt)dh
ℓ
t +
m∑
ℓ=1
Zℓ(zt)dB
ℓ
t + Z0(zt)dt, z0 = z. (36)
We assume that the coefficients have a graded Lipschitz structure. By this we mean that the
coefficients and all their derivatives satisfy polynomial growth bounds, and that there exist
k ∈ N and N1, . . . , Nk ∈ N and a decomposition zt = (z1t , . . . , zkt ) such that N1+ · · ·+Nk = N ,
and, for j = 1, . . . , k, the component zjt takes values in R
Nj and, for all ℓ, the corresponding
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components W jℓ and Z
j
ℓ of the coefficients depend only on (z
1, . . . , zj), with ∂W jℓ /∂z
j and
∂Zjℓ /∂z
j uniformly bounded. We will allow the coefficients in (36) to depend measurably on
σ and t, without making this explicit in the notation, while assuming that the bounds in
their graded Lipschitz structure hold uniformly in σ ∈ [0, 1] and t ∈ [0, 1]. This is sufficient to
ensure the existence and uniqueness of a strong solution (zt)t∈[0,1] to (36) such that supt∈[0,1] |zt|
has moments of all orders, bounded uniformly in σ ∈ [0, 1]. See [18] for more details.
Fix i ∈ {1, . . . , d} and consider for η ∈ R a perturbed process (Bηt )t∈[0,1] in Rm given by
dBη,ℓt = dB
ℓ
t + η(vtXℓ(xt))
idt, Bη0 = 0.
Write (zηt )t∈[0,1] for the strong solution of the stochastic differential equation which is obtained
when we replace (Bt)t∈[0,1] in (36) by this perturbed process. We can and do choose a version
of the family of processes (zηt )t∈[0,1] which is almost surely C
∞ in η. We associate to (zt)t∈[0,1]
the derived process (z′t)t∈[0,1] = ((z
′
t)
1, . . . , (z′t)
d)t∈[0,1] in RN ⊗ Rd given by
(z′t)
i = (∂/∂η)|η=0zηt . (37)
Then (z′t)t∈[0,1] satisfies the following stochastic differential equation in R
N ⊗ Rd
dz′t =
m∑
ℓ=1
∇Wℓ(zt)z′tdhℓt +
m∑
ℓ=1
∇Zℓ(zt)z′tdBℓt +∇Z0(zt)z′tdt+
m∑
ℓ=1
Zℓ(zt)⊗ (vtXℓ(xt))dt. (38)
Define processes (mt)t∈[0,1] in R and (rt)t∈[0,1] in Rd by
dmt =
m∑
ℓ=1
h˙ℓtdB
ℓ
t , m0 = 0
drt =
m∑
ℓ=1
vtXℓ(xt)dB
ℓ
t , r0 = 0.
Write (x′t)t∈[0,1] for the derived process associated to the stochastic differential equation (34)
and set
y
(0)
t = (xt∧t1 , . . . , xt∧tk , xt, vt, mt, rt, x
′
t).
Then (y
(0)
t )t∈[0,1] satisfies a stochastic differential equation of the form (36). The stopped
components are obtained by multiplying the coefficients of (34) by the indicator function
1[0,ti](t). For n > 0, recursively, set z
(n)
t = (y
(0)
t , . . . , y
(n)
t ), note that (z
(n)
t )t∈[0,1] satisfies
a stochastic differential equation of the form (36) with graded Lipschitz coefficients, define
((z(n))′t)t∈[0,1] by solving the associated derived equation, write (z
(n))′t = ((y
(0))′t, . . . , (y
(n))′t),
and set
y
(n+1)
t = (y
(n))′t.
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Where a process is presented in components, for example y
(0)
t , we will write the corresponding
decomposition of its derived process in the obvious way. Thus
(y(0))′t = (x
′
t∧t1 , . . . , x
′
t∧tk , x
′
t, v
′
t, m
′
t, r
′
t, x
′′
t ).
It is straightforward to check that this notation is consistent when a given process is a com-
ponent in two different autonomous processes. By a standard calculation, we have x′t = σutct,
where ct is the Malliavin covariance matrix
ct =
m∑
ℓ=1
ˆ t
0
(vsXℓ(xs))⊗ (vsXℓ(xs))ds. (39)
It is well known that, under the bracket condition (7), the Malliavin covariance matrix c1 is
invertible and its inverse has moments of all orders. The basic form of Bismut’s integration
by parts formula is the identity in Rd
E(∇φ(z1)z′1) = E(φ(z1)r1)
valid for C1b functions φ on R
N and for (zt)t∈[0,1] and (z′t)t∈[0,1] satisfying (36) and (38) respec-
tively. Set
x˜1 = (x1 − γ1)/σ, x˜′1 = x′1/σ = u1c1, x˜′′1 = x′′1/σ.
Define random variables y in (Rd)∗ ⊗ (Rd)∗ and R in R by
y = (x˜′1)
−1, R = (F (x1) + 12d(x, y)
2)/σ2 +m1/σ
and define y′ in (Rd)∗ ⊗ (Rd)∗ ⊗ Rd and R′ in Rd by
y′ = −yx˜′′1y, R′ = ∇F (x1)x′1/σ2 +m′1/σ.
Fix n > 0 and apply the integration by parts formula with (zt)t∈[0,1] replaced by (z
(n)
t )t∈[0,1]
and with φ(z1) replaced by f(x˜1)yφ(y, z
(n)
1 )e
−R to obtain
E(y ⊗ (∇f(x˜1)x˜′1)φ(y, z(n)1 )e−R) + E(f(x˜1)y′φ(y, z(n)1 )e−R)− E(f(x˜1)φ(y, z(n)1 )(y ⊗R′)e−R)
+ E(f(x˜1)y ⊗ (∇yφ(y, z(n)1 )y′)e−R) + E(f(x˜1)y ⊗ (∇zφ(y, z(n)1 )(z(n))′1)e−R)
= E(f(x˜1)φ(y, z
(n)
1 )(y ⊗ r1)e−R).
We assume here that f is C1b and that φ is polynomial in y, with coefficients C
1 in z
(n)
1
and of polynomial growth, along with their derivatives. Then all factors in the integrands of
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the preceding formula have moments of all orders. A straightforward approximation by C1b
functions then establishes the formula. Define a linear map τi : (R
d)∗ ⊗ (Rd)∗ ⊗ Rd → R by
τi(e
∗
j ⊗ e∗i′ ⊗ ej′) = δii′δjj′.
Then
τi(y ⊗ (∇f(x˜1)x˜′1)) = ∇if(x˜1)
so
E(∇if(x˜1)φ(y, z(n)1 )e−R) = E(f(x˜1)∇∗iφ(y, z(n+1)1 )e−R) (40)
where
∇∗iφ(y, z(n+1)1 ) = τi(y ⊗ r1 + yx˜′′1y + y ⊗R′)φ(y, z(n)1 )
+ τi(y ⊗ (∇yφ(y, z(n)1 )yx˜′′1y))− τi(y ⊗ (∇zφ(y, z(n)1 )(z(n))′1).
Take
φ0(y, z
(0)
1 ) = G(y, z
(0)
1 ) = G(x˜) = g(x˜t1 , . . . , x˜tk).
We see inductively that (40) is valid for φn = ∇∗in . . .∇∗i1φ0 for all n > 0. So we can iterate
(40) to obtain, for any multi-index α = (i1, . . . , in)
E(∇αf(x˜1)G(x˜)e−R) = E(f(x˜1)(∇∗)αG(y, z(n)1 )e−R).
We take f(x) = ei〈ξ,x〉 to deduce that |ξα||Gˆε(ξ)| 6 Cε(α,G) where
Cε(α,G) = E(|(∇∗)αG(y, z(n)1 )|e−R).
Now y = c−11 v1 and (∇∗)αG is of polynomial growth in (y, z(n)1 ). Given the estimate (29), to
prove (30), it will suffice to show that, for n = d+ 1 and for all p <∞, we have
sup
σ∈(0,1]
E(|z(n)1 |p) <∞ (41)
and
sup
σ∈(0,1]
E(|c−11 |p) <∞. (42)
We already noted the availability of moment estimates of all orders for z
(n)
1 and that these
are uniform in σ ∈ [0, 1] for the components derived from (vt)t∈[0,1] and (rt)t∈[0,1]. Recall that
x˜t = (xt − γt)/σ and R = (F (x1) + d(x, y)2/2)/σ2 +m1/σ. We will use first and second order
mean value theorems to see that there is in fact no singularity as σ → 0 in these processes or
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any processes derived from them. Consider, for θ ∈ [0, 1], the stochastic differential equation
in Rd
dxt(θ) =
m∑
ℓ=1
Xℓ(xt(θ))dh
ℓ
t +
m∑
ℓ=1
θσXℓ(xt(θ))dB
ℓ
t + θ
2σ2X˜0(xt(θ))dt, x0(θ) = x.
There exists a unique family of strong solutions (xt(θ))t∈[0,1] which are almost surely jointly
continuous in θ and t. Moreover, the following derivatives then exist for all θ and t, almost
surely
x¯t(θ) =
1
σ
∂
∂θ
xt(θ), xˆt(θ) =
1
σ2
(
∂
∂θ
)2
xt(θ).
Moreover, the processes (x¯t(θ))t∈[0,1] and (xˆt(θ))t∈[0,1] satisfy
dx¯t(θ) =
m∑
ℓ=1
∇Xℓ(xt(θ))x¯t(θ)dhℓt +
m∑
ℓ=1
θσ∇Xℓ(xt(θ))x¯t(θ)dBℓt + θ2σ2∇X˜0(xt(θ))x¯t(θ)dt
+
m∑
ℓ=1
Xℓ(xt(θ))dB
ℓ
t + 2θσX˜0(xt(θ))dt, x¯0(θ) = 0
dxˆt(θ) =
m∑
ℓ=1
∇Xℓ(xt(θ))xˆt(θ)dhℓt +
m∑
ℓ=1
θσ∇Xℓ(xt(θ))xˆt(θ)dBℓt + θ2σ2∇X˜0(xt(θ))xˆt(θ)dt
+
m∑
ℓ=1
∇2Xℓ(xt(θ))(x¯t(θ), x¯t(θ))dhℓt +
m∑
ℓ=1
θσ∇2Xℓ(xt(θ))(x¯t(θ), x¯t(θ))dBℓt
+ θ2σ2∇2X˜0(xt(θ))(x¯t(θ), x¯t(θ))dt
+
m∑
ℓ=1
2∇Xℓ(xt(θ))x¯t(θ)dBℓt + 4θσ∇X˜0(xt(θ))x¯t(θ)dt
+ 2X˜0(xt(θ))dt, xˆ0(θ) = 0.
Set zt(θ) = (xt(θ), x¯t(θ), xˆt(θ)). Note that the process (zt(θ))t∈[0,1] is the solution of a stochastic
differential equation with graded Lipschitz coefficients, and that the coefficient bounds of the
graded structure are uniform in θ ∈ [0, 1] and σ ∈ [0, 1]. Hence (zt(θ))t∈[0,1] and its derived
process (z′t(θ))t∈[0,1] have moments of all orders, and these are bounded uniformly in θ and σ.
Now
x˜t = (xt − γt)/σ =
ˆ 1
0
x¯t(θ)dθ
and
R =
ˆ 1
0
(1− θ){F ′(x1(θ))xˆ1(θ) + F ′′(x1(θ))(x¯1(θ), x¯1(θ))}dθ. (43)
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We can take the derivative in (37) under the integral sign in (43) to express R′ also by such
an integral over θ, with integrand expressed in terms of z1(θ) and z
′
1(θ). Hence supt∈[0,1] |x˜t|,
R and R′ have moments of all orders which are bounded uniformly in σ ∈ (0, 1]. The same
reasoning can be extended to conclude that all processes derived from (x˜t)t∈[0,1] and R have
moments of all orders bounded uniformly in σ ∈ (0, 1]. Alternatively, it can be observed
that (xt, x˜
′
t, vt/σ, x˜
′′
t /σ,m
′′
t /σ) satisfies a stochastic differential equation with graded Lipschitz
coefficients, with bounds uniform in σ ∈ (0, 1], and from this observation we can draw the
same conclusion. Hence we have shown (41).
We turn to the proof of (42). Write (vt(0))t∈[0,1] for the solution to (35) when σ = 0.
Recall that
c1 =
m∑
ℓ=1
ˆ 1
0
(vtXℓ(xt))⊗ (vtXℓ(xt))dt
and note that c1 depends continuously on (xt, vt)t∈[0,1] in uniform norm. We have assumed that
the deterministic Malliavin covariance matrix c1(0) is invertible. Hence there are constants
C <∞ and δ > 0 such that |c−11 | 6 C on the event
Ω(δ) = {|xt − γt| 6 δ and |vt − vt(0)| 6 δ for all t ∈ [0, 1]}.
By standard Lp estimates for stochastic differential equations, for all p <∞, there is a constant
C(δ, p) <∞ such that, for all σ ∈ (0, 1],
P(Ω(δ)c) 6 C(δ, p)σp.
On the other hand, it is shown in [3] that, for all p < ∞, there are constants C(p) < ∞ and
D ∈ N such that, for all σ ∈ (0, 1],
‖c−11 ‖p 6 C(p)σ−D.
Now |c−11 | 6 C + |c−11 |1Ω(δ)c so, by Ho¨lder’s inequality, for all p <∞ and all σ ∈ (0, 1],
‖c−11 ‖p 6 C + C(2p)C(δ, 2Dp)1/2p.
Finally, consider the case where G(ω) = |ωs− ωt|4 for some s, t ∈ [0, 1]. Set x˜(0)t = x˜t and,
recursively for n > 0, set x˜
(n+1)
t = (x˜t, (x˜
(n))′t). Then, by standard estimates, for all p ∈ [1,∞),
there is a constant C <∞ such that, uniformly in s, t ∈ [0, 1] and in σ ∈ (0, 1], we have
E
(
|x˜(n)s − x˜(n)t |4p
)
6 C|s− t|2p.
The adjoint operators ∇∗i have an explicit form written above, from which we deduce that,
for all n and for α = (i1, . . . , in), there is a random variable Kα, having moments of all orders
bounded uniformly in σ ∈ (0, 1], such that
(∇∗)αG(y, z(n)1 ) = Kα|x˜(n)s − x˜(n)t |4.
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Hence, by Ho¨lder’s inequality, there is a constant Cα <∞ such that, uniformly in s, t ∈ [0, 1]
and in ε ∈ (0, 1], we have
Cε(α,G) 6 Cα|s− t|2.
This implies (31).
4 Localization
For x, y ∈ M and any closed set A in M , set
d(x,A) = inf{d(x, z) : z ∈ A}, d(x,A, y) = inf{d(x, z) + d(z, y) : z ∈ A}.
Define also the heat kernel through A by
p(t, x, A, y) = p(t, x, y)− pM\A(t, x, y)
where pM\A is the Dirichlet heat kernel of L in M \A. The following heat kernel upper bound
is proved in [5, Theorem 1.1]. It provides a suitable estimate to deduce the second form of
our main result from the first.
Theorem 4.1. Let M be a connected C∞ manifold. Let L be a second order differential
operator on M of the form (12), whose diffusivity has a sub-Riemannian structure. Then, for
all x, y ∈M and any closed set A in M with M \ A relatively compact, we have
lim sup
t→0
t log p(t, x, A, y) 6 −(d(x,A) + d(y, A))2/2.
Moreover, if L also satisfies the sector condition (13) then, for any closed set A in M ,
lim sup
t→0
t log p(t, x, A, y) 6 −d(x,A, y)2/2.
Moreover, all the above upper limits hold uniformly in x and y in compact subsets of M \ ∂A.
Proof of Theorem 1.2. There exists an open set U ⊆ M , which contains the minimal path
γ, and which is compactly contained in a chart φ : U0 → Rd of M . In the case where
d(x, y) < d(x,∞) + d(y,∞) we can and do choose U so that, for A = M \ U , we have
d(x, y) < d(x,A) + d(y, A).
It will suffice, and it will lighten the notation, to consider the case where U0 is a domain both
in M and in Rd, where φ is the identity map, and where θ restricts to the identity map on U .
We will show that there exist vector fields X¯0, X¯1, . . . , X¯m+d on R
d, which are bounded with
bounded derivatives of all orders and such that
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(a) (X¯1, . . . , X¯m+d) is a sub-Riemannian structure on R
d,
(b) we have a = a¯ and L = L¯ on U , where
L¯ = 1
2
m+d∑
ℓ=1
X¯2ℓ + X¯0
and where a and a¯ are the diffusivities of L and L¯ respectively,
(c) γ is the unique a¯-minimal path in Hx,y(Rd).
From these properties, given that (x, y) lies outside the cut locus of L in M , we deduce that
(x, y) also lies outside the cut locus of L¯ in Rd. Write p¯ for the heat kernel of L¯ on Rd and
write µx,y,R
d
ε for the bridge measure on Ω
x,y(Rd) associated to the operator εL¯. Similarly,
write µ˜x,y,R
d
ε for the rescaled bridge measure on TγΩ
x,y, given by µ˜x,y,R
d
ε = µ
x,y,Rd
ε ◦ σ¯−1ε , where
σ¯ε(ω)t = (ωt − γt)/
√
ε. Then, as we showed in Section 3, as ε→ 0, we have
p¯(ε, x, y) = c(x, y)ε−d/2 exp{−d(x, y)2/(2ε)}(1 + o(1))
and µ˜x,y,R
d
ε → µγ weakly on TγΩx,y.
Write µx,y,Uε for the diffusion bridge measure on Ω
x,y(U) associated to the restriction of the
operator εL to U . Then, for all measurable sets S in Ωx,y(M), we have
p(ε, x, y)µx,yε (S) = pU(ε, x, y)µ
x,y,U
ε (S ∩ Ωx,y(U)) + p(ε, x, y)µx,yε (S \ Ωx,y(U))
and
p¯(ε, x, y)µx,y,R
d
ε (S ∩ Ωx,y(U)) = pU(ε, x, y)µx,y,Uε (S ∩ Ωx,y(U)).
For any bounded measurable set B in TγΩ
x,y and for ε > 0 sufficiently small, we have σ−1ε (B) =
σ¯−1ε (B) ⊆ Ωx,y(U), so
p(ε, x, y)µ˜x,yε (B) = p¯(ε, x, y)µ˜
x,y,Rd
ε (B).
Now µx,y,R
d
ε (Ω
x,y(U))→ 1 so, taking S = Ωx,y(M), we find
pU(ε, x, y) = c(x, y)ε
−d/2 exp{−d(x, y)2/(2ε)}(1 + o(1)).
On the other hand, by Theorem 4.1, we have either
lim sup
ε→0
p(t, x, A, y) 6 −(d(x,A) + d(y, A))2/2 < −d(x, y)2/2
or γ is strongly minimal and L satisfies (13), so
lim sup
ε→0
p(t, x, A, y) 6 −d(x,A, y)2/2 < −d(x, y)2/2.
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In any case, we obtain
p(ε, x, y) = pU(ε, x, y) + p(ε, x, A, y) = c(x, y)ε
−d/2 exp{−d(x, y)2/(2ε)}(1 + o(1)).
Moreover, for all B ∈ TγΩx,y, we then have µ˜x,yε (B) = µ˜x,y,Rdε (B)(1 + o(1)), so the claimed
weak limit for µ˜x,yε follows from that for µ˜
x,y,Rd
ε .
It remains to show the existence of vector fields X¯0, X¯1, . . . , X¯m+d with the claimed prop-
erties. Fix an open set U1 such that U is compactly contained in U1 and U1 is compactly
contained in U0. There exists a C
∞ function χ on Rd such that 1U 6 χ 6 1 and which is uni-
formly positive on U1 and such that {χ > 0} is compactly contained in U0. Write X0 for the
vector field on M given by (10). For ℓ = 0, 1, . . . , m, set X¯ℓ(z) = χ(z)Xℓ(z) for z ∈ U0 and set
X¯ℓ(z) = 0 for z ∈ Rd \U0. Then X¯ℓ is a bounded vector field on Rd with bounded derivatives
of all orders. Define a˜ =
∑m
ℓ=1 X¯ℓ ⊗ X¯ℓ and write I˜ for the associated energy function. Then
I˜(ω) > I(ω) for all ω ∈ Hx,y(U0) with equality if ω is contained in U . Moreover, by choosing
χ sufficiently small near ∂U1, we can and do ensure that, for all z ∈ ∂U1 and all ω ∈ Hx,z(U0),
we have I˜(ω) > I(γ). Choose now another C∞ function χ¯ on Rd such that 1U1 6 1− χ¯ 6 1U0
and such that χ + χ¯ is everywhere positive. For i = 1, . . . , d, set X¯m+i(z) = χ¯(z)ei, where
e1, . . . , ed is the standard basis in R
d. Then the brackets of X¯1, . . . , X¯m span R
d on {χ > 0},
while X¯m+1, . . . , X¯m+d themselves span R
d on {χ¯ > 0}. Hence (a) holds. Also, (b) holds
because X¯ℓ = Xℓ on U for ℓ = 0, 1, . . . , m and X¯ℓ = 0 on U for ℓ = m+ 1, . . . , m+ d. Now, if
ω ∈ Hx,y(Rd) is contained in U1, then I¯(ω) = I˜(ω) > I(ω), so I¯(ω) > I(γ) with equality only
if ω = γ. On the other hand, if ω is not contained in U1, set τ = inf{t ∈ [0, 1] : ωτ ∈ ∂U1}
and set ω˜t = ωτt. Then ω˜ ∈ Hx,z(U0), where z = ωτ ∈ ∂U1. So I¯(ω) > I˜(ω˜) > I(γ). Hence
(c) holds.
5 Second variation of the energy in a sub-Riemannian
manifold of non-constant rank
Let M be a connected C∞ manifold of dimension d and let a be a C∞ non-negative quadratic
form on T ∗M having a sub-Riemannian structure, as in Section 1. In this section and the next,
we assume that M is complete for the sub-Riemannian distance. Since all questions which
we address concern properties determined for a finite energy path by any neighbourhood of
that path, this assumption of completeness results in no essential loss of generality. Recall,
for a continuous path ω in M , the notions of energy and driving path defined in Section 1.
In Section 2, we reviewed the notion of cut locus and defined the Gaussian measure µγ in
terms of the bicharacteristic flow. Extrapolating from the Riemannian case, we might hope
to characterize these objects instead in terms of the energy function I. This will be done in
Section 6. In the present section, in preparation, we show that the set Hx,y of finite-energy
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paths has, at suitably selected paths ω, a well-defined set of tangent directions TωH
x,y, and
that TωH
x,y has the structure of a Hilbert space. Then we show that, when ω is minimal and
ξ is a driving path for ω, the energy has a well-defined second variation Qξ in a dense set of
tangent directions, which allows us to define a continuous non-negative quadratic form Qξ on
TωH
x,y. Finally, we show that Qξ is minimized over ξ by a unique driving path λ, which is in
fact a bicharacteristic. Given a sub-Riemannian structure X = (X1, . . . , Xm) for a, there are
related constructions on the set of control paths, which are well known, evidently depending
on the choice of X . We emphasise that TωH
x,y and Q = Qλ depend on a alone.
Two sub-Riemannian structures (X1, . . . , Xm) and (Y1, . . . , Yn) are equivalent (see [1]) if
Xℓ =
∑n
k=1 fℓkYk and Yk =
∑m
ℓ=1 gkℓXℓ for all ℓ and k, for some C
∞ functions fℓk and gkℓ on
M . If a has constant rank, then all sub-Riemannian structures for a are equivalent. However,
this is not true in general, as the following example shows. In R2, take
X1(x, y) = Y1(x, y) = y
∂
∂x
, X2(x, y) = Y2(x, y) =
∂
∂y
X3(x, y) = sgn(x)Y3(x, y) = e
−1/|x| ∂
∂x
. (44)
Then
3∑
ℓ=1
Xℓ ⊗Xℓ =
3∑
ℓ=1
Yℓ ⊗ Yℓ
but X and Y define inequivalent sub-Riemannian structures on R2. Thus, in the non-constant
rank case, we cannot establish that an object is intrinsic to a by showing it is intrinsic to an
equivalence class of sub-Riemannian structures. Instead, our approach will be to work directly
from a, using a sub-Riemannian structure for existence but not uniqueness.
Recall that Hx denotes the set of finite-energy paths starting at x and Hx,y denotes the
set of such paths terminating at y. Also, H0(Rm) denotes the space of absolutely continuous
paths h : [0, 1]→ Rm starting from 0 such that
‖h‖2 =
ˆ 1
0
|h˙t|2dt <∞.
We fix a sub-Riemannian structure X = (X1, . . . , Xm) for a and use this to construct some
associated objects. We will make clear which objects depend on the choice of X and which
do not. Given ω ∈ Hx, we define h(ω) ∈ H0(Rm) by
h˙t(ω) = X(ωt)
∗ξt
where ξ is any driving path for ω. Then h(ω) does not depend on the choice of ξ. For x ∈M
and h ∈ H0(Rm), write φ(x, h) for the solution (φt)t∈[0,1] of the differential equation
φ˙t =
m∑
ℓ=1
Xℓ(φt)h˙
ℓ
t, φ0 = x.
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Denote by pX(x) the orthogonal projection R
m → (kerX(x))⊥. For x ∈ M and h, k ∈
H0(Rm), define π = π(x, h)k ∈ H0(Rm) by
π˙t = pX(φt(x, h))k˙t.
The following parametrization of Hx by H0(Rm) using X is well known.
Proposition 5.1. Let x ∈ M and let γ ∈ Hx. Then γ = φ(x, h(γ)). Moreover, for all
h ∈ H0(Rm), if we set ω = φ(x, h) and π = π(x, h)h, then ω ∈ Hx and π = h(ω) and
I(ω) = ‖π‖2 6 ‖h‖2.
Proof. Since (kerX(x))⊥ = imX(x)∗, there is a measurable map ξ : [0, 1]→ T ∗M over ω such
that π˙t = X(ωt)
∗ξt. Then ω˙t = X(ωt)X(ωt)∗ξt = a(ωt)ξt and
I(ω) =
ˆ 1
0
〈ξt, a(ωt)ξt〉dt =
ˆ 1
0
|X(ωt)∗ξt|2dt = ‖π‖2.
We leave the remaining details to the reader.
Let ω be a finite-energy path and fix a chart along ω. We say that a driving path ξ for ω
is tame if ˆ 1
0
|ξt|2dt <∞
where we have used the Euclidean norm in the chart. This condition does not depend on the
choice of chart. We say that ω is tame8 if it has a tame driving path.
Let ω be a tame path in Hx. Fix a chart along ω and a tame driving path ξ for ω.
We will define a space TωH
x of finite-energy variations of ω which, for now, may appear to
depend on the choice of chart and of ξ. Denote by TωH
x the set of absolutely continuous
maps v : [0, 1]→ TM over ω such that
v˙t = (∇vta)(ωt)ξt + a(ωt)ηt, v0 = 0 (45)
for some measurable path η : [0, 1]→ T ∗M over ω, with
‖v‖2ξ :=
ˆ 1
0
〈ηt, a(ωt)ηt〉dt <∞.
8It is straightforward to see that, if the diffusivity a has constant rank, then every finite-energy path is tame.
On the other hand, consider on R2 the vector fields X1 = ∂/∂x1, X2 = x1∂/∂x2 and the path ωt = (t, t
2/2)
for t ∈ [0, 1]. Since X1, X2 span R2 except on {x1 = 0}, the only driving path for ω is ξt = dx1 + (1/t)dx2.
Then 〈ξt, a(ωt)ξt〉 = 2 for all t so ω has finite energy, but ξ is not tame.
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Note that, in (45), the meaning of the derivatives v˙t and ∇vta depends on the choice of chart.
Note also that, since ξ is tame, by Gronwall’s lemma, there is a constant C < ∞ such that
‖v‖∞ 6 C‖v‖ξ for all v ∈ TωHx. If η can be chosen in (45) so that, in addition,
ˆ 1
0
|ηt|2dt <∞
then we will call v a tame finite-energy variation. Write T˜ωH
x for the set of tame finite-energy
variations of ω. Set TωH
x,y = {v ∈ TωHx : v1 = 0} and T˜ωHx,y = {v ∈ T˜ωHx : v1 = 0}.
Proposition 5.2. Let ω ∈ Hx be tame, with tame driving path ξ. Then T˜ωHx is dense in
TωH
x. Moreover T˜ωH
x,y is dense in TωH
x,y.
Proof. For ε > 0, set ηεt = (
√
a(ωt) + εI)
−1√a(ωt)ηt and define vε by
v˙εt = (∇vεt a)(ωt)ξt + a(ωt)ηεt , vε0 = 0.
Note that
√
a(ωt)(η
ε
t − ηt)→ 0 for all t ∈ [0, 1] and
〈ηεt − ηt, a(ωt)(ηεt − ηt)〉 = ε2|ηεt |2 6 〈ηεt , a(ωt)ηεt 〉+ ε2|ηεt |2 6 〈ηt, a(ωt)ηt〉.
Hence ˆ 1
0
〈ηεt , a(ωt)ηεt 〉dt+ ε2
ˆ 1
0
|ηεt |2dt 6
ˆ 1
0
〈ηt, a(ωt)ηt〉dt <∞
so vε ∈ T˜ωHx for all ε, and by dominated convergence, as ε→ 0,
‖vε − v‖2ξ =
ˆ 1
0
〈ηεt − ηt, a(ωt)(ηεt − ηt)〉dt→ 0.
We have proved the first assertion.
Set V = {v1 : v ∈ TωHx}. There is a finite set E ⊆ TωHx such that {e1 : e ∈ E} is a basis
for V . Given δ > 0, we can find for each e ∈ E a tame e˜ ∈ T˜ωHx such that ‖e − e˜‖ξ 6 δ.
Then |e1− e˜1| 6 Cδ. We can therefore choose δ sufficiently small that {e˜1 : e ∈ E} remains a
basis for V . Set
A := sup


∥∥∥∥∥
∑
e∈E
αee˜
∥∥∥∥∥
ξ
: αe ∈ R,
∣∣∣∣∣
∑
e∈E
αee˜1
∣∣∣∣∣ = 1

 .
Then A < ∞. Given v ∈ TωHx,y and ε > 0, there exists v′ ∈ T˜ωHx such that ‖v − v′‖ξ <
ε/(1 + CA). Then v′1 ∈ V and |v′1| 6 Cε/(1 + CA). We can write v′1 =
∑
e∈E αee˜1 for some
αe ∈ R. Set
v˜ = v′ −
∑
e∈E
αee˜
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then v˜ ∈ T˜ωHx,y and
‖v − v˜‖ξ 6 ‖v − v′‖ξ +
∥∥∥∥∥
∑
e∈E
αee˜
∥∥∥∥∥
ξ
6 ε
which proves the second assertion.
By standard arguments, the map φ :M×H0(Rm)→ H is differentiable, in both arguments.
Fix x ∈M and h ∈ H0(Rm). Set ωt = φt(x, h) and define
ut = φ
∗
t (x, h) =
∂
∂x
φt(x, h) ∈ TωtM ⊗ T ∗xM.
For k ∈ H0(Rm), define v = v(k) by
vt =
∂
∂h
φt(x, h)k ∈ TωtM.
Then u and v satisfy the differential equations
u˙t =
m∑
ℓ=1
∇Xℓ(ωt)uth˙ℓt, u0 = I,
v˙t =
m∑
ℓ=1
∇Xℓ(ωt)vth˙ℓt +Xℓ(ωt)k˙ℓt , v0 = 0 (46)
where the derivatives u˙t, v˙t and ∇Xℓ are understood in the chosen chart. Then, by the
variation of constants formula,
vt =
m∑
ℓ=1
ut
ˆ t
0
u−1s Xℓ(ωs)k˙
ℓ
sds. (47)
Proposition 5.3. Let ω ∈ Hx be tame and let k ∈ H0(Rm). Fix a chart along ω and a tame
driving path ξ for ω, and write TωH
x for the associated space of finite-energy variations. Set
v(k) =
∂
∂h
φ(x, h(ω))k.
Then v(k) ∈ TωHx. On the other hand, for any v ∈ TωHx, we can define k(ξ, v) ∈ H0(Rm)
by
k˙ℓt(ξ, v) = 〈ξt,∇Xℓ(ωt)vt〉+ 〈ηt, Xℓ(ωt)〉
where η : [0, 1] → T ∗M is a measurable path over ω satisfying (45). Then k(ξ, v) does not
depend on the choice of η, and
v =
∂
∂h
φ(x, h(ω))k(ξ, v).
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Moreover there is a constant C <∞, depending only on I(ω), ´ 1
0
|ξt|2dt and a uniform bound
for X and ∇X along ω, such that
‖v(k)‖ξ ≤ C‖k‖, ‖k(ξ, v)‖ 6 C‖v‖ξ.
Moreover, if v = v(k), then π(x, h(ω))(k(ξ, v)− k) = 0.
Proof. Write h = h(ω). Then v(k) satisfies (46) so, by Gronwall’s lemma, there is a constant
C <∞ such that ‖v(k)‖∞ 6 C‖k‖. Here and below, C is understood to have the dependence
claimed in the statement. Since ξ is tame, we can define g(k) ∈ H0(Rm) by
g˙ℓt (k) = 〈ξt,∇Xℓ(ωt)vt(k)〉.
There is a constant C < ∞ such that ‖g(k)‖ ≤ C‖v(k)‖∞. We can find a measurable map
η : [0, 1]→ T ∗M over ω, such that
a(ωt)ηt =
m∑
ℓ=1
Xℓ(ωt)(k˙
ℓ
t − g˙ℓt(k)). (48)
Note that
∇a(x) =
m∑
ℓ=1
∇Xℓ(x)Xℓ(x)∗ +Xℓ(x)∇Xℓ(x)∗
so v(k) satisfies
v˙t(k) = (∇vt(k)a)(ωt)ξt + a(ωt)ηt, v0(k) = 0
and, moreover
‖v(k)‖2ξ =
ˆ 1
0
〈ηt, a(ωt)ηt〉dt = ‖π(x, h)(k − g)‖2 ≤ C‖k‖2.
Hence v(k) ∈ TωHx and ‖v(k)‖ξ 6 C‖k‖.
On the other hand, for v ∈ TωHx, we see from (45) that there is a constant C < ∞ such
that ‖v‖∞ ≤ C‖v‖ξ, so ‖k(ξ, v)‖ ≤ C‖v‖ξ. Moreover, we can write (45) in the form
v˙t =
m∑
ℓ=1
∇Xℓ(ωt)vth˙ℓt +Xℓ(ωt)k˙ℓt(ξ, v)
so v = v(k(ξ, v)), as claimed. Finally, if v = v(k), then v(k(ξ, v)− k) = 0, so, from (47),
m∑
ℓ=1
Xℓ(ωt)(k˙
ℓ
t(ξ, v)− k˙ℓt) = 0
for almost all t, and so π(x, h)(k(ξ, v)− k) = 0.
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Fix ω and set H˜ = {k ∈ H0(Rm) : π(x, h(ω))k = k}. Then H˜ is a closed subspace of the
Hilbert space H0(Rm). Proposition 5.3 shows that, for any choice of chart along ω and any
choice of tame driving path ξ for ω, the map k 7→ v(k) is a linear isomorphism H˜ → TωHx,
which is bounded with bounded inverse, when TωH
x is given the norm ‖.‖ξ. Hence, the
space TωH
x does not depend on the choice of chart and driving path. It clearly does not
depend either on any choice of sub-Riemannian structure X . Moreover, the norms ‖.‖ξ are
all equivalent, and all make TωH
x into a Hilbert space.
A minimal finite-energy path ω ∈ Hx,y is said to be regular if the linear map
∂
∂h
φ1(x, h(ω)) : H
0(Rm)→ TyM
is onto. By (47), this is equivalent to Bismut’s condition that the deterministic Malliavin
covariance matrix
C1(ω) =
m∑
ℓ=1
ˆ 1
0
(
u−1t Xℓ(ωt)
)⊗ (u−1t Xℓ(ωt)) dt =
ˆ 1
0
u−1t a(ωt)(u
−1
t )
∗dt (49)
is invertible. In particular, when a is positive-definite, every ω ∈ Hx,y is regular. In general,
these conditions may depend on the choice of sub-Riemannian structure. By Proposition 5.3,
a tame path ω ∈ Hx,y is regular if and only
{v1 : v ∈ TωHx} = TyM
so for tame paths the notion of regularity depends only on a and not on the choice of sub-
Riemannian structure. It is straightforward to see that ω is regular if and only if its time-
reversal is regular. In [8, pp. 22–24], Bismut gives an argument which shows that invertibility
of C1(ω) is intrinsic to the equivalence class of the sub-Riemannian structure X . As the
example (44) shows, this is not the same as being intrinsic to a.
Consider a regular tame finite-energy path ω ∈ Hx,y. We use the sub-Riemannian structure
X to define h(ω) ∈ H0(Rm) as above and we write K for the kernel of the linear map
(∂/∂h)φ1(x, h(ω)) : H
0(Rm)→ TyM . Then
K⊥ = {k ∈ H0(Rm) : k˙ℓt = 〈η0, u−1t Xℓ(ωt)〉, η0 ∈ T ∗xM}
and (∂/∂h)φ1(x, h(ω))|K⊥ is invertible. By the implicit function theorem in Hilbert space,
there exist δ > 0 and a C∞ map θ : K → H such that, for all k ∈ K, we have
φ1(x, h(ω) + k + θ(k)) = y
and such that, for all k ∈ K and all k′ ∈ K⊥ with ‖k + k′‖ < δ, we have θ(k) ∈ K⊥ and
φ1(x, h+ k + k
′) = y only if k′ = θ(k).
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Note that θ(0) = 0. For k ∈ K and ε sufficiently small, we have
φ1(x, h+ εk + θ(εk)) = y.
On differentiating in ε at 0, we obtain (∂/∂h)φ1(x, h)(k + θ
′(0)k) = 0, so θ′(0)k ∈ K. Since θ
takes values in K⊥, we deduce that θ′(0) = 0. On taking the second derivative, we obtain
∂2
∂h2
φ1(x, h)(k, k) +
∂
∂h
φ1(x, h)θ
′′(0)(k, k) = 0. (50)
Since θ′′(0)(k, k) ∈ K⊥, this equation determines θ′′(0).
We note the following useful identity. Let k ∈ K⊥ and let k′ ∈ H0(Rm). Then k˙ℓt =
〈η0, u−1t Xℓ(ωt)〉 for some η0 ∈ T ∗xM . So
〈k, k′〉 =
m∑
ℓ=1
ˆ 1
0
〈η0, u−1t Xℓ(ωt)〉(k˙′t)ℓ dt = 〈η0, u−11 v1(k′)〉. (51)
The key arguments and computations, for a sub-Riemannian structure X , in the next two
results are due to Bismut [8, Theorem 1.17 and Theorem 1.24]. Our new contribution is to
construct objects and show results which do not depend on the choice of X .
Proposition 5.4. Let ω ∈ Hx,y be tame and regular and let ξ be a tame driving path for ω.
Let v ∈ T˜ωHx,y be a tame finite-energy variation. There exists a measurable map
(ε, t) 7→ ξεt : (−1, 1)× [0, 1]→ T ∗M
such that ξ0 = ξ and
(i) ωε = πξε ∈ Hx,y for all ε, with ω˙εt = a(ωεt )ξεt ,
(ii) in any chart along ω, there is a constant C <∞ such that, for all ε ∈ (−1, 1),
sup
t∈[0,1]
|ωεt − ωt − εvt| ≤ Cε2
and, writing ξε = (ωε, pε) and η = (ω, q),
ˆ 1
0
〈pεt − pt − εqt, a(ωεt )(pεt − pt − εqt)〉dt ≤ Cε4.
Moreover, for any such map ε 7→ ξε, the map ε 7→ I(ωε) is differentiable at ε = 0, and is twice
differentiable at ε = 0 if ω is minimal. Define
L(v) =
∂
∂ε
∣∣∣∣
ε=0
I(ωε)
31
then L extends uniquely to a continuous linear form on TωH
x,y. In the case where ω is
minimal, define
Qξ(v) =
1
2
∂2
∂ε2
∣∣∣∣
ε=0
I(ωε) (52)
then Qξ extends uniquely to a continuous quadratic form on TωH
x,y. Finally, given a sub-
Riemannian structure X for a, for h = h(ω) and k = k(ξ, v), we have
L(v) = 2〈h, k〉
and, when ω is minimal, then h ∈ K⊥ and
Qξ(v) = ‖k‖2 + 〈h, θ′′(0)(k, k)〉.
Proof. Fix a sub-Riemannian structure X for a. We will use X to construct a map ξε having
the claimed properties. Set h = h(ω) and k = k(ξ, v). Since v1 = 0, we have k ∈ K. For
ε ∈ (−1, 1), set hε = h+εk+θ(εk) and set ωε = φ(x, hε). Then ωε ∈ Hx,y for all ε. Moreover,
the map ε 7→ ωε : (−1, 1)→ Ω is C1 and there is a constant C <∞ such that
sup
t∈[0,1]
|ωεt − ωt − εvt| ≤ Cε2.
Moreover, fixing a chart along ω and writing ξ = (ω, p) and η = (ω, q), we have
ω˙εt − a(ωεt )(pt + εqt) = Xℓ(ωεt )g˙ε,ℓt
where
g˙ε,ℓt = h˙
ℓ
t + εk˙
ℓ
t + θ˙
ℓ
t(εk)− 〈pt + εqt, Xℓ(ωεt )〉
= −〈pt, Xℓ(ωεt )−Xℓ(ωt)− ε∇Xℓ(ωt)vt〉 − ε〈qt, Xℓ(ωεt )−Xℓ(ωt)〉+ θ˙ℓt (εk).
Since ξ and η are tame, there is a constant C <∞ such that, for all ε, we have
ˆ 1
0
|g˙εt |2dt ≤ Cε4
so we can find a measurable map rεt such that
Xℓ(ω
ε
t )g˙
ε,ℓ
t = a(ω
ε
t )r
ε
t
and ˆ 1
0
〈rεt , a(ωεt )rεt 〉dt ≤ Cε4.
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If we now set pεt = pt + εqt + r
ε
t , then ξ
ε
t = (ω
ε
t , p
ε
t ) has the required properties.
Suppose now, more generally, that ξε = (ωε, pε) and η = (ω, q) are maps having the
properties described in the statement. Define hε ∈ H0(Rm) by
h˙ε,ℓt = 〈pεt , Xℓ(ωεt )〉.
Then
h˙ε,ℓt − h˙ℓt − εk˙ℓt
= 〈pεt − pt − εqt, Xℓ(ωεt )〉+ ε〈qt, Xℓ(ωεt )−Xℓ(ωt)〉+ 〈pt, Xℓ(ωεt )−Xℓ(ωt)− ε∇Xℓ(ωt)vt〉
so, since ξ and η are tame, there is a constant C <∞ such that, for all ε, we have
‖hε − h− εk‖ ≤ Cε2.
Write kε for the orthogonal projection of ε−1(hε−h) onto K. Since k ∈ K, we have ‖kε−k‖ 6
‖ε−1(hε − h)− k‖ 6 Cε. Since φ1(x, hε) = y, we have, for ε sufficiently small,
hε = h+ εkε + θ(εkε).
Hence, as ε→ 0,
I(ωε)− I(ω) = ‖h+ εkε + θ(εkε)‖2 − ‖h‖2 = 2ε〈h, k〉+O(ε2).
Hence ε 7→ I(ωε) is differentiable at ε = 0 with derivative L(v) = 2〈h, k〉. By Proposition
5.3, we have ‖k(ξ, v)‖ 6 C‖v‖ξ, so L is continuous on T˜ωHx,y, which is dense in TωHx,y, so L
extends uniquely to TωH
x,y.
Now, if ω is minimal, we must have L(v) = 0 for all v ∈ T˜ωHx,y and hence for all
v ∈ TωHx,y. So, for any k′ ∈ K, we have
〈h, k′〉 = 〈h, k(ξ, v(k′))〉 = L(v(k′)) = 0
and so h ∈ K⊥. Then, for ωε as above, as ε→ 0, we have
I(ωε)− I(ω) = ε2‖kε‖2 + 2〈h, θ(εkε)〉+ ‖θ(εkε)‖2 = ε2{‖k‖2 + 〈h, θ′′(0)(k, k)〉}+O(ε3).
This shows that ε 7→ I(ωε) is twice differentiable at ε = 0 with the claimed second derivative,
which is then continuous on T˜ωH
x,y and extends uniquely to TωH
x,y.
Note that, since L(v) and Qξ(v) can be computed either by choosing a suitable family of
paths ε 7→ ξε or by choosing a sub-Riemannian structure X , they depend on neither choice.
For γ ∈ Hx,y tame, regular and minimal, we define a continuous quadratic form Q on TγHx,y
by
Q(v) = inf
ξ
Qξ(v)
where the infimum is taken over all tame driving paths ξ.
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Proposition 5.5. Let γ ∈ Hx,y be tame, regular and minimal. Then there exists a unique
tame driving path λ such that Q = Qλ. The path λ is a bicharacteristic and is the only
bicharacteristic which is a driving path for γ. Moreover, given a sub-Riemannian structure X
for a, we have
Qξ(v) = Q(v) + ‖k(ξ, v)− k(λ, v)‖2, Q(v) = q(k(λ, v))
where q is the quadratic form on K = ker(∂/∂h)φ1(x, h(γ)) given by
q(k) = ‖k‖2 −
〈
λ1,
∂2
∂h2
φ1(x, h(γ))(k, k)
〉
.
Proof. Choose a sub-Riemannian structure X for a and define as above
h = h(γ), ut =
∂
∂x
φt(x, h), K = ker
∂
∂h
φ1(x, h).
Then, by Proposition 5.4, we have h ∈ K⊥, so there exists a unique λ0 ∈ T ∗xM such that
h˙ℓt = 〈λt, Xℓ(γt)〉
for almost all t, where λt = (u
−1
t )
∗λ0. Fix a chart along γ and write λt = (γt, pt). Then
γ˙t =
m∑
ℓ=1
Xℓ(γt)h˙
ℓ
t, p˙t = −
m∑
ℓ=1
〈pt,∇Xℓ(γt)〉h˙ℓt
so λ is a bicharacteristic. Suppose, on the other hand, that ξ = (γ, q) is a bicharacteristic
over γ and define k ∈ H0(Rm) by k˙ℓt = 〈ξt, Xℓ(γt)〉. Then γ = φ(x, k) and I(γ) = ‖k‖2 and
q˙t = −
m∑
ℓ=1
〈qt,∇Xℓ(γt)〉k˙ℓt
so k = h(γ) and q = p, proving uniqueness.
Write h for h(γ) and recall that h˙ℓt = 〈λ0, u−1t Xℓ(γt)〉 and λ1 = (u−11 )∗λ0. Then, by (50)
and (51), we have
q(k) = ‖k‖2 + 〈h, θ′′(0)(k, k)〉. (53)
So q(k(ξ, v)) = Qξ(v) by Proposition 5.4. Take now v = v(k) and set k
′ = k − k(λ, v). Then
(∂/∂h)φ(x, h)k′ = 0, so
∑m
ℓ=1Xℓ(γt)(k˙
′
t)
ℓ = 0 for almost all t, and so φ(x, h + εk′) = γ for
all ε ∈ R. Hence q(k′) = ‖k′‖2 and it will suffice to show that q(k(λ, v), k′) = 0. Recall that
k˙ℓt(λ, v) = 〈λt,∇Xℓ(γt)vt〉+ 〈ηt, Xℓ(γt)〉. We differentiate the identity(
∂
∂x
φ1(x, h)
)−1
∂
∂h
φ1(x, h)k
′ =
m∑
ℓ=1
ˆ 1
0
(
∂
∂x
φt(x, h)
)−1
Xℓ(φt(x, h))(k˙
′
t)
ℓ dt (54)
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in h, in the direction k(λ, v), to obtain
u−11
∂2
∂h2
φ1(x, h)(k(λ, v), k
′) =
m∑
ℓ=1
ˆ 1
0
u−1t ∇Xℓ(γt)vt(k˙′t)ℓ dt.
Hence 〈
λ1,
∂2
∂h2
φ1(x, h)(k(λ, v), k
′)
〉
=
m∑
ℓ=1
ˆ 1
0
〈λt,∇Xℓ(γt)vt〉(k˙′t)ℓ dt = 〈k(λ, v), k′〉.
This shows that q(k(λ, v), k′) = 0 as required.
Note that our extra condition of tameness, under which regularity of finite-energy paths
is intrinsic to a, does not exclude any normal minimal paths as these all have smooth driving
paths.
6 Characterization of the cut locus and fluctuation mea-
sure by the energy function
Throughout this section, γ is a regular tame minimal path in Hx,y, λ is the unique bicharac-
teristic projecting to γ and Q is the quadratic form on TγH
x,y defined in the preceding section.
Fix s ∈ [0, 1] and ηs ∈ T ∗γsM . For t ∈ [s, 1], define Jts : T ∗γsM → TγtM by
Jtsηs =
∂
∂ε
∣∣∣∣
ε=0
πψt−s(λs + εηs)
where (ψt)t∈R is the bicharacteristic flow. We already defined Jt = Jt0 by equation (20) above.
Set vt = Jtsηs. Given a sub-Riemannian structure X for a, the following equations determine
φts(x, h) and h˙t, for t ∈ [s, 1] and x near γt, as functions of λs ∈ T ∗γsM
φss(x, h) = x, φ˙ts(x, h) =
m∑
ℓ=1
Xℓ(φts(x, h))h˙
ℓ
t, h˙
ℓ
t =
〈
λs,
(
∂
∂x
φts(γs, h)
)−1
Xℓ(φts(γs, h))
〉
.
On differentiating in λs in the direction ηs, we find that vt = (∂/∂h)φts(γs, h)k, where k
satisfies, for t ∈ [s, 1],
k˙ℓt = 〈ηs, u−1ts Xℓ(γt)〉+ Aℓts(λ, k). (55)
Here, uts = (∂/∂x)φts(γs, h) = utu
−1
s and
Aℓts(λ, k) =
〈
λs,
∂
∂h
[(
∂
∂x
φts(γs, h)
)−1
Xℓ(φts(γs, h))
]
k
〉
.
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By writing a differential equation for Aℓts(λ, k), we find a constant C < ∞ such that, for all
t ∈ [s, 1],
|Ats(λ, k)|2 ≤ C
ˆ t
s
|k˙r|2 dr.
It follows that the equation (55) uniquely determines k. Note that, if we set vt = 0 and k˙t = 0
for t ∈ [0, s), then we have, for all t ∈ [0, 1],
vt =
∂
∂h
φt(x, h)k, k˙
ℓ
t = 〈u∗sηs, u−1t Xℓ(γt)〉1{t>s} + Aℓt0(λ, k). (56)
Proposition 6.1. Let γ ∈ Hx,y be tame, regular and minimal and let v ∈ TγHx,y. Then
Q(v) = 0 if and only if vt = Jtη0 for all t ∈ [0, 1], for some η0 ∈ T ∗xM .
Proof. Choose a sub-Riemannian structure X for a. Suppose that Q(v) = 0. Set k = k(λ, v),
then q(k) = 0. On differentiating the identity (54) in h, in the direction k, we obtain
u−11
∂2
∂h2
φ1(x, h)(k, k
′) =
m∑
ℓ=1
ˆ 1
0
(k˙′t)
ℓ ∂
∂h
[(
∂
∂x
φt(x, h)
)−1
Xℓ(φt(x, h))
]
k dt
so, by Proposition 5.5,
q(k, k′) =
m∑
ℓ=1
ˆ 1
0
(k˙′t)
ℓ
{
k˙ℓt −
〈
λ0,
∂
∂h
[(
∂
∂x
φt(x, h)
)−1
Xℓ(φt(x, h))
]
k
〉}
dt. (57)
Since γ is minimal, q is non-negative on K, so q(k, k′) = 0 for all k′ ∈ K. Hence there exists
an η0 ∈ T ∗xM such that
k˙ℓt = 〈η0, u−1t Xℓ(γt)〉+ Aℓt0(λ, k).
As we argued above, this forces vt = Jtη0 for all t. On the other hand, if vt = Jtη0 then, by
the same calculations, we see that v = (∂/∂h)φ(x, h)k where k satisfies q(k, k′) = 0 for all
k′ ∈ K. But k ∈ K, so Q(v) 6 q(k, k) = 0.
Proposition 6.2. Let γ ∈ Hx,y be tame, regular and minimal and let η0 ∈ T ∗xM . Then
Jtη0 = 0 for all t only if η0 = 0.
Proof. Fix a sub-Riemannian structure X for a and a chart along γ. Write ψt(λ0 + εη0) =
(γεt , p
ε
t ) and h˙
ε,ℓ
t = 〈pεt , Xℓ(γεt )〉. Set
vt = Jtη0 =
∂
∂ε
∣∣∣∣
ε=0
γεt , rt =
∂
∂ε
∣∣∣∣
ε=0
pεt , k˙
ℓ
t =
∂
∂ε
∣∣∣∣
ε=0
h˙ε,ℓt .
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By differentiating the bicharacteristic equations we obtain, for all t ∈ [0, 1],
v˙t =
m∑
ℓ=1
∇Xℓ(γt)vth˙ℓt +Xℓ(γt)k˙ℓt , k˙ℓt = 〈rt, Xℓ(γt)〉+ 〈pt,∇Xℓ(γt)vt〉.
But vt = Jtη0 = 0 for all t so
∑m
ℓ=1Xℓ(γt)k˙
ℓ
t = 0 and so |k˙t|2 =
∑m
ℓ=1〈rt, Xℓ(γt)〉2 = 0 for all t.
Now
h˙ε,ℓt = 〈pεt , Xℓ(γεt )〉 = 〈λ0 + εη0, (uεt)−1Xℓ(γεt )〉 (58)
where
u˙εt = ∇Xℓ(γεt )uεt h˙ε,ℓt , u0 = id .
By differentiating this equation, we see that (∂/∂ε)|ε=0uεt = 0, so on differentiating (58) we
obtain
〈η0, u−1t Xℓ(γt)〉 = 0
for all t, and this implies that η0 = 0 since γ is regular.
The next result is a characterization of the cut locus by path properties intrinsic to a.
An analogous characterization in terms of a given sub-Riemannian structure is given in [7,
The´ore`me 1.18]. We note the use of Proposition 6.2.
Theorem 6.3. Let x, y ∈M . The following are equivalent
(i) (x, y) lies outside the cut locus,
(ii) there is a unique minimal path γ ∈ Hx,y, which is tame and regular, and the quadratic
form Q is positive-definite on TγH
x,y.
Proof. In both (i) and (ii) we have a unique minimal path γ ∈ Hx,y. By Proposition 5.5,
if γ is tame and regular then γ is the projection of a bicharacteristic, while any projected
bicharacteristic is tame.
Suppose that Q is positive-definite and that J1η0 = 0 for some η0 ∈ T ∗xM . Then vt =
Jtη0 ∈ TγHx,y and Q(v) = 0, so Jtη0 = 0 for all t, and so η0 = 0, by Proposition 6.2. Hence
J1 is invertible.
Suppose, on the other hand, that J1 is invertible. Since {v1 : v ∈ TγHx} contains {J1η0 :
η0 ∈ T ∗xM}, we see that γ is regular. Suppose further that Q(v) = 0 for some v ∈ TγHx,y.
By Proposition 6.1, we have vt = Jtη0 for some η0 ∈ T ∗xM . Then J1η0 = 0, so η0 = 0, and so
v = 0. Hence Q is positive-definite.
Recall from (20) that we define Kt : T
∗
yM → TγtM by
Ktη1 =
∂
∂ε
∣∣∣∣
ε=0
πψ−(1−t)(λ1 − εη1)
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and, for s, t ∈ [0, 1] with s 6 t, set
C(s, t) = C(t, s)∗ = JsJ−11 K
∗
t ∈ TγsM ⊗ TγtM.
Proposition 6.4. Let γ ∈ Hx,y be tame, regular and minimal. Suppose that x and y are
non-conjugate along γ. Let s ∈ [0, 1] and β ∈ T ∗γsM . For t ∈ [0, 1], set vβ,st = C(t, s)β. Then
vβ,s ∈ TγHx,y and, for all v ∈ TγHx,y,
Q(v, vβ,s) = 〈β, vs〉.
Proof. Set η0 = J
−1
1 J1sβ. We can define w = w
1−w2 ∈ TγHx,y by setting w1t = Jtη0 for all t,
and w2t = 0 for t 6 s and w
2
t = Jtsβ for t > s. Then w = (∂/∂h)φ(x, h)k, where k = k
1 − k2
with
(k˙1t )
ℓ = 〈η0, u−1t Xℓ(γt)〉+ Aℓt0(λ, k1), (k˙2t )ℓ = 〈u∗sβ, u−1t Xℓ(γt)〉1{t>s} + Aℓt0(λ, k2).
Take v′ ∈ TγHx,y and set k′ = k(λ, v′). Then, using (57) for the second equality, we have
Q(w, v′) = q(k, k′) =
m∑
ℓ=1
ˆ 1
0
(k˙′t)
ℓ
{
k˙ℓt − Aℓt0(λ, k)
}
dt
=
m∑
ℓ=1
ˆ 1
0
〈η0, u−1t Xℓ(γt)〉(k˙′t)ℓ dt−
ˆ 1
s
〈u∗sβ, u−1t Xℓ(γt)〉(k˙′t)ℓ dt = 〈β, v′s〉.
For t ≤ s we have
wt = Jt0J
−1
10 J1sβ = JtJ
−1
1 K
∗
sβ = C(t, s)β.
Consider now the analogous construction in reverse time. Set η1 = K
−1
0 K0sβ and define
wˆ = wˆ1 − wˆ2 ∈ TγHx,y by setting wˆ1t = Ktη1, and wˆ2t = 0 for t > s and wˆ2t = Ktsβ for t < s.
Then, by the same argument, Q(wˆ, v′) = 〈β, v′s〉 for all v′ ∈ TγHx,y. But w − wˆ ∈ TγHx,y, so
this implies Q(w − wˆ, w − wˆ) = 0 and hence wˆ = w. So, for t > s, we have
wt = wˆt = Kt1K
−1
01 K0sβ = Kt(J
−1
1 )
∗J∗sβ = C(s, t)
∗β.
Hence w = vβ,s and vβ,s has the claimed property.
Theorem 6.5. Let x, y ∈ M and suppose that (x, y) lies outside the cut locus. Denote the
unique minimal path in Hx,y by γ. Recall the definitions (25) of the process W and (26) of
the random variables S(z) for z ∈ Rd. Then E(epS(z)/2) <∞ for all z ∈ Rd, for some p > 1.
Define a new probability measure P˜ on Ω0(Rm) by dP˜/dP ∝ eS(0)/2 and write µγ for the law
on TγΩ
x,y of Y (0) = v(W ) under P˜. Then µγ is a zero-mean Gaussian probability measure on
TγΩ
x,y with the following properties
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(i) for all continuous linear functionals φ on TγΩ
x,y,
ˆ
TγΩx,y
φ(v)2µγ(dv) = Q(φ˜)
where φ˜ ∈ TγHx,y is given by φ(v) = Q(φ˜, v) for all v ∈ TγHx,y,
(ii) for all s, t ∈ [0, 1] with s 6 t,
ˆ
TγΩx,y
vs ⊗ vt µγ(dv) = JsJ−11 K∗t .
Moreover, the properties (i) and (ii) both characterize µγ uniquely.
Proof. Choose a sub-Riemannian structure X for a and consider the continuous quadratic
form on H0(Rm) given by
s(k) = 〈λ1, (∂/∂h)2φ1(x, h)(k, k)〉.
Fix an orthonormal basis (en : n ∈ N) for K which diagonalizes s on K. Formally, we have
S(z) = s(W (z)) so, by a standard calculus for the Wiener chaos,
S(z) =
∑
n
s(en)〈W, en〉2 + 2
∑
n
s(en, τ(z))〈W, en〉+ s(τ(z)) (59)
where the sums are understood in L2(P) and the random variables 〈W, en〉 are independent
standard Gaussians. Set sn = −s(en) and σn = s(en, τ(z)). We see from (59) that the series∑
n sn converges and
∑
n σ
2
n < ∞. In particular sn → 0 as n → ∞. Since x and y are
non-conjugate along γ, for all non-zero k ∈ K, we have
‖k‖2 − s(k) = q(k) = Q(v(k)) + ‖k′‖2 > 0
where k′ = k − k(λ, v(k)). Hence 1 + sn > 0 for all n. Denote by ν the standard Gaussian
distribution on R. Then, for all s ∈ (−1,∞) and all σ ∈ R, we have
ˆ
R
eσxe−sx
2/2ν(dx) =
1√
1 + s
eσ
2/(2(1+s)). (60)
Hence, for p > 1 sufficiently close to 1, for all z ∈ Rd, we have
E(epS(z)/2) = eps(τ(z))
∏
n
ˆ
R
epσnxe−psnx
2/2ν(dx) = es(τ(z))
∏
n
1√
1 + psn
ep
2σ2n/(2(1+psn)) <∞.
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Let φ be a continuous linear functional on TγΩ
x,y and write φ˜ = v(k∗), where k∗ = k(λ, φ˜).
Then
φ(v(en)) = Q(φ˜, v(en)) = q(k
∗, en) = 〈k∗, en〉q(en).
From (60), we see that under P˜, the random variables 〈W, en〉 are independent zero-mean
Gaussians of variance (1 + sn)
−1 = q(en)−1. Now
φ(Y (0)) = φ(v(W )) =
∑
n
〈W, en〉φ(v(en))
so the law µγ of Y (0) on TγΩ
x,y under P˜ is a zero-mean Gaussian measure with
ˆ
TγΩx,y
φ(v)2µγ(dv) = E(φ(Y (0))
2) =
∑
n
φ(v(en))
2/q(en) =
∑
n
〈k∗, en〉2q(en) = q(k∗) = Q(φ˜)
as claimed. Finally, by Proposition 6.4, for α ∈ T ∗γsM and β ∈ T ∗γtM , we haveˆ
TγΩx,y
〈α, vs〉〈β, vt〉µγ(dv) = Q(vα,s, vβ,t) = 〈α,C(s, t)β〉
so µγ also has the claimed covariance. The uniqueness statements are standard.
7 Brownian bridge on a Riemannian manifold
Suppose now that M is a connected C∞ Riemannian manifold. In this section we will use the
Levi–Civita connection ∇ and Riemann curvature tensor R to give alternative characteriza-
tions for the cut locus and for the limit Gaussian measures of small-time Brownian bridges.
Write ∆ for the Laplace–Beltrami operator and set
L = 1
2
∆+ X¯0
where X¯0 is a C
∞ vector field on M . Then L has the form (9) and its diffusivity a is the
inverse of the metric tensor. We obtain in this way all operators L of the form (9) with a
everywhere positive-definite. In this context, it is well known that there exist m ∈ N and C∞
vector fields X1, . . . , Xm on M such that (6) and (7) hold, with
span{Y (x) : Y ∈ A(X1, . . . , Xm)} = span{X1(x), . . . , Xm(x)} = TxM for all x ∈M .
In the case X¯0 = 0, the measure µ
x,y
ε is the law of the Riemannian Brownian bridge from x
to y of speed
√
ε.
Fix x, y ∈ M and assume, as above, that there is a unique minimal path γ ∈ Hx,y, which
is strongly minimal. It is well known that in this context γ is always the projection of a
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bicharacteristic. Define a linear map Rt : TγtM → TγtM , symmetric with respect to the
metric, by Rt = R(., γ˙t)γ˙t. It is straightforward to see that the set TγH
x,y, defined more
generally in Section 5, is here given by the set of all absolutely continuous paths v in TγΩ
x,y
such that ˆ 1
0
|∇vt|2dt <∞.
Moreover, we can define, for η ∈ R sufficiently small, a path γη ∈ Hx,y by γηt = expγt(ηvt).
Then the map η 7→ I(γη) is twice differentiable near 0 with
Q(v) =
∂2
∂η2
∣∣∣∣
η=0
I(γη) =
ˆ 1
0
|∇vt|2 dt−
ˆ 1
0
〈vt, Rtvt〉 dt. (61)
See, for example [13]. By a standard calculation, the processes (Jt)t∈[0,1] and (Kt)t∈[0,1], defined
above, are Jacobi fields along γ and satisfy the differential equations
∇2Jt +RtJt = 0, J0 = 0, ∇J0 = a(x)
and
∇2Kt +RtKt = 0, K1 = 0, ∇K1 = −a(y).
Let (bt)t∈[0,1] be a Brownian motion in TxM , starting from 0. Set zt = bt− tb1. Then (zt)t∈[0,1]
is a Brownian bridge in TxM from 0 to 0 in time 1. Let (τt)t∈[0,1] denote parallel translation
along γ, thus τt ∈ TγtM ⊗ T ∗xM and τ0 = id, ∇τt = 0. Let µ¯ denote the law of (τtzt)t∈[0,1] on
TγΩ
x,y. The following result is well known. See [13] and, for (vi), [8, Theorem 4.17]. Although
it is framed geometrically, it is essentially a result about quadratic equations in matrices and
Gaussian processes, as one can see by choosing a chart along γ such that a(γt) = τt = id for
all t.
Proposition 7.1. The following are equivalent
(i) Jt is invertible for all t ∈ (0, 1],
(ii) Kt is invertible for all t ∈ [0, 1),
(iii) there exists a C1 path (At)t∈[0,1) along γ, with At ∈ TγtM ⊗ T ∗γtM , solving the Riccati
equation
∇At + A2t +Rt = 0, (1− t)At → − id as t→ 1,
(iv) there exists a C1 path (Bt)t∈(0,1] along γ, with Bt ∈ TγtM ⊗ T ∗γtM , solving the Riccati
equation
∇Bt +B2t +Rt = 0, tBt → id as t→ 0,
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(v) Q is positive-definite on TγH
x,y,
(vi) we have ˆ
TγΩx,y
exp
{
1
2
ˆ 1
0
〈vt, Rtvt〉 dt
}
µ¯(dv) <∞.
Moreover, under these conditions, we have
J1 = K
∗
0 , ∇Kt = AtKt, ∇Jt = BtJt
and for t < 1
Jt = Kt
ˆ t
0
K−1s a(γs)(K
−1
s )
∗ dsK∗0 .
It is standard that the condition that γ is minimal implies already that Q is non-negative
and that Jt is invertible for all t ∈ (0, 1). In this context then, condition (i) is equivalent to
the condition that x and y are non-conjugate along γ, that is, there is no non-trivial vector
field (vt)t∈[0,1] along γ vanishing at the endpoints and such that ∇2vt + Rtvt = 0 for all t. In
Section 5, we saw that (i), (ii) and (v) were also equivalent in the sub-Riemannian case.
The following result gives three further characterizations for the Gaussian measure µγ ,
which by Theorem 1.2 describes the small-time fluctuations of the Brownian bridge in M . As
in the preceding result, by choice of a suitable chart along γ, we can reduce to the case where
M = Rd with a(γt) = τt = id for all t. The result is then of a standard type for Gaussian
processes. See for example [17].
Theorem 7.2. Let M be a connected Riemannian manifold and let x, y ∈ M . Suppose that
there is a unique minimal path γ ∈ Hx,y and that (x, y) is non-conjugate along γ. Then there
exists a zero-mean Gaussian probability measure µγ on TγΩ
x,y with the following properties:
(i) for s 6 t, we have ˆ
TγΩx,y
vs ⊗ vt µγ(dv) = JsJ−11 K∗t ,
(ii) for all continuous linear functionals φ on TγΩ
x,y, we haveˆ
TγΩx,y
φ(v)2µγ(dv) = Q(φ˜)
where φ˜ ∈ TγHx,y is determined by φ(v) = Q(φ˜, v) for all v ∈ TγHx,y,
(iii) under µγ, the coordinate process v on TγΩ
x,y satisfies a covariant linear stochastic dif-
ferential equation over γ of the form
∇vt = τtdbt + Atvtdt, v0 = 0,
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(iv) µγ is absolutely continuous with respect to µ¯, with Radon–Nikodym derivative
dµγ
dµ¯
(v) ∝ exp
{
1
2
ˆ 1
0
〈vt, Rtvt〉 dt
}
. (62)
Moreover, any one of these properties characterizes µγ uniquely.
The equivalence of (i) and (ii) was established in a more general context in Section 6. Here
is an illustrative calculation, taking advantage of the reduction to τt = id mentioned above.
Suppose that µ satisfies (iii). Set wt = K
−1
t vt, then dwt = K
−1
t dbt, so
wt =
ˆ t
0
K−1s dbs.
Hence, for 0 6 s 6 t 6 1,
ˆ
TγΩx,y
vs ⊗ vt µ(dv) = Ks
(ˆ s
0
K−1r (K
−1
r )
∗dr
)
K∗t = JsJ
−1
1 K
∗
t .
Hence µ satisfies (i).
We examine now how our result specializes in some simple cases. When M = Rd with
Euclidean metric, the analysis is trivial, because µ˜x,yε = µγ for all ε > 0. Then
Js = sI, Kt = (1− t)I, Rt = 0, At = −I/(1− t)
so the alternatives in Theorem 7.2 are simply some of the standard descriptions of the Brow-
nian bridge in Rd.
In the case where M is a sphere or hyperbolic space, we can rewrite (62) in the form
dµγ
dµ¯
(y) ∝ exp
{
Kd(x, y)2
2
ˆ 1
0
|yt|2 dt
}
,
where K, the scalar curvature, is 1 for the sphere and −1 for hyperbolic space. Thus, on
a sphere, the variance of the fluctuations is larger than in Rd, whereas, in hyperbolic space
it is less. This does not contradict the tendency of Brownian paths to separate quickly in
hyperbolic space because we are conditioning on the endpoint. Thus we tend to see those
paths which have never deviated far from the geodesic.
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