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ど），④対数線形モデル（LLM）との関連性，⑤GoodmanのRC－Associationモデルとの関係たどが
ある．とくに④，⑤については，LLMにより交互作用項を検出した後，AFCをモデルの残差検討や交
互作用パラメータの解釈に併用するたどの方法やそのアルゴリズムが考えられている（以上については
Tenenhaus and Yomg（1985），Goodman（1986），Lauro et a1．（1989），Van der Heijden et a1．（1989）
などを参照）．一方，自動分類の分野では，グラフ理論の考え方を応用した大量データの階層的分類法や，
階層的・非階層的分類を融合させたハイブリッド方式の分類法などの研究で独自の展開が見られる．こ
れらに関連した各種のデータ解析ソフトウェアが多数あるが，これの流通をすみやかに行うための組織
化に特色があり，CISIA（Centre Intemationa1Statistique etd’InformatiqueApp1iqu6e），MODULAD
といった組織の活動も活発である．またRemes，Tou1ouse，Montpe11ierだとの各大学や研究機関でも
独自のデータ解析ソフトウェアの開発を進めており，これらは上記の機関などを通じて研究者に利用の
便が図られている．筆者もフランス滞在中に，マイクロコンピュータ対応のデータ解析ソフトウェア（対
応分析，分類手法など）を開発して，こうした機関のライブラリに登録するという開発作業を進めるこ
とができた．
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Like1ihood Estimation of Directiona1Interaction
                                    種 村 正 美
 空間に配置された各点に方位が付与されているとする．ここでわれわれの興味は個々の方位データが
示す空間バターンにあり，その特徴抽出やモデルの当てはめが本研究の目的である．
 有界領域γの空間に散布されたM個の点の位置座標X≡（X、，κ。，．．．，伽）が与えられているとし，各
点には方位ベクトル8…（s・，8・，．．．，舳）が付随しているとする（81∈9，18一＝1，タ＝1，．．．，M；ρは角度
空間）．いま，点クとブの位置座標と方位ベクトルに対して相互作用ポテンシャルのθ（ル，灼；8｛，8ゴ）が
働き，与えられたXおよび8がこのポテンシャルの下でのGibbsカノニカル分布に従うと仮定する．こ
こで簡単のために，相互作用は「隣接する」点間タ，プにのみ働き，しかもそれらの距離には依存せず，二
点ク，ブの方位ベクトルの関数として表されるというモデルを考え，
           oθ（篶，灼；8ゴ，8ゴ）＝∫θ（8｛，8ゴ）， （タ，ブ）：隣接対
とする．このとき，対数尤度は
             109ム＝一  Σ＝1 ！；（8｛，8ゴ）一109Z（！θ；M）
                 5〈ゴ；n．n．
と表され，Z（！θ；M）は規格化因子である．ここで Σ は隣接対についての和を表す．また，上記の
                       ｛〈ゴ；n，n．
仮定により，Z（∫θ；W）には位置座標に関する積分は現われない．各点の隣接点数が一定の場合，この
Z（九；M）が厳密に求められることがある．
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いま，X，8が直線線分γ上に配置するとして，1ρ1＝2π，！θ（8。，sゴ。、）…∫θ（8パ8川）の場合を考える
と，8ピ8。。、＝CoS（φ｛。rφ。）に注意して，
・（川）一 禔j・ズ・心ズ…1一九（…伽・・）1伽・
     一［去r…1一九（…φ）1・φ1”’’
となり，規格化因子Zが一重積分のみで表される（ここで8き。、の角φ川を8｛を始線にして定めた）．こ
れから数値積分によって対数尤度は容易に計算できる．
 報告では，九（8ジ8川）≡一θ8ジ8｛。、の場合（一次元XYモデル）に対する計算機シミュレーション
を行ない，母数θの最尤推定を行なって真の母数値と良く一致すること，およびその標本誤差の実験値
が理論値と良く一致することを示した．そして実データの解析例として，ヒトデの移動データを解析し
て系列相関分析との定性的た一致を見た．また講演てば，二次元ISingモデルに対する厳密解のこの問題
への適用可能性についても述べた．
連結ベクトルの分布とその応用
馬 場 康 維
 1．連結ベクトル表現
 后個の状態工、，工；，．．．，Lで表現される系を考える．状態エゴをベクトルの方向θ5で表現することに
する．状態エゴに属する標本をベクトル
             κゴ＝（〃5cosθ5，〃5sinθj）  （O≦θ5≦π）
で表現し，このベクトルを連結すればデータの構造を表現できる．これを連結ベクトル表現という．こ
こでは連結ベクトルの分布（Baba（1989））とその分布を用いる方法について述べる．
 2．合成ベクトルの座標軸
 后個の状態に対応するベクトルの合成ベクトルを
                 ゐ              ツ＝Σ灼＝（Σ吻COSθ5，Σ吻Sinθ5）
                5三1
とする．ツは2次元のベクトルであるから，2次元の量を表現できる．そこでツの座標系について考え
る．ここで吻に対して
                     Σ吻＝1
という条件をつけておく．
               0＝Σ］mゴCOSθj，   5＝Σ］m5Sinθゴ
とすると
                   ツ＝Σκ5＝（0，∫）
である．ツの大きさと方向をそれぞれR，φとし，
                 ツ＝（RCOSφ，RSinφ）
