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Abstract 
This paper proposes a Matlab object oriented application based on Kohonen Self- Organizing Maps (SOM) able to classify 
consumers’ daily load profile. Firstly, the characteristics of Kohonen self- organizing maps are briefly described in order to 
underline the advantages and disadvantages of these types of neural networks in classifications approaches. In the second part, 
data used for classification of load daily profiles is processed using statistical methods and Matlab. The result of these 
computations is a data base composed of daily load profiles used for SOM training. In the third part, the proposed software is 
tested on several scenarios in order to classify different consumers’ load profiles. 
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1. Introduction 
In a smart grid with power generation from renewable energy sources, a lot of the human interactions, that 
presently try to manage system operation, will be able to be replaced by machines that have a faster response time 
and can process larger quantities of data because during real-time operations, the generation and the load must be 
matched. Typically, the amount of the load determines the amount of energy supply from power plants and depends
on a number of factors, including time of the day, day type (weekday or weekend), temperature, humidity, season 
and location.  
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The conventional generation can be controlled to a large extent, but the load and the renewable energy generation 
must be estimated. Furthermore, a load forecasting is still more critical where the dependence from weather-
depending renewable generation is particularly pronounced (micro-grids). For this kind of problem, various factors 
should be considered, such as weather data or, more in general, all the factors influencing the load/consumption 
pattern. This means that for an accurate load forecasting, exogenous variables may be considered and they differ 
according to customer type: residential, commercial and industrial. 
The ability of a smart grid to process this kind of information could result in significant improvements in the 
operation of renewable energy resources1. A solution that could help to make the difference between users, in this 
context, is represented by integration computational intelligence techniques in smart grids. Thus, these ones will 
provide intelligence to the smart grid and will help power system to optimally schedule or dispatch its resources. In 
addition, because of the inherent complexity and uncertainty between the historical data and forecasts, such 
techniques became promising solutions to deliver the expectations of a smart grid, must be fast, scalable and 
dynamic.  
Over the past several decades, different conventional techniques, such as time series analysis, regression analysis 
and other statistical methods, have been attempted to tackle the problem of load forecasting. However, deregulated 
energy markets have presented new challenges, requiring more information which is forecasting dependent. 
Therefore, the corresponding development and maintenance efforts for dealing with hundreds of irregular data series, 
which need to be simultaneously forecasted for security and economic analyses, means that the parametric models 
are beyond practical consideration. The relationship between the electricity load and its exogenous factors is 
complex and nonlinear, making it quite difficult to represent using linear models, or even parametric nonlinear ones. 
Thus, besides the limited accuracy, most of these traditional models could not be easily adapted to different utilities 
and nonlinear modeling of the time varying dynamics of an electric power system is still a challenge using classical 
techniques2.  
To overcome these problems, researchers tried other methods based on different techniques such as: time series 
analyses, fuzzy logic, neuro-fuzzy method, artificial neural network, and support vector regression have been 
proposed.  
Between these ones, neural networks (NNs) have been shown to be promising tools for load predictions3. The 
NNs models are complex and difficult to understand, and are often over-fitted. Indeed, their structure is sufficiently 
opaque that it is not clear why they should forecast as well as they do. In addition, in practice it isn't easy to apply 
NNs due to the lack of efficient procedures to obtain training data and specific knowledge. So far, most of the 
applications in the literature just use experimental data for model training. Thus, data-driven approaches are highly-
dependent on the quantity and quality of system operational data. 
Considering all these aspects, in this paper we propose a Matlab object oriented application, based on NNs, 
precisely Kohonen Self- Organizing Maps (SOM), able to estimate consumer’s daily load behavior. The application 
is focus on NNs because their efficiency in the area of load approximation was demonstrated in our previous works4. 
The paper is organized in three sections. First of all, the characteristics of Kohonen SOM are described in order to 
underline the advantages and disadvantages of these types of NNs in classifications approaches. In the second part, 
data monitored from a real plant, a Solar Amphitheatre located in Romania, Targoviste city5 are pre-processed using 
statistical methods and Matlab. The result of these computations is a data base composed of daily consumers’ load 
profiles used, in the third part, for Kohonen training. In the third part, the proposed software, object oriented tool, 
made using GUIDE toolbox from Matlab and is tested on several scenarios. 
2. Kohonen- SOM framework 
SOM is a type of neural network that is trained to produce a two-dimensional discretized representation of the 
input space of the training samples, called a map. Precisely, it is a nonlinear, ordered, smooth mapping of high-
dimensional input data onto the elements of a regular, low-dimensional array. Because of theirs ability to convert the 
nonlinear statistical relationships between high-dimensional data into simple geometric relationship of their image 
points on a regular two-dimensional grid of nodes, the SOM maps can be used for classification and visualizing of 
high-dimensional data6. 
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Unlike many other types of NNs, the SOM doesn't need a target output to be specified. Instead, where the node 
weights match the input vector, that area of the lattice is selectively optimized to more closely resemble the data for 
the class the input vector is a member of. From an initial distribution of random weights, and over much iteration, 
the SOM eventually settles into a map of stable zones. Each zone is effectively a feature classifier.  
The standard Kohonen learning algorithm is an unsupervised training process. It produces a vector quantizer by 
repeat updating the prototypes of the class- units. After initialization of: prototypes (Wi(t)), learning rate (lr(t)) and 
neighborhoods (Ni(t)), all patterns are presented to the SOM network. For each pattern Xp, C distances 
to the prototypes of the class- units are computed and the winning class- unit j is chosen. The 
prototypes of the class- unit j and the class- units inside the neighborhood Nj (t) are then updated6. 
One difficulty with the standard Kohonen algorithm is the need of a priori knowledge of the number of classes to 
be separated during the classification process. This difficulty has been surpassing, in our case, because the load 
profile is considered in relation with day of the week (7 classes). 
The Kohonen algorithm steps are: 
1. Initialize the network: number of class- units C, prototypes Wi, learning rate lr(t), neighbourhoods Ni(t), 
i=1…C, maximum number of epochs Tmax and accuracy H 
2. Present a new pattern Xp to the network 
3. Determine the winning class- unit j, the one closest to pattern Xp: 
 
4. Update prototypes of the winning class- unit j and class- units inside the neighbourhood Nj(t): 
) 
5. Update the learning rate lr(t+1) and the neighbourhoods Ni(t+1), i=1…C 
6. Repeat steps 2- 5 until either the changes in prototypes in two consecutive epochs fall below H, or the 
maximum number of epochs Tmax is reached 
To determine the best matching unit, one method is to iterate through all the nodes and calculate the Euclidean 
distance between each node's weight vector and the current input vector. The node with a weight vector closest to 
the input vector is tagged as the best matching unit.  
One major problem with SOMs is getting the right data. Unfortunately you need a value for each dimension of 
each member of samples in order to generate a map. Sometimes is difficult to acquire all of this data so this is a 
limiting feature to the use of SOMs often referred to as missing data.  
Another problem is that every SOM is different and finds different similarities among the sample vectors. SOMs 
organize sample data so that in the final product, the samples are usually surrounded by similar samples. However 
similar samples are not always near each other. If you have a lot of shades of a color, not always will you get one 
big group with all the purples in that cluster, sometimes the clusters will get split and there will be two groups of 
purple. Using colors we could tell that those two groups in reality are similar and that they just got split, but with 
most data, those two clusters will look totally unrelated. So a lot of maps need to be constructed in order to get one 
final good map.  
The final major problem with SOMs is that they are very computationally expensive which is a major drawback 
since as the dimensions of the data increases, dimension reduction visualization techniques become more important, 
but unfortunately then time to compute them also increases. For calculating that black and white similarity map, the 
more neighbors you use to calculate the distance the better similarity map you will get, but the number of distances 
the algorithm needs to compute increases exponentially.  
The advantages of SOMs are: easy to understand, work very well for classification problems, and evaluate their 
own quality, intuitively for the users to calculate how good a map is and how strong the similarities between objects 
are. Despite all these aspects Kohonen SOM are very well suited for classification applications. 
3. Data set preprocessing 
We have access to hour-by-hour utility usage of an experimental photovoltaic amphitheater of minimum 
dimension (0.4kV/10kW), located in the East-Centre region of Romania, more precisely in the city of Targoviste, 
for the month of January.  
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The monitored data include information on the day of the week and the heating degree days (defined as 65 minus 
average) of each day. In order determine the load profiles for each day of the week, we have determined: the 
distribution type of the monitored data (Fig. 1), the average day profile and the average for the month at specified 
time (Fig. 2).  
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Fig. 1. Distribution of monitored data           Fig. 2. Daily and monthly profiles                       Fig. 3. Average profiles for the week  
Based on these computations we can conclude that the data set has a normal distribution. With this information, 
we have estimated mean and 95% confidence interval of the mean.  
In conclusion, the daily load profiles seem to have a very tight confidence interval, suggesting that the general 
trend throughout the day is similar from day to day. By looking at average profiles (Fig. 3) for each day of the week, 
we can also make some observations on daily trends, that the morning energy spike is not prominent on the 
weekends. Also, Mondays tend to have more usage throughout the day, and Saturdays have the lowest usage. 
We have a single piece of information per day regarding the temperature of each day (heating degree days- HDD). 
We use it as an indicator for any of the statistics of the profile, precisely to determine this by examining the 
correlation coefficients between HDD and the various statistical parameters. Thus from calculated matrix of 
correlation coefficients (R) and a matrix of p-values (P) we have considered only the first row (or column) because 
they shows how "HDD" correlates to the other variables (Table 1). Correlation of 1 means perfect positive 
correlation. The result seems to show that HDD is a good indicator of the maximum system load for that day. It has 
relatively high correlation and is significant.  
In the next section, based on the load profiles created in this section, we develop a graphical user interface that 
allows the users to classify new load profiles with help of a 2D Kohonen neural network.   
Table 1. Correlation parameters 
Parameters mean median min max range stdev 
R 0.5720 0.4125 0.6350 0.7606 0.4835 0.3802 
P 0.0008 0.0211 0.0001 0.0000 0.0059 0.0349 
 
Thus, in this section we have accessed real monitored data related to the utility usage. This data have been 
processed using Matlab in order to obtain the load profiles for each day of the week for this building that integrates 
solar panels. In addition, using statistical functions, we have determined also: the distribution type of the monitored 
data, the average day profile and the average for the month at specified time. All the results are saved in a data base 
(.xls). These shapes of users’ load, will be uploaded (using the proposed GUI) and used (section 4) as inputs for 
SOM training. These are read as images and normalized. The image representing the load profile pattern is read and 
stored by Matlab in a matrix defined as a local variable. 
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4. GUI based approach for consumers’ load profiles classification 
In this part is proposed an object oriented software application, made using Matlab - Guide User Interface7. With 
this one are parameterized, tested and evaluated the performances of Kohonen self- organising map neural networks 
in classification of consumers’ load profiles. 
For data training set of SOM, the user chooses to upload real consumers’ profile from the data base (see section 3) 
(Fig. 4). The image representing the load profile pattern is read and stored in a matrix defined as a local variable. 
The features of load daily profiles are represented as matrix of numbers that are normalized in the interval [-0.5 0.5]. 
 
 
Fig. 4. The detailed structure of the software application 
In the second phase, the user has to choose Kohonen’ SOM characteristics: topology, training epochs and training 
data set, distance function, grid representation. The Kohonen topology maps that can be chosen are: grid (gridtop), 
hexagonl (hextop), or random topology (randtop).  
The training algorithm is running for a number of epochs, established by the user in the interface. Every step 
supposes the update of the distance between the neurons using one from the four distance functions implemented: 
linkdist, dist, boxdist and madlist. The Euclidean distance is the most common.  
The tool gives the possibility, after training to evaluate and visualize the progress of the network’s performances, 
like: topology (Fig. 5 a), neighbor connections, neighbor distances (Fig. 5 b), sample hits (Fig. 5 c) and SOM weight 
positions (Fig. 5 d).   
 
 
 
 
 
 
 
 
 
 
 
Fig. 5. SOM training parameters visualization  
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Once the SOM trained it is able to classify new load profiles corresponding to new users in the network. These 
profiles are loaded from the data bases where are stored, indicating theirs index value (unique for each user) in the 
data base. The application classifies the new profile and announces (with a text box) the user the resemblance with 
one of the daily profile learned by SOM in training process. The two patterns are represented graphically in the 
interface (Fig. 5). 
SOM does not need a target output to be specified unlike many other types of network. A metric of SOM 
performances, in this case, is considered the winning node (Best Matching Unit- BMU) which is calculated and 
displayed, in green color, in the interface (Fig. 5).  
5. Conclusions and work in progress 
In conclusion, using the proposed GUI based on Kohonen SOM, the load behavior of the prosumers’, recently 
connected to a smart grid that integrates renewable energy sources, will be classified in relation with the others 
participants from the same electrical network. These kinds of information are very useful and will be integrated in 
decision support systems that assist producers/ consumers of green energy on liberalized energy market. New 
functions will be integrated in the GUI to increase its usefulness in decision support systems8, 9. 
The proposal of this paper is also an useful tool for visualization of high dimensional data and it’s suitable for 
data understanding phase, data preparation, modeling and classification using Kohonen SOM.  
In the future, our research will concentrate on the quantitative analysis of SOM mappings, especially analysis of 
clusters and theirs properties.  
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