In this paper, inspired by Jitsupa et al. (J. Comput. Appl. Math. 318:293-306, 2017), we propose a general iterative scheme for finding a solution of a split monotone variational inclusion with the constraints of a variational inequality and a fixed point problem of a finite family of strict pseudo-contractions in real Hilbert spaces. Under very mild conditions, we prove a strong convergence theorem for this iterative scheme. Our result improves and extends the corresponding ones announced by some others in the earlier and recent literature.
Introduction
It is known that variational inequality, as a greatly important tool, has already been studied for a wide class of unilateral, obstacle, and equilibrium problems arising in several branches of pure and applied sciences in a unified and general framework. Many numerical methods have been developed for solving variational inequalities and some related optimization problems; see [2] [3] [4] [5] and the references therein.
The split monotone variational inclusion problem, which is the core of the modeling of many inverse problems arising in phase retrieval and other real-world problems, has been widely studied in sensor networks, intensity-modulated radiation therapy treatment planning, data compression, and computerized tomography in recent years; see, e.g., [6] [7] [8] [9] [10] and the references therein.
Split monotone variational inclusion problem (in short, SMVIP) was firstly introduced by Moudafi [11] as follows: find x * ∈ H 1 such that We denote the solution sets of variational inclusions 0 ∈ B 1 x * and 0 ∈ fy * + B 2 y * by SOLVIP(B 1 ) and SOLVIP(f + B 2 ), respectively. Thus, the solution set of problem (1.3) can be denoted by Γ = {x * ∈ H 1 : x * ∈ SOLVIP(B 1 ), Ax * ∈ SOLVIP(f + B 2 )}.
In 2012, Byrne et al. [12] studied the following iterative scheme for SVIP (1.2): for given x 0 ∈ H 1 and λ > 0, Recently, Kazmi and Rivi [13] introduced a new iterative scheme for SVIP (1.2) and the fixed point problem of a nonexpansive mapping:
λ -I)Ax n ], x n+1 = α n f (x n ) + (1 -α n )Tu n , (1.5) where A is a bounded linear operator, A * is the adjoint of A, f is a contraction on H 1 , T is a nonexpansive mapping of H 1 . They obtained a strong convergence theorem under some mild restrictions on the parameters. Very recently, Jitsupa et al. [1] modified algorithm (1.5) for SVIP (1.2) and the fixed point problem of a finite family of strict pseudo-contractions:
i T i u n , x n+1 = α n τ f (x n ) + (I -α n D)y n , n ≥ 1, (1.6) where A is a bounded linear operator, A * is the adjoint of A,
is a finite family of k istrictly pseudo-contractions, f is a contraction, D is a strong positive linear bounded operator. They proved, under certain appropriate assumptions on the sequences {α n }, {β n }, and {η
, that {x n } defined by (1.6) converges strongly to a common solution of SVIP (1.2) and a fixed point of a finite family of k i -strictly pseudo-contractions, which solves some variational inequality problem. (1) We notice that Jitsupa et al. [1] did not define the domains and the ranges of B 1 and B 2 in the iteration process (1.6) and Theorem 3.1 of [1] . Certainly, it is easy to misunderstand that B 1 is defined on H 1 into 2 H 1 and B 2 is defined on H 2 into 2 H 2 . In that case, {u n } defined in (1.6) lies in H 1 . However, the domain of T i is C but not H 1 , which makes the iteration process (1.6) not well-defined. Thus, it is necessary to give the definite domains and ranges of B 1 and B 2 . (2) Can the iterative scheme (1.6) be modified for solving more problems?
In this paper, we introduce a new general iterative scheme as follows:
where 
: C → C is a finite family of k i -strictly pseudo-contractions, P C is the metric projection of H 1 onto the closed convex set C, F is L-Lipschitzian on H 1 , and V is a η-strongly monotone and K -Lipschitzian operator. Under some suitable assumptions on the sequences {α n }, {β n }, and {η
, we prove that the sequence {x n } defined by (1.7) converges strongly to a common solution of SMVIP (1.3) with the constraints of a variational inequality and a fixed point problem of a finite family of strict pseudo-contractions, which solves the following variational inequality:
where F denotes the set of common solutions of SMVIP (1.3), a variational inequality, and a fixed point problem of a finite family of strict pseudo-contractions. Finally, we also provide a numerical example to support our strong convergence result.
Preliminaries
Throughout this paper, let H 1 and H 2 be two real Hilbert spaces with the inner product ·, · and the norm · . Let C be a nonempty closed convex subset of H 1 .
Recall that S : H 1 → H 1 is said to be a nonexpansive mapping if Sx -Sy ≤ x -y , ∀x, y ∈ H 1 . It is also called firmly nonexpansive if Sx -Sy, x -y ≥ Sx -Sy 2 , ∀x, y ∈ H 1 .
We can easily see that S is firmly nonexpansive if and only if S can be written as S = 1 2 (I +T), where T :
(iii) η-strongly monotone if there exists a positive constant η such that
(v) averaged if it can be expressed as the average of the identity mapping and a nonexpansive mapping, i.e.,
where α ∈ (0, 1), I is the identity operator on H 1 and T :
It is easily seen that averaged mappings are nonexpansive. In the meantime, firmly nonexpansive mappings are averaged.
In addition, a mapping S :
A linear operator D is said to be a strongly positive bounded linear operator on H 1 if there exists a positive constant τ such that
From the definition above, we obtain easily that a strongly positive bounded linear operator D is τ -strongly monotone and D -Lipschitzian.
A multi-valued mapping M :
u ∈ Mx and v ∈ My such that
A monotone mapping M is maximal if the Graph(M) is not properly contained in the graph of any other monotone mapping. It is well known that a monotone mapping M is maximal if and only if for
for ∀λ > 0, where I stands for the identity operator on H 1 . We observe that J M λ is singlevalued, nonexpansive, and firmly nonexpansive.
Let D : C → H 1 be a nonlinear mapping. Then the variational inequality problem (VIP) is to find u ∈ C such that
We denote the solution set of VIP (2.7) by VI(C, D). Many different approaches have been studied for solving this problem; see, e.g., [14] [15] [16] [17] . For each point x ∈ H 1 , there exists a unique nearest point in C denoted by P C x such that
It is known that P C is nonexpansive and satisfies the following inequalities:
We note that each nonexpansive mapping S : H 1 → H 1 satisfies the following inequality (see Theorem 3 in [18] and Theorem 1 in [19] ):
(2.12) 
and define
Then T is maximal monotone and 0 ∈ Tv if and only if v ∈ VI(C, D).
In order to prove our main results, we need the following lemmas. Given an integer N ≥ 1, assume that 
Lemma 2.5 ([25] ) Let {α n } be a sequence of nonnegative numbers satisfying the property
where {γ n } is a sequence in (0, 1) and {δ n } is a real sequence in R such that Then the mapping S : C → C defined by S := (I -tV ) is a contraction with coefficient
).
Lemma 2.8 ([28])
Let C be a nonempty closed convex subset of a Hilbert space H 1 and P C be the metric projection of H 1 onto C. Let S : C → C be a nonexpansive mapping with
converges strongly as t → 0 to a fixed point q of S which solves the variational inequality 
Main results
. For x 1 ∈ C, let {x n } be a sequence of C generated by (1.7) . Assume that the following conditions hold:
Then the iterative scheme (1.7) can be rewritten as
We divide the rest of the proof into two steps.
Step 1. We claim that the sequence {x n } is bounded. Indeed, take p ∈ F . Then J . Actually, by (v) of Proposition 2.1, we know that I -U is ν-ism with ν > 1 2 . Hence, we have
Thus γ A
A is averaged, and so is M := J
, U, W , and M are nonexpansive mappings.
From (3.1), we estimate
Thus, we get
Setting Λ 2 := 2γ x n -p, A * (U -I)Ax n , we obtain from (2.12)
In view of (3.3)-(3.5), we have
, we obtain
Since D is δ-inverse strongly monotone and 0 < ξ < 2δ, we estimate
which implies
Using Lemma 2.1, we obtain that S n : C → C is a nonexpansive mapping and F(S n ) = F(G n ). It is clear that S n p = p, and hence
By (3.7)-(3.9), we have
It follows from (3.1) and Lemma 2.7 that
By induction, we derive
where
. This shows that {x n } is bounded, and so are {y n }, {v n }, and
Step 2. We claim x n+1 -x n → 0 as n → ∞. Indeed, from (3.1), we have
By the nonexpansion of P C and I -ξ D, we get
Substituting (3.13) and (3.14) for (3.12), we have
This together with (3.11) leads to hold. Then {x n } converges strongly to q ∈ F , which solves the following variational inequality:
Proof The proof of the lemma is divided into four steps.
Step 1. We claim lim n→∞ x n -G n x n = 0. Indeed, take ∀p ∈ F . From (3.1) and (3.6), we have
Since γ (1 -rγ ) > 0, lim n→∞ α n = 0, lim n→∞ γ n = 0, and {x n }, {y n } are bounded, from (3.17) we get
In addition, by the firm nonexpansion of J B 1 λ 1 , (3.2), (3.6), and γ ∈ (0, 1 r ), we estimate
and hence
In view of (3.18) and (3.20), we obtain
From conditions (ii), (iv), (3.17) , and (3.19), we get
According to (3.1) and (3.10), we obtain
Since lim n→∞ α n = 0, lim n→∞ γ n = 0, and {x n }, {y n } are bounded, by (3.17), we obtain
It follows from (2.9), (3.1), and (3.10) that
From (3.18) and (3.24), we have
Since lim n→∞ α n = 0, lim n→∞ γ n = 0, and {x n }, {y n } are bounded, we obtain from (3.17) and (3.23)
Combining (3.22) with (3.25), we get
By (3.1) and the nonexpansion of S n , we obtain
It follows from lim n→∞ α n = 0, lim n→∞ γ n = 0, (3.17) and (3.26) that
In the meantime, observe that
From condition (iii), we have
Step 2. We claim that q ∈ F , for q any weak cluster point of {x n }. Indeed, by condition (v), we know that lim n→∞ η
It is easy to see that each η i > 0 and
Furthermore, G n x → Gx as n → ∞ for all x ∈ C. In addition, S : C → C is defined as Sx := lx + (1 -l)Gx. Then S is nonexpansive and F(S) = F(G) by Lemma 2.1. Observe that
From (3.27) and (3.28), we obtain
Since {x n } is bounded, we may assume that q is any weak cluster point of {x n }. Hence, there exists a subsequence {x n k } of {x n }, which converges weakly to q. Now, since S is nonexpansive, by (3.29) and Lemma 2.6, we obtain that q ∈ F(S). Thus, we have q
Letting k → ∞ in (3.30) and using (3.19), (3.22) and the fact that the graph of a maximal monotone operator is weakly-strongly closed, we have 0 ∈ B 1 q, i.e., q ∈ SOLVIP(B 1 ). Furthermore, since x n and u n have the same asymptotical behavior, Ax n k weakly converges to Aq. It follows from (3.19), the nonexpansion of U, and Lemma 2.6 that (I -U)Aq = 0. Thus, by Proposition 2.3, we have 0 ∈ f (Aq) + B 2 (Aq), i.e., Aq ∈ SOLVIP(B 2 ). As a result, q ∈ Γ . Moreover, it follows from (3.25) that v n k weakly converges to q. Define
Then H is maximal monotone by Proposition 2.5. Take ∀(v, w) ∈ Graph(H). It is easy to see that w -Dv ∈ N C v. Since v n ∈ C, we have
Combining (2.10) with v n = P C (u n -ξ Du n ), we get
Thus, from (3.31) and (3.33), we obtain
Letting k → ∞, we have v -q, w ≥ 0 as k → ∞. Since H is maximal monotone, we get q ∈ H -1 0. So it follows from Proposition 2.5 that q ∈ VI (C, D) .
Step 3. We claim that
where q = lim t→0 x t with x t being the fixed point of the contraction Ψ t on C defined by
here t ∈ (0, 2η/K 2 ) and Tx
Indeed, first, for each x, y ∈ C, note that
which implies that T is nonexpansive. Further, we estimate
From condition (iii), (3.26) , and (3.27), we obtain
Also, for each x, y ∈ C, it follows from Lemma 2.8 that Ψ t has a unique fixed point x t ∈ C such that x t = P C [tτ Fx + (I -tμV )Tx t ], and the net {x t } t∈(0,1) converges strongly as t → 0 to a fixed point q of T which solves the variational inequality (μV -τ F)q, q -p ≤ 0, ∀p ∈ F(T).
Next, from the above arguments, we know that
and q 2 = P C (I -ξ D)q 2 . By the nonexpansion of S, P C (I -ξ D) and J
, we get
Since γ ∈ (0, is firmly nonexpansive, from (3.35) we estimate
hence
Meanwhile, by (3.35) and (3.37), we have
and hence J B 1 λ 1 q 1 = q 1 . Thus, 0 ∈ B 1 q 1 , i.e., q 1 ∈ SOLVIP(B 1 ). As a result, we get q 1 ∈ Γ . By the assumption q 1 
Moreover, from the above arguments, we get
thus, we have
From (3.38), we obtain
that is,
Meanwhile, from (3.40), we get
which immediately implies P C (I -ξ D)q 1 = q 1 , and so
Finally, we take a subsequence {x n k } of {x n }, assume that x n k ω, where ω ∈ F(T) = F . By using Lemma 2.6 and (3.34), we have
Step 4. We claim lim n→∞ x n -q = 0. Indeed, we put
From (2.10), (3.1), (3.9) , and (3.41), we obtain
which implies that
Put a n = α n (μη -
. Applying Lemma 2.5 to (3.42), we obtain lim n→∞ x n -q = 0. This completes the proof. hold. Then {x n } converges strongly to q ∈ F , which solves the following variational inequality:
Proof Combining the proof of Lemma 3.1 with the proof of Lemma 3.2, we can obtain the conclusion. λ in many results is the same λ; see, e.g., [1, [11] [12] [13] . Thus our result improves and extends these results and other related results.
(ii) We improve and extend Theorem 3.1 of Jitsupa et al. [1] . Especially, we use the Lipschitzian instead of the contraction, and also use the η-strongly monotone and K -Lipschitzian operator instead of the strong positive linear bounded operator to construct our iteration process. (iii) It is worth mentioning here that our result in this paper is more applicable and efficient than the result of Jitsupa et al. [1] . We give the definite domains and ranges of B 1 and B 2 to make the iterative scheme (1.6) well-defined. We also modify the iterative scheme (1.6) by adding the projection operator. As a result, our result can be applied to finding a common solution of SMVIP (1.3) and VIP (2.7) and fixed point problem of a finite family of strict pseudo-contraction mappings instead of SVIP (1.2) and fixed point problem of a finite family of strict pseudo-contraction mappings.
In Theorem 3.1, if λ 1 = λ 2 , f = D ≡ 0, γ n = 0, F is a contraction mapping, and V is a strongly positive bounded linear operator, then we get the following corollary immediately. Assume that conditions (ii), (iii) in Lemma 3.1 and the following conditions hold:
Then the sequence {x n } converges strongly to q ∈ F , which solves the following variational inequality:
Dq -τ fq, q -p ≤ 0, ∀p ∈ F.
Numerical examples
The purpose of this section is to give an example and numerical results to support Theorem 3.1. V )y n ], n ≥ 1.
Step 2. Put n := n + 1 and go to Step 1.
Setting x n+1 -x n ≤ 10 -8 as a stop criterion, we get the numerical results of Algorithm 4.2. Table 1 shows the values of the components of sequence x n and x n+1 -x n . Figure 1 shows the convergence of the iterative sequence of Algorithm 4.2. Solution: We can see from both Table 1 and Fig. 1 that the sequence {x n } converges to (0, 0, 0), that is, (0, 0, 0) is the solution in Example 4.1. In addition, it is also easy to 
Results and discussion
In this paper, we propose a new iterative scheme for finding a solution of SMVIP (1.3) with the constraints of a variational inequality and a fixed point problem of a finite family of strict pseudo-contractions in real Hilbert spaces. Moreover, we prove a strong convergence theorem for this iterative scheme.
In our main result, we not only give the definite domains and ranges of B 1 and B 2 to make sure our iterative scheme (1.7) well-defined, but also modify the iterative scheme 
Conclusions
In this paper, we first propose a modified iterative scheme (1.7) and then prove the strong convergence of the sequence {x n } generated by (1.7) to a common solution of SMVIP (1.3), VIP (2.7), and a fixed point problem under suitable conditions. Finally, we give a numerical example to support our strong convergence result. As a result, our result includes, improves, and enriches the corresponding ones announced by some others, see, e.g., [1, 12, 13] .
Experimental
A numerical experiment is provided to support our iterative scheme in Algorithm 4.2, Table 1 and Fig. 1 above indicate the strong convergence of Algorithm 4.2. Therefore, our the iterative algorithm of Theorem 3.1 is well-defined and valid.
