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INTRODUCTION
IT HAS BEEN more than a dozen years since the peak of activity on the question of the existence of periodic, slowly oscillating, solutions of autonomous delay differential equations. Following the early work of Jones [l] , Wright [2] and Grafton [3] , the work of Nussbaum [4, 51 is to be specially noted for providing several new fixed point results and a global bifurcation theorem which are particularly useful for proving the existence of periodic solutions. Other important works include those of Hadeler and Tomiuk [6] , Kaplan and Yorke [7] , Chow [8] , Chow and Hale [9] , Alt [lo, 111 and Walther [12, 131. (See Hale's book [14] for an overview.)
To the best of our knowledge, only Nussbaum [5] [lo, 111) .
The motivation for this paper stems from consideration of the innocent-looking equation
x'(t) = -kx(t -r(x(t))) (0.1) where r(x) is bell-shaped, e.g. r(x) = 01 emXZ + 1 -01, 0 I 01 5 1. If k > 7r/2 and r(O) = 1, then the zero solution of (0.1) is unstable. A formal linearization would yield z'(t) = -kz(t -1)
which is known to be unstable for k > 7r/2. On the other hand, in case lim r(x) = lim r(x) = r, > 0 x--m x-+m t Research supported by NSF Grant DMS 8922654. which will be stable if r, < n/2. If k > 7r/2 and kr, < 7r/2, then one would naturally expect the possibility of periodic solutions or other interesting behavior. Figure 1 shows some numerically integrated solutions of (0.1).
As often happens, one thing leads to another, and we are led to a more general equation. Consider the differential delay equation
2) where we assume In addition, we assume that an a priori bound exists for solutions of (0.2) satisfying certain special initial conditions. More precisely, for N > 0 let r = r(N) = maxlr(x): 0 I x 5 N). Define KN = (4: (-a, 0] -+ R: q5 is Lipschitzian on (-03, 01, 4 2 0, 4 is nondecreasing, 4(O) 5 Nand 4(--r) = 0).
Then our a priori bound assumption is (B) there exists A4 > 0, N > 0 such that -M 5 x(t, 4) I N for all t in the domain of existence of x(*, +), the solution of (0.2) satisfying x(t, 4) = 4(t), t 5 0, for every 4 E KN. Our main result follows.
THEOREM A. Let (F), (D) and (B) hold and
Then (0.2) has a nonconstant periodic solution x(t) of period w, greater than 2r(O), satisfying
Furthermore, x(t) has precisely two zeros, Z, , zz , in [0, 01, both simple, 0 < Z, < zZ < w, with 22 -Zi > r(O).
We borrow the terminology "slowly oscillating" for the periodic solution guaranteed by the theorem since the separation between consecutive zeros is larger than r(O). See corollary 1.6 for more information concerning the periodic solution. If x(t) satisfies (0.2), then y(t) = x(r(O)f) satisfies y'(t) = -r(O)f(y(t -7(y(t))/s(O))) so we may assume without loss of generality that r(O) = 1. Hereafter, this will be assumed. Alt observes in a concluding remark in [II] that his methods can be used to prove the existence of periodic solutions for (0.2) where t(x) = a(lxl), rr(0) > 0 and r~ is nondecreasing. 
where r = r(x(t)) z 0 and f and rare given functions. They are able to describe the asymptotic shape of slowly oscillating solutions as E tends to zero under appropriate conditions on f and r. In a private communication, J. Mallet-Paret indicates that they obtain, as part of their work, an existence result for periodic solutions of this equation [17] .
The key observation which we exploit in this paper is that if a solution x(l) of (0.2) satisfies x'(t,) = 0, then for t > t,, the solution "forgets" its history prior to t, -s(x(t,)), in the sense that t -r(x(t)) > t, -s(x(t,) ) for all t > t,. With the aid of this simple observation, most of the proof of our theorem follows more or less standard lines. We set up a Poincare-like map from a compact, convex subset of the space of continuous functions on a compact interval into itself, which contains the zero function, and we use a theorem of Browder [ 181 on the existence of a nonejective fixed point (we show that 0 is an ejective fixed point). The theorem is proved in Section 1.
In Section 2, we give fairly general sufficient conditions for (B) to hold for some M, N > 0. In addition, f bounded from below, or from above, and r is from above. All our assumptions -,r(x), then (0.1) has a nonconstant slowly oscillating periodic solution. If r(x) = 01 e-." + (1 -a), 0 < o( < 1, then theorem A and proposition 2.2 imply the existence of a nonconstant periodic solution if n/2 < k < 3/(2(1 -00).
As another example, consider, It is apparent that all the hypotheses of our theorem hold if o( > n/2 and hence (0.3) has a nontrivial slowly oscillating periodic solution satisfying -1 < x(t) < 1. See Fig. 2 for the numerical solution of (0.3). Nussbaum [5] proved the existence of a periodic solution of the equation (0.3) by working in the space of C' functions on a suitable interval and using a rather nonstandard fixed point theorem. Our result includes (0.3) and our proof appears to be simpler than the one in [5] .
Our result may be applied to the delay logistic equation
with suitable hypotheses on a(x), following the change of variables u = lnx, which yields where r(u) = a(e").
u'(t) = _r(e""-""""' _ 1)
We expect that our main result generalizes to equations of the form x'(t) = -f(x(t),x(t -r(x(t)))), with suitable conditions on f.
In Section 2 we obtain sufficient conditions for solutions x(t), defined for t 2 0, to oscillate, i.e. to have arbitrarily large zeros. Our result is the following theorem. then every solution x(t) of (0.2), defined for f 2 0 and for which lim,,,t -s(x(t)) = 05, must oscillate.
I. EXISTENCE OF PERIODIC SOLUTIONS
In this section we prove the existence of periodic solutions of
We assume throughout this section that the following hold. In the case of (1.1) it is especially easy to see. If Ix(t)1 is bounded on its maximal interval of existence, then its derivative is also bounded and thus lim t_,mx(t) exists. The solution can then be extended to a larger interval.
Alternatively, the entire lemma may easily be obtained by a careful application of the method of steps.
n Given a bounded, Lipschitzian function 4 on (-to, 0] we write x(r, 4) for the noncontinuable solution of (1.1) for t L 0 satisfying x(t) = 4(t) for t I 0. We will use this notation in case 4 is defined and Lipschitz continuous on some compact interval [-r, 0] provided it is known that t s(x(t, 4)) 2 -r for t 2 0. LEMMA 1.2. Let x(t, 4) be a solution of (1.1) and suppose x'(t,,) = 0 for some t, 2 0. , -s(x(&,) ) for all t > t,. If I,, > 0, then I -s(x(t)) < f, -T(x(t,J) for 0 I t < t, .
Proof. By (F), x(t,, ~ s(x(t,,))) = 0.
Since 5 is locally Lipschitzian and x'(f,,) = 0, there exists q > 0 such that for 0 < t -to < q, Thus, for t, < t < t,, + q,
If the assertion of the lemma is false, there is a smallest t, > f, such that f, ~ T(X(I,)) = 4) -M4,)) < t -e(t)) (1.2) Autonomous state-dependent delay equations 861 for t,, < t < t, . Obviously, x'(ti) = 0 sincef(x(t, -r(x(ti)))) = f(x(t, -s(x(t,)))) = ~'(1,) = 0 and arguing as above, there exists 6 > 0 such that for 0 < It -t,I < 6, lr(x(t)) -r(x(l,))l < It -t,I.
But this implies that for t, -6 < t < t,, t, -t > at,)) -ate)), which contradicts (1.2). This completes the proof. n Lemma 1.2 has an important consequence which we exploit later on. Namely, if x'(t,) = 0 for some t, 1 0, then the solution x(t) for t 2 I,, depends only on x(s) for s in the interval [I,, -s(x(f,)), t,,]. The solution "forgets" some of its past history. 
Proof. Clearly x'(t) 5 0 for all t E [0, z,]
where we take Z, = +os if x never vanishes. Define F(x) = minlf(u):
x 5 II I Nl for 0 5 x 5 N so that F is Lipschitz, F(x) > 0 for x > 0, F is increasing and F(0) = 0. If Z, > r, then for r c: t 5 z,,
x'(t) = -f(x(t -s(x(t)))) 5 -F(x(t -r@(t)))) 4 -F(x(t)) since t -s(x(t)) > 0 andx(t -s(x(t))) 2 x(t).
From standard differential inequality arguments,
Observe that u(t) is independent of 4 E f?N and that lim,,,u(t) = 0. 
t 5 r + T + k-' x'(t) < -kx(t -s(x(t))) I -kx(r + T),
since, for the above range of t,
T < t -r(x(t)) 5 t -k-' I r + T and x is decreasing. Hence x(r + T + k-') < x(r + T) -kx(r + T)k-' = 0,
a contradiction to our assumption that r + T + k-' < z1 . We conclude that Z, % r + T + k-'. Since x'(t) 2 -E for 0 I t I zl, it follows immediately that zi 2 4(0)/E. This establishes (i) and (ii) except for the assertion that x'(z,) < 0. if It -t,, < q. But then, for to -q < t < t,, and hence (0)). For t > to, t -$x(t)) > d, by lemma 1.2, and thus x'(t) < 0 for (t,, z,]. This completes the proof of (i) and (ii).
By lemma 1.2 and the arguments above, x'(t) < 0 for t 2 z, until time t, at which t, -s(x(t,)) = z,. By (B), t, = z, + r(x(t,)) i R + z, and x'(tl) = 0. By lemma As x'(zJ > 0 and t -s(x(t)) > z1 for t > t, it follows that x'(t) > 0 for t 2 zz until such time t2 at which t2 -s(x(t2)) = z2. By (B), such a I, exists and t2 = zz + s(x(tJ) I z2 + r. This establishes (vi) .
n It follows from proposition 1.3 that x(t, q5) has infinitely many zeros z,(4), n 2 1, which are simple and z, -z,_, > 1 for n 2 2, if (B) holds, 4 E KN\O and f'(0) > 1. Moreover, x'(t, 4) = 0 for t 2 z1 only at points t,(G), n 2 1, satisfying z, < t, < z~+~, n 2 1, where t, -r(x(t,)) = z, and x'(t) > 0 on (t,, tn+J, for n 2 1, n odd, and x'(t) < 0 on [z,, t,) and on (t,, tn+,), n L 2, n even. Figure 3 summarizes this information.
We note for later use that the hypothesis (B) was not used in proposition 1.3 (i) and (ii). The lower bound -A4 on the solution was used to show that t, < +m and to obtain the existence of z2. The upper bound N was then required to show that t, < 00.
Assuming that ( The following lemma will be used to establish the continuity of T. 
Ix(t, 4) -x(t, w)l 5 I/$ -wll eA', tro
Proof. This is a simple Gronwall estimate. Let p = lipf q = lip ~jt_~,,~, and recall that lipx(. , $) I L for any 4 E K. Put x(t) = x(t, 6) and y(t) = x(t, I,v), for 6, w E K. [z,, t,] , that is, x(t), t 2 t2, depends only on x(t, + e) for 22 -t, 5 8 2 0. Since r+ = 4, 4(Q) = x(t, + e) for zz -t, 5 Q 5 0, and so by uniqueness of solutions and the autonomous nature of (1. l), x(t, 4) is periodic of period tz(q5). The continuity of T follows from the continuity of 4 ++ 6'. W
We remark that T is not continuous with respect to the usual Lipschitz norm on the space of Lipschitz functions on [-r, 01 . This is because the operation of taking the positive part of a function fails to be continuous in this space. COROLLARY 1.6. If Tqi = C$ E K\(O), then the tz($)-periodic solution x(t, +) has the following properties:
(i) x(t) has precisely two zeros in [0, t*(4)], namely zi and zZ, 0 < zi < zz < r2(4), both of which are simple. Moreover, zz -zi > 1 and t2 > 2;
(ii) x(t) has two extrema in (0, t2(qb)], namely 1, and tz, 0 < z, < t, < z2 < t2. x'(t) < 0 on (0, f,) and x'(t) > 0 on (tl, r,);
Proof. Most of the assertions are obvious from propositions 1.3 and 1.5 and the periodicity of x (t, (6) . Note that as x'(t) < 0 for t E (t2, z3J it follows that x'(t) < 0 on (0, t,). Since x(t) is periodic and zz -z,i > 1, we have t2 = z3 -z, = z3 -zz + zz -z1 > 2. l It follows from corollary 1.6 that consecutive zeros of the periodic solution x(t, 4) are separated by more than one time unit.
The next two results are patterned after similar ones in Nussbaum [S, lemmas 2.6 and 2.81. According to Nussbaum, the main idea for the next lemma is due to Wright [2]. 
-f(x(t -1)) and h(x,) = f(x(t -1)) -f(x(t -r(x(t)))).
Let 13 = ,!I + iv be the complex root of A -t CY e-' = 0 satisfying I* > 0 and 0 < v < II (see, e.g. 
-$x(t)). We assume t > R so t -r(x(t)) > 0. Then s > t -R and s -r(x(s)) > I -2R.
Choose a smaller, if necessary, so that ap'q i e/2. Then I&,) + h(x,)l 5 ; [lx(t)1 + 1x0 -I)11
provided /x(t)1 I a and Ix(s -r(x(s)))l 5 a where s = s(t) as above. Finally, choose a smaller, if necessary, so that apq 5 l/3 cos(u/2) e-p'2 5 l/3 and qa < l/2. If suptJx(t, @)I 2 a fails to hold for some zero z of x(t, $,), then sup,,,Ix(t, 4)/ = 6 < a. Since x attains its extrema on [z,, co) at the t, L z, there exists some t, 2 z such that Ix(t,)l 2 (3/4)6. We assume x(t,) > 0, the other case is similar. Now
PlX(S -MW I 1 -~w,))I x(t,)
Putting T = 1 + z,,, the remainder of the argument follows [5, lemma 2.61. We give the argument as there are some changes. Assume x(T) > 0, the other case is similar. If ,I is the root defined above, integrate by parts to obtain
Replacing x'(t) in (1.4) by the right-hand side of (1.3), we obtain *cc where I represents the integral containing g(x,) + /1(x,). Using /I + CY exp( -1,) = 0, setting (1.4) equal to (1.5) and changing variables in the integral from T to T + 1 yields
I ,I mx(T)exp(-iLT) + aexp(-A) x(t) exp(-At) dt = 1. , I-I
Integrating by parts on the left, using that s(T -1) = 0 and -I-'cy exp(-,I) = 1 and multiplying both sides by exp[A( T -l/2)], we get 'rn
The reader may now appreciate our passing from x(t,) to x(z, + 1) in the arguments above in order to achieve x(T -1) = 0. Now we consider two cases: T I t,, and T > t, . In the former, we may continue exactly as in [5, lemma 2.61 since x'(t) 2 0 on [T -1, T]:
As the modulus of the right-hand side of (1.6) is less than E&(-' exp(-p/2), we obtain that p/2 cos v/2 I a, a contradiction to our choice of E.
exp[-~(t -T + i)] cos v(t -T + i)dt. t fn
Note that x'(t) 2 0 for T -1 5 t 5 t, and x'(t) I 0 on t, 5 t I T < zn+l so the two integrals have opposite sign. The first integral on the right may be estimated exactly as in the previous case:
We have for t, 5 t I T,
exp[-,4t -T + t)] cos v(t -T + i) I exp[-,&t, -T + +)] 5 1 since T -t, = lr(x(t,)) -r(O)1 5 qx(t,)
I qa < l/2. Hence,
I
'T Proof. We show that 0 is an ejective fixed point of T so that our result follows from a theorem of Browder [18] (see also [14, theorem 11.2.41) on the existence of a nonejective fixed point.
x'(t) exp[-,u(t -T + ))] cos v(t -T + 4) dt
From lemma 1.7, \x(t,, +)I 2 a/2 for infinitely many integers n if $ E K\O. Let b < a/2 be such that max ( . Thus, we conclude that x(t) > -M on (zl, zZ). Now suppose that there exists t, E (zl , t2] such that x(t,) = N and x(t) < N for z2 5 t < lo. Then * fo N= 1
x'(s) & 5 F-(M)(t, -ZJ 5 F-(M)r(N), z2
since -M < x(s -7(x(s))) < 0 for z2 < s < f, and since t, -r(x(t,,)) = to -r(N) I z2. Now we have a contradiction to (2.2b). Making use of lemma 1.2, we see this argument can be continued so that (2.1) holds for all t L 0. n x # 0) L= 1. Then x(t, $) is bounded provided that 4 is bounded and Lipschitzian on (-co, 01. Moreover, there is an N > 0, such that /x(l, $)( c: N for all 4 E EN.
Proof. Note that x(t, 4) is defined for all t 2 0 by lemma 1 .l. If the result is false, there is an x(t) = x(t, @), such that 4 is bounded and Lipschitzian on (-co, 01, and lim sup,++,lx(t)l = a~. Denote 5 = max{# + r&)1. Choose p > 0, y > 0, M > 0, such that for 1x1 > M, T(X) < T, JxT'(x)J < ,8, and for lx1 1 > M, lx,/ > M, x,x, > 0, I s(x,) -T(XJ < y, where p and y are such that nb -y + $ > T. Since ji' and y can be chosen arbitrarily small for suitably large M, the latter inequality can be assumed.
If x(t) is monotone,
then it is easy to see that x(r) must be bounded. Since x(r) is not bounded, it must be oscillatory. Without loss of generality, we assume in the following that there is a f > 0, such that x(f) > 2A4, x'(t) = 0, Ix(t)1 < x(F) for t 5 f. Thus Denote x(i -$x(f))) = 0.
t, = i -s(x(T)), f, = max(s,x(s) = +x(t), x(t) > +x(F), for t E (s, i]). We have x(t,) = ix(F) = which indicates that Clearly,
Since x(t) > M, we have r(x(F)) < 7. This leads to i -t, < r(x(T)) < r. Thus 
T(X(t)))'.
Therefore, --ix(t)@ -t, + r(x(t,)) -r(x(i)# + 2x(t)Tp > )x(f), which implies that i-t,>JI_4sP-y.
Since r(x(t)) = t -t, = f -t, + t, -t,, we have r(x(i)) > JI-4sp -y + + > r, a contradiction to the fact that r(x) < T for 1x1 > M. The conclusion of the second part of the proposition follows by letting N = 2M. n By resealing time appropriately, it is easy to see that if, in proposition 2.2, we assume the existence of T* > 0 and 0 < cy < co and only the single inequality cyr* < 3/2, then the conclusion of the proposition holds. As a consequence, if k(1 -a) < 3/2 in (0.1) with r(x) = o( emXZ + (1 -a), 0 5 LY < 1, then all solutions are uniformly bounded. We say that x(t) is oscillatory if x(t) is defined for all large t and has arbitrarily large zeros. It is well known that every solution of x'(t) = -ax(t -p)
oscillates if 01 > 0, /3 > 0 and alp > e-'. A very nice proof of a more general result is given in [22] wherein the following lemma is established. then every solution of (l.l), defined for t 2 0 and for which lim,,,t -s(x(t)) = +w, is oscillatory.
Proof. Choose k such thatf'(0) > k > em1 and r. < 1 with s,k > em'. Let 6 > 0 be such that If(x)1 > klxl and r(x) > r0 if /xl < 6.
If x(t) is an eventually positive solution, then for large t, x(t) > 0 and x'(t) < 0. It follows that lim (_-x(t) = I> 0 exists and
= Jlf",x'(t) = -f ( lim x(t -s(x(t))) = -f(/). f-CC >
Thus, I = 0 so that for large t we have 0 < x(t) < 6 and x'(t) < 0. Then 0 = x'(t) + f(x(t -T&(t)))) > x'(t) + kx (t -7(x(t) 
