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Abstract
Let sn = 1 + 1/2 + · · · + 1/(n − 1) − logn. In 1995, the author has found a series transformation of
the type
∑n
k=0 μn,k,τ sk+τ with integer coefficients μn,k,τ , from which geometric convergence to Euler’s
constant γ for τ = O(n) results. In recently published papers T. Rivoal and Kh. & T. Hessami Pilehrood
have generalized this result. In this paper we introduce a series transformation S := ∑nk=0 μn,k,τ1sk+τ2
with two parameters τ1 and τ2 and integer coefficients μn,k,τ1 . By applying the analysis of the ψ-function,
we prove a sharp upper bound for |S − γ |. A similar result holds for generalized Stieltjes constants.
© 2006 Elsevier Inc. All rights reserved.
1. Introduction
Let a  0 be a real number, and let
s1(a) := 0,
sn(a) :=
(
1
a + 1 +
1
a + 2 +
1
a + 3 + · · · +
1
a + n − 1
)
− log(a + n) (n 2). (1)
It is well known that the sequence (sn(0))n1 tends to Euler’s constant γ = 0,577 . . . , where
sn(0) = γ + O
(
1
n
)
(n 1). (2)
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ger coefficients which improves the rate of convergence. Let τ be an additional positive integer
parameter.
Theorem 1. [1] For any integers n 1 and τ  2 one has∣∣∣∣∣
n∑
k=0
(−1)n+k
(
n + k + τ − 1
n
)(
n
k
)
· sk+τ (0) − γ
∣∣∣∣∣ (τ − 1)!2n(n + 1)(n + 2) · · · (n + τ) .
Particularly, by choosing τ = n 2, one gets the following result.
Corollary 1. For any integer n 2 we have∣∣∣∣∣
n∑
k=0
(−1)n+k
(
2n + k − 1
n
)(
n
k
)
· sn+k(0) − γ
∣∣∣∣∣ 12n2(2n
n
)  1
n3/2 · 4n .
For the sake of brevity put
μn,k,τ := (−1)n+k
(
n + k + τ − 1
n
)(
n
k
)
(n 1, τ  2, 0 k  n). (3)
From the above theorem one also deduces the following results in which the parameter τ is
chosen very large.
Corollary 2. Let n 1 be an integer. Then for every integer τ  2n2 one has
max
0kn
|μn,k,τ | ·
∣∣∣∣∣
n∑
k=0
μn,k,τ sk+τ (0) − γ
∣∣∣∣∣< e · 2
n−2
τn
.
Corollary 3. Let n 1 be an integer. Then we have
lim
τ→∞
(
max
0kn
|μn,k,τ | ·
∣∣∣∣∣
n∑
k=0
μn,k,τ sk+τ (0) − γ
∣∣∣∣∣
)
= 0.
Some authors have generalized the result of Theorem 1 under various aspects. At first we cite
a result due to T. Rivoal.
Theorem 2. [5] For n tending to infinity, we have∣∣∣∣∣γ − 1(−2)n
n∑
k=0
(−1)k
(
2n + 2k
n
)(
n
k
)
s2k+n+1(0)
∣∣∣∣∣= O
(
1
n27n/2
)
.
Recently, Kh. Hessami Pilehrood and T. Hessami Pilehrood have found some approximation
formulas for the logarithms of some infinite products including Euler’s constant γ also by using
Euler-type integrals, hypergeometric series, and the Laplace method [3].
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∣∣∣∣∣γ −
n∑
k=0
(−1)n+k
(
n + k
n
)(
n
k
)
sk+n+1(0)
∣∣∣∣∣= 14n+o(n) .
In this paper we extend the result from Theorem 1 to series transformations of the type
n∑
k=0
(−1)n+k
(
n + τ1 + k
n
)(
n
k
)
· sk+τ2(a), (4)
where τ2 is some additional integer parameter. The sequence (sn(a))n1 is convergent for any
real number a > 0:
lim
n→∞ sn(a) = γ0(a) −
1
a
,
where γ0(a) are known as generalized Stieltjes constants of order 0, i.e.
γ0(a) := −Γ
′(a)
Γ (a)
= −Ψ (a). (5)
Particularly, we have for a = 0:
lim
n→∞ sn(0) = lima→0
(
γ0(a) − 1
a
)
= γ.
Our main results are given by the following theorems:
Theorem 4. Let n 1, τ1  1 and τ2  1 be integers. Additionally we assume that
1 + τ1  τ2. (6)
Then one has
∣∣∣∣∣
n∑
k=0
(−1)n+k
(
n + τ1 + k
n
)(
n
k
)
· sk+τ2(a) −
(
γ0(a) − 1
a
)∣∣∣∣∣
=
1∫
0
(
1
1 − u +
1
logu
)
· ua+τ2−τ1−1 · d
n
dun
(
un+τ1(1 − u)n
n!
)
du.
For a = 0 and τ2 > τ1 + 1 the sequence in (4) converges more rapidly to γ when n increases
than in the case τ2 = τ1 + 1, which is considered for γ in Theorem 1.
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1 + τ1  τ2  1 + n + τ1. (7)
Then one has
∣∣∣∣∣
n∑
k=0
(−1)n+k
(
n + τ1 + k
n
)(
n
k
)
· sk+τ2(0) − γ
∣∣∣∣∣
=
1∫
0
1∫
0
w(t) · (1 − u)
n+τ1un(1 − t)τ2−τ1−1tn+τ1−τ2+1
(1 − ut)n+1 dudt,
with
w(t) := 1
t · (π2 + log2( 1
t
− 1)) .
Setting
n = τ2 = dm, τ1 = (d − 1)m − 1 (d  2), (8)
we get an explicit upper bound from Theorem 5:
Corollary 4. For integers m 2, d  3, we have
∣∣∣∣∣
dm∑
k=0
(−1)dm+k
(
(2d − 1)m + k − 1
dm
)(
dm
k
)
· sk+dm(0) − γ
∣∣∣∣∣< Cd ·
(
(1 − 1
d
)d
(d − 1)4d
)m−2
,
where 0 < Cd  1/16π2 is some constant depending only on d . For d = 2 one gets
∣∣∣∣∣
2m∑
k=0
(−1)k
(
3m + k − 1
2m
)(
2m
k
)
· sk+2m(0) − γ
∣∣∣∣∣<
(
16
7π
)2
· 1
64m
(m 1).
M. Prévost [4] has proven some conditional irrationality criteria for Euler’s constant γ by
simplifying J. Sondow’s approach [8]. He showed that
(−1)n
1∫
0
(
1
1 − u +
1
logu
)
· un−m · d
n
dun
(
un(1 − u)n
n!
)
du
= γ − 2 ·
(
1 + 1
2
+ 1
3
+ · · · + 1
n
)
+
n∑
(−1)n+k
(
n
k
)(
n + k
k
)
log(n − m + k + 1).k=0
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type formulas [6] like
γ − sn(0) =
∞∑
m=1
Γ (m)
(n)m
tm+1 and γ0(a) − sn(a) − 1
a
=
∞∑
m=1
Γ (m)
(a + n)m tm+1 (a > 0),
with rational numbers tm+1 defined by
tm+1 := − 1
m! ·
1∫
0
(−x)(1 − x)(2 − x) . . . (m − 1 − x)dx (m 1).
Then, in the case of γ , we apply the Mellin–Barnes integral representation of the 3F2-function
(see [7, formula (4.2.2.1), p. 112]), and use different combinatorial identities. Following this
different approach, which is more technically than the method used below, we get somewhat
weaker results than that ones stated in Theorem 5 and Corollary 4:
Let n 1, τ1  1 and τ2  1 be integers. Additionally we assume that
τ1 + 1 τ2  n + τ1 + 1.
Then one has∣∣∣∣∣
n∑
k=0
(−1)n+k
(
n + τ1 + k
n
)(
n
k
)
· sk+τ2 − γ
∣∣∣∣∣
 (τ2 − 1)!(n + τ1)!(n + τ1 − τ2 + 1)!
2(n + τ1 − τ2 + 2)(2n + τ1 + 1)!τ1! · max0x1
∣∣∣∣∣
τ2−τ1−1∑
l=0
(τ1 − τ2 + 1)l(n + τ1 + 1)l
l!(τ1 + 1)l
×3F2
(
n + τ1 − τ2 + 2 n + τ1 − τ2 + 2 − x n − l + 1 1
2n + τ1 + 2 n + τ1 − τ2 + 3
)∣∣∣∣∣.
For n = τ2 = 2m, τ1 = m − 1 we then have for every integer m 1 that∣∣∣∣∣
2m∑
k=0
(−1)k
(
3m + k − 1
2m
)(
2m
k
)
sk+2m − γ
∣∣∣∣∣
 m
2
· ∣∣ζ(2) − qm∣∣= m2 ·
1∫
0
1∫
0
zm−1w2m(1 − z)m+1(1 − w)3m−1
(1 − wz)2m+1 dw dz
2m
64m
,
where
qm :=
2m∑
k=0
(−1)k
(
3m + k − 1
2m
)(
2m
k
)
·
k+2m∑
ν=1
1
ν2
.
Here a Beuker’s type integral for ζ(2) pops up.
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order 0 was done by Masanori Katsurada [2], who again uses Mellin–Barnes type integrals.
2. Some auxiliary results
By (α)m := α(α + 1) . . . (α + m − 1) with α ∈ R and m ∈ N we denote the shifted factorial
(Pochhammer’s symbol).
Lemma 1 (Vandermonde’s Theorem). Let a1, b1 be complex numbers with (b1) > 0, and let n
be some positive integer. Then one has
2F1
(
a1 − n 1
b1
)
= (b1 − a1)n
(b1)n
. (9)
Lemma 2. Let n 1 and τ1  1 be integers. Then one has
n∑
k=0
(−1)n+k
(
n + k + τ1
n
)(
n
k
)
= 1. (10)
Proof. One gets
n∑
k=0
(−1)n+k · (n + k + τ1)!
k!(k + τ1)!(n − k)!
= (−1)n · (n + τ1)!
n!τ1! ·
∞∑
k=0
(−n)k(n + τ1 + 1)k
k!(τ1 + 1)k
= (−1)n · (n + τ1)!
n!τ1! · 2F1
(
n + τ1 + 1 − n 1
τ1 + 1
)
= (−1)n · (n + τ1)!
n!τ1! ·
(−n)n
(τ1 + 1)n =
(n + τ1)!
n!τ1! ·
τ1!n!
(τ1 + 1)! = 1,
where the hypergeometric function is expressed by the fraction given in Lemma 1 (Vandermon-
de’s Theorem). 
By Ψ (z) := Γ ′
Γ
(z) we denote the Psi-function.
Lemma 3. Let 0 a < 1 be a real number, and let N be some positive integer. Then we have
1∫
0
(
Ψ (a + N) − Ψ (a + N + x))dx = { sN(a) + 1a − γ0(a), if a > 0,
sN(0) − γ, if a = 0.
Proof. Let y > 0 be some real number. Then
448 C. Elsner / Journal of Number Theory 124 (2007) 442–4531∫
0
(
Ψ (y) − Ψ (y + x))dx = Ψ (y) −
1∫
0
(
logΓ (y + x))′ dx
= Ψ (y) − log Γ (1 + y)
Γ (y)
= Ψ (y) − logy.
Case 1. a > 0.
Putting y = a + N , applying the functional equation
Ψ (1 + z) = 1
z
+ Ψ (z),
and using (5), we get
1∫
0
(
Ψ (a + N) − Ψ (a + N + x))dx
= Ψ (a + N) − log(a + N)
= 1
a + N − 1 +
1
a + N − 2 + · · · +
1
a + 1 +
1
a
+ Ψ (a) − log(a + N)
= sN(a) + 1
a
− γ0(a).
Case 2. a = 0.
Now we have
1∫
0
(
Ψ (N) − Ψ (N + x))dx = Ψ (N) − logN
= 1
N − 1 +
1
N − 2 + · · · + 1 + Ψ (1) − logN
= sN(0) − γ.
The lemma is proved. 
Lemma 4. With the weight function w(t) defined in Theorem 5 we have
1
1 − u +
1
logu
=
1∫
0
w(t)
1 − (1 − u)t dt (0 < u < 1).
This is Lemma 1 in [4].
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Let
γ ′ := γ0(a) − 1
a
(a  0),
S := S(n, a, τ1, τ2) :=
n∑
k=0
(−1)n+k
(
n + τ1 + k
n
)(
n
k
)
· sk+τ2(a),
E := E(n,a, τ1, τ2) := S(n, a, τ1, τ2) − γ ′.
In S we express sk+τ2(a) by the integral from Lemma 3 (with N = k + τ2). Then, using (10), we
have
E =
n∑
k=0
(−1)n+k
(
n + τ1 + k
n
)(
n
k
)
·
[
γ ′ +
1∫
0
(
Ψ (a + k + τ2) − Ψ (a + k + τ2 + x)
)
dx
]
− γ ′
=
n∑
k=0
(−1)n+k
(
n + τ1 + k
n
)(
n
k
)
·
1∫
0
(
Ψ (a + k + τ2) − Ψ (a + k + τ2 + x)
)
dx
=
1∫
0
n∑
k=0
(−1)n+k+1
(
n + τ1 + k
n
)(
n
k
)
·
x∫
0
Ψ ′(a + τ2 + k + t) dt dx
=: (−1)n+1 ·
1∫
0
h(x)dx (11)
with
h(x) :=
n∑
k=0
(−1)k
(
n + τ1 + k
n
)(
n
k
)
·
x∫
0
Ψ ′(a + τ2 + k + t) dt.
By
Ψ ′(a + τ2 + k + t) =
∞∑
ν=0
1
(ν + a + τ2 + k + t)2
= −
∞∑
ν=0
1∫
0
uν+a+τ2+k−1+t logudu
the function h(x) takes the form
h(x) =
x∫
0
1∫
0
n∑
k=0
(−1)k+1 ·
(
n + τ1 + k
n
)(
n
k
)
· logu ·
∞∑
ν=0
uν+a+τ2+k−1+t dudt
=
x∫ 1∫ n∑
k=0
(−1)k+1 ·
(
n + τ1 + k
n
)(
n
k
)
· u
a+τ2+k−1+t logu
1 − u dudt.0 0
450 C. Elsner / Journal of Number Theory 124 (2007) 442–453Interchanging the order of integrations, and applying the identity
n∑
k=0
(−1)k ·
(
n + τ1 + k
n
)(
n
k
)
· uτ1+k = d
n
dun
(
un+τ1(1 − u)n
n!
)
,
we get
h(x) = −
1∫
0
( x∫
0
ut dt
)
ua+τ2−τ1−1 logu
1 − u ·
dn
dun
(
un+τ1(1 − u)n
n!
)
du
=
1∫
0
1 − ux
1 − u u
a+τ2−τ1−1 · d
n
dun
(
un+τ1(1 − u)n
n!
)
du.
Substituting h(x) into (11), we have proved that
E = (−1)n+1
1∫
0
1∫
0
1 − ux
1 − u u
a+τ2−τ1−1 · d
n
dun
(
un+τ1(1 − u)n
n!
)
dudx. (12)
We finish the proof of Theorem 4 by noting that
1∫
0
1 − ux
1 − u dx =
1
1 − u +
1
logu
. 
4. Proof of Theorem 5 and Corollary 4
Proof of Theorem 5. Using Lemma 4 and Fubini’s theorem in (12), we get after n integrations
by parts:
E = E(n,0, τ1, τ2) = −
1∫
0
1∫
0
w(t)
un+τ1(1 − u)n
n!
dn
dun
(
uτ2−τ1−1
1 − (1 − u)t
)
dudt. (13)
The rational function uτ2−τ1−11−(1−u)t has a partial decomposition with respect to the variable u:
uτ2−τ1−1
1 − (1 − u)t =
τ2−τ1−2∑
ν=0
(t − 1)ν
tν+1
uτ2−τ1−ν−2 +
(
t − 1
t
)τ2−τ1−1 1
1 − (1 − u)t .
Since τ2 − τ1 − ν − 2 − n < 0, we have
dn
dun
(
uτ2−τ1−1
1 − (1 − u)t
)
=
(
t − 1
t
)τ2−τ1−1 (−1)nn!tn
n+1 ,(1 − (1 − u)t)
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E = −
1∫
0
1∫
0
w(t)un+τ1(1 − u)n
(
t − 1
t
)τ2−τ1−1 (−1)ntn
(1 − (1 − u)t)n+1 dudt
= (−1)n+τ2−τ1
1∫
0
1∫
0
w(t)
(1 − u)n+τ1un(1 − t)τ2−τ1−1tn+τ1−τ2+1
(1 − ut)n+1 dudt.
The theorem follows. 
Proof of Corollary 4. Let n = τ2 = dm, τ1 = (d − 1)m − 1 in Theorem 5. This gives
|E| =
1∫
0
1∫
0
tw(t) · (1 − u)
(2d−1)m−1udm(1 − t)mt(d−1)m−1
(1 − ut)dm+1 dudt. (14)
In order to estimate the integrals, we separate the rational function of the integrand into two
terms:
(1 − u)(2d−1)m−1udm(1 − t)mt(d−1)m−1
(1 − ut)dm+1
= (1 − u)
4d−3u2d(1 − t)2t2d−3
(1 − ut)2d+1 ·
(
(1 − u)2d−1ud(1 − t)td−1
(1 − ut)d
)m−2
=:f0(u, t) ·
(
f1(u, t)
)m−2
(m 2). (15)
On [0,1]2 the functions f0, f1 are bounded, since
f0(1, t) = f1(1, t) = 0 (0 t < 1),
f0(u,1) = f1(u,1) = 0 (0 u < 1),
and
f0(1 − εu,1 − εt ) = (1 − εu)
2d(1 − εt )2d−3ε4d−3u ε2t
(εt + εu − εt εu)2d+1
<
(1 − εu)2d(1 − εt )2d−3ε2d−4u ε2t
(1 − εt )2d+1
<
ε2t
4  1
(
0 < εu, εt 
1
2
; d  2
)
,(1 − εt )
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d(1 − εt )d−1ε2d−1u εt
(εt + εu − εt εu)d
<
(1 − εu)d(1 − εt )d−1εd−1u εt
(1 − εt )d
<
εuεt
1 − εt  1
(
0 < εu, εt 
1
2
; d  2
)
.
Let 0 < u, t < 1. The function f1 takes its maximum for
u1 = 12 , t1 =
2d − 2
2d − 1 ,
with
f1(u1, t1) =
(
1
2
)2d
· (1 −
1
d
)
d
d − 1 .
On [0,1] one easily sees that tw(t) takes its maximum 1/π2 at t = 1/2.
To finish the proof of the corollary it remains to estimate f0 on [0,1]2. In the case d = 2 the
function takes its maximum for
u0 =
√
41 + 13
32
, t0 =
√
41 − 5
2
,
with
f0(u0, t0) = 34 942 373
√
41 − 90 092 767
104 857 600 000
<
1
784
.
Therefore it follows from (14) and (15) that
|E| < 1
784π2
·
(
1
64
)m−2
=
(
16
7π
)2
· 1
64m
(m 2).
For m = 1 one has
∣∣∣∣∣
2∑
k=0
(−1)k
(
2 + k
2
)(
2
k
)
sk+2 − γ
∣∣∣∣∣
= ∣∣s2(0) − 6s3(0) + 6s4(0) − γ ∣∣
= 3 − 13 log 2 + 6 log 3 − γ
<
(
16
)2 1
.
7π 64
C. Elsner / Journal of Number Theory 124 (2007) 442–453 453We complete the proof of the corollary by observing that for d  3 we have 4d − 3 > 2d + 1 and
2d − 3 > 2. Thus we get
f0(u, t)
(
1 − u
1 − ut
)2d+1(
t (1 − t))2  1
16
(0 t, u 1),
such that
Cd 
1
16π2
. 
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