We present a numerical implementation of an alternative formulation of the geometrical, or ray, acoustics, where wavefronts rather than rays are the primary objects. Rays are recovered as a byproduct of wavefront tracing. The alternative formulation of the geometrical acoustics is motivated, first, by the observation that wavefronts are often more stable than rays at long-range sound propagation, and, second, by a need for computationally efficient modeling of high-frequency acoustic fields in three-dimensionally inhomogeneous, moving or motionless fluids. Wavefronts are found as a finite-difference solution to a system of partial differential equations, which is equivalent to the eikonal equation and is a direct implementation of the intuitive Huygens' wavefront construction. The finite-difference algorithm is an extension of the approach originally developed in the framework of an open source Madagascar project. Benchmark problems, which admit exact, analytic solutions 1450002-1 N. A. Zabotin et al. of the eikonal equation, are formulated and utilized to verify the finite-difference wavefront tracing algorithm. Huygens' wavefront tracing (HWT) is applied to modeling sound propagation in three-dimensionally inhomogeneous ocean and atmosphere.
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Introduction
In an underwater acoustics context, it has been established experimentally [1] [2] [3] [4] and confirmed by numerical simulations [5] [6] [7] [8] [9] [10] that early arrivals of acoustic waves at long-range propagation in the deep ocean are stable and identifiable despite strong perturbations of the ray paths due to sound-speed fluctuations primarily induced by internal gravity waves (IWs). The first observation that strong perturbations of ray trajectories in the ocean do not necessarily engender strong perturbations of signal arrival times resulted from numerical experiments by Palmer et al. 11 The relative stability of the wavefronts takes place because, at any given moment, scattering of the end points of rays resulting from weak perturbations in the refraction index occurs primarily along wavefronts of the unperturbed wave with the same travel time. 12−15 Scattering of the ray end points can be characterized by the anisotropy ratio, defined as the ratio of norms of components of the end points' displacement along and across the unperturbed wavefront. At large propagation ranges, the anisotropy ratio increases as the ratio of the ray length to a representative spatial scale of the refraction index perturbations. 12 Since the end points of rays, which are traced to a fixed eikonal value, lie on the same wavefront, the anisotropy ratio also quantifies the ratio of the ray and wavefront deformations and characterizes the difference in the ray and wavefront stability.
It is wavefronts rather than rays that are typically observed in atmospheric and underwater acoustic experiments. In underwater acoustics, observations with linear vertical arrays of acoustic field due to impulsive sources (as well as sources emitting m-sequences or other known phase-manipulated signals) clearly show how consecutive wavefronts sweep across the arrays, see, e.g. Ref. 4 . Without doubt, wavefronts can be equally well visualized in atmospheric acoustics given a relatively dense, multi-element receiver array. Arrival of a signal on an array element indicates a passage of a wavefront through that point; wavefront geometry can be visualized and/or mathematically reconstructed by interpolation between the array elements. On the other hand, "identity" of a ray (its launch angle in the case of a compact sound source) is not manifested in such observations and in fact becomes unpredictable at sufficiently large ranges in underwater waveguides. 6−11 When wavefronts are much more stable than rays, the traditional approach to numerical implementation of geometrical acoustics, which relies on ray tracing to determine the wavefronts' position, may be counterproductive and sometimes misleading. In particular, this is the case in highly structured (multi-scale) environments such as the ocean with internal waves and "spice" or atmosphere with rapidly changing winds.
A major problem with direct modeling of acoustic wavefronts without solving ray tracing equations (for example, through numerical solution of the eikonal equation) lies in the eikonal (and acoustic travel time) being a multi-valued function of position. A number of computational approaches to solve the eikonal equation without ray tracing have been proposed. 16−31 Some of these methods are only capable of tracing the wavefront of the earliest, first arrival 16, 17, 21, 24, 25, 27 and thus are not suitable for acoustic applications in complex multi-scale media. Other methods allow for the eikonal to be multi-valued and, thus, for multiple arrivals. 18,20,22,23,25,26,28−30 The new algorithm presented in this paper is an extension of Huygens wavefront tracing (HWT) 23, 28, 32 to three-dimensional (3D) sound propagation in moving media. HWT was originally developed by Sava and Fomel 23, 32 for seismic modeling and imaging and extended to moving media by Zabotin et al. 28 HWT has the important ability to track multiple arrivals and consists in solving by a finite-difference technique a certain system of partial differential equations, which is equivalent to the eikonal equation. This should be contrasted with wavefront construction using traditional ray tracing, where the eikonal equation is solved by numerically integrating a large number of ordinary differential equations describing individual rays. With the HWT method, each wavefront is generated from the preceding one by finite differences.
The remainder of the paper is organized as follows. Differential and difference equations expressing the Huygens' principle in moving fluids and underlying the new HWT algorithm are derived in Sec. 2. Implementation of the initial conditions and handling of reflecting boundaries in the finite-difference scheme are discussed in Sec. 3. Exact, analytic solutions of the eikonal equation, which are used to benchmark the numerical algorithm, are presented in Sec. 4. Evolution of an underwater acoustic field during passage of a train of nonlinear IWs and long-range propagation in the atmosphere of volcano-generated infrasound are considered in Sec. 5 to illustrate the application of wavefront tracing to problems, where accurate description of 3D refraction and acoustic effects due to background fluid flow are critical. Section 6 summarizes our findings and outlines future development of the HWT algorithm.
Mathematical Approach

Differential equations
Consider acoustic rays and wavefronts in a three-dimensionally inhomogeneous fluid with sound speed c(x) and flow velocity u(x). Parameters of the fluid are smooth functions of position x = (x, y, z). In geophysical applications, z will be chosen as the vertical Cartesian coordinate. For nondispersive waves (as sound is usually modeled in underwater and atmospheric acoustics), eikonal Ψ, slowness s = ∇Ψ, ray trajectories, wave front geometry and group velocity 33 c g = u + cs −1 s are independent of wave frequency; the wave vector k = ωs for continuous waves of frequency ω. By definition, the eikonal is constant on the wavefronts. The difference of the eikonal values at any two points on a ray equals the acoustic travel time between these points along the ray.
Let a ray x = r(t, γ 1 , γ 2 ) be parameterized as a function of time t and two parameters γ 1,2 that specify the ray, such as the polar θ and azimuth ϕ angles that determine direction of the ray launch from a point source or the position of the launch point on an initial wave front. The set {t, γ 1 , γ 2 } can be viewed as ray coordinates. In moving fluids, the eikonal equation 33 and differential equations of rays 14, 34 can be written as, respectively,
Here d/dt stands for partial time derivatives taken with γ 1,2 kept constant. Ray equations (2) and (3) are a set of ordinary differential equations, with t being the only independent variable. For derivatives R (α) = ∂r/∂γ α of the ray trajectory with respect to the initial conditions, it is shown in Ref.
14 that the inner product
at every point on a ray, if the product is zero at any one point on the ray. We will assume that γ 1,2 are chosen to satisfy the latter condition. For rays emanating from a point source, Eq. (4) holds for any parameterization of the rays provided the fluid is homogeneous in a small vicinity of the source. To derive equations for wavefronts, we largely follow the original approach of Sava and Fomel. 32 Our goal here is to demonstrate, how such equations can be derived directly from the Huygens' principle. Integrating Eq. (2) over time, one obtains
This equation describes position x of point on a virtual acoustic wavefront, which would occur at time t + ε if a pulse were radiated at the moment t at the point r(t, γ 1 , γ 2 ). The virtual wavefront is a sphere with center at r and radius εc in a homogeneous, motionless medium. For infinitesimal ε, Eq. (5) gives
Virtual wavefronts at time t+ε are generated for every point r on the actual wavefront at time t. Dependence on parameters γ 1,2 enters Eqs. (5) and (6) through r(t, γ 1 , γ 2 ). According to the Huygens' principle, 35 the actual wavefront at time t + ε is an envelope of the virtual wavefronts. Point x on the envelope satisfies Eq. (5) and its derivatives with respect to parameters γ 1,2 (see, e.g. Ref. 36, . Differentiating Eq. (6) with respect to γ α , we obtain
In the limit ε → 0, from Eqs. (5) and (7) we obtain differential equations for acoustic wavefronts:
which for two-dimensional (2D) problems reduce to respective equations in Ref. 28 . Note that Eq. (9) is equivalent to Eq. (4), which was obtained earlier 14 by different means. Unlike ray equations (2) and (3), Eqs. (8) and (9) comprise a set of simultaneous partial differential equations with three independent variables: t, γ 1 and γ 2 .
Difference equations
Introduce a discrete mesh in {t, γ 1 , γ 2 }, with integer indices i, k and j enumerating steps in γ 1 , γ 2 and t, respectively. Let m = u/c, a = εc and t j+1 − t j = ε. Then, neglecting terms of the third-and higher-orders in ε, Eqs. (6) and (7) can be written as the following difference equations:
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As is clear from their derivation, Eqs. 
), respectively, and differ from corresponding equations in Ref. 32 by an additional factor of 0.5 in the right-hand side. This difference can be traced back to the fact that not all terms of the second-order in the time step ε were retained in the derivation in Ref. 32. Using Eqs. (2)-(4), it is straightforward to verify that the solutions of the ray equations satisfy difference equations (10)- (12) . This serves as a check of the difference equation validity and also demonstrates that a discrete version of the 3D ray trajectories r(t, γ 1 , γ 2 ) can be obtained as a by-product of solving Eqs. (10)- (12) for the wavefronts.
Finite-difference scheme
In solving the difference equations numerically, we found it expedient for r i±1,k j and r
i,k j l, respectively, rather than values of r at the corresponding, globally fixed values of the parameters γ 1 and γ 2 . Here, b γ1 and b γ2 approximate, to first-order in ε, the unit vectors |∂r/∂γ 1 | −1 ∂r/∂γ 1 and |∂r/∂γ 2 | −1 ∂r/∂γ 2 , which are tangential to the wavefront, and l is a unit step of the mesh in the tangent plane to the wavefront. According to Eq. (2), the vector dr/dt − u is orthogonal to the wavefront. We approximate the wavefront normal as (13) and, at each grid point, require (b γ1 ) , the difference equations (11) and (12) become
(r
while Eq. (10) remains unchanged. Using Eqs. (2)- (4) and (13), it can be verified that the solutions of the ray equations satisfy difference equations (14) and (15) . In 2D problems, the finite-difference scheme (10), (13)- (15) reduces to the scheme we used in Ref. 28 . The scheme is first-order accurate in ε. Higher-order accuracy can be achieved, if desired, but it is beyond the scope of the present paper. A significant advantage of the difference scheme is that, as in the 2D case, 28 the set (10), (14) and (15) admits a simple, explicit solution for r i,k j+1 . Thus, the next, (j+ 1)th position of the wavefront on a base ray path i, k is found from coordinates of five points on the previous wavefront j. An analysis shows that the solution of the difference equations (10), (14) and (15) converges to the solution of the differential equations (8) and (9), with the discrepancy decreasing linearly with the step size of the difference scheme.
The finite-difference scheme (10), (14) and (15) 
Scheme Initialization and Sound Reflection
Specification of a wavefront at j = 1 serves as the initial condition for the finite-difference scheme (10), (13)- (15) . In the case of a point source, we assume that the spatial variation of the sound speed c(x) and the flow velocity u(x) near the source can be neglected over distances of the order of one step of the scheme. Then, according to Eq. (2),
where x 0 is the source position, and polar ϑ i and azimuthal ψ k angles determine direction of the wave normal.
In stationary (i.e. time-independent) media, boundaries are motionless in the absence of sound, and the normal component of the flow velocity vanishes at the boundary. 33 At sound reflection at a smooth boundary, components of the slowness vector s tangential to the boundary remain continuous. 33 Then, it follows from Eq. (1) that the tangential components of the group speed c g remain continuous on a ray at the reflection point, while the normal component of c g changes its sign without changing its magnitude, just as in motionless fluids. This means that the three vectors -tangents to incident and reflected rays and the normal to the boundary at the reflection point -belong to the same plane, and the angle of incidence equals the angle of reflection.
For plane boundaries, handling of the reflection by the finite-difference scheme starts with testing at every step of the scheme if the new position of the wavefront r j with respect to the boundary. Reflection at a curved boundary can be handled by approximating the latter with a tangent plane in a small vicinity of the intersection point revealed in the test we just described.
Benchmark Problems
To verify numerical wavefront tracing and the underlying HWT algorithm, we set up four benchmark problems. These problems were chosen so that exact, analytic solutions of the eikonal equation can be obtained for point sources.
In motionless, horizontally stratified media, 3D implementation of the HWT algorithm, which is outlined in Secs. 2 and 3, has been verified against the exact, explicit, analytic solutions for wavefronts and timefronts in fluids with ∇c = const. and ∇c −2 = const. The analytic solutions are given by Eqs. (18)- (20) and (22) in Ref. 28 . In 3D, the agreement between numerical and analytic solutions was found to be as good as in the 2D case considered in Ref. 28 . We do not present here any figures illustrating agreement between 3D implementation of the HWT algorithm and analytical results for these benchmarks because the figures would be essentially indistinguishable from those published in Ref. 28 .
Below, we discuss in detail two other benchmark problems.
Moving fluid with linear sound speed and flow velocity profiles
Consider fluid half-space z < 0 with linear dependences
of the sound speed and background flow velocity on depth z. Here α, γ and u 0 are constants. Let a point sound source be located at the point (0, 0, z 0 ), z 0 < 0. We assume for definiteness that
Consider a ray, for which the wave normal n = s/s makes a grazing angle χ with the xy plane at the source. Then n = (cos χ cos ψ, cos χ sin ψ, sin χ) at z = z 0 , where −π < χ ≤ π and the azimuthal angle ψ, −π/2 ≤ ψ < π/2 describes the orientation of the projection of the wave normal on the horizontal plane xy. As sound propagates along a ray, the angle between the wave normal and the xy plane changes but the azimuthal angle remains the same. Under conditions (18), rays with -π < χ < 0 have no turning points, and rays with 0 ≤ χ ≤ π have at most one turning point, i.e. a point where vertical components of the wave normal and, hence, group velocity, equal zero. For rays without turning points, z > z 0 when χ > 0 and z < z 0 when χ < 0. For such rays, their geometry and acoustic travel time from the source are given by the following algebraic equations:
t(z, χ) = sgn(cos χ)
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and
Equations (19)- (21) can be viewed as a parametric description of 3D wavefronts and an implicit description of the corresponding timefronts. Equations (19)- (21) follow from the general equations 33 for rays in layered moving media. For the linear sound speed and flow velocity profiles considered here, integrals in the general ray equations 33 can be evaluated in the closed form, leading to Eqs. (23)- (25) . At ψ = 0, i.e. at sound propagation up-or downstream, Eqs. (19)- (22) reduce to the parametric wavefront equations we employed in the 2D case. 28 Equations (19)- (21) are not applicable when cos χ = 0. On rays with χ = ±π/2, there are no turning points, the unit wave normal n is vertical, and
For rays with χ > 0 that have a turning point (it is located at z = b), instead of Eqs. (19)- (21), we have
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When ψ = 0, Eqs. (27)- (29) reduce to their respective 2D counterparts given in Ref. 28 . Figure 1 shows an example of the 3D wavefront originating from a point source at (0, 0, -15 km) and calculated with the 3D HWT algorithm. The surface plot is colored with the initial polar angle values (counted in this case from the vertical downward direction) of the rays, so one can see more clearly that the wavefront is tilted and stretched by the nonuniform flow. Also shown are the positions of the three straight lines -y = 0 km, y = 5 km and y = 10 km -in the plane z = −25 km, for which the timefronts shown in Fig. 2 
Maxwell's "fish-eye" lens
In this section, we describe a benchmark problem for motionless fluid where, unlike in the benchmark problems considered above, the medium is not a plane-stratified one, but an exact analytic solution for wavefronts can still be found. Geometric optics for this particular inhomogeneous medium was first considered by James Clerk Maxwell in connection with light focusing by optical instruments, and the problem is usually referred to as the Maxwell's "fish-eye" lens. 
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Tracing 3D Acoustic Wavefronts in Inhomogeneous, Moving Media Consider an unbounded fluid with quadratic dependence of the sound speed on distance from the origin of coordinates:
Here R is the magnitude of the position vector R = (x, y, z) and c 0 is the sound speed at R = 0. The sound speed increases rapidly with R, and the sound can propagate to infinity within finite time. Let a point sound source be located at an arbitrary point R 0 . An electromagnetic field due to a point source in a medium, where electric permittivity and magnetic permeability are equal and proportional with a refraction index proportional to (1 + R 2 /a 2 ) −1 , was considered by Leonhardt and Philbin. 37 The Leonhardt-Philbin electromagnetic problem is kinematically equivalent to sound propagation in fluid with sound speed given by Eq. (30) . From high-frequency asymptotics of Eq. (23) in Ref. 37 , for the acoustic travel time to point R we find an explicit expression
Equation (31) shows that a radiated pulse returns periodically to every observation point with the same period T = πa/c 0 .
Recalling that the slowness s = ∇t, it is straightforward to check, without using the results of Ref. 37 , that the function (31) satisfies the eikonal equation (1) in the fluid with the sound speed field (30) . At M = 0, t = 0 at R = R 0 in Eq. (31), and, hence, Eq. (31) represents timefronts due to a point source at R = R 0 .
Rays in the "fish-eye" lens are arcs of circles; all rays leaving the point R 0 gather at the point 
This is an equation of a sphere unless tan(c 0 t/a) = ±a/R 0 . In the latter case, the sphere degenerates into a plane. At t = 0, the center of the sphere coincides with the sound source.
As t increases, the center moves along the straight line connecting R 0 with the center of symmetry of the medium. (If R 0 = 0, the center remains fixed, while the radius first increases, becomes infinite, and then decreases to zero.) At t = (a/c 0 ) arctan(a/R 0 ), the center goes to infinity, and the sign of curvature of the wavefront changes. At t = πa/2c 0 , the wavefront collapses into the point R = R 1 . Then the radius of the spherical wavefront increases again, its center moves away from R 1 , goes to infinity at t = (a/c 0 )[π − arctan(a/R 0 )], and starts moving toward R 0 . At t = πa/c 0 , the wavefront collapses into the point R = R 0 , and returns to its initial position at t = 0. At t > πa/c 0 , the process we just described repeats periodically. Repeated perfect focusing of waves in the Maxwell's "fish-eye" lens presents a particularly stringent test of accuracy of numerical simulations of sound propagation. A comparison between the numerical results obtained using the 3D HWT algorithm and the analytical solution (33) is shown in Fig. 3 . The wavefront tracing algorithm accurately reproduces expansion of spherical wavefronts from the point source, their subsequent collapse into a perfect focus, and the next phase of expansion from the focus followed by collapse into the original sound source. Calculations for longer travel times show that the numerical solution for the wavefronts remains stable and accurate for many periods of the focusing-defocusing process described above.
As was previously illustrated 28 in the case of long-range underwater sound propagation, multiple caustics pose no problems for modeling wavefronts, timefronts and rays with the HWT algorithm. Analysis of the numerical results obtained for the Maxwell's "fish-eye" lens shows that performance of the algorithm is not affected by singularities as strong as the perfect focus.
Applications to Ocean and Atmospheric Acoustics
Having verified the validity, stability and accuracy of the numerical wavefront tracing using benchmark problems (Sec. 4), the 3D HWT algorithm was applied to topical problems of long-range sound propagation in the ocean and atmosphere.
Acoustic effects due to a packet of nonlinear IWs in shallow water
In this section, we illustrate possible applications of 3D wavefront tracing to underwater acoustics by considering sound propagation under environmental conditions similar to that of the 1995 Shallow-Water Acoustic Random Media (SWARM) experiment. 38 Rather strong sound speed variations in time and in the horizontal plane were encountered during the SWARM experiment. The sound-speed variability was primarily due to packets of nonlinear IWs, which were generated by tides on a shelfbreak. We follow Refs. 39-42 and use the "dnoidal" model of the vertical isopycnal displacement η in the nonlinear IW packets:
Here, dn s (ϕ) denotes an oscillatory Jacoby elliptic function of argument ϕ and nonlinear parameter s(r, t); r(x, y) describes the shape of IW fronts in the horizontal plane; W (z) is a shape function of the first normal mode of linear IWs; the amplitude η 0 represents half the peak-to-trough displacement of the leading pulse in the IW packet; V is the nonlinear speed of the soliton and k 0 /2 is the corresponding wave number. Assuming a sharp thermocline around depth z = h 1 , we approximate the shape function of the first IW mode as 39, 42 
Here, c 0 (x, z) is the range-dependent sound speed 39, 40, 42 measured in the SWARM experiment. In our simulations, we place the source of sound at the point with coordinates x = 0, y = 5000 m, z = 20 m (i.e. at the depth corresponding to the peak of the first IW mode shape function) and consider two positions for the center of curvature of the IW fronts. With the IW speed being orders of magnitude smaller than the sound speed, we neglect sound-speed variations in time during sound propagation. Put differently, in acoustic wavefront tracing, the sound-speed field is assumed to be "frozen" at the moment of sound radiation. As in Refs. 39, 40 and 42, we also disregard acoustic effects of the fluid flow accompanying IWs compared to the dominant effects due to sound-speed perturbations. Figure 4 illustrates distortion of acoustic wavefronts by the IW packet at a time when the peak of the sound-speed perturbation reaches the vertical plane y = 5000 m. Evidence of horizontal refraction of sound can be seen in the upper panel of Fig. 4 . IW-induced multi-pathing and apparent "broadening" of timefronts are evident in the lower panel.
Distortions of a particular wavefront, which corresponds to the acoustic travel time of 6 sec, are shown in Fig. 5 for different the y = 5000 m plane. Note that the acoustic wavefront maintains its general shape during the IW packet propagation despite strong perturbations of individual rays (not shown) that form the wavefront.
Results of wavefront tracing can be used to determine a number of characteristics of the acoustic field. For some applications, prediction of bearing (i.e. azimuthal) and grazing angles of acoustic arrivals at the receiver are of primary interest. Figure 6 illustrates the effect of the IW packet on the bearing and grazing angles. We have calculated the direction of the wave normal at different points on a particular wavefront for various stages of the IW packet evolution and presented the results as histograms of the bearing and grazing angles perturbations relative to their values in the absence of IWs. As expected, perturbations in the sound propagation direction become stronger, on average, when acoustic rays penetrate deeper into the IW packet (Fig. 6) . The width of the distribution for the grazing angle is an order of magnitude larger than of its counterpart for the bearing angle. This is consistent with earlier results, 42 which were obtained by a combination of 2D ray tracing in the vertical plane and a perturbation treatment 43 of the horizontal refraction.
Long-range propagation of volcano-generated infrasound
Relative variations of sound speed in the atmosphere are much larger than in the ocean. Unlike the ocean, where the Mach number of currents, understood as the ratio of the flow velocity to the sound speed, rarely exceeds 10 −3 , winds can have Mach numbers as large as 0.5 and are a major factor shaping acoustic fields. Combined with strong variations of the sound speed and wind velocity with height, this leads to a rather complicated arrival structure of acoustic fields due to distant compact sources. Understanding and utilizing acoustic arrivals in the atmosphere requires an accurate modeling of sound propagation in moving fluids. 44−47 Infrasound generated by volcanoes is of particular interest 45,48−50 because the strength of the sound source and its rich low-frequency (below 1 Hz) content ensure detection at hundreds and thousands of kilometers from the source. Moreover, use of observations of volcanic infrasound to monitor winds in the thermosphere has been proposed. 45, 48 We illustrate atmospheric applications of the HWT algorithm by modeling propagation of infrasound generated by Eyjafjallajökull volcano in southern Iceland. Eruptions of this volcano were recorded by infrasonic sensors at distances up to 3700 km in 2010. 49 Modern atmospheric models (for example, the Whole Atmosphere Community Climate Model (WAM) 51, 52 ) provide information about 3D distributions of all major atmospheric parameters necessary for sound-speed calculations: the temperature T , zonal (u) and meridional (v) components of the wind velocity as well as the content of water vapor and other chemical constituencies. To specify the propagation medium, we used a version of WAM output that provides ∼ 2 • resolution in geographic coordinates and 150 unevenly distributed grid points in the altitude, from 0 km to 500 km above sea level. Since our main purpose was demonstration of the algorithm capabilities, we did not attempt to match the dates of the WAM output with the dates and times of actual volcano eruptions. However, coordinates of the source, 63 • 38 N and 19 • 36 W, and 1.666 km elevation, are quite realistic. Figure 7 illustrates the complicated spatial structure of the horizontal and vertical variations of the physical parameters of the atmosphere that govern infrasound propagation in the Eyjafjallajökull volcano vicinity. It is clear from Fig. 7 (c) that variability in horizontal wind is comparable to and can exceed sound-speed variability in a wide range of heights. The vertical component of the wind velocity is usually much smaller than its horizontal component. It is not provided by the WAM model and is assumed to be zero in our simulations. We also disregarded topographic effects and curvature of the Earth and modeled ocean and ground surface as a horizontal plane. The modified HWT 3D algorithm requires the sound speed and wind velocity in the propagation medium to be set on a uniform 3D grid. The WAM parameters (altitude, temperature and wind components) are given for fixed values of the pressure, geographic latitude and longitude. A standard Matlab interpolation function TriScatteredInterp has been used to convert the WAM output to a grid with constant steps in Cartesian coordinates. Figure 8 presents results of acoustic wavefront and ray calculations using the 3D HWT algorithm and the WAM output in a parallelepiped spanning about 1000 km in horizontal directions and 500 km in the vertical direction. With the origin of coordinates chosen at sea level at the location of the Eyjafjallajökull, horizontal coordinate axes Ox and Oy are directed toward east and north, respectively.
Although not resolved on the scale of the figures, almost all ray paths in Fig. 8 (a) and wavefronts in Figs. 8(b) and 8(c) are duplicated because of the reflection from the ground in the vicinity of the elevated sound source. Most of the other peculiarities of the ray and wavefront geometry are due to irregular 3D wind distribution predicted by WAM. Note the very strong anisotropy of infrasound propagation in the horizontal plane, which can be appreciated, in particular, from the shape of a wavefront on the ground (Fig. 8(c) ). One can see, for example, downward refraction caused by tropospheric winds at upwind propagation (in the positive direction of the x-axis) (Figs. 8(a) and 8(b) ). On the contrary, waves propagating downwind (in the negative direction of the x-axis) are refracted upward, thus creating a shadow zone (Figs. 8(a) and 8(b) ). The shadow zone on the ground is terminated by rays turning downward due to strong wind gradients at ∼100 km altitudes ( Fig. 8(a) ). The critical role of winds in infrasound propagation demands a careful mathematical description of the effects of the fluid flow on acoustic fields. Effective sound-speed approximation, where a moving medium is replaced by a motionless fluid with an effective sound speed, is widely used in atmospheric acoustics. 45−47 Rays with turning points at and above stratospheric heights encounter very strong winds and may be rather steep in the troposphere, putting the accuracy and validity 53, 54 of the effective sound-speed approximation into question. Our HWT algorithm does not rely on the effective sound-speed approximation and allows one to quantify its accuracy.
In the Eyjafjallajökull eruption scenario we consider, the most striking differences between wavefronts in moving and "effective" media are observed at large elevations ( Fig. 8(b) ). Unlike the actual, moving medium, a large shadow zone arises at near-zenith directions in the "effective" medium. The shadow zone leads to termination of the crosssection of the approximate wavefront at large heights (Fig. 8(b) ). Large distortions of the wavefront position occur at intermediate heights. As expected from theoretical analyses 53, 54 of the effective sound-speed approximation accuracy, the approximation performs much better for the shallower rays, which are responsible for infrasound arrivals on the ground at t = 800 sec ( Fig. 8(c) ). For the portions of the wavefront shown in the inset in Fig. 8(c) , the accurate and approximate wavefronts are separated, on average, by about 1 km, which corresponds to an early arrival bias (i.e. an underestimation of the acoustic travel time) by ∼ 3 sec in the effective sound-speed approximation.
Conclusion
We have developed a numerical implementation of an alternative formulation of the geometrical acoustics, where wavefronts rather than rays are the geometric "backbone" of the wave field. Wavefront tracing can be viewed as a direct implementation of the Huygens' principle. Our wavefront tracing algorithm is an extension to three-dimensionally inhomogeneous, moving media of an earlier 2D algorithm for sound in moving fluids 28 and the original HWT algorithm, developed by Sava and Fomel 23,32 as a part of the open-source Madagascar project for seismic modeling and imaging. Aside from generalization to moving media, the extended HWT algorithm improves the accuracy and stability of the original algorithm, as has been verified through comparisons to exact analytic solutions, and includes new functionality to account for sound reflections at sloping boundaries and to efficiently model acoustic timefronts in addition to the wavefronts.
New benchmark problems have been developed to verify numerical solutions of the eikonal equation against exact analytic solutions. The benchmark problems considered include the Maxwell's "fish-eye" lens, where waves emitted by a point source undergo periodic, perfect focusing, which provides a stringent test of the accuracy and stability of the numerical solutions.
Moving fluids are acoustically anisotropic, and the direction of the normal to the wavefront is generally different from the ray direction. Nevertheless, the HWT algorithm allows one to calculate acoustic rays in moving fluids as a by-product of wavefront tracing. With rays being the paths along which acoustic energy is transported from the sound source, we find this capability more helpful in interpretation of numerical results in complex inhomogeneous media, such as ocean and atmosphere, than the alternative, 31 where "slowness paths" rather than rays are traced in anisotropic media. While only the specific type of acoustic anisotropy that occurs in moving fluids has been considered in this paper, the approach presented in Sec. 2 can be readily modified to address arbitrary anisotropy.
Within geometric acoustics, the extended HWT algorithm developed in this paper allows one to accurately account for acoustic effects due to atmospheric winds and oceanic currents, as well as 3D refraction and reflection of sound, without any further approximations. The main practical advantage of the wavefront tracing is its computational efficiency, which makes the approach appropriate for solving 3D inverse problems and running 3D Monte Carlo simulations of sound propagation in random media. Computational efficiency of the HWT algorithm also suggests extending it to dispersive waves such as acoustic-gravity waves 55 in the atmosphere. Other possible extensions to be considered in the future include calculation of the wave amplitudes and accounting for sound attenuation.
