The Analyst's traveling salesman theorem in graph inverse limits by David, Guy C. & Schul, Raanan
THE ANALYST’S TRAVELING SALESMAN THEOREM IN GRAPH INVERSE LIMITS
GUY C. DAVID AND RAANAN SCHUL
Abstract. We prove a version of Peter Jones’ Analyst’s traveling salesman theorem in a class of highly non-
Euclidean metric spaces introduced by Laakso and generalized by Cheeger-Kleiner. These spaces are constructed
as inverse limits of metric graphs, and include examples which are doubling and have a Poincare´ inequality. We
show that a set in one of these spaces is contained in a rectifiable curve if and only if it is quantitatively “flat”
at most locations and scales, where flatness is measured with respect to so-called monotone geodesics. This
provides a first examination of quantitative rectifiability within these spaces.
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1. Introduction
The Analyst’s traveling salesman theorem (see Theorem 1.1 below) is a strong quantitative, geometric form
of the result that finite-length curves have tangents at almost every point. It was first proven in the plane by
Jones [16], and then extended to Rd by Okikiolu [23] and to Hilbert space by the second author [26]. In order
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2 GUY C. DAVID AND RAANAN SCHUL
to state it, we need to first define the Jones β numbers in the Hilbert space (or Euclidean) setting. Let B ⊂ H
be a ball in a (possibly infinite dimensional) Hilbert space H. Let E ⊂ H be any subset. Define
βH,E(B) = inf
` line
sup
x∈E∩B
dist(x, `)
diam(B)
where the infimum is taken over all lines in H.
Theorem 1.1 (Euclidean Traveling salesman, [16, 23, 26]). Let H be a (possibly infinite dimensional) Hilbert
space. There is a constant A0 > 1 such that for any A > A0 there is a constant C = C(A) > 0 such that the
following holds. Let E ⊂ H. For integer n, let Xn ⊂ E be a 2−n separated net such that Xn ⊂ Xn+1. Let
B = {B(x,A2−n) : n ∈ Z, x ∈ Xn}.
(A) If Γ ⊃ E, and Γ is compact and connected then∑
B∈B
βH,Γ(B)2diam(B) ≤ CH1(Γ).
(B) There exists Γ ⊃ E such that Γ is compact and connected and
H1(Γ) ≤ C
(
diam(E) +
∑
B∈B
βH,E(B)2diam(B)
)
.
The original motivation for proving Theorem 1.1 in the plane in [16] was the study of singular integrals (see
e.g. [15]) and harmonic measure (see e.g. [4]). Significant work in the direction of singular integrals was done by
David and Semmes (see for instance [9, 10] and the references within), as part of a field which now falls under
the name “quantitative rectifiability”, to separate it from the older field of “qualitative rectifiability”. Several
works tying the two fields exist, most recently by Tolsa [27], Azzam and Tolsa [1], and Badger and the second
author [2]. (This last reference has a detailed exposition of the fields, to which we refer the interested reader.)
We remark that a variant of Theorem 1.1 was needed to do the work in [2].
Several papers generalizing the traveling salesman theorem to metric spaces have been written by Hahlomma
and the second author. With an a priori assumption on Ahlfors regularity (i.e, that the metric space supports
a measure µ so that the growth of µ(B(x, r)) is bounded above and below by linear functions of r, as long as r
does not exceed the diameter of the space) one has results analogous to Theorem 1.1: see [13, 24]. To this end,
one needs to redefine β to avoid direct reference to lines, for which we refer the reader to [24]. If one removes
the assumption of Ahlfors regularity, then one may define β in a natural way, and get part (B) of Theorem 1.1
[12], however, then part (A) of Theorem 1.1 fails, as is seen by Example 3.3.1 in [25].
The case in which the metric space is the first Heisenberg group, H, was studied by Ferrari, Franchi, Pajot as
well as Juillet and Li and the second author. There, the natural definition of βH uses so-called “horizontal lines”
in place of Euclidean lines. This was first done in [11], where the authors proved the Heisenberg group analogue
of part (B) of Theorem 1.1. However, an example that shows that the analogue of part (A) is false appeared in
[17]. In [21] it was shown that the analogue of part (A) does hold if one increases the exponent of βH from 2
to 4, and in [22] it was shown that part (B) holds for any exponent p < 4. (Note that by the definition of the
Jones numbers, βH ≤ 1, so increasing the power reduces the quantity on the right-hand side of part (B).)
The metric spaces that we consider in this paper are constructed as limits of metric graphs satisfying certain
axioms. These spaces have their origin in a construction of Laakso [19], which was later re-interpreted and
significantly generalized by Cheeger and Kleiner in [7]. (See also [20], Theorem 2.3.) The interest in these
constructions is that they provide spaces that possess many strong analytic properties in common with Euclidean
spaces, while being geometrically highly non-Euclidean.
To illustrate this principle, we note that the metric measure spaces constructed in [7] are doubling and support
Poincare´ inequalities in the sense of [14]. Hence, they possess many rectifiable curves, are well-behaved from
the point of view of quasiconformal mappings, and by a theorem of Cheeger [5], they admit a form of first order
differential calculus for Lipschitz functions (in particular, a version of Rademacher’s theorem) which has been
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widely studied (e.g. in [18], [3], [8]). The examples of [7] also admit bi-Lipschitz embeddings into the Banach
space L1.
On the other hand, these spaces are highly non-Euclidean in many geometric ways: they have topological
dimension one but may have arbitrary Hausdorff dimension Q ≥ 1, and, under certain mild non-degeneracy
assumptions, have no manifold points and admit no bi-Lipschitz embeddings into any Banach space with the
Radon-Nikodym property, including Hilbert space. (Other infinitesimal properties of these spaces are considered
in Section 9 of [8].)
Our focus will be on the metric properties of these spaces and so we drop any mention of a measure on these
spaces from now on. We will show that, properly viewed, these spaces support a strong form of the Analyst’s
traveling salesman theorem described above.
1.1. Definition of the spaces and notation. Our general metric notation is fairly standard. If (X, d) is a
metric space, x ∈ X, and r > 0, then we write
B(x, r) = {y ∈ X : d(x, y) < r}.
If we wish to emphasize the space X, we may write this as BX(x, r). If B = B(x, r) is a ball and λ > 0, we
write λB for B(x, λr). Finally, if E is a set in X and δ > 0, we write
Nδ(E) = {x ∈ X : dist(x,E) < δ}.
Our spaces will be inverse limits of connected simplicial metric graphs. The inverse systems will be of the
form
X0
pi0←− X1 pi1←− . . . pii−1←−−− Xi pii←− . . . ,
where {Xi} are metric graphs and pii are mappings that satisfy a few axioms. These are exactly axioms 1-3
from [7] (those that concern the metric and not the measure), with the added assumption that X0 is isometric
to [0, 1].
Definition 1.2. An inverse system is admissible if, for some constants η > 0, 2 ≤ m ∈ N, ∆ > 0 and for each
i ∈ N ∪ {0}, the following hold:
(1) (Xi, di) is a nonempty connected graph with all vertices of valence at most ∆, and such that every edge of
Xi is isometric to an interval of length m
−i with respect to the path metric di.
(2) (X0, d0) is isometric to [0, 1]
(3) If X ′i denotes the graph obtained by subdividing each edge of Xi into m edges of length m
−(i+1), then pii
induces a map pii : (Xi+1, di+1)→ (X ′i, di) which is open, simplicial, and an isometry on every edge.
(4) For every xi ∈ X ′i, the inverse image pi−1i (xi) ⊂ Xi+1 has di+1-diameter at most ηm−i.
The constants m, η,∆ are called the data of X.
Remark 1.3. The upper diameter bound ηm−i for point-preimages under pii in (4) is written as θm−(i+1) in [7]
for some constant θ; this cosmetic change is convenient in Part 2 of the present paper.
The spaces X we will consider will be inverse limits of admissible inverse systems. Namely, given an inverse
system as in Definition 1.2, let
X = {(vi) ∈
∞∏
i=0
Xi : pii(vi+1) = vi for all i ≥ 0}.
For any (vi), (wi) ∈ X, the sequence di(vi, wi) is increasing (as pii are all 1-Lipschitz) and bounded above (by
Lemma 2.1 below). We can therefore define the metric on X by
d((vi), (wi)) = lim
i→∞
di(vi, wi).
The space (X, d) is also isometric to the Gromov-Hausdorff limit of the metric spaces (Xi, di) (as follows from
Lemma 2.2 below; see also Proposition 2.17 of [7]).
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For each i ≥ 0, there is also a 1-Lipschitz mapping
pi∞i : X → Xi ∼= [0, 1]
which sends (vj)
∞
j=0 to vi. These mappings factor through the mappings pii in a natural way, i.e.,
pi∞i = pii ◦ pi∞i+1.
Remark 1.4. To avoid cumbersome subscripts, we now make the following notational choice: For any j >
i ∈ N ∪ {0}, we denote the mapping from Xj to Xi (determined by composing pii ◦ pii+1 ◦ · · · ◦ pij−1) also by
pii : Xj → Xi. Similarly, we generally denote the induced projection pi∞i from X to Xi by pii.
In other words, mappings are always labeled by their range, and the domain will be clear from context. If we
wish to emphasize the domain, we will write piji : Xj → Xi or pi∞i : X → Xi.
1.2. Main results. For each integer n ≥ 0 and each edge en in Xn, let p ∈ X be any preimage under pin of the
center point of en. By Lemma 2.2 below, for each n ≥ 0 the (finite) collection of all such p form a m−n-separated
set in X that is m−n-dense in X. (In other words, any two such points p are distance at least m−n apart, and
each point of X is within distance at most m−n of some such point p.)
Therefore, for each n, balls of the form B(p,Am−n), for some integer A, form a reasonable m-adic collection
of balls to measure β-numbers with respect to, analogous to the balls in Theorem 1.1 or the triples of dyadic
cubes in [16]. From now on, it will suffice to fix A to be the least integer greater than 100Cη (where Cη appears
in Lemma 2.2 below).
Let B denote the collection of such balls, for all n ≥ 0 and all edge-midpoints p. Given an edge en ⊂ Xn, we
refer to the associated ball in X by B(en); keep in mind that B(en) is a ball of radius Am
−n in X, and not in
Xn. Observe that for A ≥ Cη, the ball B(en) contains the full pre-image of en under pin : X → Xn.
We will prove the following two results. In both of these results, the β-numbers we use are defined with
respect to a distinguished family of geodesics, the so-called “monotone geodesics”, which here play the role of
lines in Hilbert space or horizontal lines in the Heisenberg group. See subsections 2.1 and 2.3 for the definitions.
Theorem 1.5. Let X be the limit of an admissible inverse system (as in Definition 1.2).
For every p > 1, there is a constant Cp,X > 0 with the following property: Whenever Γ ⊂ X is a compact,
connected set, we have ∑
B∈B
βΓ(B)
pdiam(B) ≤ Cp,XH1(Γ).
The constant Cp,X depends on p and the data of X.
This is sharp in the sense that when p = 1 the theorem is false; see Section 7.
Theorem 1.6. Let X be the limit of an admissible inverse system (as in Definition 1.2).
There are constants CX > 1 and  > 0, depending only on the data of X, with the following property: Let
E ⊂ X be compact. Then there is a compact connected set G ⊂ X containing E such that
H1(G) ≤ CX
diam(E) + ∑
B∈B,βE(B)≥
diam(B)
 .
What these results together show is that, in limits of admissible inverse systems, one may characterize subsets
of rectifiable curves as those which are quantitatively close to being monotone at most locations and scales.
2. Preliminaries
2.1. Basic lemmas. We now collect some further definitions and facts about limits of admissible inverse sys-
tems.
The following basic properties of the maps pii can be found in Section 2.3 of [7].
Lemma 2.1. For each i ∈ N, xi+1, yi+1 ∈ Xi+1, and r > 0, the map pii : Xi+1 → Xi has the following properties.
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(a) pii(B(xi+1, r)) = B(pii(xi+1), r)
(b) If c : [a, b]→ Xi is path parametrized by arc length and c(a) = pi(xi+1), then there is a lift c˜ : [a, b]→ Xi+1
of c under pii, parametrized by arc length, such that c˜(a) = xi+1. (That c˜ is a lift of c under pii means that
pii ◦ c˜ = c.)
(c) For each i ≥ 0,
di(pii(xi+1), pii(yi+1)) ≤ di+1(xi+1, yi+1) ≤ di(pii(xi+1), pii(yi+1)) + 2ηm−i.
By iterating these properties, we immediately obtain the following about the mappings pi∞i : X → Xi.
Lemma 2.2. There is a constant Cη ≥ 1, depending only on η, with the following properties. For each i ≥ 0,
x, y ∈ X, and r > 0, we have:
(a) pi∞i (B(x, r)) = B(pi
∞
i (x), r).
(b) If i ≥ 0, c : [a, b] → Xi is a path parametrized by arc length, and pi∞i (x) = c(a), then there is a path
c˜ : [a, b]→ X, parametrized by arc length, such that pi∞i ◦ c˜ = c and c˜(a) = x.
(c) For each i ≥ 0,
di(pi
∞
i (x), pi
∞
i (y)) ≤ d(x, y) ≤ di(pi∞i (x), pi∞i (y)) + Cηm−i,
where Cη is a constant depending only on η.
(d) (pi∞i )
−1(B(pi∞i (x), r)) ⊆ B(x, r + Cηm−i).
The map pi0 : X → X0 ∼= [0, 1] has an interesting property: it is “Lipschitz light” in the sense of [6]. In
particular, we will use the fact that pi0 preserves the diameter of connected sets up to a fixed multiplicative
constant, as we briefly prove below. (For a much more general theorem which implies the next lemma, see
Theorem 1.10 of [6].)
Lemma 2.3. Let X be the limit of an admissible inverse system. There is a constant C, depending only on the
data of X, such that if E ⊂ X is connected, then
(2.1) diam(pi0(E)) ≥ 1
C
diam(E).
Proof. Choose n ∈ N such that
m−(n+1) ≤ diam(pi0(E)) < m−n.
It follows that pin(E) is contained in BXn(vn,m
−n), i.e., the “star” of a single vertex vn in Xn. Indeed, if not,
then the connected set pin(E) would contain two distinct vertices of Xn, and so pi0(E) would contain two distinct
points of m−nZ. But this is impossible as diam(pi0(E)) < m−n.
It then follows from Lemma 2.2 that
diam(E) ≤ diam(pin(E)) + Cηm−n ≤ 2m−n + Cηm−n ≤ Cdiam(pi0(E)).

Recall that a metric space is doubling if there is a constant N such that every ball in the space can be covered
by N balls of half the radius. A metric space is geodesic if every two points can be joined by an arc whose length
is equal to the distance between the two points; such an arc is called a geodesic.
The following lemma is similar to Lemma 3.2 of [7], but since here we have no measures we argue in a slightly
different way.
Lemma 2.4. The limit X of an admissible inverse system is doubling and geodesic. The doubling constant N
depends only on the data of X.
Proof. That X is geodesic follows from the fact that it is a Gromov-Hausdorff limit of geodesic spaces.
To show X is doubling, it suffices to show that the spaces (Xi, di) are uniformly doubling.
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Let us first make the following observation: If r ≤ Km−j and xj ∈ Xj , then B = B(xj , r) in Xj is covered by
no more than NK balls of radius r/2, independent of j. Indeed, B is a subset of a finite simplicial graph with
at most ∆K vertices, and finite graphs are doubling with constant depending only on the number vertices.
Now consider a ball B = B(xi, r) ⊂ Xi. Let K = max( 8m
2η
m−1 , 1). Choose j such that
Km−(j+1) < r ≤ Km−j .
If j ≥ i, then the ball B is covered by at most NK balls of radius r/2, by the observation above.
If j < i, consider the ball
BXj (xj , r) = pij(B) ⊂ Xj
where xj = pij(xi) ∈ Xj . (See Lemma 2.1.)
Then pij(B) is covered by N
2
K balls {Bj`}N
2
K
l=1 of radius r/4 in Xj . Let B
i
` denote the preimage of B
j
` under
the projection from Xi to Xj ; these preimages cover B in Xi. By Lemma 2.1, each B
i
` is contained in a ball of
radius
r/4 + 2η(m−j + · · ·+m−(i+1)) ≤ r/2.
So B is covered by at most N2K balls of radius r/2 in Xi+1. This completes the proof that the graphs Xi are all
uniformly doubling, and therefore that X is doubling. 
The following definition describes the sub-class of geodesics that we will consider. In our spaces, they will
play the role that lines play in Hilbert space or that horizontal lines play in the Heisenberg group.
Definition 2.5. Let X be the limit of an admissible inverse system. A geodesic arc γ in X or in any Xn is
called a monotone geodesic if the restriction pi0|γ is an isometry onto X0 ∼= [0, 1], i.e., if
|pi0(x)− pi0(y)| = d(x, y) for all x, y ∈ γ
A monotone geodesic segment is a connected subset of a monotone geodesic.
In the next lemma, we collect some basic observations about monotone geodesic segments. A path in a metric
space is a continuous image of [0, 1].
Lemma 2.6. Let X be the limit of an admissible inverse system. Let γ be a path in X or in Xn for some n ≥ 0.
(a) If γ is a monotone geodesic segment, then pii(X) is a monotone geodesic segment for each i ≥ 0 (with i ≤ n
if γ ⊂ Xn).
(b) If γ is a monotone geodesic segment, then γ can be extended (not necessarily uniquely) to a monotone
geodesic.
(c) The path γ is a monotone geodesic segment if and only if the restriction pi0|γ is injective.
Proof. Part (a) follows immediately from the definition of monotone geodesic and the fact that all projections
pii are 1-Lipschitz.
Part (b) follows from part (b) of Lemma 2.2.
Finally, we address part (c). We need to show that if pi0|γ is injective, then pi0|γ is an isometry. By part (b)
of Lemma 2.2, we may assume without loss of generality that pi0(γ) = X0 ∼= [0, 1]. Suppose first that γ ⊂ Xn
for some n ≥ 0.
Since pi0|γ is an injective continuous function on a compact set, it has a continuous inverse α : [0, 1]→ γ ⊂ X,
which parametrizes γ. As pi0 is an isometry on each edge, α is 1-Lipschitz. Hence, for any x = α(s), y = α(t) ∈ γ,
we have
d(x, y) = d(α(s), α(t)) ≤ |s− t| = |pi0(α(s))− pi0(α(y))| = |pi0(x)− pi0(y)| ≤ d(x, y),
and hence pi0|γ is an isometry.
Now, if γ is a path in X and pi0|γ is injective, then consider the paths γn = pin(γ) ⊂ Xn for all n ≥ 0. The
restriction pi0|γn is injective for each n, and hence an isometry by the above calculation. It follows that the path
γ in X is a monotone geodesic segment. 
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Figure 1. The graph G in Example 2.8
(a) The graph X1 from Example 2.8. (b) The graph X2 from Example 2.8.
Figure 2. Graphs X1 and X2 in Example 2.8.
For a natural pictorial example of a monotone geodesic in a specific admissible inverse system, see Figure 3
in Example 2.8 below.
Finally, the following definition will be convenient at various points below.
Definition 2.7. A point x of X or any Xn is said to be a vertex of level i, for some natural number i ≥ 0, if
pi0(x) ∈ m−iZ.
In this language, the vertices of the graph Xn are the vertices of level n in Xn. If n ≤ i, the vertices of level
i in Xn are exactly the images in Xn of the vertices of the graph Xi under the projection map pin : Xi → Xn.
Of course, if i < j, then a vertex of level i is also a vertex of level j.
2.2. Examples. We now describe two (already well-known) examples of admissible inverse systems.
Example 2.8 ([20], see also [6], Example 1.2). In this example, the scale factor m will be 4. As required by the
axioms, let X0 be a graph with two vertices and one edge of length 1.
Let G denote the graph with six vertices and six edges depicted in Figure 1.
For each i ≥ 1, Xi is formed by replacing each edge of Xi−1 with a copy of the graph G in which each
edge has length m−i. The resulting graph is endowed with the shortest path metric. The projection map
pii−1 : Xi → Xi−1 is then defined by collapsing each copy of G onto the edge of Xi−1 that it replaced.
This yields an inverse system
X0
pi0←− X1 pi1←− . . . pii−1←−−− Xi pii←− . . .
and it is easy to see that this system satisfies the requirements of Definition 1.2.
Stages X1 and X2 in this construction are depicted in Figure 2, and in figure 3 we illustrate an example of a
monotone geodesic in this space.
The second example we describe is a modification of a construction due to Laakso [19]. This interpretation
of Laakso’s’ construction in terms of inverse limits of graphs, can be found in [6], Example 1.4 (with the only
modification being that ours is “dyadic” rather than “triadic”).
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Figure 3. A monotone geodesic in Example 2.8
(a) The graph X1 from Example 2.9. (b) The graph X2 from Example 2.9.
Figure 4. Graphs X1 and X2 in Example 2.9.
Example 2.9 ([19], [6]). In this example, the scale factor m will be 2. Let X0 be a graph with two vertices and
one edge of length 1.
For each i ≥ 1, Xi is formed from Xi−1 as follows. Let X ′i−1 be the graph obtained by inserting an extra
vertex in the middle of each edge of Xi−1. Let B ⊂ X ′i−1 denote the set of these bisecting vertices. Form Xi by
taking two copies of X ′i−1 and gluing them at the set B.
In other words,
Xi ∼=
(
X ′i−1 × {0, 1}
)
/ ∼
where (v, 0) ∼ (v, 1) for all v ∈ B.
The resulting graph Xi is endowed with the shortest path metric.
The map pii−1 : Xi → Xi−1 is formed by collapsing the two copies of Xi−1 into one; i.e., it is induced by the
map from X ′i−1 × {0, 1} to Xi−1 that sends (v, j) to v.
It is again easy to verify that this inverse system satisfies the requirements of Definition 1.2. Stages X1 and
X2 in this construction are depicted in Figure 4.
Note that, while both Examples 2.8 and 2.9 are highly self-similar, this is not a general requirement for
admissible inverse systems.
2.3. Beta numbers. For a set E ⊂ X and a metric ball B ⊂ X, we define
βE(B) =
1
diam(B)
inf
L
sup
x∈E∩B
dist(x, L),
where the infimum is taken over all monotone geodesics L.
For a function f : [0, 1]→ R and an arc τ = f |[a, b], we follow [26] and define
β˜f (τ) =
1
diam(τ)
inf
t∈[a,b]
dist(f(t), [f(a), f(b)]).
Here [f(a), f(b)] is shorthand for the closed interval [min(f(a), f(b)),max(f(a), f(b))].
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The definition of β˜f makes perfect sense for mappings f into higher dimensional Euclidean spaces, but here
we will only need it for mappings into R.
Part 1. The upper bound
In part 1, we prove Theorem 1.5. For the remainder of this part, we fix an admissible inverse system as in
Definition 1.2, with limit X.
3. The curve, the balls, and a reduction
Fix Γ ⊆ X compact and connected with H1(Γ) <∞.
Let K1 ⊃ K2 ⊃ K3 ⊃ ... be a family of nested subsets of Γ such that Ki is a maximal m−i-separated set in Γ
for each i ≥ 0. For a fixed constant A > 0, let
G = {B(x, 2Am−n) : n ∈ N, x ∈ Kn}
We first observe that, in order to prove Theorem 1.5, we can instead sum over the balls of G.
Lemma 3.1. There is a constant Cp,X , depending only on p and the data of X, with the following property:
For any compact, connected set Γ ⊂ X, we have∑
B∈B
βΓ(B)
pdiam(B) ≤ Cp,X
∑
B′∈G
βΓ(B
′)pdiam(B′)
Proof. Observe that if a ball B ∈ B has non-empty intersection with Γ, then B is contained in a ball B′ ∈ G
such that
(3.1) diam(B) ≤ diam(B′) ≤ 4diam(B).
Furthermore, because X is a doubling metric space, there are at most CX balls B
′ ∈ G containing B and
satisfying (3.1), where CX depends only on the data of X.
In addition, if B′ contains B and satisfies (3.1), then
βΓ(B) ≤ 4βΓ(B′).
We then have ∑
B∈B
βΓ(B)
pdiam(B) ≤
∑
B′∈G
∑
B∈B,B⊂B′,(3.1)
βΓ(B)
pdiam(B)
≤ CX,p
∑
B′∈G
βΓ(B
′)pdiam(B′)

Therefore, in order to prove Theorem 1.5, it suffices to prove that
(3.2)
∑
B∈G
βΓ(B)
pdiam(B) ≤ CX,pH1(Γ)
where CX,p depends only on p > 1 and the data of X.
Assume without loss of generality that H1(Γ) <∞. Let γ : [0, 1]→ Γ ⊂ X be a parametrization proportional
to arc length. (See, e.g., Lemma 2.14 of [21] for the existence of this parametrization.) In particular, γ is
Lipschitz with constant at most 32H(Γ).
Given a ball B, we will write
Λ(B) = {connected components of γ−1(2B) touching B}
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We make one observation immediately, namely that we may focus only on those balls B ∈ G that are small
and far from the two endpoints γ(0) and γ(1). In particular, for such balls every arc of Λ(B) has both endpoints
in ∂2B. Let
G0 = {B ∈ G : γ(0) /∈ 10mB, γ(1) /∈ 10mB}.
Lemma 3.2. ∑
G\G0
βΓ(B)
pdiam(B) ≤ Cm,pH1(Γ)
Proof. The only way that a ball B ∈ G can fail to be in G0 is if 10mB contains γ(0) or γ(1).
So it suffices to show the following: If z is a point of Γ, then∑
B∈G,z∈10mB
βΓ(B)
pdiam(B) ≤ Cpdiam(Γ).
We write∑
B∈G,z∈10mB
βΓ(B)
pdiam(B) =
∑
B∈G,z∈10mB,B⊇Γ
βΓ(B)
pdiam(B) +
∑
B∈G,z∈10mB,B 6⊇Γ
βΓ(B)
pdiam(B)
≤
∑
B∈G,z∈10mB,B⊇Γ
diam(Γ)pdiam(B)1−p +
∑
B∈G,z∈10mB,B 6⊇Γ
diam(B)
≤ Cm,pdiam(Γ)
≤ Cm,pH1(Γ)

4. The filtrations
The following definition is taken from Lemma 3.11 of [26] (adapted to be m-adic rather than dyadic). Fix a
large constant J ∈ N.
Definition 4.1. A filtration is a family F = ∪∞n=n0Fn of sub-arcs of γ with the following properties.
(1) The integer n0 satisfies m
−n0 ≤ diam(γ) < m−n0+1.
(2) If τn+1 ∈ Fn+1, then there is a unique τn ∈ Fn such that τn+1 ⊂ τn.
(3) If τn ∈ Fn, then m−nJ ≤ diam(τn) ≤ Am−nJ+2.
(4) If τn, τ
′
n ∈ Fn, then τn ∩ τ ′n must be either empty, a single point, or two points.
(5) ∪τ0∈Fn0 τ0 = ∪τn∈Fnτn for all n ≥ 0.
Let γ0 = pi0 ◦ γ : [0, 1]→ R. We have to set up some appropriate filtrations, based on γ0. There is an obvious
correspondence between filtrations of γ and filtrations of γ0.
Remark 4.2. When we discuss an arc τ in a curve γ or γ0, we are referring to the restriction γ|[a,b] or γ0|[a,b]
of the curve to an interval [a, b] ⊂ [0, 1]. When we say that two arcs τ and τ ′ intersect, or that τ ⊂ τ ′, we are
referring to their associated intervals in the domain of γ or γ0.
On the other hand, when we refer to the diameter of an an arc τ , we are referring to the diameter of its image.
If τ is an arc of γ, this image is in X, whereas if τ is an arc of γ0, this image is in R. Note, however, that by
(2.1) the diameter of τ is the same, up to an absolute multiplicative constant, whether it is considered as an arc
of γ in X or an arc of γ0 in R.
See [21], Remark 2.15 for a similar remark in the Heisenberg group context.
For k ∈ N ∪ {0}, let Dk = m−kZ ⊂ R denote the m-adic grid at scale k in R.
Let Ek = γ
−1
0 (Dk) ⊂ [0, 1], and let
Fk = {t ∈ Ek : γ0(sup{s ∈ Ek : s < t}) 6= γ0(t)}
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The set Fk contains a time t whenever γ0(t) is an element of Dk different from the previous one. (We include in
Fk the first time t ∈ Ek.)
Write Fk = {t1 < t2 < · · · < tN} ⊂ [0, 1]. It has the following simple properties:
• γ0(Fk) = γ0([0, 1]) ∩Dk.
• |γ0(ti)− γ0(ti+1)| = m−k for each i. (So in particular, as γ0 is Lipschitz, Fk is finite.)
• Each of the sets γ0([0, t1]), γ0([ti, ti + 1]), and γ0([tN , 1]) has diameter < 2m−k.
The following lemma will be useful later on.
Lemma 4.3. Let [a, b] ⊂ [0, 1] be an interval such that diam (γ0([a, b])) ≥ 2m−k. Then
(4.1) γ0([a, b]) ⊂ N2m−k(γ0([a, b] ∩ Fk)) ⊂ R
and
(4.2) γ([a, b]) ⊂ N2Cm−k(γ([a, b] ∩ Fk)) ⊂ X.
Proof. Take s ∈ [a, b]. Choose consecutive points ti < ti+1 in Fk ∪ {0, 1} such that s ∈ [ti, ti+1). Because
diam (γ0([a, b])) ≥ 2m−k, it must be the case that either ti or ti+1 is in [a, b]. (Otherwise diam (γ0([a, b])) ≤
diam (γ0[ti, ti+1]) < 2m
−k.)
It then follows that
dist(γ0(s), γ0([a, b] ∩ Fk)) ≤ diam (γ0([ti, ti+1])) < 2m−k,
which proves (4.1).
The second part, (4.2), follows from (2.1). Indeed,
dist(γ(s), γ([a, b] ∩ Fk)) ≤ diam (γ([ti, ti+1])) ≤ Cdiam (γ0([ti, ti+1])) ≤ 2Cm−k.

We now define, for each k ∈ N, a collection of arcs
F0k = {γ0|[ti,ti+2] : ti < ti+1 < ti+2 are consecutive in Fk}.
Then the collections F0k satisfy the conditions of Lemma 3.13 of [26], with C = 4 and A = 1 (and dyadic scales
replaced by m-adic scales). So (by a slight modification of Lemma 3.13 of [26]), we obtain the following:
Lemma 4.4. For some constant J = JX > 0, there are J filtrations F1, . . . ,FCJ of γ with the following
property:
If τ = γ0|[a, b] ⊂ F0k , then there is an arc τ ′ = γ0|[a′, b′] in a filtration F i such that τ ′ ⊇ τ and
max{diam (γ0([a′, a])) ,diam (γ0([b, b′]))} ≤ 1
10
diam(τ).
For convenience, let Fˆ denote the union F1 ∪ · · · ∪ FJ . Let C ′ = C ′X = 5Cm, where C is the constant from
(2.1). Given a ball B, let Fˆ(B) denote the collection of all arcs τ = γ0|[a, b] in Fˆ such that γ([a, b]) ⊆ 4C ′B.
We now divide our collection G of balls into two types. Fix an absolute constant 0 > 0, which will be chosen
to be sufficiently small depending on the data of X. Recall the definitions of β and β˜ from subsection 2.3.
G1 = {B ∈ G0 : ∃τ ∈ Fˆ(B) with β˜γ0(τ) ≥ 1/10 and diam(τ) ≥ 0βΓ(B)diam(B)}
G2 = G0 \ G1 = {B ∈ G0 : β˜γ0(τ) < 1/10 for every arc τ ∈ Fˆ(B) with diam(τ) ≥ 0βΓ(B)diam(B)}
Balls in G1 are “non-flat” (have one large, non-flat arc), while balls in G2 are “flat” (i.e., consist of multiple far
flat pieces). The idea of dividing the collection of balls into two sub-collections with these qualitative features is
now standard (see [23], [26], [24], [21]) but our particular division is sensitive to the current context.
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5. Non-flat balls
Proposition 5.1. For any p > 1, we have∑
B∈G1
βΓ(B)
pdiam(B) ≤ Cp,XH1(Γ).
Proof. First note that if E is a set in X with at least one point and q > 0, then
(5.1)
∑
B∈G,4C′B⊇E
diam(B)−q ≤ Cq,Xdiam(E)−q
because of the doubling property of X. (At most CX balls of each scale bigger than diam(E) can contain E.)
Now, for each B in G1, let τB ⊂ 4C ′B be an arc in Fˆ(B) such that
β˜γ0(τB) ≥ 1/10 and diam(τB) ≥ 0βΓ(B)diam(B).
Then, using (5.1), we have∑
B∈G1
βΓ(B)
pdiam(B) =
∑
B∈G1
(βΓ(B)diam(B))
p
diam(B)1−p
≤ Cp,X
∑
B∈G1
diam(τB)
pdiam(B)1−p
= Cp,X
∑
τ∈Fˆ,β˜γ0 (τ)≥1/10
diam(τ)p
∑
B∈G1,τB=τ
diam(B)1−p
≤ Cp,X
∑
τ∈Fˆ,β˜γ0 (τ)≥1/10
diam(τ)pdiam(τ)1−p
= Cp,X
∑
τ∈Fˆ,β˜γ0 (τ)≥1/10
diam(τ)
≤ Cp,X
∑
τ∈Fˆ,β˜γ0 (τ)≥1/10
β˜γ0(τ)
2diam(τ)
= Cp,X
∑
τ∈Fˆ
β˜γ0(τ)
2diam(τ)
≤ Cp,XH1(Γ)
The last inequality follows from Lemma 3.11 of [26] (in the case where the image is R), and the fact that there
are a controlled number J = JX of different filtrations making up Fˆ . (Observe that the proof of Lemma 3.11 of
[26] works exactly the same way in the presence of an m-adic filtration, as we have here, rather than a dyadic
filtration as in [26].) 
6. Flat balls
This section is devoted to the proof of the following proposition.
Proposition 6.1. For any p > 1, we have∑
B∈G2
βΓ(B)
pdiam(B) ≤ Cplength(Γ).
Since G = G0 ∪ G1 ∪ G2, combining Proposition 6.1, Proposition 5.1, Lemma 3.2, and Lemma 3.1 proves
Theorem 1.5.
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To prove Proposition 6.1, we follow roughly the outline in Section 4 of [21]. This involves first proving some
geometric results about the structure of arcs in G2-balls, and then using a geometric martingale argument, of
the kind appearing in Section 4.2 of [21], as well as in [26], [24].
Given one of our filtrations F = F i defined above, let GF be the collection of all balls in G such that there is
an arc τ ′ ∈ F containing the center of B such that τ ′ contains an element of Λ(B) and diam(τ ′) ≤ C ′diam(B).
Lemma 6.2. Every ball B in G0 is in GF for at least one of our filtrations F ∈ {F1, . . . ,FCJ}.
Proof. Choose k ∈ N such that
m−k−1 ≤ diam(2B) < m−k.
Let {t1 < t2 < · · · < tN} be the points of Fk, as defined in Section 4. Let x = γ(tx) be the center of B.
Observe that we cannot have tx < t2 or tx > tN−1, since 10mB does not contain either endpoint of γ as B ∈ G0.
It follows that ti ≤ tx ≤ ti+1 for some i ∈ {2, . . . , N − 1}. Since d(γ(tj), γ(tj+1)) ≥ m−k for tj ∈ Fk, at least
one of γ(ti) or γ(ti+1) is not in 2B. If γ(ti) /∈ B, then γ([ti, ti+2]) contains an arc of Λ(B), and if γ(ti+1) /∈ B
then γ([ti−1, ti+1]) contains an arc of Λ(B).
Thus, there is an arc of Λ(B) containing x and contained in an arc of F0k , the diameter of which is at most
2Cm−k ≤ 4Cmdiam(B). By Lemma 4.4, that arc of F0k is contained in a slightly larger arc belonging to one of
our filtrations F = F i. That filtration arc will have diameter at most 5Cmdiam(B) ≤ 4C ′diam(B).
Therefore, B ∈ GF . 
At this point, we fix a single filtration F = F i in the collection defined earlier, and a constant C ′ > 0. To
prove Proposition 6.1, it suffices to prove, for any such filtration, that∑
B∈G2∩GF
βΓ(B)
pdiam(B) ≤ Cplength(Γ).
6.1. Cubes. In this section, we describe the construction of a system of cubes based on appropriate collections
of balls in our space. This construction will be applied repeatedly with various parameters below.
We will follow the outline of Section 2.4 of [21], citing results from that paper when necessary. We observe
that our results apply to m-adic scales whereas those results are stated in terms of dyadic scales, but this means
only that the implied constants below depend on m.
Let D be a sub-collection of 2G = {2B : B ∈ G}. Fix constants R > 0 and J ′ > 0 for the remainder of this
subsection.
Then by (an m-adic adjustment of) Lemma 2.14 of [24] (which applies in any doubling metric space) there
exists P = P (X,R) ∈ N such that D can be divided into collections D1, . . . ,DPJ′ satisfying
dist(B,B′) ≥ Rradius(B) whenever B,B′ ∈ Di and radius(B) = radius(B′),
and
radius(B)/radius(B′) ∈ mJ′Z whenever B,B′ ∈ Di.
(See also Section 2.4 of [21].)
Now fix any i ∈ {1, . . . , PJ ′}. Exactly as in Lemma 2.12 of [21], we can construct a system of “m-adic cubes”
based on Di. Each ball B in Di yields a “cube” Q(B) with the following properties:
Lemma 6.3. Assume J ′ is sufficiently large (depending on the data of X). Then
(1) If B ∈ Di, then 2B ⊂ Q(B) ⊂ 2(1 +m−J′+2)B.
(2) If B,B′ ∈ Di and Q(B) ∩Q(B′) 6= ∅ and radius(B) > radius(B′), then Q(B′) ⊆ Q(B).
(3) If B,B′ ∈ Di have the same radius r, then dist(Q(B), Q(B′)) > 2(R− 1)r.
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6.2. Geometric lemmas about arcs.
Lemma 6.4. There is a constant C0, depending only on the data of X, such that the following holds: Let B ∈ G2
and let τ be any arc of γ contained in 4C ′B. Then
(6.1) βτ (4C
′B) ≤ C0m0βΓ(B).
We emphasize that the quantity on the lefthand side of (6.1) is not β˜(τ) but rather βτ , i.e., the arc τ is being
treated as a set in X.
Proof of Lemma 6.4. Assume without loss of generality that βτ (4C
′B) > 0. For convenience, write [a, b] ⊂ [0, 1]
for the domain of τ .
Let C0 = 10(C + Cη).
Fix k ∈ Z such that
(6.2) m−k < βτ (4C ′B)diam(4C ′B)/C0 ≤ m−k+1.
Consider Fk = {t1 < t2 < · · · < tN} ⊂ [0, 1], as defined above, and write
Fk ∩ [a, b] = tj < tj+1 < · · · < t`.
Note that (6.2) implies that diam(τ) ≥ C0m−k ≥ 10Cm−k and therefore it follows from Lemma 4.3 that ` ≥ j+4.
Consider γ0(tj), γ0(tj+1), . . . , γ0(t`). We claim that for some j ≤ i ≤ `− 3, there are three consecutive times
ti < ti+1 < ti+2 in Fk ∩ [a, b] that get mapped out of (forward or backward) order by γ0. In other words, there
exist ti < ti+1 < ti+2 in Fk ∩ [a, b] such that neither
γ0(ti) < γ0(ti+1) < γ0(ti+2)
nor
γ0(ti) > γ0(ti+1) > γ0(ti+2)
holds.
Indeed, suppose there did not exist such ti, ti+1, ti+2. Then we would have pi(γ(tj)) < pi(γ(tj+1)) < · · · <
pi(γ(t`)) (or vice versa). Let γk = pi
∞
k ◦ γ. Then γk(tj), . . . , γk(t`) are adjacent vertices of Xk that form a
monotone sequence.
Therefore, there is a monotone geodesic Lk in Xk passing through the points {γk(tj), γk(tj+1), . . . , γk(t`)}.
Let L be any lift of Lk to a monotone geodesic in X. By Lemma 2.2, we have that
{γ(tj), γ(tj+1), . . . , γ(t`)} ⊂ NCηm−k(L).
By Lemma 4.3, a 2Cm−k-neighborhood of the set
{γ(tj), γ(tj+1), . . . , γ(t`)}
contains τ . Therefore a (2C + Cη)m
−k-neighborhood of L contains τ , contradicting the inequality C0m−k <
βτ (4C
′B)diam(4C ′B) from (6.2).
So we have three consecutive ti < ti+1 < ti+2 in Fk ∩ [a, b] that get mapped out of order by γ0. Therefore,
we have
γ0(ti) = γ0(ti+2)
and
|γ0(ti+1)− γ0(ti)| = m−k.
The arc γ0|[ti, ti+2] is in F0k . Let τ ′ be a slightly larger arc of Fˆ (not necessarily of F) containing γ0|[ti, ti+2],
as in Lemma 4.4. It is clear from Lemma 4.4 that
β˜(τ ′) > 1/10.
In addition,
(6.3) diam(τ ′) ≥ m−k ≥ 1
C0m
βτ (4C
′B)diam(4C ′B) ≥ 1
C0m
βτ (4C
′B)diam(B)
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On the other hand, since B ∈ G2 and τ ′ ∈ Fˆ(B) with β˜(τ ′) > 1/10, we must have
(6.4) diam(τ ′) ≤ 0βΓ(B)diam(B).
Combining (6.3) and (6.4), it follows that
βτ (4C
′B) ≤ C0m0βΓ(B).

Lemma 6.5. Let L be a monotone geodesic in X, and let x ∈ X. Let xL be the unique point on L such that
pi0(xL) = pi0(x). Then
dist(x, L) ≤ d(x, xL) ≤ 2dist(x, L).
Proof. The first inequality is obvious. Let p ∈ L be a point such that dist(x, L) = d(x, p). Then
|pi0(p)− pi0(x)| ≤ d(x, p) = dist(x, L).
Since p and xL are on the same monotone geodesic, we have
d(p, xL) = |pi0(p)− pi0(xL)| = |pi0(p)− pi0(x)| ≤ d(p, x) = dist(x, L).
So
d(x, xL) ≤ d(x, p) + d(p, xL) ≤ 2dist(x, L).

Lemma 6.6. Let τ be an arc in X and let L be a monotone geodesic such that τ ⊂ N(L). Let s be the
subsegment of L such that pi0(s) = pi0(τ). Then
(6.5) sup
x∈τ
dist(x, s) < 2
and
(6.6) sup
y∈s
dist(y, τ) < 2
Proof. If x ∈ τ , let xL be the unique point of L with pi0(xL) = pi0(x). Then xL ∈ s and d(x, xL) ≤ 2 by Lemma
6.5, which proves (6.5).
If y ∈ s, then there is a point x ∈ τ with pi0(x) = pi0(y) and therefore again d(x, y) ≤ 2 by Lemma 6.5. This
proves (6.6). 
Lemma 6.7. Let B be a ball in X, let h > 0, and let τ ⊂ B be an arc such that βτ (B)diam(B) < h. Then
diam(pi0 ◦ τ) ≥ diam(τ)− 4h.
Proof. Let L be a monotone geodesic such that τ ⊂ Nh(L). Let s be the sub-segment of L such that pi0(s) =
pi0(τ). Note that s is connected, because τ , and therefore pi0(τ), is connected.
By Lemma 6.6, the Hausdorff distance between τ and s is at most 2h. So
diam(τ) ≥ diam(s)− 4h = diam(pi0(s))− 4h = diam(pi ◦ τ)− 4h.

Lemma 6.8. Let γ([a, b]) be contained a ball B ⊂ X. Suppose that for some c ∈ [a, b] and δ ∈ (0, 1),
|γ0([a, c]) ∩ γ0([c, b])| > δ.
Then there is an arc τ ∈ Fˆ(B) such that β˜γ0(τ) > 1/10 and diam(τ) > δ/5m.
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Proof. Let k ∈ N be such that
δ/5m < m−k ≤ δ/5.
To prove the lemma, it suffices to show that there exist consecutive points ti < ti+1 < ti+2 in Fk ∩ [a, b] such
that γ0(ti) = γ0(ti+2).
Suppose not. Let tj , tj+1, . . . , t` enumerate the points of Fk ∩ [a, b] in order. (Note that there must be at least
two of them, by our assumptions and Lemma 4.3.) Then we have
γ0(tj) < γ0(tj+1) < γ0(tj+2) < · · · < γ0(t`),
or the reverse order.
Choose j ≤ i ≤ k such that
ti ≤ c < ti+1.
Then, using Lemma 4.3, we see that
γ0([a, c]) ⊂ N2m−k(γ0({t1, . . . , ti})) ⊂ N2m−k([γ0(t1), γ0(ti)])
and
γ0([c, b]) ⊂ N2m−k(f({ti+1, . . . , t`})) ⊂ N2m−k([γ0(ti+1), γ0(t`)])
It follows that
|γ0([a, c]) ∩ γ0([c, b])| ≤ 4m−k < δ,
which is a contradiction. 
Lemma 6.9. Let B = B(x, r) ∈ G2 and let τ ∈ Λ(B) be an arc containing x. Let h = 4C0C ′m0βΓ(B)diam(B).
Then there is a monotone segment of diameter at least 4r − 20h within Hausdorff distance 2h of τ .
In particular,
diam(τ) ≥ 4r − 30h.
Proof. By Lemma 6.4 we have
βτ (4C
′B)diam(4C ′B) < h.
So by Lemma 6.6 there is a monotone segment s such that pi0(s) = pi0(τ) and s is within Hausdorff distance 2h
of τ .
We want to show that diam(s) ≥ 4r − 20h. Suppose not. Then
(6.7) diam(pi0(τ)) = diam(pi0(s)) = diam(s) < 4r − 20h.
Suppose τ is parametrized by γ on [a, b], so that γ(a) and γ(b) are on ∂(2B) and γ(c) = x.
Observe that γ([a, c]) and γ([c, b]) each have diameter at least 2r. Therefore, by Lemma 6.7, pi0 ◦ γ([a, c]) and
pi0 ◦ γ([c, b]) each have diameter at least R = 2r − 4h.
Therefore, (6.7) implies that |γ0([a, c]) ∩ γ([c, b])| ≥ 12h.
It follows from Lemma 6.8 that there is τ ∈ Fˆ(B) of diameter at least
12h/5m =
48C0C
′
5
0βΓ(B)diam(B) > 0βΓ(B)diam(B)
with β˜(τ) > 1/10.
This contradicts our assumption that B ∈ G2. 
Lemma 6.10. Assume 0 < 1/(400C0C
′m). Let B ∈ G2 have radius r. Let τ ∈ Λ(B) contain the center of B,
and let τ ′ be an arc of F containing τ and contained in 4C ′B. Then there is a sub-arc ξ in Γ ∩ 2B such that
diam(ξ) > 200C0C
′m0βΓ(B)diam(B)
and
dist(ξ, τ ′) > 100βΓ(B)diam(B).
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Proof. Assume without loss of generality that βΓ(B) > 0. Let L be a monotone geodesic such that
sup
y∈τ ′
dist(y, L) < βτ ′(4C
′B)diam(4C ′B) < 4C0C ′m0βΓ(B)diam(B),
where the last inequality is from Lemma 6.4.
There is a point x ∈ Γ ∩B such that
dist(x, L) > 400C0C
′m0βΓ(B)diam(B).
Indeed, if not, then
Γ ∩B ⊂ N400C0C′m0βΓ(B)diam(B)(L),
in which case
βΓ(B)diam(B) ≤ 400C0C ′m0βΓ(B)diam(B)
which is a contradiction as 0 < 1/(400C0C
′m).
It immediately follows that dist(x, τ ′) ≥ 300C0C ′m0βΓ(B)diam(B).
Now let ξ be a sub-arc of Γ that contains x, stays in B(x, 250C0C
′m0βΓ(B)diam(B)), and touches the
boundary of B(x, 250C0C
′m0βΓ(B)diam(B)). 
Proposition 6.11. Let B ∈ GF be a ball of radius r. Let τ ∈ Λ(B) contain the center of B, and let τ ′ ∈ F
contain τ and be contained in 4C ′B. Let ξ be a sub-arc of Γ ∩ 2B as in Lemma 6.10. Let E = (τ ′ ∪ ξ) ∩ 2B.
Suppose we cover E by balls {Bi} such that diam(Bi) < 100βΓ(B)diam(B). Then∑
i
diam(Bi) ≥ 4r + 0βΓ(B)diam(B).
Proof. Note that each ball Bi can intersect at most one of τ
′ or ξ. So∑
i
diam(Bi) ≥ diam(τ ′) + diam(ξ).
We know diam(ξ) > 200C0C
′m0βΓ(B)diam(B). We also know from Lemma 6.9 that
diam(τ ′) ≥ diam(τ) > 4r − 120C0C ′m0βΓ(B)diam(B).
Putting these together proves the proposition. 
6.3. A geometric martingale. Now fix an integer M ≥ 0 and consider the collection
GF,M = {B ∈ GF : βΓ(B) ∈ [m−M ,m−M+1)}
We apply the construction of subsection 6.1 to GF,M , with parameters R = 3 and J ′ being the smallest integer
larger than M − logm(100) + 20. This firsts separates GF,M into PJ ′ different collections
G1F,M , . . . ,GPJ
′
F,M
(where P = P (X)), with the properties outlined in subsection 6.1
For each t ∈ {1, . . . , PJ ′}, that construction then assigns a collection ∆t of cubes associated to the balls of
GtF,M and having the properties outlined in Lemma 6.3. (The collection ∆t also depends on the filtration F and
the integer M , but we suppress these in the notation for convenience.)
For Q ∈ ∆t we write
(6.8) Q = RQ ∪
(∪jQj) ,
where Qj ∈ ∆t is in maximal such that Qj ⊂ Q, and RQ = Γ \ (∪jQj). We will use this decomposition to
construct a geometric martingale.
Combining Proposition 6.11 with Lemma 6.3 gives the following corollary, exactly as in Proposition 4.7 of
[21].
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Corollary 6.12. Suppose Q = Q(B) ∈ ∆t and Q = RQ ∪
(∪jQj) as in (6.8). Then
H1(RQ) +
∑
j
diam(Qj) ≥ diam(Q)(1 + 1
10
0m
−M .)
We now repeat Proposition 4.8 of [21] verbatim (except for adjusting dyadic scales to m-adic scales). The proof
is the same, and hinges on our Corollary 6.12 in place of Proposition 4.7 of [21]. Let ∆ = ∆t for t ∈ {1, ..., PJ ′}.
Proposition 6.13. ∑
Q∈∆t
diam(Q) ≤ 20
0
mMH1(Γ)
We observe that this gives (by considering all possible values of t and inserting the value for βΓ)∑
B∈G2∩GF
βΓ(B)
pdiam(B) ≤
∞∑
M=1
PJ′∑
t=1
∑
B∈GtF,M
βΓ(B)
pdiam(B)
≤
∞∑
M=1
2P (M − log(10/0) + 20)m−(M+1)p
∑
B∈GtF,M
diam(Q(B))
≤
∞∑
M=1
2P (M − log(10/0) + 20)m−(M+1)p 20
0
mMH1(Γ)
≤ Cp,XH1(Γ)
for p > 1. Thus we will have Proposition 6.1 as soon as we complete the proof of Proposition 6.13.
Proof of Proposition 6.13. In the same manner as [26, 24, 21] we define positive function wQ : X → R such that
(i)
´
Q
wQdH1Γ ≥ diam(Q)
(ii) For almost all x ∈ Γ, ∑
Q∈∆
wQ(x) ≤ 20
0
mM
(iii) wQ is supported inside Q
The functions wQ will be constructed as a martingale. Denote wQ(Z) =
´
Z
wQdH1Γ. Set
wQ(Q) = diam(Q).
Assume now that wQ(Q
′) is defined. We define wQ(Q′i) and wQ(RQ′), where
Q′ = (∪Q′i) ∪RQ′ ,
a decomposition as given by equation (6.8).
Take
wQ(RQ′) =
wQ(Q
′)
s′
H1Γ(RQ′)
(uniformly distributed) and
wQ(Q
′i) =
wQ(Q
′)
s′
diam(Q′i),
where
s′ = H1Γ(RQ′) +
∑
i
diam(Q′i).
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This will give us wQ. Note that s
′ ≤ 2H1(Γ ∩ Q′). Clearly (i) and (iii) are satisfied. Furthermore, If x ∈ RQ′ ,
we have from (a rather weak use of) Corollary 6.12 that
(6.9) wQ(x) ≤ wQ(Q
′)
s′
≤ wQ(Q
′)
diam(Q′)
.
To see (ii), note that for any j we may write:
wQ(Q
′j)
diam(Q′j)
=
wQ(Q
′)
s′
=
wQ(Q
′)
diam(Q′)
diam(Q′)
s′
=
wQ(Q
′)
diam(Q′)
diam(Q′)
H1Γ(RQ′) +
∑
i
diam(Q′i)
≤ wQ(Q
′)
diam(Q′)
1
1 + c0m−M
,
where c0 =
1
100 is obtained from Corollary 6.12.
And so,
wQ(Q
′j)
diam(Q′j)
≤ q wQ(Q
′)
diam(Q′)
with q = 1
1+c0m−M
. Now, suppose that x ∈ QN ⊂ ... ⊂ Q1. we get:
wQ1(QN )
diam(QN )
≤ q wQ1(QN−1)
diam(QN−1)
≤ ...
≤ qN−1 wQ1(Q1)
diam(Q1)
= qN−1.
We have using (6.9) that for x ∈ RQN
(6.10) wQ1(x) ≤
wQ1(QN )
diam(QN )
≤ qN−1.
Let E denote the collection of all elements x which are in an infinite sequence of ∆ i.e. can be written as elements
x ∈ .... ⊂ QN ⊂ ... ⊂ Q1, for any positive integer N . Then, as H1Γ(Q) ≥ r(B(Q)) ≥ 15diam(Q), we have that for
any N
(6.11) wQ1(QN ) ≤ diam(QN )qN−1 ≤ 5qNH1Γ(QN )
which yields that for H1Γ-almost-every x ∈ E we have that wQ1(x) = 0.
This will give us (ii) as a sum of a geometric series since∑
qn =
1
1− q ≤ 1 +
1
c0m−M
=
20
0
mM .
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Now, ∑
Q∈∆
diam(Q) =
∑
Q∈∆
ˆ
wQ(x)dH1Γ(x)
=
ˆ ∑
Q∈∆
wQ(x)dH1Γ(x)
≤ 20
0
ˆ
mMdH1Γ(x) =
20
0
mMH1(Γ).

7. Counterexample for p = 1
In this section, we show that Theorem 1.5 is false if p = 1. The constructed counterexample will essentially
be the same as Example 3.3.1 in [25], suitably imported to one of the metric spaces of this paper.
Consider the admissible inverse system of Example 2.8, and let X denote its limit. In this case, m = 4, and
so the nth stage Xn of the construction is a graph with edges of length m
−n.
Let Vk(Xn) or Vk(X) denote the kth level vertices of Xn or X, respectively, as defined in Definition 2.7. In
addition, for k ≥ 1, define
V˜k(Xn) = Vk(Xn) \ Vk−1(Xn).
Fix an arbitrary constant A > 1. For each j ∈ N, let B˜j denote the collection of balls {B(v,A4−k)} in X,
where v runs over Vk(X). Let B˜ = ∪jB˜j .
If B is as in Theorem 1.5, then it is easy to see that, for all compact, connected sets Γ ⊂ X, the sums∑
B∈B˜
βΓ(B)diamB and
∑
B∈B
βΓ(B)diamB
are comparable, up to an absolute constant depending only on A and the data of X.
Therefore, to show that Theorem 1.5 is false for p = 1, it suffices to show the following.
Proposition 7.1. There is no constant C > 0 such that∑
B∈B˜
βΓ(B)diam(B) ≤ CH1(Γ)
for all rectifiable curves Γ ⊂ X.
Proof. For each integer N > 4, we will construct a curve ΓN in X such that H1(ΓN ) = 2 and
(7.1)
∑
B∈B˜
βΓN (B)diam(B) ≥ c log(N).
for some constant c depending only on A. This will prove the proposition.
Given n ≥ 0 and  ∈ (0, 1/4), we define Γ(n, ) ⊂ Xn as follows: Γ(n, ) consists of the union of a monotone
geodesic L with one “spike” of length  emerging from a vertex of L ∩ pi−10 (1/4), four “spikes” of length /4
emerging from L∩pi−10 ({1/16, 5/16, 9/16, 13/16}), up until 4n “spikes” of length /4n, as illustrated in the figure
5.
It follows that
H1(Γ(n, )) = 1 + n.
For each integer N > 4, we can define a rectifiable curve ΓN ⊂ X as any one of the obvious lifts to X of the
curve Γ(N, 1/N) in XN .
We then see that
H1(ΓN ) = 2.
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Figure 5. The red curve is Γ(2, ).
In addition, it is clear in this example that
∑
B∈B˜
βΓN (B)diam(B) =
N∑
j=1
∑
v∈V˜j(XN )
∞∑
i=j
βΓ(N,1/N)(B(v,A4
−i))diam
(
B(v,A4−i)
)
,
where the sum on the right is taken over vertices in XN and the β-numbers on the right are taken with respect
to monotone geodesics in XN . In other words, to show (7.1) about the curve ΓN in X, it suffices to look at
β-numbers in XN with respect to Γ(N, 1/N) ⊂ XN .
Let  = 1/N . Fix a vertex v ∈ L ∩ V˜j(XN ) from which a spike of length /4j emerges. We see that
∞∑
i=j
βΓ(N,1/N)(B(v,A4
−i))diam
(
B(v,A4−i)
) ≥ c4−j log(1/),
where c is a constant depending on A.
Therefore, ∑
B∈B˜
βΓ(B)diam(B) ≥ c
(
 log(1/) + 4

4
log(1/) + · · ·+ 4N 
4N
log(1/)
)
≥ cN log(1/)
= c log(N),
because  = 1/N .
This completes the proof. 
Part 2. The construction
In this part, we prove Theorem 1.6. Let X be the limit of an admissible inverse system, as in Definition 1.2.
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The structure of this part of the paper is as follows: After some additional setup in Section 8, we state the
key intermediate step, Proposition 9.1, in Section 9 and give its proof in Sections 10 through 14. Finally, the
proof of Theorem 1.6 is given in Section 15.
8. Some additional setup
It will be convenient in Part 2 to assume that the scale factor m is sufficiently large, depending on the other
parameters η,∆ of the space X (see Definition 1.2). To achieve this, we will “skip” some scales, using the
following lemma.
Lemma 8.1. Fix any integer K ≥ 1. For each n ≥ 0, let X˜n = XKn and let p˜in : X˜n+1 → X˜n be defined by
composing pin ◦ pin+1 ◦ · · · ◦ pinK−1.
Then X˜n forms an admissible inverse system with m replaced by m
K , the same constant ∆, and η replaced
by 4η. The inverse limit of X˜n is isometric to the inverse limit of Xn, and the spaces X˜, {X˜n} are uniformly
doubling with the same doubling constant as X, {Xn}.
Proof. Since {X˜n} is a subsequence of {Xn}, it has the same limit. The fact that m is replaced by mK and ∆
remains unchanged is clear. Furthermore, since we consider the same spaces, the fact that the doubling constant
is unchanged is also clear.
To see what happens to η, consider an arbitrary point xn ∈ X˜ ′n ⊂ XKn. Using Lemma 2.1, we see that
diam((p˜in)
−1(xn)) ≤ 2η(m−Kn +m−(Kn+1) + · · ·+m−(K(n+1))−1) ≤ 2ηm−Kn
(
m
m− 1
)
≤ 4η(mK)−n.

Therefore, in proving Theorem 1.6, we may without loss of generality assume that m is large compared to η
and ∆. In fact the necessary assumption will be that
(8.1) Cη,∆m
−1 log(20Cηm)
log(m)
<
1
100
,
where Cη,∆ is a constant depending only on η and ∆ that will arise in the proof. This can be achieved by making
m sufficiently large, i.e., by replacing m by mK , where K is the smallest integer such that (8.1) holds with mK .
This assumption is in force from now on.
Recall from subsection 1.2 our choice of A > 1, which depends only on η. We fix a small constant  which
depends on m,A, η,∆. Taking  = (10CηAmδ)
−10 suffices.
From now on, constants which depend only on η and ∆ (but not m) will be denoted by Cη (if only depending
on η) or Cη,∆. Constants which may depend on on m as well are denoted CX .
Given an edge en in Xn we set
Q(en) = {x ∈ X : dist(pin(x), en) ≤ 2m−n}
= {x ∈ X : pin(x) lies within two edges of en}.
Observe that if e′n is an edge of Xn that shares both endpoints with en, then Q(en) = Q(e
′
n).
We set Qn to be the collection of all Q(en) as en ranges over the edges of Xn, and Q =
⋃∞
n=0Qn. Recall our
choice of A ≥ 100Cη from subsection 1.2. Thus, observe that if en is an edge of Xn, then Q(en) ⊂ B(en) and
diam(Q(en)) ≥ m−n ≥ 1
2A
diam(B(en)).
For Q(en) ∈ Q, we set
βE(Q(en)) =
1
diam(B(en))
inf
L
sup
x∈E∩Q(en)
dist(x, L) ≤ βE(B(en)).
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It will therefore suffice to control the length of the curve G in Theorem 1.6 by
H1(G) ≤ C
diam(E) + ∑
Q⊂Q,βE(Q)≥
diam(Q)
 ,
which is what we will actually do below.
For each Q(en) ∈ Q, there is at least one monotone geodesic in X which achieves the minimum in βE(Q(en)).
Although it is not unique, we will fix one such monotone geodesic for each Q(en) and call it “the” optimal
monotone geodesic for Q(en).
As a final notational convenience, we will use the more compact notation |E| below to denote H1(E) for a
subset E of X or any Xn.
9. The main preliminary step: Proposition 9.1
The main part of the proof of Theorem 1.6 is encapsulated in the following proposition, which is then iterated
to produce the curve G of Theorem 1.6. Although technical to state, the idea of Proposition 9.1 is that it splits
the set E into a portion E ∩ Γ contained in our “first pass” at a curve Γ, and subsets E(en) ⊂ E \ Γ (indexed
by edges of Xn for varying n ∈ N) on which we will repeat the construction.
Proposition 9.1. Let E ⊂ X be a compact set such that pin0(E) is contained in an edge en0 ∈ Xn0 , for some
n0 ≥ 0. Assume that, for every n ∈ N, pin(E) does not contain any vertex or edge-midpoint of Xn.
Then there is a compact connected set Γ ⊂ X, a sub-collection QΓ ⊆ Q, and sets E(en) (n0 + 2 ≤ n ∈ N, en
an edge of Xn) whose union contains E \ Γ, such that:
(i) |Γ| ≤ 2m−n0 + CX
∑
Q⊂QΓ,βE(Q)≥ diam(Q)
(ii) pin0(Γ) ⊇ en0 .
(iii) If Q(en) ∈ QΓ for some edge en of Xn, then pin0(en) ⊂ en0 .
(iv) For each E(en) 6= ∅, we have pin(E(en)) ⊂ en, pin0(en) ⊂ en0 , and pin(e`) 6⊆ en for any e` with Q(e`) ∈ QΓ.
In particular, diam(E(en)) ≤ Cηm−n.
(v) If E(en) and E(e
′
n′) are non-empty and n ≤ n′, then pin(e′n′) 6⊂ en.
(vi) dist(E(en)),Γ) ≤ Cηm−(n−1),
(vii)
∑
n≥n0
∑
en:E(en)6=∅ |en| ≤
Cη,∆
m2 |Γ|+ CX
∑
Q⊂QΓ,βE(Q)≥ diam(Q).
We now begin to prove Proposition 9.1. This is done by constructing preliminary (disconnected) sets Γn ⊂ Xn
in Section 10, augmenting these into connected sets in Section 12, and showing that these connected sets converge
to a set Γ ⊂ X with the above properties, in Sections 13 and 14.
10. The lifting algorithm
In this section, we will construct, for each n ≥ n0, a (not necesarily connected) set Γn in Xn. The sets Γn
will be simplicial, i.e., for each n ≥ n0, Γn will be a union of edges of Xn. The sets Γn will then be augmented
to become connected sets in Section 12, and the limit of those augmented sets will be the continuum Γ ⊂ X of
Proposition 9.1.
The sets Γn will be constructed inductively, so we will construct Γn0 and then describe how to construct
Γn+1 ⊂ Xn+1 given Γn ⊂ Xn.
We first make some more definitions.
For the purposes of this section, a monotone set in X or some Xn is a set E such that E ∩pi−10 (t) contains at
most one point for all but a finite number of points t ∈ [0, 1], and at most two points for all t ∈ [0, 1]. Of course,
a monotone geodesic segment is a monotone set, but a monotone set need not be connected. As an example, one
should think of a union of finitely many monotone geodesic segments L1, L2, . . . , Lk that project onto intervals
in X0 ∼= [0, 1] that have disjoint interiors.
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Definition 10.1. For an edge en in Xn, we define a subset S(en) ⊂ X as follows: Consider each edge en+1 of
Xn+1 that projects into en. Take a single connected lift e˜n+1 to X of each such en+1, with |e˜n+1| = m−(n+1).
We call the union of all these lifts S(en).
Observe that S(en) is a compact (though not necessarily connected) subset of X, and satisfies |S(en)| ≤
CXm
−n (see Lemma 2.1). Moreover, by using Lemma 2.1, we observe that S(en) is even contained in connected
subset of X with H1-measure at most C ′Xm−n.
Definition 10.2. For each n ≥ n0, we make the following definitions:
(1) An edge en in Xn is called good if βE(Q(en)) <  and
BXn(vn, (1− 2A)m−n) ∩ pin(En) ∩ pi−10 (pi0(en)) 6= ∅
and
BXn(wn, (1− 2A)m−n) ∩ pin(En) ∩ pi−10 (pi0(en)) 6= ∅,
where vn and wn are the endpoints of en.
(2) An edge en in Xn is called bad if it is not good.
(3) A vertex v′n of level i ≥ n + 1 in Xn is called special if there exists an edge en ⊂ Xn containing v′n and a
point x ∈ E such that
pi0(x) ⊂ [pi0(v′n)−
1
2
m−i, pi0(v′n) +
1
2
m−i]
and
d(pin(x), en ∩ pi−10 (pi0(x))) < m−n.
Let Γn0 = en0 , the edge containing the full projection of E (by assumption). If βE(Q(en0)) <  it is convenient
to also call en0 a good edge, even if it does not satisfy the other criteria of the definition above. Observe that
there is a choice of optimal geodesic L for Q(en0) such that pin0(L) ⊇ en0 .
Remark 10.3. The following simple observation is the most important property of a good edge: Suppose en is
a good edge in Xn and Q ∈ Qn has βE(Q) <  and en ⊂ pin(Q). Then pin(L) contains both endpoints of en,
where L is the optimal monotone geodesic Q.
Now for each n ≥ n0, we will inductively construct a simplicial (but not necessarily connected set) Γn in Xn.
These sets will have the the following properties for each n > n0:
(I) If a point xn−1 ∈ Xn−1 is contained in the symmetric difference Γn−14pin−1(Γn), then xn−1 is in a good
edge en−1 of Xn−1. Furthermore, there is a unique good edge fn−1 in Γn−1 with the same endpoints as
en−1.
(II) If two distinct edges en, e
′
n of Γn are adjacent at a vertex vn ∈ Γn and have pi0(en) = pi0(e′n) then, for
some k < n, vn is a vertex of level k + 1 and pik(en) = pik(e
′
n) ⊂ ek, where ek is an edge of Xk with
βE(Q(ek)) ≥ .
(III) If two edges en, e
′
n of Γn share both endpoints, then pin−1(en) = pin−1(e
′
n) ⊂ en−1, where en−1 is an edge
of Xn−1 with βE(Q(en−1)) ≥ .
The inductive hypothesis (I) says that, up to “double” edges, Γn is a lift of Γn−1. The hypotheses (II) and (III)
say that any “non-monotone” behavior in Γn can be traced back to an edge at an earlier scale with β ≥ .
Suppose now that we have constructed simplicial sets Γ1,Γ2, . . . ,Γn with the above properties. We now
construct Γn+1 ⊂ Xn+1. We do this by addressing each edge of Γn separately, and using it to define some
addition to Γn+1.
There are three possible cases for each edge of Γn, which we address in Cases 10.1, 10.2, and 10.3 below.
10.1. Edges with large β. For each edge en of Γn with βE(Q(en)) ≥ , add pin+1(S(en)) to Γn+1. (Recall the
definition of S(en) from Definition 10.1.)
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10.2. Edges with recently large β. Suppose an edge en of Γn has βE(Q(en)) < , and pin−1(en) is contained in
an edge en−1 with βE(Q(en−1)) ≥ . Then (by (I) and the algorithm of 10.1) it must be that en ⊆ pin(S(en−1)).
We then add pin+1(L(en)) to Γn+1, where L(en) is the portion of S(en−1) that projects onto en. Note that L(en)
is a monotone geodesic segment in X.
10.3. The remaining edges. Now consider the edges of Γn that do not fall into the cases of 10.1 or 10.2.
Observe that all such remaining edges en of Γn have βE(Q(en)) < . Furthermore, if en is in this case, then
the edge en−1 of Xn−1 that contains pin−1(en) has βE(Q(en−1)) < .
Let
(10.1)
Vn = {vn ∈ V (Γn) : pik(vn) is a vertex of level k+1 in ek, for some k ≤ n and some edge ek in Γk with βE(Q(ek)) ≥ }.
Every edge of Γn falls into some connected component of Γn \ Vn. Each such connected component Pn is a
simplicial monotone geodesic segment, since by (II) any vertices that are adjacent to two edges running in the
same direction must be in Vn.
If an edge is of the type considered in Case 10.1, then both its endpoints are in Vn and it is its own component.
If an edge is of the type considered in Case 10.2, then the the segment pin+1(L(en)) added in Case 10.2 has both
endpoints in Vn and so is a union of components. For these components, we do nothing, since we have already
addressed these edges in the previous cases.
Each remaining edge of Γn (i.e., one not falling into Cases 10.1 or 10.2) lies in some connected component
Pn of Γn \ Vn consisting only of this type of edge (those in the current Case 10.3). For short, we will call these
components Pn of Γn \ Vn “monotone components”.
We now perform an inductive “lifting” procedure on each such connected monotone component Pn in Γn.
This will assign to Pn a (possibly disconnected) monotone set L(Pn) in X such that pi0(L(Pn)) = pi0(Pn). The
set pin+1(L(Pn)) will be added to Γn+1.
Let Pn be such a component in Γn. Observe that, by our inductive assumption (I) (and the fact that no
edges of Pn are even one above a large β edge), there is a unique monotone component Pn−1 of Γn−1 such that
Pn ⊂ pin(L(Pn−1)).
Order the edges of Pn in monotone order by e
1
n, e
2
n, . . . , e
r
n. (Note that r may be 1.)
Recall Definition 10.2. If ein is a good edge in Pn, define the following
a(ein) =

the left endpoint of ein if i = 1
the first special vertex of level n+ 1 on ein if i > 1 and e
i−1
n is bad
the first special vertex of level n+ 2 on ein if i > 1 and e
i−1
n is good
b(ein) =

the right endpoint of ein if i = r
the last special vertex of level n+ 1 on ein if i < r and e
i+1
n is bad
the last special vertex of level n+ 2 on ein if i < r and e
i+1
n is good
We call these points “break points”. Observe that there are at most two break points on any edge, and that all
break points are contained in good edges.
Note that pi0(a(e
i
n)) ≤ pi0(b(ein)) ≤ pi0(a(ei+1n )) for each i, with possible equality in either or both cases.
We now define the monotone set L(Pn) in X. This will be a monotone set such that pi0(L(Pn)) = pi0(Pn). To
define it, we need only specify it above a set of intervals covering pi0(Pn)).
For each good edge ein in Pn, L(Pn) is defined above the open interval (pi0(a(e
i
n), pi0(b(e
i
n))) to be the corre-
sponding segment of the optimal geodesic for Q(ein). If e
i
n and e
i+1
n are both good edges, then L(Pn) is defined
above (pi0(b(e
i
n)), pi0(a(e
i+1
n ))) to be the optimal geodesic for Q(e
i+1
n ). Finally, for every other point of pi0(Pn),
L(Pn) above that point is equal to L(Pn−1) above that point. We then take the closure of this set in X and call
it L(Pn).
Figure 6 gives a pictorial representation of this construction for a given monotone component Pn ⊂ Γn.
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Figure 6. The construction of L(Pn) ⊂ X given Pn ⊂ Γn. The red edges represent good edges
of Pn while the black edges represent bad edges of Pn. The red squares on Pn represent the
break points a(ein) and b(e
i
n). A black square represents a possible special vertex on a bad edge
of Pn. The red segments in L(Pn) represent the portions on which L(Pn) is defined as part
of the optimal monotone geodesic segment for some Q(ein), while the black segments in L(Pn)
represent the portions on which L(Pn) is defined to be L(Pn−1).
Finally, we add pin+1(L(Pn)) to Γn+1, for each monotone component Pn in Γn as defined above.
This completes the definition of the set Γn+1 in Xn+1.
10.4. Verifying the inductive hypotheses. We must now verify our inductive assumptions, namely that
Γn+1 is simplicial and properties (I), (II), and (III) hold for Γn+1.
Observe that each edge en+1 in Γn+1 was added to Γn+1 by the above algorithm in exactly one way, namely
either in 10.1, 10.2, or 10.3.
Claim 10.4. Γn+1 is simplicial in Xn+1.
Furthermore, If ein, e
i+1
n , . . . , e
j
n are consecutive good edges in a monotone component Pn of Γn, then the
portion of pin+2(L(Pn)) that projects onto (a(e
i
n), b(e
j
n)) ⊂ X0 ∼= [0, 1] is connected
Proof. Let us first prove the second part of the claim. Consider the portion of L(Pn) projecting onto
(pi0(a(e
i
n)), pi0(b(e
j
n))).
It is a monotone set that is a finite union of monotone geodesic segments that project onto consecutive adjacent
intervals in X0. By the algorithm in 10.3 (and Lemma 6.5), the “vertical” gap in X between any two consecutive
monotone geodesic segments in this span is at most
(10.2) 2(4Am−n +
1
2
m−(n+2)) < 2m−(n+2).
and occurs at a vertex of level n+2. (The two optimal monotone segments we splice together above a break point
pi0(v
′
n) are within distance 4Am
−n above some point pi0(x), where x ∈ E and |pi0(x) − pi0(v′n)| ≤ 12m−(n+2),
since v′n is a special vertex of level n+ 2. The two monotone geodesics can thus diverge from each other only a
further distance of 2( 12m
−(n+2)) above the point pi0(v′n).)
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Any two distinct vertices of level n+2 in Xn+2 with the same image under pi0 have distance at least 2m
−(n+2).
It follows that the portion of pin+2(L(Pn)) projecting onto (a(e
i
n), b(e
j
n)) is connected, which proves the second
part of the claim.
Note that this also implies that the portion of pin+1(L(Pn)) between a(e
i
n) and b(e
j
n) is connected. For the
first part of the claim, note that the only way that Γn+1 could fail to be simplicial was if two adjacent good
edges in Γn “broke apart” at a vertex of level n + 2 when lifted to Γn+1. But by the second part of the claim,
proven above, this cannot occur. 
Claim 10.5. If a point xn ∈ Xn is contained in Γn4pin(Γn+1), then xn is in a good edge en of Xn.
Furthermore, there is a unique good edge fn in Γn with the same endpoints as en.
In particular, the inductive hypothesis (I) holds for Γn+1.
Proof. Suppose xn ∈ Γn \pin(Γn+1). Then, by construction, the only possibilities are: xn lies between a(ein) and
b(ein) for some good edge e
i
n in Γn, or xn lies between b(e
i
n) and a(e
i+1
n ) for some pair of adjacent good edges e
i
n
and ei+1n in Γn, or possibly xn lies between a(e
i
n) and b(e
i+2
n ) for some triple of adjacent consecutive good edges
ein, e
i+1
n , e
i+2
n in Γn. In any case, xn lies on a good edge of Γn itself.
On the other hand, suppose now that xn ∈ pin(Γn+1)\Γn. Let xn+1 be a point of Γn+1 such that pin(xn+1) =
xn. Then xn+1 must have been added to Γn+1 in Case 10.3. Furthermore, there must be a string of consecutive
good edges ein, e
i+1
n , . . . , e
j
n (possibly with j = 1) in Γn such that
pi0(xn) ∈ [pi0(a(ein)), pi0(b(ejn))]
and xn+1 ∈ pin+1(L), where L is the optimal geodesic for some ekn that is within two edges of xn. It follows that
xn ∈ pin(L), and therefore, by Remark 10.3, xn is contained in an edge that shares both endpoints with one of
the good edges e`n.
Now note that if there were two such good edges fn in Γn, then by (III) for Γn, they would both have been
added in the algorithm of 10.1 applied to Γn−1. Hence, they (and any edge of Γn sharing both endpoints with
them) would both simply be lifted as in 10.2 applied to Γn, and hence the situation of the Claim could not
occur. 
Claim 10.6. Suppose that two distinct edges en+1, e
′
n+1 of Γn+1 are adjacent at a vertex vn+1 ∈ Γn+1 and have
pi0(en+1) = pi0(e
′
n+1).
Then, for some k < n+ 1, vn+1 is a vertex of level k+ 1 and pik(en+1) = pik(e
′
n+1) ⊂ ek, where ek is an edge
of Xk with βE(Q(ek)) ≥ .
In particular, the inductive hypothesis (II) holds for Γn+1.
Proof. Let en and e
′
n be the (not necessarily distinct) edges of Xn containing pin(en+1) and pin(e
′
n+1), respectively.
By Claim 10.5, en and e
′
n share both endpoints with (not necessarily distinct) edges fn and f
′
n of Γn,
respectively.
Suppose first that fn and f
′
n can be chosen so that fn 6= f ′n. Observe that in this case it must be that fn and
f ′n share at least one vertex vn = pin(vn+1). It then follows from (II) in Γn that, for some k < n, vn is a vertex
of level k + 1 and pik(fn) = pik(f
′
n) ⊂ ek, where ek is an edge of Xk with βE(Q(ek)) ≥ . Since k < n, we have
pik(fn) = pik(en) and pik(f
′
n) = pik(e
′
n), and therefore the result follows.
Now suppose that we cannot choose fn and f
′
n to be distinct. Then en and e
′
n both share both their endpoints
with exactly one edge fn of Γn.
If en = e
′
n, then, by inspecting the algorithm, the only possibility is that en+1 and e
′
n+1 were both added to
Γn+1 as in 10.1, and hence the conclusion of the claim is satisfied with k = n.
If en 6= e′n, then by Claim 10.5, fn is a good edge of Γn, and both edges en+1 and e′n+1 were added to Γn+1
using the algorithm in 10.3 applied to the montone component containing fn. But this is impossible, since the
algorithm in 10.3 generates monotone sets and en+1 and e
′
n+1 cannot be in the same monotone set. 
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Claim 10.7. If en+1 and e
′
n+1 are edges of Γn+1 that share both endpoints, then the edge en of Xn containing
pin(en+1) = pin(e
′
n+1) has βE(Q(en)) ≥ .
In particular, the inductive hypothesis (III) holds for Γn+1.
Proof. Let vn+1 and wn+1 be the shared endpoints of en+1 and e
′
n+1.
Claim 10.6 says that for some k < n + 1, both vn+1 and wn+1 are vertices of level k + 1, and pik(en+1) =
pik(e
′
n+1) ⊂ ek, where ek is an edge of Xk with βE(Q(ek)) ≥ .
Since vn+1 and wn+1 are adjacent in Xn+1, the only way that they can both be vertices of level k + 1 is if
k + 1 = n+ 1. Therefore k = n and the conclusion of the claim follows. 
This completes the construction of the sets Γn.
It is immediate from the lifting algorithm in Cases (10.1), (10.2), and (10.3) that, for each n ≥ n0,
|Γn| ≤ m−n0 + CX
∑
Q∈Q:βE(Q)≥
diam(Q).
Indeed, Case (10.1) is the only case in which |Γn| increases from |Γn−1|.
11. Additional lemmas about the algorithm
Lemma 11.1. For any n > n0,
pin−1(Γn+1) = pin−1(Γn).
Proof. This follows immediately from Claim 10.5 and the following simple observation: If two edges en and fn
in Xn share the same endpoints, then pin−1(en) = pin−1(fn). 
Lemma 11.2. Let en be a bad edge of Γn, and let ` ≥ n. Then en ⊂ pin(Γ`).
Proof. We induct on `−n. If ` = n+ 1, the conclusion of the lemma follows from Claim 10.5. If ` > n+ 1, then
by Lemma 11.1 and the inductive hypothesis,
pin(Γ`) = pinpi`−2Γ` = pinpi`−2Γ`−1 = pinΓ`−1 ⊃ en.

Lemma 11.3. Let n0 ≤ i < n and let en and e′n be edges in Γn ⊂ Xn such that pii(en) = pii(e′n).
Suppose that, for each i ≤ k < n, the edge ek ⊂ Xk containing pik(en) has βE(Q(ek)) < , and that the same
holds for e′n.
Then en = e
′
n.
Proof. We prove this by induction on n− i. Suppose first that n = i+ 1, so that pin−1(e′n) = pin−1(en) ⊂ en−1.
Note that, by assumption, βE(Q(en−1)) < .
If pin−2(en−1) lies in an edge en−2 with βE(Q(en−2)) ≥ , then en−1 ⊂ Γn−1 and en = e′n, as then en−1 would
have been lifted in a one-to-one way in 10.2.
Otherwise, by (I) and (III) we have that there is a unique edge fn−1 in Γn−1 with the same endpoints as en−1,
and therefore having βE(Q(fn−1)) < . Thus, both edges en and e′n must have been added to Γn by applying
the algorithm of 10.3 to the monotone component of fn, and so we must have en = e
′
n.
Now suppose that n > i+ 1. Let en−1 and e′n−1 be edges of Xn−1 containing pin−1(en) and pin−1(e
′
n), respec-
tively. Then there are edges fn−1 and f ′n−1 of Γn−1 sharing both endpoints with en−1 and e
′
n−1, respectively.
Then fn−1 and f ′n−1 have the same property as en and e
′
n in Γn−1. Therefore, by induction, fn−1 = f
′
n−1, and
so en−1 and e′n−1 share both endpoints.
Since n > i+ 1, the assumptions imply that en and e
′
n must have been added to Γn in case 10.3, applied to
the component containing fn−1. It follows that en = e′n.

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Lemma 11.4. Let en be an edge of Γn. Suppose there is a point x ∈ E such that
dist(pin(x), en ∩ pi−10 (pi0(x))) < m−n.
Let en−1 be the edge of Xn−1 containing pin−1(en), and suppose that βE(Q(en−1)) < . Then one of the following
possibilities must occur:
(i) en−1 is a bad edge of Γn−1, and pin−1(en) contains an endpoint of en−1.
(ii) en−1 is an edge of Γn−1 of the type in 10.2.
(iii) en−1 shares both endpoints with a good edge fn−1 of Γn−1, and en ⊂ pin(L), where L is the optimal
monotone geodesic of Q(fn−1)
(iv) en−1 shares both endpoints with a good edge fn−1 of Γn−1, and en ⊂ pin(L) ∪ pin(L′), where L,L′ are the
optimal monotone geodesics for good edges in Γn−1 within two edges of fn−1; furthermore, in this case,
pin+2(L ∪ L′) is connected.
(v) en−1 is a good edge of Γn−1, and pin−1(en) contains either a(en−1) or b(en−1), and there is a bad edge fn−1
of Γn−1 adjacent to en−1 with βE(Q(fn−1)) < .
Proof. By (I), en−1 must either be a bad edge inside Γn−1 or share both endpoints with a good edge of Γn−1.
If en−1 is a bad edge of Γn−1, then pin−1(en) must contain an endpoint of en−1, and so (i) holds. Indeed,
suppose not. There is a point x ∈ E with pi0(x) ∈ pi0(en) ⊂ pi0(en−1) such that
dist(pin−1(x), en−1 ∩ pi−10 (pi0(x))) ≤ dist(pin(x), en ∩ pi−10 (pi0(x))) < m−n.
If pin−1(en) does not contain an endpoint of en−1, then pin−1(x) must be in pin−1(en) ⊂ en−1, therefore within
(1− 2A)m−(n−1) of both endpoints of en−1, and this violates the assumption that en−1 is bad.
Now suppose that en−1 shares both endpoints with a good edge fn−1 of Γn−1. Suppose that none of (ii), (iii),
or (iv) hold. In that case, by (I) and the algorithm of 10.3, we must have that en−1 = fn−1 and that pin−1(en)
projects to the “left” of a(en−1) or to the “right” of b(en−1). In either case, the adjacent edge in that direction
must be a bad edge of Γn−1 (otherwise we would be in either case (iii) or (iv)), and pin−1(en) must contain either
a(en−1) or b(en−1) by the definition of these points. In other words, (v) holds.
The fact that, if (iv) holds, then pin+2(L∪L′) is connected follows from the same argument as in Claim 10.4,
equation (10.2). 
12. Connectability
In this section, we prove that we can make the sets Γn ⊂ Xn that we constructed in Section 10 into connected
sets, by adding suitable connections with controlled length. The length of such an added connection may be
controlled in one of two ways: either by diam(Q) for some Q ∈ Q with βE(Q) ≥ , or by some fraction of the
length of Γn itself. Of course, we must be careful to show that there is no overcounting.
It will be convenient to introduce the notion of an N -overlapping collection of subsets: A collection T of
subsets of some Xn is called N -overlapping, for some constant N , if no point of Xn is contained in more than
N elements of T .
The remainder of this section is devoted to the proof of of the following lemma.
Lemma 12.1. There are constants Nη,∆, Cη,∆, and CX , such that for each n ≥ n0, there are
• two finite collections C1n and C2n consisting of simplicial geodesic arcs C : [0, 1]→ Xn,
• an Nη-overlapping collection Tn of subsets of Γn that are each disjoint from pin(E),
• and maps c1n : C1n → Tn and c2n : C2n → Q,
with the property that Γn ∪
⋃
C∈C1n∪C2n C is connected,
(12.1)
∑
C∈C1n,c1(C)=T
|C| ≤ Cη,∆m−1|T |
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for each T ∈ Tn, and
(12.2)
∑
C∈C2n,c2(C)=Q
|C| ≤ CXdiam(Q)
for each Q ∈ Q.
Furthermore, we have
(12.3) βE(c
2
n(C)) ≥ 
for each n ≥ 0 and each C ∈ C2n.
For a curve C in C1 or C2, we freely identify the parametrized curve C : [0, 1]→ Xn with its image C([0, 1]).
Such an arc C has two endpoints, namely C(0) and C(1), which are vertices of Xn.
The entirety of this section is devoted to the proof of Lemma 12.1. The proof is by induction on n. For
n = n0, the set Γn0 is simply the edge en0 and thus connected, so we set C1n0 = C2n0 = ∅.
Suppose now that C1n and C2n have been constructed. We now construct C1n+1 and C2n+1. To do so, we consider
only cases where a connected component in Γn may “break” when lifted to Γn+1 by the algorithm of Section
10. This may happen at any vertex of Vn (which was defined in (10.1)), or it may happen while applying the
algorithm of 10.3 within a monotone component Pn of Γn.
First, consider all vertices vn ∈ Vn of Γn, where Vn was defined in 10.3. Let i ≤ n be the largest natural
number such that pii(vn) lies in an edge ei of Xi with βE(Q(ei)) ≥ . Then in Γn+1, add connections C2n+1 to
C2n+1 between all lifts of vn lying in Γn+1. Set c2n+1(C2n+1) = Q(ei) for each of these connections. Observe that
the total length of these connections for each vn is at most CXm
−n.
Now consider any monotone component Pn of Γn as in Case 10.3. Let v
′
n be a vertex of level n + 1 in Pn
which has two different “lifts” vn+1 and wn+1 in V (Γn+1). (We have already argued in Claim 10.4 that this
cannot occur if v′n is a vertex of level n+ 2.)
In other words, in the language of 10.3, the monotone set pin+1(L(Pn)) contains two different vertices above
pi0(v
′
n), namely vn+1 and wn+1.
We need to join vn+1 and wn+1 by adding a connection to C1n+1 or C2n+1. To do so, we need to examine the
various cases in which this “break” could have occurred. Observe that dXn+1(vn+1, wn+1) ≤ Cηm−n, as both
project onto v′n or an adjacent edge by (I). Furthermore, since vn+1 and wn+1 are distinct vertices of Xn+1 and
have the same projection to X0, it must be that dXn+1(vn+1, wn+1) ≥ 2m−(n+1).
(Case A) The point v′n is equal to a(e
i
n) for some good edge e
i
n of Pn such that e
i−1
n is in Pn and is bad. (Or,
similarly, v′n is equal to b(e
i
n) for some good edge e
i
n of Pn such that e
i+1
n is in Pn and is bad. We just handle
the first possibility, since the second is identical.)
We first claim that a neighborhood of v′n in Pn cannot be part of pin(L ∩ Q(en−1)) where L is the optimal
geodesic for Q(en−1), for some good edge en−1 of Γn−1. Indeed, suppose it were. Then to the left of v′n, L(Pn)
would be equal to L, and to the right of v′n, L(Pn) would be equal to the optimal geodesic for Q(e
i
n), Q(e
i+1
n ),
or Q(ei+2n ). In particular, by a similar argument as in (10.2) the size of the “gap” at v
′
n between these two
geodesics, and hence between vn+1 and wn+1 is at most
(12.4) (4Am−n +
1
2
m−(n+1)) + (4Am−(n−1) +
1
2
m−(n+1)) < 2m−(n+1),
contradicting our assumption that vn+1 6= wn+1.
Therefore, as in the proof of Claim 10.5, it must be that pin−1(v′n) is in Γn−1. Let en be an edge of Pn
containing v′n such that
(12.5) dist(en, pi
−1
0 (pi0(x))) < m
−n
for some x ∈ E, which must exist as v′n is a special vertex on Pn.
Consider pin−1(en), which must be in an edge of Γn−1 by Claim 10.5.
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(Case A1) Suppose first that the edge of Γn−1 containing pin−1(en) is an edge as in 10.2. Then there is an
edge en−2 in Γn−2 with βE(Q(en−2)) ≥ . We add a connection Cn+1 to C2n+1 connecting vn+1 and wn+1, with
|Cn+1| ≤ Cηm−n. We then set c2n+1(Cn+1)) = Q(en−2).
(Case A2) Suppose now that the edge of Γn−1 containing pin−1(en) is not an edge as in 10.2, and is therefore
in a monotone component Pn−1 as in 10.3. It follows from the discussion leading to (12.4) above that this edge
of Γn−1 is either bad itself, or adjacent to a bad edge of Pn−1.
In either case, there is a bad edge en−1 in Γn−1 within distancem−(n−1) from pin−1(v′n) that has βE(Q(en−1)) <
. Therefore, there is an arc In−1 ⊂ en−1 such that |In−1| = m−(n−1)/10 and
m−(n−1)/10 ≤ dist(In−1, pin−1(E)) ≤ 2m−(n−1).
That arc lifts to a (possibly not connected) set Tn+1 in Γn+1, by Lemma 11.2.
We add Tn+1 to Tn+1. We also add a connection Cn+1 to C1n+1 that joins vn+1 to wn+1, and set c1(Cn+1) =
Tn+1. Note that |Cn+1| = Cηm−n ≤ Cηm−1|Tn+1|.
(Case B) The point v′n is not in [a(e
i
n), b(e
i
n)] or [b(e
i
n), a(e
i+1
n )] for any good edges e
i
n, e
i+1
n in Pn ⊂ Γn.
In other words, in a neighborhood of v′n we are lifting according to L(Pn−1), where Pn−1 is a monotone
component of Γn−1, and pin+1(L(Pn−1)) “breaks” at this point.
Let j ≥ 1 be the smallest integer such that pin−j(v′n) is in [a(ein−j), b(ein−j)] or [b(ein−j), a(ei+1n−j)] for some
good edge or edges ein−j and e
i+1
n−j in Γn−j (or, if j = 1, an edge that shares both endpoints with such a good
edge). Note that this must have occured for some j ≥ 1, otherwise there could be no break here when lifting at
v′n.
If j = 1, then it must be that pin−1(v′n) is either a(e
i
n−1) or b(e
i
n−1) for a good edge e
i
n−1. Suppose the former;
the latter case is identical. In that case, it must be that ei−1n−1 is bad in Γn−1, otherwise there would be no break.
(Indeed, similar to (10.2), we would have a gap of size at most
2
(
1
2
m−(n+1) + 4Am−(n−1)
)
< 2m−(n+1),
and so v′n would have a unique lift in Xn+1.) Therefore if j = 1, e
i−1
n−1 must be a bad edge. We then run the exact
same argument as in Case A2, adding the lift Tn+1 of an arc In−1 ⊂ Γn−1 to Tn+1, and defining a connection
Cn+1 ∈ C1n+1 between the two lifts of v′n with c1n+1(Cn+1) = Tn+1.
If j > 1, we look at scale n− j + 1. By definition of j, pin−j(v′n) lies in a good edge of Γn−j , but pin−j+1(v′n)
lies in or adjacent to an edge en−j+1 of Γn−j+1 which is bad and has βE(Q(en−j+1)) < . There is therefore an
arc In−j+1 ⊂ en−j+1 such that |In−j+1| = mn−j+1/10 and
dist(In−j+1, pin−j+1(E)) ≥ m−(n−j+1)/10.
Furthermore, since pin−j(en) is in or adjacent to a good edge, we must have that
dist(In−j+1, pin−j+1(E)) ≤ Cηmm−(n−j+1).
We lift this arc to a (possibly disconnected) set Tn+1 in Γn+1, add Tn+1 to Tn+1, and define a connection
Cn+1 ∈ C1n+1 between vn+1 and wn+1 with c1(Cn+1) = Tn+1 and |Cn+1| ≤ Cηm−n.
Observe also that in Case (B), it must be that, for each n − j ≤ k < n, pik(v′n) is not contained in an edge
ek with βE(Q(ek)) ≥ . Indeed, if it were, then a neighborhood of v′n would simply be lifted according to a
connected component of S(ek), as a connected set, and there would be no break here.
Finally, we also add to C1n+1, C2n+1, and Tn+1 appropriate “lifts” of the elements of Cin and Tn. Namely, by
Lemma 11.2, each element Tn of Tn has a corresponding (not necessarily connected) lift to Γn+1, of the same
length. Add that lift to Tn+1.
For every Cn ∈ C1n such that cn(Cn) = Tn, the vertices Cn(0) and Cn(1) lift (possibly non-uniquely) to vertices
in Γn+1. Choose a lift of each endpoint of Cn in Γn+1, and add a geodesic arc Cn+1 to C1n+1 joining those two
lifts. Each new connection Cn+1 defined in this way is longer than the corresponding Cn by at most Cηm
−n.
We then set c1n+1(Cn+1) to be the lift of Tn.
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For each Cn ∈ C2n, we similarly add an arc Cn+1 to C2n+1 whose endpoints are any lifts in Γn+1 of those of
Cn, and we set c
2
n+1(Cn+1) = c
2
n(Cn) ∈ Q.
Note that if a connection Cn+1 was originally added to C2n+1 or C2n+1 by one of the above cases, then the
length of any of its lifts to higher scales in this way is bounded by Cηm
−n.
This completes the definition of the collections Tn+1, C1n+1, C2n+1 and the maps c1n+1 and c2n+1. We now must
verify the properties in Lemma 12, for each n ≥ n0.
The fact that
Γn+1 ∪
⋃
C∈C1n+1∪C2n+1
C
is connected follows by induction. Indeed, the only way that it could fail to be connected is if
• a vertex vn ∈ Vn lifts to two different vertices in Γn+1 (which can happen in Cases 10.1 or 10.3 of the
lifting algorithm), or
• for some monotone component Pn ⊂ Γn, pin+1(L(Pn)) is not connected
and in both of these cases we have added connections between the relevant lifts.
Now we show the other properties stated in the lemma.
Claim 12.2. The collection Tn is Nη-overlapping, for a constant Nη that is bounded above in terms of η.
Proof. We will show that each point of Γn is contained in at most Nη = 1 + log(20Cηm)/ log(m) elements of Tn.
The constant Nη is bounded above in terms of η, by 2 +
log(20Cη)
log(2) .
Suppose T and T ′ are in Tn and distinct and intersect. Then T and T ′ are lifts of arcs Ii ⊂ Γi ⊂ Xi and
Ii′ ⊂ Γi′ ⊂ Xi′ , for some i, i′ < n, as above.
Note first that we must have i 6= i′: distinct arcs formed in Xi are disjoint, as they are subsets of different
edges.
Now, by construction, we have that
m−i/10 ≤ dist(T, pin(E)) ≤ (Cηm)m−i and m−i/10 ≤ diam(T ) ≤ (Cηm)m−i,
and the analogous statement holds for T ′ and i′.
It follows that
|i− i′| ≤ 1 + log(20Cη)/ log(m) = Nη.
Thus, each x ∈ Xn can be contained in at most Nη different elements T ∈ Tn. 
Claim 12.3. For each n ≥ n0 and each T ∈ Tn,∑
C∈C1n,c1n(C)=T
|T | ≤ Cη,∆m−1|T |.
In other words, the collection C1n and the map c1n satisfy (12.1).
Proof. Fix n ≥ n0 and T ∈ Tn. By construction, T is a lift of an arc I in ei ⊂ Γi ⊂ Xi, for some i < n.
Let Cn ∈ C1n have c1n(Cn) = T . The connection Cn is a lift of a connection C`+1 ∈ C1`+1, for some ` < n,
which was added in either Case A2 or Case B above.
Suppose the connection C`+1 was added to C1`+1 in Case A2. In other words, C`+1 connects two different lifts
of a point v′` in a monotone component P` ⊂ Γ` . Since we are in Case A2, i = `− 1 and T is defined as a lift of
a sub-arc I of a bad edge e`−1 in Γ`−1. Let e` be the edge of P` ⊂ Γ` associated to the point v′` as in (12.5).
If e` projects into a bad edge e`−1 of Γ`−1, then pi`−1(e`) must contain the endpoint of e`−1, by Lemma 11.4.
Observe that since e` is contained in a monotone component as in 10.3, it must be that pi`−1(e`) is not
contained in an edge with β ≥ . Therefore, Lemma 11.3 applies: By Lemma 11.3, there are at most 2 such
edges e` (one for each endpoint of e`−1), each of which can contain at most 2 break points v′`. Therefore in this
case, the arc in e`−1 is used at most 4 times.
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If e` projects into a good edge of X`−1, then by Lemma 11.4, f`−1 is in Γ`−1. Furthermore, by Lemma 11.4,
e` must both contain and project to the left of a(f`−1), and f`−1 is preceded by a bad edge e`−1 in a monotone
component of Γ`−1. (Or similarly with b(f`−1) on the other side.) The set T is then be defined as a lift of an
arc in e`−1.
Thus, by Lemma 11.3, there are at most 2 such edges e`, each of which can contain at most 2 break points
like v′` for which we need a connection. Therefore in this case, the arc e`−1 is used at most 4 times.
Therefore, if T was originally defined in Case A2, there are at most 8 connections that can use it, each of
which have length at most Cηm
−` ≤ Cηm−1|T |. This completes the argument for Case A2.
Now suppose that T was originally defined in Case B in a scale `. Let j ≥ 1 be the integer defined in Case
B above. If j = 1, we can argue as in Case A2 of this lemma to show that T is equal to c`1(C) for at most 8
different C ∈ C1` .
Otherwise suppose that T was originally defined at a scale ` with j > 1, as a lift of an arc in e`−j+1 ⊂ Γ`−j+1.
If n ≥ ` and C ∈ C1n is a lift of a connection added originally to C1`+1, then the only way that c1n(C) can be T is
if there is a break point of level ≤ ` − j + 1 within one edge of e`−j+1 that both endpoints of C project onto,
and furthermore, the edges containing the endpoints of C do not project into any edge ek with βE(Q(ek)) ≥ 
for ` − j + 1 ≤ k < `. Since there can be at most 6∆ such break points near e`−j+1, it follows by Lemma 11.3
that there can be at most 12∆2 such C ∈ C1n with c1n(C) = T .
Therefore, if T was originally defined in Case B, there are at most 12∆2 + 8 connections that can use it, each
of which have length at most Cηm
−1|T |. This completes the argument for Case B. 
Claim 12.4. For each n ≥ n0 and each Q ∈ Q,
∑
C∈C2n,c2n(C)=Q
H1(C) ≤ CXdiam(Q).
Furthermore, if Q ∈ c2n(C2n), then βE(Q) ≥ .
In other words, the collection C2n and the map c2n satisfy (12.2) and (12.3).
Proof. There are two ways that a cube Q = Q(ei) ∈ Q (where ei is an edge of Xi) can be in c2n(C2n) for some
n ≥ i ≥ n0.
One way is by the argument given in Case A1 of Lemma 12.1. This can occur at most CX times for each
Q, since it is used to initially define connections at scale n = i + 2 that project into ei, of which there are a
controlled number. Each such connection has length bounded by Cηm
−i ≤ CXdiam(Q).
The other way that a cube Q = Q(ei) ∈ Q can be in c2n(C2n) for some n ≥ i ≥ n0 is by the argument at the
beginning of Lemma 12.1. Let Q = Q(ei) ∈ Q, where ei is an edge of Xi. Recall the definition of Vn ⊂ V (Γn)
from 10.3. A connection C2n ∈ C2n of this type having c2n(C2n) = Q connects two vertices vn and wn of Vn with
the property that i is the largest natural number j such that pij(vn) lies in an edge ej of Xj with βE(Q(ej)) ≥ .
It follows from Lemma 11.3 that there are at most CX such pairs of vertices in Γn and therefore at most CX
elements of C2n that map to Q(ei) under c2n.
Finally, the fact that if Q ∈ c2n(C2n), then βE(Q) ≥  is clear from the construction. 
This completes the proof of Lemma 12.1.
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13. Sub-convergence to a rectifiable curve
Observe that the construction in Section 10 and Lemma 12.1 now imply the following bound on lengths:
|Γn ∪
⋃
C1∈C1n
C1 ∪
⋃
C2∈C2n
C2| ≤ m−n0 + CX
∑
Q∈Q,βE(Q)≥
diam(Q) +
∑
C1n
|C1|+
∑
C2n
|C2|
≤ m−n0 + CX
∑
Q∈Q,βE(Q)≥
diam(Q) +
∑
T∈Tn
∑
c1n(C
1)=T
|C1|+
∑
Q∈Q,βE(Q)≥
∑
c2n(C
2)=Q
|C2|
≤ m−n0 + CX
∑
Q∈Q,βE(Q)≥
diam(Q) +
∑
T∈Tn
Cηm
−1|T |+
∑
Q∈Q,βE(Q)≥
CXdiam(Q)
≤ m−n0 + CX
∑
Q∈Q,βE(Q)≥
diam(Q) + Cηm
−1Nη,∆|Γn|
≤ m−n0 + CX
∑
Q∈Q,βE(Q)≥
diam(Q) +
1
100
|Γn|.
In the last inequality above, we have used the assumption in (8.1) that m is large depending on η and ∆.
Hence
|Γn ∪
⋃
C1∈C1n
C1 ∪
⋃
C2∈C2n
C2| ≤ 2m−n0 + CX
∑
Q∈Q,βE(Q)≥
diam(Q).
It follows that a subsequence of the sequence of continuaΓn ∪ ⋃
C1∈C1n
C1 ∪
⋃
C2∈C2n
C2

converges (in the Gromov-Hausdorff sense) to a continuum Γ in X. From standard results about Hausdorff
convergence of connected sets (see, e.g., [11], Theorem 5.1), the limit Γ is a compact connected set whose length
satisfies
|Γ| ≤ 2m−n0 + CX
∑
Q∈Q,βE(Q)≥
diam(Q).
(Note that to obtain this conclusion, we may consider the Gromov-Hausdorff convergence of {Xn} to {X} as
occuring as true Hausdorff convergence in some ambient compact metric space Z.)
14. Decomposition of the complement and proof of Proposition 9.1
We now complete the proof of Proposition 9.1.
Fix our compact set E ⊂ X as in Proposition 9.1. Apply the algorithm of Sections 10 and 12 to obtain
(disconnected) sets Γn ⊂ Xn as well as a continuum Γ ⊂ X (as in Section 13).
Let
QΓ = {Q ∈ Q : Q = Q(en), en ⊂ Γn, βE(Q) ≥ }.
Property (i) of Proposition 9.1 is then clear as above; the only cubes Q appearing in the sum are those in
QΓ. Property (ii) follows using Lemma 11.1 and the fact that pin0(Γn0+1) = en0 . Property (iii) holds for similar
reasons: if Q(en) ∈ QΓ, then en ⊂ Γn and hence by Lemma 11.1 pin0(en) ⊂ en0 .
We now write E \ Γ as a union of sets E(en) (n ≥ n0 + 2, en an edge of Xn) in the following way:
For each n ≥ n0, let En be the collection of all edges en in Xn such that pin0(en) ⊂ en0 and having the
following property:
dist(pin(x),Γn ∩ pi−10 (pi0(x))) ≥ m−n
for some x ∈ E ∩ pi−1n (en). Observe that, by construction, En0 and En0+1 are both empty. Furthermore, since Γ
contains a sub-sequential limit of the compacta Γn, each point of E \ Γ is contained in some E(en).
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Let Gn ⊂ En be the set of all edges en ∈ En such that pi`(en) is not contained in an edge of E` for any ` < n.
For each edge en ∈ Gn, let E(en) = E ∩ pi−1n (en). (Otherwise set E(en) = ∅.) The union of all the sets
{E(en)}n≥n0+2,en∈Gn contains E \ Γ. Indeed, if x ∈ E \ Γ, then pin(x) must be contained in an edge of En for
some n, and therefore in an edge of Gn for some n.
Observe that if en ∈ Gn, then pin0(en) ⊆ en0 , simply because en contains points of pin(E) and pin0(E) ⊂ en0 .
The rest of property (iv) is proven in the following claim:
Claim 14.1. If Q(e`) ∈ QΓ, n ≤ `, and en ∈ Gn, then pin(e`) 6⊆ en.
Proof. If Q(e`) ∈ QΓ, then e` ⊂ Γ` for some ` ≥ n. Suppose that pin(e`) ⊆ en, where en ∈ Gn. It follows from
the property (I) of the sets {Γi} (from Section 10) that there is an edge fn ⊂ Γn with the same endpoints as en.
But then this violates the assumption that en ∈ Gn ⊂ En, because by assumption, pin(E) does not contain the
midpoint of en, and therefore every point xn of pin(E) ∩ en satisfies
dist(xn,Γn ∩ pi−10 (pi0(xn))) < dist(xn, fn ∩ pi−10 (pi0(xn))) < m−n.

Property (v) of Proposition 9.1 is immediate from the definition of Gn. To see property (vi), note that if
en ⊂ Gn and x ∈ E(en), then dist(pin−1(x),Γn−1) ≤ m−(n−1). Property (I) and Lemma 11.1 then imply that
pin−1(Γ) contains a point within distance 2m−(n−1) of x, and so (vi) follows from Lemma 2.2.
It remains only to verify property (vii) of Proposition 9.1. To do so, we do using the following claim.
Claim 14.2. Fix n ≥ n0 and en ∈ Gn. At least one of the following two options must hold:
(a) We have n ≥ n0 + 3 and there is a bad edge gn−3 in Γn−3 with βE(Q(gn−3)) <  such that
dist(pin−3(en), fn−3) ≤ mn−3.
(b) For some 0 ≤ ` ≤ 5, there exists Q ∈ Qn−` with βE(Q) ≥  such that E(en) ⊆ Q.
Furthermore, at most C∆m edges of Gn that fall into case (a) are associated to each such edge fn−3 in Γn−3.
Proof. First, we observe that if en ∈ Gn and n ≤ n0 + 2, then βE(Q(en0)) ≥  and therefore (b) holds. Indeed,
if n ≤ n0 + 2 and βE(Q(en0)) < , then it is clear from the construction that
dist(pin(x),Γn ∩ pi−10 (pi0(x))) ≤ 2Am−n0 < m−n/2,
and therefore that Gn is empty.
So we now suppose that en ∈ Gn, that n ≥ n0 + 3, and that (b) does not hold. Let en−1 contain pin−1(en).
By definition of Gn, it must be that en−1 shares at least one vertex with an edge fn−1 of Γn−1 such that
pi0(fn−1) = pi0(en−1). (It may be that fn−1 = en−1.) In addition, the fact that en ∈ Gn implies that fn−1 can
be chosen to satisfy the hypotheses of Lemma 11.4 (at scale n− 1).
Note that βE(Q(fn−1)) <  by our assumption that (b) does not hold. Thus, since Q(fn−1) contains en−1,
there are at most ∆m edges en ∈ Gn associated to fn−1 in this way. (All of these edges must either be in or
adjacent to a single monotone geodesic in Xn.)
Let fn−2 be the edge of Xn−2 containing pin−2(fn−1). Consider the possibilities for fn−2 outlined in Lemma
11.4. By a similar argument as given in the first paragraph of this lemma (using  < 2Am−10), it must be that
either fn−2 is a bad edge of Γn−2 or is adjacent to a bad edge of Γn−2, and furthermore there are at most 4
locations on fn−2 into which fn−1 could project. In addition, fn−2 satisfies the conditions of Lemma 11.4 (at
scale n− 2).
Similarly, the edge fn−3 of Xn−3 containing pin−3(fn−2) is either a bad edge of Γn−3 or is adjacent to a bad
edge of Γn−3, and furthermore there are at most 4 locations on fn−3 (or an edge sharing the same endpoints)
into which fn−2 could project.
There are therefore at most 16 locations on fn−3 (or an edge sharing the same endpoints) into which fn−1
could project. Because of our assumption that (b) does not hold, Lemma 11.3 implies that there are therefore
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at most 16 edges fn−1 as above that can project into fn−3. Therefore there are at most 16∆m possible edges
en ∈ Gn associated to the bad edge fn−3.
Let gn−3 be the bad edge of Γn−3 which is either equal to or adjacent to fn−3. Since gn−3 may be adjacent
to up to 2∆ other edges like fn−3, there are at most 32∆2m edges en ∈ Gn associated to gn−3 in this way. This
completes the proof. 
Property (vii) is now proven as follows: Fix any N ≥ n0. In each edge gn−3 (n ≤ N) used in option (a) of
Claim 14.2, form an arc I with
m−n+3/10 ≤ |I| ≤ m−(n+3)
that lifts (by Lemma 10.5) to a set T in ΓN . As in Cases A2 and B of Section 12, these sets can be chosen to
be Nη-overlapping. Observe also that each Q ∈ Q with βE(Q) ≥  can contain at most CX different sets E(en),
as in the second option in Claim 14.2. Therefore, using Claim 14.2,
N∑
n=n0
∑
en∈Gn
|en| ≤
N∑
n=n0
∑
en∈Gn,(a)
|en|+
N∑
n=n0
∑
en∈Gn,(b)
|en|
≤ Cη,∆mm−3|ΓN |+ CX
∑
Q⊂QΓ,βE(Q)≥
diam(Q)
≤ Cη,∆mm−3|Γ|+ CX
∑
Q⊂QΓ,βE(Q)≥
diam(Q),
where the summation on the right side of the first line is broken based on which case of Claim 14.2 the edge en
falls into.
Letting N tend to infinity completes the proof of Proposition 9.1.
15. Proof of Theorem 1.6
Without loss of generality, we may assume that pin0(E) is contained in a single edge of Xn0 , where
m−(n0+1) < diam(E) ≤ m−n0 .
Indeed, suppose we can prove Theorem 1.6 in this case. For a general set E, pin0(E) is contained in a union of
at most ∆ edges of Xn0 . We can then apply Theorem 1.6 to each of the ∆ subsets of E projecting into each
edge, and then join each of those ∆ curves by connections of total length at most Cη,∆m
−n0 ≤ CXdiam(E),
using Lemma 2.1.
We will make one other convenient reduction: Without loss of generality, we can also assume that, for every
n ∈ N, pin(E) does not contain any vertex or any edge-midpoint of Xn. (Indeed, by standard arguments we can
assume that E is finite, and then perturb by arbitrarily small amounts to avoid such points.)
With the above assumptions in place, we can apply Proposition 9.1 to E to obtain a continuum Γ, a collection
QΓ, and a partition {E(en)} of E \ Γ. Arbitrarily label those E(en) in the partition which are non-empty by
E1, E2, . . . . (There are countably many, possibly finitely many, of these sets.)
Apply Proposition 9.1 to each Ei to generate a continuum Γi and a partition of Ei \ Γi into sets {Ei,j}j .
After k iterations of this process, we have constructed connected sets {Γα}, where each α is a string of integers
of length |α| < k, and E \ ∪αΓα is a union of disjoint sets {Eβ}, where each β is a string of integers of length
|β| = k whose first k − 1 integers forms a substring corresponding to some Γα. (We consider the original set E
as E∅ and the first curve Γ as Γ∅.)
By Proposition 9.1, each Γα corresponds to an edge enα ⊂ Xnα and satisfies
|Γα| ≤ 2m−nα +
∑
Q⊂QΓα ,βE(Q)≥
diam(B)
for some subcollection QΓα ⊂ Q.
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Claim 15.1. Let α and β be two distinct strings of integers such that Γα and Γβ are in our collection. Then
QΓα and QΓβ are disjoint subcollections of Q.
Proof. First suppose that neither α and β is a prefix of the other. Let γ denote the longest common initial
substring of α and β, so that
α = γiα′ and β = γjβ′
for integers i 6= j and strings α′, β′.
By our construction and property (v) of Proposition 9.1, this means that there are edges enγi and enγj (in
some Xnγi and Xnγj , respectively) such that neither enγi nor enγj project into the other and such that every
edge e with Q(e) ∈ QΓα projects into enγi and every edge e with Q(e) ∈ QΓβ projects into enγj . It then follows
that no Q(e) can be in both QΓα and QΓβ .
Now suppose that α is a prefix of β, i.e. that β = αiβ′ for some integer i and some (possibly empty) string
β′. Consider any Q = Q(e) ∈ QΓβ . Let enβ be the edge (in some graph Xnβ ) such that Eβ = E(enβ ) when
Proposition 9.1 was applied to the previous step. Then pinβ (e) ⊂ enβ , by property (iv) of Proposition 9.1.
Let enαi be the edge such that Eαi = E(enαi) when Proposition 9.1 was applied to Γα. By repeated applica-
tions of property (iv), we see that pinαi(enβ ) ⊂ enαi . Therefore
pinαi(e) ⊂ pinαi(enβ ) ⊂ enαi .
On the other hand, again by (iv), if Q(e) were in QΓα , then e could not project into enαi .
Therefore QΓβ and QΓα are disjoint.

Now for each string α 6= ∅, let Cα be a continuum of length at most 2m−(nα−1) = 2m|enα | joining Γα to Γβ ,
where β is the prefix of α. Such a continuum exists by (ii) and (vi).
Thus, given a fixed string β, we have, using properties (i) and (vii) of Proposition 9.1, that∑
i∈N
|Γβi ∪ Cβi| ≤
∑
i
2m−nβi + CX
∑
i
∑
Q∈QΓβi
diam(Q) +
∑
i
m|enβi |(15.1)
≤ CX
∑
i
∑
Q∈QΓβi
diam(Q) + CX
∑
Q∈QΓβ
diam(Q) + Cη,∆m
−1|Γβ |.(15.2)
Now let G0 = Γ∅. Inductively define a compact connected set Gk ⊂ X by
Gk = Gk−1 ∪
⋃
|α|=k
(Γα ∪ Cα).
It follows from (15.2) and our choice of m that (treating G−1 = ∅),
|Gk+1 \Gk| ≤ CX
∑
|β|=k
∑
Q∈QΓβ ,βE(Q)≥
diam(Q) +
∑
|α|=k+1
∑
Q∈QΓα ,βE(Q)≥
diam(Q)
+ 1
100
|Gk \Gk−1|.
From this, Proposition 9.1 (i), and Claim 15.1, it follows that
|Gk| ≤ CX
diam(E) + ∑
B⊂B,βE(B)≥
diam(B)

for all k.
Now, from standard results about Hausdorff convergence of connected sets (see, e.g., [11], Theorem 5.1), there
is a subsequence of {Gk} that converges in the Hausdorff sense to a compact connected set G ⊂ X whose length
is bounded as in Theorem 1.6.
It follows from Proposition 9.1 (the fact that n ≥ n0 + 2, (iv) and (vi)) that, for each k ≥ 1, E is contained
in the Cηm
−n0−k-neighborhood of Gk. Hence, G contains E.
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