In this paper, we present a coding framework derived from a communication-theoretic view of a DSM bus to jointly address power, delay, and reliability. In this framework, the data is first passed through a nonlinear source coder that reduces self and coupling transition activity and imposes a constraint on the peak coupling transitions on the bus. Next, a linear error control coder adds redundancy to enable error detection and correction. The framework is employed to efficiently combine existing codes and to derive novel codes that span a wide range of trade-offs between bus delay, codec latency, power, area, and reliability. Simulation results, for a 1-cm 32-bit bus in a 0.18-µm CMOS technology, show that 31% reduction in energy and 62% reduction in energy-delay product are achievable.
INTRODUCTION
With shrinking of feature sizes, increasing die sizes, scaling of supply voltage, increasing interconnect density, and faster clock rates, global system-on-chip buses are suffering from large propagation delay due to capacitive crosstalk [3, 10, 12, 13] , high power consumption due to both parasitic and coupling capacitance [5, 10, 15] and increased susceptibility to errors due to DSM noise [4, 9] . Coding schemes have been proposed to alleviate these problems.
In on-chip buses, low-power codes (LPC) were first employed to reduce transition activity resulting in low-power buses [8, 11] . However, these schemes ignored coupling capacitances that are significant in DSM buses. Codes that reduce both self and coupling transitions were then proposed [5, 10, 15] . The increased coupling capacitance also leads to increase in the delay due to capacitive crosstalk. Crosstalk avoidance codes (CAC) that reduce the delay by forbidding certain transitions causing crosstalk were recently proposed [3, 10, 12] . Though crosstalk between adjacent wires is adPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. DAC'04, June 7-11, 2004 dressed by CAC, other forms of DSM noise such as power grid fluctuations, crosstalk from non-bus wires, electromagnetic interference makes buses susceptible to errors. Further, the use of low-swing signaling aggravates the reliability problem. Error control coding (ECC) was proposed in [4] as a way to achieve energy efficiency in I/O signaling in the presence of DSM noise. This idea was extended to on-chip buses in [1] .
Though, solutions not based on coding do exist for crosstalk prevention [13] and power reduction [10, 14] , they are usually technology-and implementation-dependent. Coding provides an elegant alternative that is technology-independent. Further, coding can provide a common framework for jointly optimizing bus design for energy efficiency, speed, and reliability.
In this paper, we derive such a framework by viewing the DSM bus as a noisy communication channel. A generic coding system for DSM buses is shown in Figure 1 . In [8] , a source coder is employed to reduce self transition activity in buses. For closely coupled DSM buses, we can envisage the use of a source coder to not only reduce transition activity but also reduce average and/or peak coupling transitions. The reduction of average coupling transitions reduces power dissipation and reduction of peak coupling transitions reduces crosstalk delay. Further, we can employ a error control scheme to combat errors that arise due to DSM noise.
We can employ this generic system to design optimum codes that achieve the best possible performance for a given amount of redundancy (additional wires in our case) following either graph-theoretic [7, 12] or information-theoretic approaches [4, 10] . However, such approaches provide us with bounds on the achievable results and are not, in general, useful for designing practical schemes. The focus of this paper is to build a framework through which practical codes can be derived. Therefore, we construct a unified 8.5 framework based on the generic system but using the component codes that are known to be implementable. Such a framework is shown in Figure 2 . We employ the framework to derive a wide variety of practical joint codes that represent a whole range of trade-offs between delay, power, area, and reliability.
BACKGROUND
In this section, we present an overview of the existing coding schemes and define our notation and terminology.
Low-Power Coding (LPC)
We refer to codes that reduce the average transition activity as low-power codes. A simple but effective scheme for general purpose data buses is bus-invert coding [11] . The effectiveness of bus-invert coding decreases with increase in the bus width. Therefore, for wide buses, the bus is partitioned into several sub-buses each with its own invert bit. In this paper, we denote bus-invert codes as BI(i), where i is the number of invert bits.
Codes that reduce coupling transition activity have been proposed for DSM buses with significant coupling capacitance [5, 10, 15] . However, these codes are complex and require significant overhead.
Note that bus-invert coding is nonlinear. It has been shown in [10] that linear codes do not reduce transition activity.
Crosstalk Avoidance Coding (CAC)
The delay of a line in the bus depends on the transitions on the line and lines adjacent to it. The worst-case delay of a line is (1+4λ)τ l , where τ l is the delay of the line without any coupling and λ is the ratio of coupling capacitance to bulk capacitance [10] . The purpose of the crosstalk avoidance coding is to limit the worst-case delay to (1 + 2λ)τ l .
Crosstalk avoidance codes proposed in [12] reduce the worst-case delay by ensuring that a transition from one codeword to another codeword does not cause adjacent wires to transition in opposite directions. We refer to this condition as forbidden transition condition. Shielding the wires of a bus by inserting grounded wires between adjacent wires is the simplest way to satisfy this condition. A forbidden transition code (FTC) that requires less wires that shielding has been proposed in [12] . It can be shown that there is no linear code that satisfies the forbidden transition condition while requiring less wires than shielding.
The worst-case delay can also be reduced by avoiding bit patterns "010" and "101" from every codeword [3] . We refer to this condition as forbidden pattern condition. The simplest method to satisfy the forbidden pattern condition is to duplicate every data wire. Further, it can be shown that there is no linear forbidden pattern code (FPC) that satisfies the forbidden pattern condition while requiring less wires than duplication.
Error Control Coding (ECC)
Error control is possible if the Hamming distance between any two codewords in the codebook is greater than one [2] . If the minimum Hamming distance between any two code words is two, then all single errors appearing on the bus can be detected. If the minimum Hamming distance is three, then all single errors can be corrected. Error detection is simpler to implement than error correction but requires retransmission of the data when an error occurs.
In this paper, we focus on linear and systematic error correcting codes. In systematic codes, a few redundant bits are added to the input bits, which are unchanged, to generate the codeword. Hamming codes [2] are an example of linear systematic error correcting codes.
A UNIFIED CODING FRAMEWORK
The schemes LPC, CAC, and ECC can be combined into a system as shown in Figure 1 if the following conditions, derived based on the properties of the codes described in Section 2, are satisfied.
1. CAC needs to be the outermost code as, in general, it involves nonlinear and disruptive mapping from data to codeword.
2. LPC can follow CAC as long as LPC does not destroy the peak coupling transition constraint of CAC.
3. The additional information bits generated by LPC need to encoded through a linear CAC to ensure that they do not suffer from crosstalk delay.
4. ECC needs to be systematic to ensure that the reduction in transition activity and the peak coupling transition constraint are maintained.
5. The additional parity bits generated by ECC need to be encoded through a linear CAC to ensure that they do not suffer from crosstalk delay.
A framework satisfying the above conditions is shown in Figure 2 . LXC1 and LXC2 are linear crosstalk avoidance codes based on either shielding or duplication. Nonlinear CACs can not be used because error correction has to be done prior to any other decoding at the receiver. In Figure  2 , a k-bit input is coded using CAC to get an n-bit codeword. The n-bit codeword is encoded to reduce the average transitions through LPC resulting in p additional low-power information bits. ECC generates m parity bits for the n + p code bits. The m parity bits and p low-power bits are further encoded for crosstalk avoidance to obtain mc and pc bits, respectively, that are sent over the bus along with n code bits.
In the remainder of this section, we develop a variety of codes based on the unified framework that allow for tradeoff between delay, power, area, and reliability. The codes and their components are listed in Table 1 . Some of the known codes are also listed for comparison. The new codes are shown in bold in the remainder of the paper.
Joint LPC and CAC
Combining LPC and CAC codes is a hard problem as both are nonlinear codes and, even when such a combination is possible, the resulting code is inefficient. For example, it not possible to combine bus-invert coding with FTC as inverting an FTC codeword destroys its crosstalk avoidance property. However, we show that FTC reduces the average coupling power dissipation as it avoids the high powerconsuming opposing transitions on adjacent lines. Thus, FTC codes can independently be used for crosstalk avoidance and low-power.
Joint LPC and ECC
A joint low-power and error-correcting code can be obtained by adding parity information to the low-power coded data and low-power information bits. While it is possible to combine any low-power code with an error correcting code according to the framework, the total coding delay will be equal to the sum of the individual coding delays resulting a large delay or, in case of pipelined systems, latency. Here, we propose a way of reducing this delay for the important class of bus-invert based LPC and parity based ECC.
In bus-invert based LPC, the data bits are conditionally inverted based on a metric. Therefore, the inputs to ECC in Figure 2 are either the original data bits or their complement. In parity based ECC schemes, parity bits are generated through XORing the input bits. We use the following property of XOR operation to reduce the total delay of the joint code. Table 1 : Codes based on the framework. New codes derived from the framework are shown in bold.
Property of XOR:
If an odd (even) number of the inputs of an XOR gate are inverted, then the output is inverted (unchanged).
In the proposed scheme, we determine the parity bits of the ECC using the original data bits, instead of waiting for invert bits of the LPC to be computed. Once the invert bits are computed, the parity bits resulting from odd number of input bits are conditionally inverted using the invert bits. Thus, parity generation and invert bit computation can occur in parallel reducing the total delay to the maximum of the two. Though decoding still occurs serially, the decoding delay of the joint code is not significantly higher as bus-invert decoding involves just conditionally inverting the received bits using the invert bits. The joint code that results from such a combination of bus-invert code BI(1) and Hamming code is referred to as bus-invert Hamming (BIH) code as listed in Table 1 .
Joint CAC and ECC
A joint crosstalk avoidance and error-correction code can be obtained by combining a crosstalk avoidance code with an error-correcting code. However, the coding overhead will be significant as the joint code is a concatenation of the two individual codes. Here, we propose a code that has significantly lower overhead. Consider the duplication scheme for avoiding crosstalk delay. This code has a Hamming distance of two as any two distinct codewords differ in at least two bits. We can increase the Hamming distance to three by appending a single parity bit. This code referred to as duplicate-add-parity (DAP) is shown in Figure 3 .
To decode, we recreate the parity bit by using one set of the received data bits and compare that with received parity bit. If the two match, the set of bits used to recreate the parity bit is chosen as the output, else the other set is chosen as shown in Figure 3 . Since a single error will at most affect one of the sets or the parity bit, it is correctable. Note that the DAP code is similar to boundary shift code (BSC) [7] , which is based on forbidden transition condition, but has better performance as shown in Section 4.
Joint LPC, CAC, and ECC
We can combine all three component codes to arrive at a joint code that has low-power, crosstalk avoidance and error correction properties. However, only FPC based CAC and bus-invert based LPC can be used. Further, the overhead due to the combination will significant. Here, we consider the combination of the DAP code with bus-invert based LPC to create the joint code referred to as duplicate-addparity bus-invert (DAPBI) code. As this code uses businvert based LPC and parity based ECC, we employ the technique described in Section 3.2 to reduce the encoder delay. Further, the invert bit is duplicated (LXC1) to ensure error-correction and crosstalk avoidance for the bit.
Encoder Delay in Systematic Codes
Based on the unified framework, we describe a technique to eliminate encoder delay of systematic codes at the cost of additional wires. In systematic codes, the data bits are transmitted without any modification and a few additional bits (parity bits in our case) are also transmitted. Therefore, the encoder delay only slows down the parity bits but still has an impact on the overall delay of the bus. We can eliminate the encoder delay from slowing down the bus by using linear crosstalk avoidance codes (LXC2) to speed-up the parity bits. Since, parity bits are few in number, we can employ a wide variety LXC2 codes such as half shielding, shielding, duplication, and triplication. In this paper, we consider HammingX code, which is a Hamming code that employs half shielding as LXC2, and DAPX code, which is a DAP code that employs duplication of its parity bit.
SIMULATION RESULTS
We consider a metal 4 bus in a 0.18-µm standard CMOS technology. The wires have a length of 1-cm, minimum width of 0.27-µm and minimum spacing of 0.36-µm. The worst-case bus delay with a 50× minimum driver is obtained using HSPICE. The worst-case delay is also obtained under forbidden transition and forbidden pattern conditions.
We assume that, due to DSM noise, voltage scaling below the nominal supply voltage V dd = 1.8 V is not possible without lowering the reliability requirement. Further, we assume that noise is Gaussian distributed [1, 4] . Then, the probability of bit error is given by
where Q(·) is the Gaussian probability of error function and σ bus, the probability of word error is Punc( ) = k . If the residual probability of word error with ECC is Pecc( ), then Pecc( ) < Punc( ). For a given reliability requirement, we can reduce the supply voltage tô
such that Pecc(ˆ ) = Punc( ). Pecc for Hamming and DAP codes are given by
In this paper, we assume a word-error rate requirement of 10 −20 . The average energy per bus transfer is computed assuming that the data is spatially and temporally uncorrelated and "0" and "1" are equally likely to appear. In case of ECC, the bus energy is also computed at the reduced supply voltagê V dd .
The coding schemes are synthesized using the 0.18-µm CMOS library and optimized for speed. The overhead required in terms of area, delay, and energy for coding is obtained from synthesized gate level netlists. The codecs use nominal supply voltage in order to ensure reliable coding and decoding operations. Table 2 compares the coding schemes derived from the framework to existing codes in terms of area, delay and energy dissipation for a 32-bit bus. We make the following observations based on the table.
ECC codes Hamming and HammingX provide significantly higher power savings than LPC codes based on businvert coding. Both sets of codes have similar delay and area overhead.
HammingX reduces the codec latency of Hamming code by 34% by eliminating the encoder delay at the cost of three additional wires. Compared to the uncoded bus, HammingX provides 20.4% power savings with 9% increase in delay and an area overhead of 33%.
The BIH code is able to reduce the bus energy by 41% through joint activity reduction and supply scaling but has significant codec energy in 0.18-µm technology resulting in an effective power savings of only 11%.
The crosstalk avoidance codes, shielding and FTC, provide greater than 2× speed-up. Though FTC was proposed as a CAC, we see that it also provides 13% energy savings as it avoids high energy-consuming opposing transitions. Though, FTC cannot be combined with bus-invert based schemes, it can independently be used as a joint LPC and CAC code.
CAC+ECC codes, by combining the properties of crosstalk delay avoidance, coupling activity reduction, and supply scaling, provide significant speed-up and energy savings with robustness to crosstalk and DSM noise. The DAP based codes outperform other codes because of the simplicity of the DAP codec. DAPX has 1.87× speed-up, 30.7% energy savings, 62% reduction in energy-delay product while requiring 111% area overhead.
The DAPBI code has the least bus energy and the lowest bus delay among all codes but has high codec overhead in the current technology to be competitive.
The codes trade-off delay and power dissipation in the bus with delay and power dissipation in the codec. This tradeoff will be increasingly favorable in future technologies due to the increasing gap between gate delay and interconnect delay brought about by shrinking feature sizes and due to the longer bus lengths brought about by bigger die sizes. Therefore, coding schemes that result in low bus delay and energy such as BIH, DAPBI and FTC+HC will become more effective in the future.
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