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10 Existence and Uniqueness of the Measure of
Maximal Entropy for the Teichmu¨ller Flow on
the Moduli Space of Abelian Differentials.
Alexander I. Bufetov∗ and Boris M. Gurevich†
1 Introduction
The Teichmu¨ller geodesic flow {gt}, first studied by H. Masur [15] and W.
Veech [21], acts on the moduli space of Riemann surfaces endowed with a
holomorphic differential. More precisely, let S be a closed surface of genus
g ≥ 2. One introduces on S a complex structure σ and a holomorphic
differential ω. The pair (σ, ω) is considered to be equivalent to another pair
of the same nature (σ1, ω1) if there is a diffeomorphism of S sending (σ, ω) to
(σ1, ω1). The moduli spaceM(g) consists of the equivalence classes, and the
flow {gt} onM(g) is induced by the action on the pairs (σ, ω) defined by the
formula gt(σ, ω) = (σ
′, ω′), where ω′ = etℜ(ω)+ ie−tℑ(ω), while the complex
structure σ′ is determined by the requirement that ω′ be holomorphic. If
(σ, ω) and (σ′, ω′) are equivalent, then the differentials ω and ω′ have the
same orders of zeros and the same area. Therefore, these orders and area
are well-defined on M(g). Moreover, they are preserved by the Teichmu¨ller
flow {gt}. Take an arbitrary non-ordered collection κ = (k1, . . . , kr) with
ki ∈ N, k1 + · · · + kr = 2g − 2, and denote by Mκ the subspace of M(g)
corresponding to the differentials of area 1 (i.e., (i/2)
∫
ω∧ω¯ = 1) with orders
of zeros ki, i = 1, . . . , r; Mκ is said to be a stratum in M(g). Each stratum
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is a {gt}-invariant set, and there is a natural {gt}-invariant measure onMκ;
this measure is finite [15], [21].
The space Mκ also admits a natural topological structure, in which it is
in general non-connected. The number of connected components is no more
than 3 and depends on κ (see [13] for details), each of them is {gt}-invariant.
We fix an arbitrary closed component H and denote by µκ the normalized
restriction to H of the above-mentioned {gt}-invariant measure.
Veech [23] showed that {gt} with respect to the measure µκ is a Kol-
mogorov flow with entropy given by the formula
hµκ({gt}) = 2g − 1 + r. (1.1)
Our aim is to establish the following
Theorem 1.1. The measure µκ is the unique measure of maximal entropy
for the flow {gt} on H.
The proof of this theorem is based on the representation of the flow {gt}
as a suspension flow over a countable alphabet topological Markov shift.
The reasoning proceeds in two steps. We begin with sufficient conditions
for an invariant measure of the above suspension flow to be a measure with
maximal entropy. These conditions are contained in Theorem 2.2 stated
in Subsection 2.1. After stating the theorem we outline its proof. This
proof is close in spirit to thermodynamic formalism for countable alphabet
topological Markov shifts [12], [20], [19]. In particular, we use a uniqueness
theorem by Buzzi and Sarig [6] for an equilibrium measure. An application
of thermodynamic formalism to another smooth dynamical system with non-
compact phase space, the geodesic flow on the modular surface, can be found
in [11].
Subsections 2.2–2.5 are devoted to the proof of Theorem 2.2 in detail. In
the rest of the paper (Sections 3–5) we deduce Theorem 1.1 from Theorem
2.2, and there (at the beginning of Section 3), as before, we start from a
sketch of the subsequent reasoning.
The following observation lies at the centre of our argument in this part of
the proof. The Teichmu¨ller flow admits infinitely smooth stable and unsta-
ble foliations, with respect to which it is “measurably Anosov” in the sense
of Veech [23] and Forni [8]. The Masur-Veech measure µκ induces globally
defined sigma-finite measures on unstable leaves and these measures are uni-
formly expanded by the flow. In other words, the Masur-Veech measure has
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the Margulis [14] uniform expansion property on unstable leaves. Informally,
Proposition 4.8 expresses the Margulis property in terms of the symbolic
representation of the Teichmu¨ller flow.
Let us remark that to establish Theorem 1.1 we need only the special case
of Theorem 2.2 dealing with the countable alphabet topological Bernoulli
shift. But the proof for this case would be only a little easier than in the
general one. The main results of this paper are stated without proof in [5].
2 Suspension flows
Let G be an Abelian group (in what follows only G = Z or G = R will
appear), and let {Tg, g ∈ G} be an action ofG by measurable transformations
of a metrizable topological space X endowed with its Borel σ-algebra B.
Two actions, {X, Tg} = {Tg, g ∈ G} on (X,B) and {X ′, T ′g} = {T
′
g, g ∈
G} on (X ′,B′), are called isomorphic if there is a one-to-one epimorphic
bimeasurable map Φ : X → X ′ such that T ′g ◦ Φ = Φ ◦ Tg for all g ∈ G. If Φ
is not necessarily epimorphic, we say that {X, Tg} is embedded into {X ′, T ′g}.
Consider also an action {X, Tg} together with a {Tg}-invariant Borel
probability measure µ on X . Denote such an object by {X, Tg;µ}. We
say that {X, Tg;µ} and {X ′, T ′g;µ
′} are isomorphic if there are sets X1 ∈ B,
X ′1 ∈ B
′ invariant with respect to all Tg and all T
′
g respectively such that
µ(X1) = µ
′(X ′1) = 1 and the restrictions {X1, Tg|X1} and {X
′
1, T
′
g|X′1} are
isomorphic in the above sense.
If G = Z, the corresponding action will be denoted by {X, Tn}. If G = R,
we write {X, Tt} or {Tt} (or just Tt, St, etc. when it cannot cause confu-
sion). In the former case Tn = T
n where T is a bimeasurable one-to-one
transformation of (X,B) called an automorphism. In the latter case the ac-
tion is called a flow. We keep the same terminology for actions considered
together with their invariant measures. In this paper we mostly deal with
flows that can be defined as follows. Let T be an automorphism of (X,B)
and f : X → [c,∞), c > 0, be a measurable function. Consider the direct
product X × R+ and its subspace Xf = {(x, u) : x ∈ X, 0 ≤ u < f(x)}.
For t ≥ 0 and every point x˜ = (x, u) ∈ Xf , we set Stx˜ = (x, u + t) if
u + t < f(x), and Stx˜ = (T
nx, u + t −
∑n−1
i=0 f(T
ix)), where n is such that∑n−1
i=0 f(T
ix) ≤ u+ t <
∑n
i=0 f(T
ix). For t < 0 we set St = (S−t)
−1 and thus
obtain a flow {Xf , St}. For this flow, we shall also use the notation (T, f)
and call it the suspension flow constructed by T and the roof function f .
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Denote by MT,f the set of all T -invariant Borel probability measures
µ on X with µ(f) < ∞ (here and in the sequel, µ(f) :=
∫
fdµ). Every
(T, f)-invariant Borel probability measure µf on Xf is induced by a measure
µ ∈MT,f . Namely,
µf = (µ(f))
−1(µ× λ)|Xf ,
where λ is the Lebesgue measure on R+. We will refer to µf as the f -lifting
of µ and for brevity write (T, f ;µf) instead of ((T, f);µf). The entropy
h(T, f ;µf) of the flow (T, f) with respect of the measure µf is given by
Abramov’s formula
h(T, f ;µf) = h(T ;µ)/µ(f), (2.1)
where h(T ;µ) is the entropy of the automorphism T with respect to the
measure µ. We define the topological entropy of (T, f) by
htop(T, f) = sup
µ∈MT,f
h(T, f ;µf). (2.2)
This terminology is justified be the following well-known fact: if X is a
compact space, T is a homeomorphism of X , and f is continuous, then the
right-hand side of (2.2) is indeed the topological entropy of the suspension
flow (T, f).
We refer to every µ ∈ MT,f at which the supremum in (2.2) is achieved
as to a measure of maximal entropy for (T, f).
2.1 Suspension flows over Markov shifts
In the specific case we will deal with, (X, T ) is a countable alphabet topolog-
ical Markov shift, i.e., X is the set of infinite two-sided paths of a directed
graph Γ = (V,E) with vertex set V and edge set E ⊆ V × V , and T is the
shift transformation: (Tx)i = xi+1 for each x = (xi, i ∈ Z) ∈ X . In other
words, X consists of all sequences x ∈ V Z such that Bxi,xi+1 = 1, where
B = B(Γ) be the incidence matrix of the graph Γ. The vertices v ∈ V will
also be called letters.
In the sequel we assume that Γ is connected. If Γ is the complete graph,
i.e., E = V × V , we have the topological Bernoulli shift with alphabet V .
We introduce the discrete topology on V , the product topology on V Z, and
the induced topology on X ⊂ V Z. The map T is clearly a homeomorphism of
X . We shall refer to every finite path of Γ, i.e., a sequence w = (v1, . . . , vk) ∈
V k such that (vi, vi+1), i = 1, . . . , k − 1, as a word and sometimes say that
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this word is from v1 to vk. Denote the set of all words (including the empty
word) by W (Γ) .
Let w = (v1, . . . , vk), w
′ = (v′1, . . . , v
′
l) be two words. The concatenation
ww′ := (v1, . . . , vk, v
′
1, . . . , v
′
l) is also a word if (vk, v
′
1) ∈ E. We say that w
contains w′ (or w′ is a subword of w) if v′1 = vi, . . . , v
′
l = vi+l−1 for some i,
1 ≤ i ≤ k − l + 1. In the special case that i = 1, we call w′ a prefix of w.
Let w = (v1, . . . , vn), n ≥ 2, be a word and w′ = (v1, . . . , vl), l ≤ n, be a
prefix of w. We call w′ a simple prefix of w if there is no k, 2 ≤ k ≤ l, such
that (v1, . . . , vn−k+1) = (vk, . . . , vn). If w is a simple prefix of itself, then w
is called a simple word. If a simple word is a prefix of another word, it is
clearly a simple prefix.
Remark 2.1. Every word w = (v1, . . . , vn) is certainly the concatenation of
the single-letter words vi, so we will also write w = v1 . . . vn.
To every word w we assign the cylinder Cw = {x ∈ X : (x0, . . . , x|w|−1) =
w}, where |w| is the length of w, i.e., the number of symbols in w.
For a function f : X → R, we set
varn(f) = sup{|f(x)− f(y)| : xi = yi when |i| ≤ n}, n ∈ N.
We say that f has summable variations if
∑∞
n=1 varn(f) < ∞, and that f
depends only on the future if xi = yi for all i ≥ 0 implies that f(x) = f(y).
For a suspension flow {St} = (T, f) and for a set C ⊂ X , we put
τ˜ (x, C) = inf{t > 0 : St(x, 0) ∈ C × {0}}, x ∈ X, (2.3)
so that τ˜ (x, C) is the first hitting time of C × {0} for a point x× {0} ∈ Xf .
Theorem 2.2. For a countable alphabet topological Markov shift (X, T ) cor-
responding to a connected graph Γ, let f : X → [c,∞), c > 0, be a function
with summable variations depending only on the future, and let {St} = (T, f)
be the suspension flow constructed by T and f . Assume that µ¯ ∈ MT,f is a
measure positive on all cylinders in X, and that for each l > 0, there exists
a simple word w ∈ W (Γ) with |w| > l such that for every word wˆ that does
not contain w and for µ¯-almost all x ∈ Cwwˆw, we have
|µ¯(Cwwˆw)/µ¯(Cw)− e
−sτ˜(x,Cw)| ≤ e−α|w|−sτ˜(x,Cw), (2.4)
where τ˜ (x, Cw) is defined in (2.3) and α, s are positive constants (depending
only on µ¯). Then
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(i) s = htop(T, f),
(ii) if s = h(T, f ; µ¯f), then µ¯f is the unique measure of maximal entropy
for the flow {St} = (T, f).
Remark 2.3. The ratio in the left hand side of (2.4) is clearly the conditional
measure of Cwwˆw, given Cw.
Remark 2.4. The assumption that f depends only on the future is made just
for convenience: Theorem 2.2 remains true without this assumption, but in
the sequel we use it only in the above particular form.
Let us outline the proof of Theorem 2.2. At the first stage we consider
(in Subsection 2.2) the particular case where (X, T ) is a Bernoulli shift,
while f(x), x ∈ X , depends only on x0 (we then say that f depends on
the zeroth coordinate). In this case the topological entropy htop(T, f) can
be expressed explicitly in terms of f . At the next stage we come back to
the general case and prove that the supremum in the definition of htop(T, f)
can be taken over ergodic measures that are positive on all cylinders in X
(see Subsection 2.4). This enables us to state that htop(T, f) = htop(TC , fC)
for the suspension flow (TC , fC) where TC is the transformation induced by
T on a cylinder C ⊂ X and fC is determined naturally by f , T , and C.
If we chose C = {x : (x0, . . . , xk) = w}, where w ∈ W (Γ), then (C, TC) is
isomorphic to the countable alphabet Bernoulli shift. Hence the flow (TC , fC)
is isomorphic to a suspension flow (σ, ϕ) built over this Bernoulli shift. Here
we use a finite approximation and find a function ϕw that depends on the
zeroth coordinate and is uniformly close to ϕ (when w is long enough). The
topological entropies of the suspension flows (σ, ϕ) and (σ, ϕw) are also close
to each other. We apply the results obtained at the first stage to the latter
flow and rewrite inequality (2.4) for it (see Subsection 2.5). By directing the
length of w to infinity we complete the proof of the equality s = htop(T, f),
which implies that the measure under consideration has maximal entropy.
We reduce the uniqueness of such a measure to that of the corresponding
equilibrium measure and here use the uniqueness theorem by Buzzi and Sarig
[6].
2.2 Entropy of suspension flows over Bernoulli shifts
The proof of Theorem 2.2 is based essentially on some properties of sus-
pension flows constructed by a topological Markov shift (in particular, by a
Bernoulli shift) and functions of one or finitely many coordinates. Some of
6
these properties, studied first by Savchenko [20], are described in this section.
We include proofs for the reader’s convenience. Our approach is close to that
of [20].
We begin with two simple lemmas. Let N = N or {1, . . . , n}, n ≥ 2, and
let c = (ci, i ∈ N ) be a sequence of real numbers such that inf i∈N ci > 0.
Denote by P = PN ,c the family of sequences p = (pi, i ∈ N ) such that
pi ≥ 0 (i ∈ N ),
∑
i∈N
pi = 1,
∑
i∈N
pici <∞. (2.5)
(Certainly, PN ,c does not depend on c when |N | <∞.) Let
H(p) = HN ,c(p) := −
(∑
i∈N
pi log pi
)(∑
i∈N
pici
)−1
, p ∈ P (2.6)
(we as usual let 0 log 0 = 0).
Lemma 2.5. If p ∈ P is such that pk = 0 for some k ∈ N , then there exists
p′ = (p′i, i ∈ N ) ∈ P with p
′
i > 0 for all i such that H(p
′) ≥ H(p), where the
inequality is strict when H(p) <∞.
Proof. We divide N into two non-empty subsets, N 0 = {i ∈ N : pi = 0} and
N 1 = N \N 0. Fix an arbitrary l ∈ N 1 and for t ∈ [0, pl) let pt = (pti, i ∈ N ),
where ptk = t, p
t
l = pl − t, and p
t
i = pi for i 6= k, l. (By assumption, k ∈ N
0.)
Clearly, pt ∈ P and H(pt) = ∞ when H(p) = ∞. A simple calculation
shows that if H(p) <∞, then the right-hand derivative d
+
dt
H(pt) at t = 0 is
+∞. Hence H(pt) > H(p) when t > 0 is small enough.
If N 0 = {k}, the proof is completed. If N 0 \ {k} 6= ∅, we first consider
the case H(p) <∞. Fix an arbitrary t ∈ (0, pl) for which H(pt) > H(p). It
is easy to find positive numbers qi, i ∈ N 0 \ {k}, such that∑
i∈N 0\{k}
qi = 1,
∑
i∈N 0\{k}
qi(ci − log qi) <∞. (2.7)
For s ∈ [0, t) we put pt,s = (pt,si , i ∈ N ), where
pt,si = sqi, i ∈ N
0 \ {k}; pt,si = pi, i ∈ N
1 \ {l}; pt,sk = t− s; p
t,s
l = pl − t.
(2.8)
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From (2.7) it follows that pt,s ∈ P and lims→0H(pt,s) = H(pt). Therefore,
H(pt,s) > H(p) as s > 0 is small enough, and since pt,si > 0, we can take p
t,s
with one of these s for p′.
It remains to note that if H(p) = ∞, then H(pt,s) = ∞ for all s ∈ [0, t)
(see (2.7), (2.8)).
Lemma 2.6. Let N = {1, . . . , n}, n ≥ 2, and let c, P = PN , H = HN ,c be as
above. Then supp∈P H(p) is the unique solution to the equation Fn(β) = 1,
where Fn(β) =
∑n
i=1 e
−βci.
Proof. Since H is a continuous function on the compact set P ⊂ Rn, its
supremum is attained at a point p0 = (p0i , i = 1, . . . , n) ∈ P. By Lemma
2.5 p0i > 0 for all i. Let P
+ = {p ∈ P : pi > 0, i = 1, . . . , n}. For
p ∈ P+ we put p1 = 1−
∑n
i=2 pi and consider the equations ∂H(p)/∂pi = 0,
i ∈ N \{1}. From this system we derive that if p0 is a point of extremum of
H(p), then p0i = e
−β0ci/Fn(β
0), 1 ≤ i ≤ n, where β0 = const > 0. Hence the
statement we are proving is true when ci = c1 for i = 2, . . . , n. Otherwise
we take any i for which ci 6= c1 and from the equation
∂H(p)
∂pi
|p=p0 = 0, where
p1 = 1 −
∑n
i=2, obtain β
0 = H(p0). On the other hand, by substituting
p0 for p in H(p) we see that H(p0) = β0 − Fn(β
0)
F ′n(β
0)
logFn(β
0). Therefore,
logFn(β
0) = 0, i.e., β0 is a root of the equation Fn(β) = 1. This root is
unique, since Fn(β) decreases in β. Finally, H(p
0) = maxp∈P H(p), because,
as was mentioned above, every point of maximum belongs to P+, hence the
equations ∂H(p)/∂pi = 0, i ∈ N \ {1}, p1 = 1 −
∑n
i=2 pi must hold at this
point. But we already know that these equations have only one solution.
Let us now consider a countable alphabet topological Bernoulli shift
(X, T ) with X = V Z, and the suspension flow {St} = (T, f) constructed
by T and a function f such that f(x) = f0(x0), x = (xi, i ∈ Z), where
f0 : V → [c,∞), c > 0. Let
F (β) =
∑
v∈V
e−βf0(v), β ≥ 0.
Lemma 2.7. If there exists β0 ≥ 0 with F (β0) = 1, then htop(T, f) = β0.
Otherwise htop(T, f) = sup{β ≥ 0 : F (β) =∞}.
Proof. Denote by BT,f the family of all Bernoulli measures in MT,f . Each
ν ∈ BT,f is determined by the one-dimensional distribution {pν(v), v ∈ V },
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where
pν(v) = ν(Cv) ≥ 0,
∑
v∈V
pν(v) = 1,
∑
v∈V
pν(v)f0(v) <∞.
We note that
sup
µ∈MT,f
[h(T ;µ)/µ(f)] = sup
ν∈BT,f
[h(T ;µ)/µ(f)]. (2.9)
Indeed, every µ ∈ MT,f gives rise to the measure µB ∈ BT,f with
pµB(v) = µB(Cv) = µ(Cv). Clearly, µB(f) = µ(f), and basic properties
of the measure–theoretic entropy imply that h(T ;µ) ≤ h(T ;µB).
Let us number in an arbitrary way the elements v ∈ V and put B(n) =
{ν ∈ BT,f : pν(vi) = 0 for i ≥ n + 1}, n ∈ N. For each µ ∈ BT,f , one can
easily find a sequence of measures νn ∈ B(n) such that
lim
n→∞
[h(T ; νn)/νn(f)] = h(T ;µ)/µ(f).
Therefore, by (2.9),
sup
µ∈MT,f
[h(T ;µ)/µ(f)] = sup
n∈N
sup
ν∈B(n)
[h(T ; ν)/ν(f)]. (2.10)
We now notice that the relations
pi := p
ν(vi), 1 ≤ i ≤ n; p = p
ν := (p1, . . . , pn)
establish a one-to-one correspondence between B(n) and P = PN with N =
{1, . . . , n}, and that h(T ; ν)/ν(f) = HN ,c(p) = H(p), where c = (ci, i ∈ N ),
ci = f0(vi), i ∈ N (see (2.5) and (2.6)).
By Lemma 2.6 the right-hand side of (2.10) is supn βn, where βn is deter-
mined by Fn(βn) = 1. Let us note that Fn is the nth partial sum of the series
for F and that both Fn and F are strictly decreasing functions (for F it is
true on the semi-axis where F is finite). Hence supn βn = limn→∞ βn. We
consider two possible cases and first suppose that F (β) = ∞ for all β ≥ 0.
It is clear that in this case limn→∞ βn =∞. Otherwise there exists a unique
β∞ > 0 such that either F (β∞) = 1, or F (β) < 1 for β ≥ β∞ and F (β) =∞
for β < β∞. Since Fn(β) < Fn+1(β) < F (β) for all n ≥ 1 and β ≥ 0, in both
cases we have limn→∞ βn ≤ β∞. If limn→∞ βn =: β
′
∞ < β∞, then F (β
′
n) > 1
(in the latter case F (β ′∞) = ∞). Therefore Fn(β
′
∞) > 1 for n large enough.
But β ′∞ > βn, hence Fn(β
′
∞) < Fn(βn) < 1 for all n. From this we conclude
that limn→∞ βn = β∞. We thus come to both statements of the lemma.
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2.3 Induced automorphisms and Markov-Bernoulli re-
duction
For the next lemma we have to remind the following definition. Let T be an
automorphism of the space (X,B), and let C ∈ B. Denote
XC = {x ∈ X :
∑
n<0
1C(T
nx) =
∑
n>0
1C(T
nx) =∞}, C ′ = C ∩XC . (2.11)
Thus C ′ consists of all points in C that return to C infinitely often in forward
and backward time. Let also
τ(T, C; x) = min{n > 0 : T nx ∈ C}, TC′x = T
τ(T,C;x)x, x ∈ C ′. (2.12)
It is clear that the sets XC , C
′ are measurable and invariant with respect
to T and TC′ respectively, and that TC′ is an automorphism of the set C
′
provided with the induced Borel σ-algebra; TC′ is said to be the induced
automorphism on C ′.
Lemma 2.8. Let (T, f) be the suspension flow constructed by an automor-
phism T of (X,B) and a B-measurable function f : X → [c,∞), c > 0,
and let C ∈ B. Then the suspension flow (T |XC , f |XC) constructed by the
restrictions of T and f to XC is isomorphic to the suspension flow (TC′ , fC′),
where
fC′(x) =
τ(T,C;x)−1∑
i=0
f(T ix), x ∈ C ′. (2.13)
Furthermore, if µ ∈ MT,f is ergodic and such that µ(C) > 0, then µ(f) =∫
C′
fC′dµ and the suspension flow (T, f ;µf) is isomorphic to the suspension
flow (TC′ , fC′; (µC′)fC′ ), where µf is the f -lifting of µ, µC′ is the normalized
restriction of µ to C ′, and (µC′)fC′ is the fC′-lifting of µC′.
We omit the proof of this lemma, since it follows immediately from stan-
dard facts of ergodic theory (see, for instance, [7]).
The following construction is reminiscent of the Doeblin first return method
in the theory of Markov chains and has appeared repeatedly in the literature
in different forms (presumably for the first time — in [9], see also [10] and
[12]).
Let w = (v1, . . . , vl) ∈ W (Γ) and C = Cw. Then XC defined by (2.11)
can be described as follows: x ∈ X belongs to XC if and only if there is an
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increasing sequence of integers ik = ik(x), −∞ < k < ∞, such that ik ≤ 0
for k ≤ 0, ik > 0 for k > 0, and (xik , . . . , xik+l−1) = w for every k, while no
other segment of x agrees with w. Furthermore, C ′ consists of those x for
which i0(x) = 0. It is clear that
i1(x) = τ(T, C
′; x), ik(x) ≥ i1(x) + k − 1, x ∈ C
′.
Denote by Aw the set of all words w
′ = (v′1, . . . , v
′
l′) ∈ W (Γ) with l
′ > l such
that (v′1, . . . , v
′
l) = (v
′
l′−l+1, . . . , v
′
l′) = w and no other subword of w
′ (i.e., a
word of the form (v′m, v
′
m+1, . . . , v
′
n), 1 ≤ m ≤ n ≤ l
′) agrees with w. It is easy
to see that if x ∈ XC , then for each k ∈ Z, the word (xik , xik+1, . . . , xik+1+l−1)
belongs to Aw. We thus obtain a mapping Ψw : XC → (Aw)Z measurable with
respect to the appropriate Borel σ-algebras; its restriction to C ′ obviously
induces a one-to-one correspondence between C ′ and (Aw)
Z. Moreover, if
x ∈ C ′, then ΨwTC′x = σwΨwx, where σw is the shift transformation on
Yw := (Aw)
Z, i.e., (σwy)i = yi+1, y = (yi, i ∈ Z) ∈ Yw. Therefore, TC′ is
isomorphic to the countable alphabet Bernoulli shift (Yw, σw) with alphabet
Aw. Here and in the sequel we consider each a ∈ Aw as either a word in
the alphabet V or a letter in the new alphabet Aw. What of these two
possibilities takes place will always be clear from the context.
This construction reduces in essence the study of the topological Markov
shift (X, T ) to that of a topological Bernoulli shift determined by w, and
so we shall refer to it as the Markov–Bernoulli (M–B) reduction applied to
(X, T ) and w.
2.4 Positive measures
Our next aim is to show that the topological entropy of a suspension flow
over a Markov shift can be computed using only ergodic measures that are
positive on all cylinders.
Lemma 2.9. Let (X, T ) and f be as in Theorem 2.2 and let (T, f) be the
suspension flow constructed by T and f . Then
htop(T, f) = sup
µ∈E+
T,f
h(T, f ;µf),
where E+T,f consists of all ergodic measures in MT,f that are positive on all
cylinders in X.
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Proof. Denote by ET,f the set of ergodic measures inMT,f . If µ ∈MT,f\ET,f ,
i.e., if µ is non-ergodic with respect to T , then µf , the f -lifting of µ, is
non-ergodic with respect to the suspension flow (T, f). The flow (T, f ;µf)
can be decomposed into ergodic components (see [17]). This means the
following. There exists a measurable partition ζ of the space (Xf , µf) such
that µf -almost every element Cζ of ζ is (T, f)-invariant and the conditional
measure (µf)
Cζ induced by µ on Cζ is invariant and ergodic with respect to
the restriction of (T, f) to Cζ. We may consider (µf)
Cζ as a measure on the
whole space Xf ; it is (T, f)-invariant and ergodic. By a general formula ([18],
Section 9)
h(T, f ;µf) =
∫
Xf |ζ
h(T, f ; (µf)
Cζ )µf,ζ(dCζ),
where µf,ζ is the projection of µf on the quotient spaceXf |ζ . Hence, for every
ε > 0, there is an element Cζ with h(T, f ; (µf)
Cζ ) > h(T, f ;µf)− ε. On the
other hand, (µf)
Cζ , being a (T, f)-invariant probability measure on Xf , is the
f -lifting of a T -invariant probability measure µCζ on X , i.e., (µf)
Cζ = (µCζ)f .
It is clear that µCζ (f) <∞ and (T, µCζ ) is ergodic. Since ε > 0 was arbitrary
small, we conclude that
htop(T, f) = sup
µ∈ET,f
h(T, f ;µf).
Let E0T,f := ET,f \ E
+
T,f and assume that, contrary to the lemma we have
to prove, for some δ ∈ (0,∞),
sup
µ∈E0
T,f
h(T ;µ)/µ(f) > sup
µ∈E+
T,f
h(T ;µ)/µ(f) + δ, (2.14)
which in particular means that
sup
µ∈E+
T,f
h(T ;µ)/µ(f) <∞.
By virtue of (2.14) there is µ0 ∈ E0T,f such that
h(T ;µ0)/µ0(f) ≥ sup
µ∈E+
T,f
h(T ;µ)/µ(f) + δ/2. (2.15)
To show that this is impossible we first consider the case h(T ;µ0) < ∞
and let h0 = h(T, µ0)/µ0(f). Since f has summable variations, one can find
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nδ ∈ N such that, for every n ≥ nδ, there is a function fn : X → R+ with
the following three properties: fn(x) = fn(y) whenever xi = yi for |i| ≤ n,
infx∈X fn(x) ≥ c, and
sup
x∈X
|f(x)− fn(x)| ≤ δc
2/8h0.
One can easily check that then∣∣∣∣h(T ;µ)µ(fn) −
h(T ;µ)
µ(f)
∣∣∣∣ < δ (2.16)
for every µ ∈ E+T,f ∪ {µ
0}. Hence (see (2.15))
h(T ;µ0)/µ0(fn) ≥ sup
µ∈E+
T,fn
h(T ;µ)/µ(fn) + δ/4. (2.17)
Since |f−fn| < const, the functions f and fn are integrable or not integrable
with respect to a finite measure simultaneously. Hence ET,fn = ET,f and
E+T,fn = E
+
T,f .
If h(T ;µ0) =∞, then (2.17) clearly holds as well.
Using the assumption µ0 ∈ E0T,f , we find a word w
0 ∈ W (Γ) with µ0(Cw0) =
0. Fix an arbitrary n1 ≥ max{nδ, |w0|} and a word w1 ∈ W (Γ) with
|w1| = n1, µ0(w1) > 0. Then we set f 1 := fn1, C := Cw1, and apply
the M–B reduction to (X, T ) and w1. By Lemma 2.8 the suspension flow
(T |XC , f
1|XC) is isomorphic to the suspension flow (σ, ϕ) := (σw1, ϕf1,w1),
where
ϕ(y) := (f 1)C′(Ψ
−1
w1
y), y ∈ Yw1. (2.18)
Notice that the function ϕ is constant on every one-dimensional cylinder
{y ∈ Y : y0 = a}, a ∈ Aw1; the reason is that each a ∈ Aw1 when considered
as a word from W (Γ) is not shorter than w1.
Let us carry over the measure µ0C′ , the normalized restriction of µ
0 to C ′
(where C ′ is defined in (2.11)), to Y via the mapping Ψw1 to obtain a Borel
probability measure ν0 on Y . From the above-described properties of Ψw1 it
follows that the automorphisms (TC′ ; (µ
0)C′) and (σ; ν
0) are isomorphic and
hence, by Lemma 2.8, the suspension flow (T, f 1; (µ0)f1) is isomorphic to the
suspension flow (σ, ϕ; (ν0)ϕ), where (µ
0)f1 and (ν
0)ϕ are the f
1-lifting of µ0
and the ϕ-lifting of ν0, respectively. Therefore, by (2.1),
h(T ;µ0)/µ0(f 1) = h(σ; ν0)/ν0(ϕ). (2.19)
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If we change ν0 for a σ-invariant Bernoulli measure ν1 with the same one-
dimensional distribution (i.e., with ν1(Ca) = ν
0(Ca) for all a ∈ Aw1, where
Ca = {y ∈ Y : y0 = a}), then the numerator on the right-hand side of (2.19)
can only increase, while the denominator will not change (since ϕ is constant
on every cylinder Ca, a ∈ Aw1).
From the definition of ν0 and ν1 it follows that ν0(Ca0) = ν
1(Ca0) = 0
for some a0 ∈ Aw1. Indeed, let w
1 = (v11, . . . , v
1
l1
). Since the graph Γ is
connected, there exists a word (v1, . . . , vr) ∈ W (Γ) with (v1, . . . , vl1) = w
1,
(vr−l0+1, . . . , vr) = w
0, where l0 = |w0|. Choose an arbitrary shortest word of
this type and denote it by w′. Similarly, let w′′ be one of the shortest words in
which there are an initial subword and a terminal subword that coincide with
w0 and w1, respectively. From the assumption that µ0(w0) = 0, µ0(w1) > 0,
|w0| ≤ |w1| it follows that w′′ = w0wˆ where wˆ can be of one of the following
three forms: (a) wˆ = w1; (b) wˆ = wˆ1w1, wˆ1 ∈ W (Γ); (c) wˆ = (v1k, . . . , v
1
l1
),
1 < k ≤ l1, is a terminal subword of w1. Consider the word w′wˆ. One easily
checks that w′wˆ ∈ Aw1. Moreover, µ
0(w′wˆ) = 0, because w′wˆ contains w0
as a subword. Hence µ0C′
w1
(C ′
w1
∩ Cw′wˆ) = 0. We can put a0 := w′wˆ. Since
Ψw1(C
′ ∩ Cw′wˆ) = Ca0 , we have ν
1(Ca0) = ν
0(Ca0) = 0.
We now want to perturb ν1 within the class of Bernoulli measures on Y
in such a way as to obtain a measure for which the right-hand side of (2.19)
is bigger than for ν0 and which is positive on all cylinders.
Since ϕ(y), y = (yi, i ∈ Z) ∈ Y , depends solely on y0, we have ϕ(y) =
ϕ0(y0), where ϕ0 is a function on Aw1 .
Using Lemma 2.5, we find a σ-invariant Bernoulli measure ν2 on Y such
that if h(σ; ν1) <∞, then
h(σ; ν2)
ν2(ϕ)
>
h(σ; ν1)
ν1(ϕ)
≥
h(σ; ν0)
ν0(ϕ)
, (2.20)
and if h(σ; ν1) =∞, then h(σ; ν2) =∞ as well.
Apply the mapping Ψ−1
w1
to transfer the measure ν2 to C ′ and denote the
resulting measure by µ′. The suspension flow (σ, ϕ; (ν2)ϕ) is then isomor-
phic to the suspension flow (TC′ , (f
1)C′ ; (µ
′)(f1)C′ ). Let C
′(n) = {x ∈ C ′ :
τT,C(x)}, n = 1, 2, . . . , and µ
′
n = µ
′|C′(n) be the restriction of µ
′ to C ′(n)
considered as a measure on X . Then the measure
µ′′ :=
∞∑
n=1
n−1∑
k=0
T k ◦ µ′n
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is concentrated on XC and T -invariant. By normalizing µ
′′ we obtain a prob-
ability measure µ′′′. By Lemma 2.8 the flows (T |XC ; f
1|XC) and (TC′, (f
1)C′)
are isomorphic. Then the flow (T, f1; (µ
′′′)f1) is isomorphic to the flow
(TC′, (f
1)C′ ; (µ
′)f1′C ) and hence (see above) to the flow (σ, ϕ; (ν
2)ϕ). There-
fore,
h(T ;µ′′′)/µ′′′(f 1) = h(σ; ν2)/ν2(ϕ) > h(T ;µ0)/µ0(f 1) (2.21)
(see (2.19), (2.20)). It is clear that µ′′′ ∈ ET,f . Moreover, µ′′′ ∈ E
+
T,f . Oth-
erwise we could apply to µ′′′ the procedure that lead us to the measure ν0,
starting from µ0. The resulting measure would coincide with νt,s, and there
would be a letter a ∈ Aw1 with ν
t,s(Ca) = 0. But we know that this is im-
possible. Thus (2.21) contradicts (2.17) with fn = f
1 and hence contradicts
(2.14).
Corollary 2.10. Let Γ, (X, T ), f be as in Theorem 2.2, (Yw, σw) be the
topological Bernoulli shift obtained from (X, T ) and w by the M–B reduction,
where w ∈ W (Γ), and let ϕf,w be the function defined in (2.18). Then the
suspension flows (T, f) and (σw, ϕf,w) have the same topological entropy.
Proof. As before, we let C = Cw an use the notation in (2.11)–(2.13). From
the definition of σw and ϕf,w it follows immediately that the suspension
flows (TC′ , fC′) and (σw, ϕf,w) are isomorphic and hence htop(TC′, fC′) =
htop(σw, ϕf,w). Similarly, by virtue of Lemma 2.8, htop(TC′ , fC′) = htop(T |XC , f |XC).
But htop(T |XC , f |XC) ≤ htop(T, f), because XC is a T -invariant subset of X .
Hence
htop(σw, ϕf,w) = (TC′ , fC′) ≤ htop(T, f). (2.22)
On the other hand, by the same Lemma 2.8 h(TC′, fC′ ; µ˜C′) = h(T, f ; µ˜) for
every µ ∈ E+T,f , where µ˜C′ is the fC′-lifting of the normalized restriction of
µ to C ′, and µ˜ is the f -lifting of µ. The supremum in µ ∈ E+T,f of the left-
hand side of the last equality is clearly not bigger than h(TC′ , fC′), while
by Lemma 2.9 the supremum of the right-hand side is htop(T, f). Hence
htop(TC′ , fC′) ≥ htop(T, f), which together with (2.22) yields what we are
proving.
2.5 Proof of Theorem 2.2
Fix notation as in Theorem 2.2. Let us also fix n and for a wile write w
and C instead of wn and Cwn, respectively. Consider the sets XC , C
′, the
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induced transformation TC′ : C
′ → C ′, and the function fC′ (see (2.11)–
(2.13)). Apply the M–B reduction to (X, T ) and w.
From (2.3), (2.13) it is clear that τ˜ (T, C; x) = fC′(x) for every x ∈ C ′.
Thus (2.4) can be rewritten in the form
|µ¯(Cwwˆw)/µ¯(C)− e
−sfC′ (x)| ≤ e−α|w|−sfC′(x), (2.23)
which is true for µ¯-almost all x ∈ Cwwˆw.
The simplicity of w implies that each word a ∈ Aw is of the form a =
wwˆw, where wˆ ∈ W (Γ) (wˆ may be an empty word if ww ∈ W (Γ)), and wˆ
does not contain w as a subword.
By assumption, the measure µ¯ is positive on all cylinders and T -invariant.
Hence µ¯(C) = µ¯(C ′) > 0, and we can normalize µ¯ on C ′ to obtain a TC′-
invariant probability measure µ¯′. Its image ν ′ := (Ψw)∗µ
′
0 is a probability
measure ν ′ on Y = Yw invariant with respect the shift transformation σ.
From the definition of Ψw it follows that, for a := wwˆw ∈ Aw,
Ca := {y ∈ Y : y0 = a} = ΨwCwwˆw
and hence
ν ′(Ca) = µ0(Cwwˆw)/mu0(Cw). (2.24)
Notice that ν ′(Ca) > 0 for all a ∈ Aw.
Taking into account the relation between fC′ and ϕ = ϕf,w (see (2.18))
and using (2.23), (2.24), we obtain
|ν ′(Ca)− e
−sϕ(y)| ≤ e−α|w|−sϕ(y), a ∈ Aw, (2.25)
for ν ′-almost all y ∈ Ca.
Our next step is to approximate ϕ by a function that is constant on each
cylinder Ca, a ∈ Aw.
Since w is simple, we have τ(T, C ′; x) ≥ |w| for all x ∈ C ′ (see (2.12)).
We say that x(1) = (x
(1)
i , i ∈ Z) ∈ C
′ and x(2) = (x
(2)
i , i ∈ Z) ∈ C
′ are
equivalent (x(1) ∼ x(2)) if τ(T, C ′; x(1)) = τ(T, C ′; x(2)) and x
(1)
i = x
(2)
i for
0 ≤ i ≤ τ(T, C ′; x(1)). If x(1) ∼ x(2), then (because w is simple) x(1)i = x
(2)
i
for τ(T, C ′; x(1)) ≤ i ≤ τ(T, C ′; x(1)) + |w| − 1 as well, from which we obtain
(see (2.13))
|fC′(x
(1))−fC′(x
(2))| ≤
≤
τ(T,C′;x)−1∑
i=0
|f(T ix(1))− f(T ix(2))| ≤
∞∑
n=|w|
varn(f). (2.26)
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Let
Cw(x) := {x′ ∈ C ′ : x′ ∼ x}, fw(x) = inf
x′∈Cw(x)
fC′(x
′). (2.27)
It is easy to see that Cw(x) is a cylinder and that these cylinders constitute
a partition of C ′. Moreover, by virtue of (2.27), (2.26) the function fw is
constant on each element of this partition and
0 ≤ fC′(x)− f
w(x) ≤
∞∑
n=|w|
varn(f), x ∈ C
′.
Therefore,
0 ≤ ϕ(y)− ϕw(y) ≤
∞∑
n=|w|
varn(f), y ∈ Y, (2.28)
where ϕw(y) := fw(Ψ−1w y) is constant on each cylinder Ca ⊂ Y , a ∈ Aw
(here, by Ψ−1w y we mean the unique point x ∈ C
′ such that Ψwx = y) and
hence there is a function ϕw0 on Aw such that ϕ
w(y) = ϕw0 (y0).
With Lemma 2.7 in mind we will estimate the sum
∑
a∈Aw
exp[−sϕw0 (a)].
Let
δw :=
∞∑
n=|w|
varn(f). (2.29)
Since ν ′(Ca) > 0 for all a ∈ Aw, one can choose, for every a, a point ya ∈ Ca
such that (2.25) holds for y = ya. Hence
ν ′(Ca)− exp[−α|w| − sϕ(ya)] ≤ e
−sϕ(ya) ≤ ν ′(Ca) + exp[−α|w| − sϕ(ya)],
so that
ν ′(Ca)/(1 + e
−α|w|) ≤ e−sϕ(ya) ≤ ν ′(Ca)/(1− e
−α|w|), a ∈ Aw,
1/(1 + e−α|w|) ≤
∑
a∈Aw
e−sϕ(ya) ≤ 1/(1− e−α|w|).
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From (2.28), (2.29) we obtain
1
1 + e−α|w|
≤
∑
a∈Aw
e−sϕ(ya) ≤
∑
a∈Aw
e−sϕ
w
0 (a)
=
∑
a∈Aw
e−sϕ
w(ya) ≤
1
1− e−α|w|
+
∑
a∈Aw
[
e−sϕ
w(ya) − e−sϕ(ya)
]
=
1
1− e−α|w|
+
∑
a∈Aw
e−sϕ(ya)
[
es(ϕ(ya)−ϕ
w(ya)) − 1
]
≤
esδw
1− e−α|w|
. (2.30)
By assumption, we now can take w = wn, where |wn| → ∞ as n → ∞.
From (2.30) it follows that
lim
n→∞
∑
a∈Awn
exp[−sϕwn0 (a)] = 1. (2.31)
Let
Fn(u) :=
∑
a∈Awn
exp[−uϕwn0 (a)], n = 1, 2, . . .
If, for a fixed n, there is a u ∈ R such that Fn(u) = 1 (such u can be only one),
then we denote this u by un. Otherwise we put un := sup{u : Fn(u) = ∞}.
Notice that un ≥ 0 (because Fn(0) = ∞) and un < ∞ (because of (2.30)).
From the definition of ϕwn it follows that infy∈Y ϕ
wn(y) → ∞ as n → ∞
(remind that Y = Ywn). Therefore, for every γ > 0, we have dFn(u)/du →
−∞ as n → ∞ uniformly in u on the set Dγ := {u : γ < Fn(u) < ∞} (we
mean the right-side derivative if u is the left endpoint of the interval Dγ).
Using this fact, it is easy to deduce from (2.31) that un → s as n → ∞ (it
would be sufficient to know that dFn(u)/du < const < 0 on Dγ).
Let us now consider two isomorphic suspension flows, (σ, ϕwn) and (TC′ , f
wn).
By Lemma 2.7
tn = htop(σ, ϕ
wn) = htop(TC′, f
wn), n = 1, 2, . . . ,
where C ′ = (Cwn)
′, and hence
s = lim
n→∞
htop(TC′ , f
wn).
From (2.28) and the evident bounds htop(σ, ϕ
wn) ≤ 2s (as n is large enough),
inf ϕ ≥ c, and inf ϕwn ≥ c we obtain
|htop(σ, ϕ
wn)− htop(σ, ϕ)| ≤ 2sδn/c,
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where δn =
∑
k=|wn|
varn(f) (cf. (2.16)). Therefore s = htop(σ, ϕ), and hence
(see Corollary 2.10) s = htop(T, f). So statement (i) is proved.
To prove statement (ii) suppose that s = htop(T, f ; (µ¯)f). Together with
(i) this means that (µ¯)f is a measure with maximal entropy for the suspension
flow (T, f). We conclude that (T, f) can have only one measure with maximal
entropy, using a result by Buzzi and Sarig [6], as follows.
Let (µ¯)f be such a measure. Then by (2.2)
h(T, µ)
µ(f)
≤
h(T, µ¯)
µ¯(f)
= s, µ ∈MT,f ,
where s = htop(T, f). Hence for every µ ∈ MT,f , we have h(T, µ) + µ(g) ≤
0, where g(x) := −sf(x), x ∈ X , while h(T, µ¯) + µ¯(g) = 0, so that the
topological pressure of g is zero and µ¯ is a g-equilibrium measure. Using the
natural projection pi : V Z → V Z+ we let X+ = piX and f+(x+) = f(x) for
x+ ∈ X+ and any x ∈ pi−1x+ (by assumption, f is constant on the set pi−1x+,
so that f(x) depends only on x+). It is easily checked that piTx = T+pix,
x ∈ X , where T+ is the shift transformation on X+, and, moreover, that
pi induces a one-to-one correspondence between MT,f and MT+,f+ , the set
of T+-invariant probability measures µ+ on X+ with µ+(f+) < ∞. Let
µ0+ ∈ MT+,f+ correspond to µ0. Then µ0+ is a g+-equilibrium measure,
where g+ = −sf+. Notice that the one-sided Markov shift T+ is topologically
transitive (because the graph Γ is connected), the topological pressure of g+
is zero (because this is the case for g), and supx+∈X+ g+(x+) < 0 (because
infx∈X f(x) > 0). Thus, by Theorem 1.1 from [6], there can be only one
g+-equilibrium measure. So the proof of Theorem 2.2 is completed.
3 A covering flow
At this point we start deducing Theorem 1.1 from Theorem 2.2. The aim of
the present section is to recall the construction of a flow that can be viewed
(see Section 5 below) as ”covering” for the Techmu¨ller flow {gt}. We shall
show (see corollary 5.2) that our problem can be reduced to a similar problem
for this covering flow (denoted by {P t}).
We first remind some constructions due to Rauzy [16], Veech [21], and
Zorich [26] (see also [24]). Using these constructions we obtain (in Subsection
3.2) the covering flow as a suspension flow over a measurable transformation
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defined on a bounded Borel set in a Euclidian space of finite dimension. We
next consider (in Section 4) a symbolic representation of the flow {P t} and
show that it is, up to an isomorphism, a suspension flow over a countable
alphabet topological Markov shift (denote the alphabet by A). Theorem
2.2 cannot yet be applied directly to this suspension flow, since, if for no
other reason than that its roof function is not bounded away from zero and
has non-summable variations. That is why we change the base (Poincare´
section) of our flow for its appropriate cylinder subset (we in fact use a
family of cylinders) and thus perform a change-over to a new suspension
representation (going back to Veech). The new suspension flow appears to
be built over a countable alphabet Bernoulli shift whatever cylinder set we
take (this is a Markov–Bernoulli reduction as defined in Subsection 2.3). Not
all cylinders are useful for us here, but only those corresponding to admissible
“positive” words w ∈
⋃∞
n=1A
n (there is a canonical way to assign a matrix
with non-negative integer entries to each w; if all the entries are positive,
we refer to w as a positive word). It we change the positivity for a stronger
requirement that each words w involved in the construction has a simple
positive prefix (the definition is given in Subsection 2.1), it will be possible
to prove (see Subsections 4.3 and 4.4) that the roof function has summable
variations (it is even Ho¨lder continuous), while the measure µκ (see Section
1) induces on the base of our suspension flow an invariant measure satisfying
the requirements imposed on the measure µ¯ in Theorem 2.2. It remains to
note that for each {P t}-invariant ergodic probability measure ν with positive
entropy, there is a sufficiently large collection of words w with ν(w) > 0 that
have a simple positive prefix (see Lemma 5.5). We thus have everything
necessary for applying Theorem 2.2.
3.1 Induction maps
Let pi be a permutation of m symbols, which will always be assumed irre-
ducible in the sense that pi{1, . . . , k} = {1, . . . , k} implies k = m. The Rauzy
operations a and b are defined by the formulas
api(j) =


pij, if j ≤ pi−1m,
pim, if j = pi−1m+ 1,
pi(j − 1), if pi−1m+ 1 < j ≤ m;
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bpi(j) =


pij, if pij ≤ pim,
pij + 1, if pim < pij < m,
pim+ 1, if pij = m.
These operations preserve irreducibility. The Rauzy class R(pi) is defined
as the set of all permutations that can be obtained from pi by application of
the transformation group generated by a and b. From now on we fix a Rauzy
class R and assume that it consists of irreducible permutations.
For i, j = 1, . . . , m, denote by Eij the m×m matrix whose (i, j)th entry is
1, while all others are zeros. Let E be the identity m×m-matrix. Following
Veech [21], introduce the unimodular matrices
A(a, pi) =
pi−1m∑
i=1
Eii + Em,pi
−1m+1 +
m−1∑
i=pi−1m
Ei,i+1, (3.1)
A(b, pi) = E + Em,pi
−1m. (3.2)
For a vector λ = (λ1, . . . , λm) ∈ Rm, we write
|λ| =
m∑
i=1
λi.
Let
∆m−1 = {λ ∈ R
m : |λ| = 1, λi > 0 for i = 1, . . . , m}.
One can identify each pair (λ, pi), λ ∈ ∆m−1, with the interval exchange
map of the interval I := [0, 1) as follows. Divide I into the sub-intervals
Ik := [βk−1, βk), where β0 = 0, βk =
∑k
i=1 λi, 1 ≤ k ≤ m, and then place the
intervals Ik in I in the following order (from left to write): Ipi−11, . . . , Ipi−1m.
We obtain a piecewise linear transformation of I that preserves the Lebesgue
measure.
The space ∆(R) of interval exchange maps corresponding to R is defined
by
∆(R) = ∆m−1 ×R.
Denote
∆+pi = {λ ∈ ∆m−1| λpi−1m > λm}, ∆
−
pi = {λ ∈ ∆m−1| λm > λpi−1m},
∆+(R) = ∪pi∈R{(pi, λ)| λ ∈ ∆
+
pi },
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∆−(R) = ∪pi∈R{(pi, λ)| λ ∈ ∆
−
pi },
∆±(R) = ∆+(R) ∪∆−(R).
The Rauzy-Veech induction map T : ∆±(R)→ ∆(R) is defined as follows:
T (λ, pi) =
{
( A(a, pi)
−1λ
|A(a, pi)−1λ| , api), if λ ∈ ∆
+
pi ,
( A(b, pi)
−1λ
|A(b, pi)−1λ|
, bpi), if λ ∈ ∆−pi .
(3.3)
One can check that T (λ, pi) is the interval exchange map induced by (λ, pi)
on the interval [0, 1 − γ], where γ = min(λm, λpi−1m); this interval stretches
to unit length.
Denote
∆∞(R) =
⋂
n≥0
T −n∆±(R). (3.4)
Every T -invariant probability measure is concentrated on ∆∞(R). On the
other hand, a natural Lebesgue measure defined on ∆(R), which is finite,
but non-invariant, is also concentrated on ∆∞(R). Veech [21] showed that
T has an absolutely continuous ergodic invariant measure on ∆(R), which
is, however, infinite.
Following Zorich [26], for (λ, pi) ∈ ∆∞(R), we set
n(λ, pi) =
{
min{k > 0 : T k(λ, pi) ∈ ∆−(R)}, if λ ∈ ∆+pi ;
min{k > 0 : T k(λ, pi) ∈ ∆+(R)}, if λ ∈ ∆−pi .
(3.5)
The Rauzy-Veech-Zorich induction map G is defined by the formula
G(λ, pi) = T n(λ,pi)(λ, pi), (λ, pi) ∈ ∆∞(R). (3.6)
Theorem 3.1 (Zorich [26]). The map G has an ergodic invariant probability
measure ν absolutely continuous with respect to the Lebesgue measure on
∆∞(R). The density ρ of this measure is of the form
ρ(λ, pi) = Ppi(λ)/Qpi(λ), λ = (λ1, . . . , λm),
where Ppi and Qpi are homogeneous polynomials with non-negative coefficients.
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3.2 Zippered rectangles
Here we briefly recall the construction of the Veech space of zippered rect-
angles. We use the notation of [4].
Zippered rectangles associated with the Rauzy class R are triples (λ, pi, δ),
where λ = (λ1, . . . , λm) ∈ Rm, λi > 0, pi ∈ R, δ = (δ1, . . . , δm) ∈ Rm, and
the vector δ satisfies the following inequalities:
δ1 + · · ·+ δi ≤ 0, i = 1, . . . , m− 1, (3.7)
δpi−1 1 + · · ·+ δpi−1 i ≥ 0, i = 1, . . . , m− 1. (3.8)
The set of all vectors δ satisfying (3.7), (3.8) is a cone in Rm; we denote it
by K(pi).
For a zippered rectangle (λ, pi, δ), we set
hr := −
r−1∑
i=1
δi +
pir−1∑
i=1
δpi−1 i, (3.9)
Area (λ, pi, δ) :=
m∑
r=1
λrhr. (3.10)
(Our convention is
∑v
i=u ... = 0 when u > v.) By (3.7), (3.8) hr ≥ 0 for all
r, and if we relate the set Z :=
⋃m
r=1 Ir × [0, hr] (a union of rectangles in
R
2) to every triple (λ, pi, δ), then Area(λ, pi, δ) becomes merely the Lebesgue
measure (area) of Z. By appropriate identification of intervals in the bound-
aries of different rectangles Ir × [0, hr] one obtains a compact Riemannian
surface and a 1-form on it. This procedure (due to Veech [21]) is thoroughly
described in the literature (see, for example, [25], [26]). We do not use it as
such and so omit details.
Denote by V(R) the space of all zippered rectangles corresponding to the
Rauzy class R, i.e.,
V(R) = {(λ, pi, δ) : λ ∈ Rm+ , pi ∈ R, δ ∈ K(pi)}.
Let also
V+(R) = {(λ, pi, δ) ∈ V(R) : λpi−1m > λm},
V−(R) = {(λ, pi, δ) ∈ V(R) : λpi−1m < λm},
V±(R) = V+(R) ∪ V−(R).
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Veech [21] introduced the flow {P t} acting on V(R) by the formula
P t(λ, pi, δ) = (etλ, pi, e−tδ),
and the map U : V±(R)→ V(R), where
U(λ, pi, δ) =
{
(A(pi, a)−1λ, api, A(pi, a)−1δ), if λpi−1m > λm,
(A(pi, b)−1λ, bpi, A(pi, b)−1δ), if λpi−1m < λm.
(The inclusion UV±(R) ⊂ V(R) is not evident and should be proved; this
was done in [21].) The map U and the flow {P t} commute on V±(R) and
both preserve the measure determined on V(R) by the volume form V ol =
dλ1 . . . dλmdδ1 . . . dδm. They also preserve the area of a zippered rectangle
(see (3.10)) and hence can be restricted to the set
V1,±(R) := {(λ, pi, δ) ∈ V±(R) : Area(λ, pi, δ) = 1}.
The restriction of the volume form V ol to V1,±(R) induces on this set a
measure µR which is invariant under U and {P t}.
For (λ, pi) ∈ ∆(R), denote
τ 0(λ, pi) =: − log(|λ| −min(λm, λpi−1m)). (3.11)
From (3.1), (3.2) it follows that if λ ∈ ∆+pi ∪∆
−
pi , then
τ 0(λ, pi) = − log |A−1(c, pi)λ|, (3.12)
where c = a when λ ∈ ∆+pi , and c = b when λ ∈ ∆
−
pi .
Next denote
Y1(R) := {x = (λ, pi, δ) ∈ V(R) : |λ| = 1, Area(λ, pi, δ) = 1},
τ(x) := τ 0(λ, pi) for x = (λ, pi, δ) ∈ Y1(R),
V1,τ (R) :=
⋃
x∈Y1(R), 0≤t≤τ(x)
P tx. (3.13)
Using the map U , we are going to transfer the flow P t to the set V1,τ (R) (or,
more precisely, to its proper subset).
It is easy to check that UP τ(x)x ∈ Y1(R) for every x ∈ Y1(R) ∩ V±(R).
Identifying the points P τ(x)x and UP τ(x)x, we can continue the trajectory of
24
x by some distance. But it can happen that UP τ(x)x /∈ V±(R), so that we
cannot proceed this way.
To make {P t} well defined on an invariant set we have to somewhat
reduce the domain of U . Let
V1,±6= (R) := {(λ, pi, δ) ∈ V
1,±(R) : am(δ) 6= 0},
V∞(R) :=
⋂
n∈Z
UnV1,±6= (R).
Clearly Un is well-defined on V∞(R) for all n ∈ Z.
We now set
Y(R) := Y1(R) ∩ V∞(R), V˜(R) := V1,τ (R) ∩ V∞(R).
The above identification enables us to define on V˜(R) a natural flow, for
which we retain the notation {P t}. (Although the bounded positive function
τ is not separated from zero, the flow {P t} is well defined.)
Let us also note that µR(V1,τ (R)) > 0. By a theorem proven indepen-
dently by Veech [21] and Masur [15] µR(V1,τ (R)) < ∞, and we in what
follows assume that the restriction of µR to V1,τ (R) is normalized to have
total mass 1. Since clearly µR(V1,τ (R) \ V˜(R)) = 0, we can consider µR to
be defined on V˜(R). This measure is ergodic with respect to the flow {P t}.
Remark 3.2. The presentation here differs from the one in Veech [21] by a
linear change of variable: the Veech vector parameters h and a of a zippered
rectangle (λ, pi, δ) are expressed in terms of pi and δ by (3.9) and the equations
ar = ar(δ) = −
r∑
i=1
δi, r = 1, . . . , m.
Following Zorich [26], denote
Y+(R) = {x = (λ, pi, δ) ∈ Y(R) : λ ∈ ∆+pi , am(δ) < 0},
Y−(R) = {x = (λ, pi, δ) ∈ Y(R) : λ ∈ ∆−pi , am(δ) > 0},
Y±(R) = Y+(R) ∪ Y−(R),
and let Y±∞(R) be the set of all x ∈ Y
±(R) for which there exist infinitely
many positive t and infinitely many negative t such that P tx ∈ Y±(R).
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Take x ∈ Y±∞(R), x = (λ, pi, δ), and let F(x) be the first return of x to
the transversal Y±(R) under the flow {P t}. The map F is an extension of
the map G to the space of zippered rectangles:
if F(λ, pi, δ) = (λ′, pi′, δ′), then (λ′, pi′) = G(λ′, pi′). (3.14)
Note that F is invertible on Y±∞(R) and if x ∈ Y
+(R) (respectively, x ∈
Y−(R)), then F(x) ∈ Y−(R) (respectively, F(x) ∈ Y+(R)). Moreover,
Y±∞(R) =
⋂
n∈Z
FnY±(R).
If x = (λ, pi, δ) ∈ Y±∞(R) and G(λ, pi) = T
n(λ, pi), then, by (3.3), (3.6),
the first return time of x to Y±(R) under the flow {P t} is
τ(λ, pi) + · · ·+ τ(T n−1(λ, pi)) = − log |A−1(c, cn−1pi) . . . A−1(c, pi)λ|, (3.15)
where c = a when λ ∈ ∆+pi , and c = b when λ ∈ ∆
−
pi .
We finish this section with considering a relationship between the proba-
bility measure µR mentioned above and the measure ν introduced in Theorem
3.1.
Denote by µ1R the F -invariant probability measure induced by µR on
Y±∞(R). Remark that if (λ, pi, δ) ∈ Y
±
∞(R), then (λ, pi) ∈ ∆
∞.
Lemma 3.3. (cf. [21], [26]) Let ψ˜ : Y±∞(R) → ∆
∞(R) be the map defined
by ψ˜(λ, pi, δ) = (λ, pi). Then ψ˜∗µ
1
R = ν.
Proof. Note that there is a natural Lebesgue measure on each of the spaces
V˜(R), Y±∞(R), and ∆
∞(R). Since µR is proportional to the Lebesgue mea-
sure on V˜(R), from the definition of {P t} it follows that µ1R is absolutely con-
tinuous with respect to the Lebesgue measure on Y±∞(R). Let ν
1 := ψ˜∗µ
1
R.
It is clear that ν1 is a probability measure absolutely continuous with re-
spect to mes∆, the Lebesgue measure on ∆
∞(R), while by Theorem 3.1 the
probability measure ν is equivalent to mes∆ and ergodic with respect to G.
Therefore, ν1=ν.
4 Symbolic representation of the covering flow
In this section we construct suspension flows over symbolic Markov shifts
that will be of great importance in the study of the flow {P t}. Using [21],
[26], we begin with a brief description of a symbolic model for the map G.
26
4.1 Symbolic dynamics for the mapping G
We shall only deal with the interval exchanges (λ, pi) from ∆∞(R) (see (3.4)),
so that all iterations of the map G are defined. Our notation follows [4].
Consider the alphabet
A := {(c, n, pi)| c = a or b, n ∈ N, pi ∈ R}.
For w1 = (c1, n1, pi1) ∈ A, w2 = (c2, n2, pi2) ∈ A, we set
B(w1, w2) =
{
1 if (c1)
n1pi1 = pi2, c2 6= c1,
0 otherwise
and thus define a function B : A × A → {0, 1}. In other terms, we have a
directed graph ΓA, B = (V,E), where V = A and where (w1, w2) ∈ E if and
only if B(w1, w2) = 1. From the definition of the Rauzy class R in Subsection
3.1 it follows that the graph ΓA, B is connected.
Introduce the space of words
WA, B = {w = w1 . . . wn| wi ∈ A, B(wi, wi+1) = 1 for i = 1, . . . , n}.
It is convenient to include the empty word in WA, B. We use the notation of
Sub-section 2.1. In particular, for a word w ∈ WA, B, we denote by |w| its
length, i.e., the number of symbols in it; given two words w(1), w(2) ∈ WA, B,
we denote by w(1)w(2) their concatenation. Note that the word w(1)w(2) need
not belong to WA, B, unless a compatibility condition is satisfied by the last
letter of w(1) and the first letter of w(2).
To each nonempty word w ∈ WA, B we assign a renormalization matrix
A(w) as follows. If w is a single-letter word, w = (c, n, pi) ∈ A, we set (see
(3.1), (3.2))
A(w) = A(c, pi)A(c, cpi) . . .A(c, cn−1pi); (4.1)
for w ∈ WA, B, where w = w1 . . . wn, wi ∈ A, we set
A(w) = A(w1) . . . A(wn). (4.2)
Consider the sequence spaces
ΩA,B = {ω = (ω0, ω1, . . . )| ωn ∈ A, B(ωn, ωn+1) = 1 for all n ∈ Z+},
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and
ΩZA,B = {ω = (. . . , ω−1, ω0, ω1, . . . )| ωn ∈ A, B(ωn, ωn+1) = 1 for all n ∈ Z}.
Denote by σ the one step left shift on both these spaces.
Let us now describe the coding map. For every letter w = (c, n, pi) ∈ A,
we set
∆(w) =
{
∆+(R) ∩ {(λ, pi) ∈ ∆∞(R)| n(λ, pi)} if c = a,
∆−(R) ∩ {(λ, pi) ∈ ∆∞(R)| n(λ, pi)} if c = b.
(4.3)
In other words, when c = a (resp., c = b), ∆(w) consists of all points (λ, pi) ∈
∆∞(R) ∩ ∆+(R) (resp., (λ, pi) ∈ ∆∞(R) ∩ ∆−(R)) such that T k(λ, pi) ∈
∆+(R) (resp., T k(λ, pi) ∈ ∆−(R)) for k = 0, . . . , n − 1, and T n(λ, pi) ∈
∆−(R) (resp., T k(λ, pi) ∈ ∆+(R)). Using (3.5), one also can check that if
w = (c, n, pi), then
∆(w) =
{
∆∞(R) ∩ {(λ, pi)| λ ∈ ∆+pi ,
A(w)−1λ
|A(w)−1λ| ∈ ∆
−
anpi}, if c = a,
∆∞(R) ∩ {(λ, pi)| λ ∈ ∆−pi ,
A(w)−1λ
|A(w)−1λ| ∈ ∆
+
bnpi}, if c = b.
(4.4)
It is easy to see that all the sets ∆(w), w ∈ A, are non-empty and constitute a
partition of ∆∞(R). We use this partition to construct a symbolic dynamics
for G. By iterating this partition n times under the action of the transforma-
tion G we obtain a partition whose elements, ∆(w), are determined by the
words w ∈ WA, B of length n. Namely, for a word w = w1 . . . wn ∈ WA, B,
wi ∈ A, we set
∆(w) =
n−1⋂
i=0
G−i∆(wi+1). (4.5)
Remark 4.1. From (3.3), (3.6), and (4.1)– (4.4) it follows that if (λ, pi) ∈ ∆(w)
and (λ′, pi′) = G(λ, pi), then
λ′ = A−1(w)λ/|A−1(w)λ|, λ = A(w)λ′/|A(w)λ′|.
These formulas can be easily extended by induction to the case where w =
w1 . . . wn ∈ WA, B, (λ, pi) ∈ ∆(w), and (λ′, pi′) = G(λ, pi).
The coding map Φ : ∆∞(R)→ ΩA,B is given by the formula
Φ(λ, pi) = (ω0, ω1, . . . ) if G
n(λ, pi) ∈ ∆(ωn) for n = 0, 1, . . . . (4.6)
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Consider conditions under which the coding map is invertible. For q ∈
WA, B we denote by Ωq the set of all sequences ω ∈ ΩA,B starting from the
word q and containing infinitely many occurrences of q. A key role will
be played below by the words q such that all entries of the renormalization
matrix A(q) are positive. For short we will refer to these q as positive words.
Observe that each word containing a positive prefix is also positive.
The next two lemmas are due to Veech [21].
Lemma 4.2. Let q ∈ WA, B be a positive word. Then for every ω ∈ Ωq,
there exists a unique (λ, pi) ∈ ∆∞(R) such that Φ(λ, pi) = ω.
Lemma 4.3. If the interval exchange map (λ, pi) : [0, 1]→ [0, 1] is uniquely
ergodic, then there exists a positive word q ∈ WA, B such that (λ, pi) ∈ ∆(q).
Remark 4.4. Veech [21] in fact observed that for the existence of q mentioned
in Lemma 4.3 it is sufficient for (λ, pi) to satisfy Keane’s infinite distinct orbit
condition.
4.2 Symbolic dynamics for the flow {P t}
We first construct a symbolic dynamics for the map F introduced in Subsec-
tion 3.2. For (λ, pi, δ) ∈ Y±∞(R) we set
Φ˜(λ, pi, δ) = (. . . , ω−1, ω0, ω1, . . . ), ωi ∈ A, (4.7)
if Fn(λ, pi, δ) = (λ′n, pi
′
n, δ
′
n) and (λ
′
n, pi
′
n) ∈ ∆(ωn), n ∈ Z (remind that F is
invertible on Y±∞(R)). In parallel with the coding map Φ (see Subsection
4.1) we have
Φ˜(Y±∞(R)) ⊂ Ω
Z
A, B.
Moreover, from (3.14) and (4.6) it follows that (4.7) implies that
Φ(λ, pi) = (ω0, ω1, . . . ).
For q ∈ WA,B, |q| = l, similarly to the definition of Ωq in Subsection 4.1,
we denote by ΩZq the set of all sequences ω ∈ Ω
Z
A,B satisfying ω0 . . . ωl−1 = q
and admitting infinitely many occurrences, both in the past and in the future,
of the word q.
Let
Y±q,∞(R) := Φ˜
−1(ΩZq), Vq(R) :=
⋃
t∈R
P tY±q,∞(R),
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and assume that Y±q,∞(R) (and hence Vq(R)) is non-empty.
Let Fq be the first return map of F to Y±q,∞(R), i.e., the map induced by
F on Y±q,∞(R) (cf. Subsection 2.3).
By definition, {P t}|Vq(R), the restriction of the flow {P
t} to Vq(R), is
Borel isomorphic to a suspension flow (Fq, τq) over the map Fq. To de-
scribe the roof function τq we take (λ, pi) ∈ ∆∞(R), (λ′, pi′) = G(λ, pi), and
introduce, following Veech, the function
τ 1 : (λ, pi) 7→ log |A(ω0)λ
′|, (4.8)
where ω0 is determined by the equation Φ(λ, pi) = (ω0, ω1, . . . ), that is
(λ, pi) ∈ ∆(ω0). (Recall that the norm of a vector v is given by |v| =
∑
i |vi|.)
Using (3.14), (3.15), it easy to check that if x = (λ, pi, δ) ∈ Y±∞(R) and
(λ, pi) ∈ ∆(ω0), where ω0 = (c, n, pi), then the first return time of x to
Y±∞(R) under the action of the flow {P
t} is just τ 1(λ, pi).
Let now (λ, pi) ∈ Φ−1(Ωq), (ω0, ω1, . . . ) = Φ(λ, pi), and let s be the mo-
ment of the second appearance of the word q in (ω0, ω1, . . . ), i.e.,
s = s(ω0, ω1, . . . ) = min{k > 0|(ωk, . . . , ωk+l−1) = q}. (4.9)
Denote
τ 1q(λ, pi) = τ
1(λ, pi) + τ 1(G(λ, pi)) + · · ·+ τ 1(Gs−1(λ, pi)). (4.10)
If x = (λ, pi, δ) ∈ Y±q,∞(R), then (λ, pi) ∈ Φ
−1(Ωq), and we have
τq(x) = τ
1
q(λ, pi). (4.11)
Denote by Ψ1 the map from Vq(R) to the phase space of (Fq, τq) that
induces the above-mentioned isomorphism between the flows {P t}|Vq(R) and
(Fq, τq).
From now on we assume that q is a positive word. For such q, we con-
struct a suspension flow (σˆq, τˆq) closely related to (Fq, τq). Denote, as before,
by σ the one-step left shift on ΩZA,B and, for ω = (. . . , ω−1, ω0, ω0, . . . ) ∈ Ω
Z
q,
let
σˆq(ω) := σ
s, τˆq(ω) := τ
1
q(Φ
−1(ω0, ω1, . . . )), (4.12)
where s is defined in (4.9). (Observe that ω ∈ ΩZq implies (ω0, ω1, . . . ) ∈
Ωq, hence by Lemma 4.2 Φ
−1(ω0, ω1, . . . ) is a uniquely defined point from
∆∞(R)).
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Proposition 6 in [4] states that if q ∈ WA, B is positive, then for every
ω ∈ ΩZq, there exists at most one zippered rectangle corresponding to it; in
other words, the map Φ˜ restricted to the set Y±q,∞(R) := Φ˜
−1(ΩZq) is injective.
It induces, in a natural way, a measurable injective map Ψ2 from the phase
space of the flow (σq, τq) to the phase space of the flow (σˆq, τˆq) that sends the
former flow to the latter one restricted to some invariant set. Hence (Fq, τq)
is embedded (in the sense of Section 2) into (σˆq, τˆq).
Introduce a new alphabet Aq; it will consist of all words w = (v1 . . . vn) ∈
WA, B, vi ∈ A, n > l, such that (v1, . . . , vl) = q, (vn−l+1, . . . vn) = q, and no
other subword of w coincides with q. Since |A| = ∞ and the graph ΓA,B is
connected (see Subsection 4.1), we have |Aq| =∞. By the Markov-Bernoulli
reduction, introduced in Subsection 2.3, there is a measurable one-to-one
map ΨM−B : Ω
Z
q → (Aq)
Z that sends σˆq to the one-step left shift σq on
(Aq)Z. Hence the flow (σˆq, τˆq) is isomorphic to the suspension flow (σq, fq),
where
fq(u) := τˆq(Ψ
−1
M−B(u)), u ∈ (Aq)
Z. (4.13)
Denote by Ψ3 the corresponding map from the phase space of (σˆq, τˆq) to the
phase space of (σq, fq). Summing up, we can state the following.
Lemma 4.5. The mapping Ψ := Ψ1 ◦ Ψ2 ◦ Ψ3 yields an embedding of the
flow {P t}|Vq(R) into the flow (σq, fq).
Let us turn to the probability measure µR on V˜(R) and the probability
measure µ1R induced by µR on Y
±
∞(R) (see Subsection 3.2).
Observe that µR assigns a positive mass to every Borel set with nonempty
interior. (We assume a natural topology on V˜(R) as well as on other spaces
we encounter in this paper.) From this fact, using Lemma 4.2 and the defi-
nition of T , G, and F , we easily derive that
µ1R({x ∈ Y
±
∞(R) : x = (λ, pi, δ), (λ, pi) ∈ ∆(q)}) > 0.
Since µR is {P t}-ergodic, we have
µR(Vq(R)) = 1, µ
1
R
(⋃
n∈Z
FnY±q,∞(R)
)
= 1. (4.14)
By normalizing the restriction of µ1R to Y
±
q,∞(R) we obtain a probability
measure µ¯1R,q.
31
Let ψ be the natural projection of ΩZA,B on ΩA,B . Recall that in Subsection
3.2 we introduced the natural projection ψ˜ of Y±∞(R) on ∆
∞(R). It is clear
that ψ(Φ˜(x)) = Φ(ψ˜(x)) for every x ∈
⋃
n∈ZF
nY±q,∞(R). From this fact
combined with (4.14) and Lemma 3.3 we obtain
ψ∗(Φ˜∗µ
1
R) = Φ∗ν. (4.15)
Using the positivity of ν on all open sets, we come to the following asser-
tion.
Lemma 4.6. The measure Ψ∗µR is positive on every open set in the phase
space of the flow (σq, fq).
4.3 Properties of the roof function
Recall that a word w′ = w1 . . . wl ∈ WA,B is said to be a simple prefix of a
word w = w1, . . . , wl, . . . , wn if w1 . . . wn−k+1 = wk . . . wn implies that either
k = 1, or k > l (see Subsection 2.1).
Lemma 4.7. Let q ∈ WA,B be a word that has a simple positive prefix.
Then the function fq introduced in (4.13) depends only on the future, is
bounded away from zero, and is Ho¨lder continuous in the following sense:
there exist positive constants Cq, αq (depending only on q) such that if u =
(. . . , u−1, u0, u1 . . . ) ∈ AZq and u˜ = (. . . , u˜−1, u˜0, u˜1 . . . ) ∈ A
Z
q satisfy ui = u˜i
for |i| ≤ n, then
|fq(u)− fq(u˜)| ≤ Cq exp(−αqn).
In particular, the function fq has summable variations.
Proof. That the function fq depends only on the future follows readily from
its definition. Let us prove that it is bounded away from zero. By (4.13),
(4.12) this property of fq would follow from the same property of the function
τ 1q defined on Φ
−1(Ωq). But from (4.8), (4.10) and Remark 4.1 one readily
derives that, for (ω0, ω1, . . . ) ∈ Ωq,
τ 1q(λ, pi) = log |A(ω0) . . .A(ωs−1)λ
′|, (λ, pi) = Φ−1(ω0, ω1, . . . ), (4.16)
where s is defined in (4.9) and (λ′, pi′) = G(λ, pi) = Φ−1(ωs, ωs+1, . . . ). If
p is a simple prefix of q, then s ≥ |p|, so that p is a prefix of the word
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(ω0, . . . , ωs−1) and hence this word is positive. Thus all entries of the m×m
matrix
A(ω0, . . . , ωs−1) = A(ω0) . . . A(ωs−1)
are positive integers, while λ′ is a positive vector with |λ′| = 1. Therefore,
for every (λ, pi) ∈ Φ−1(Ωq),
τ 1q(λ, pi) = log |A(ω0, . . . , ωs−1)λ
′| ≥ logm > 0.
We now turn to the Ho¨lder continuity of fq. Let u, u˜ be as in the statement
and let ω = Ψ−1M−B(u), ω˜ = Ψ
−1
M−B(u˜). By definition, ω, ω˜ ∈ Ω
Z
q, hence
(ω0, ω1, . . . ), (ω˜0, ω˜1, . . . ) ∈ Ωq. By (4.11)–(4.13)
fq(u) = τ
1
q(λ, pi) = log |A(ω0, . . . , ωs−1)λ
′|, (4.17)
fq(u˜) = τ
1
q(λ˜, p˜i) = log |A(ω˜0, . . . , ω˜s−1)λ˜
′|, (4.18)
where
(λ, pi) = Φ−1(ω0, ω1, . . . ), (λ˜, p˜i) = Φ
−1(ω˜0, ω˜1, . . . ),
(λ′, pi′) = Gs(λ, pi), (λ˜′, p˜i′) = Gs(λ˜, p˜i).
Since p is a simple prefix of q, one can find k ≥ nl− 1 such that ωi = ω˜i for
i = 0, 1, . . . , k. Then, by Remark 4.1, for some vectors λ′′, λ˜′′ ∈ ∆m−1,
λ =
A(ω0, . . . ωnl−1)λ
′′
|A(ω0, . . . ωnl−1)λ′′|
, λ˜ =
A(ω0, . . . ωnl−1)λ˜
′′
|A(ω0, . . . ωnl−1)λ˜′′|
, (4.19)
Introduce the Hilbert metric dH on ∆m−1 by
dH(λ
(1), λ(2)) = log
(
max
1≤i≤m
λ
(1)
i
λ
(2)
i
/ min
1≤i≤m
λ
(1)
i
λ
(2)
i
)
, λ(j) = (λ
(j)
1 , . . . , λ
(j)
m ), j = 1, 2.
(4.20)
It is known that if an m × m non-negative matrix A = (aij) is such that∑m
j=1 aij > 0 for all i, then the mapping TA : ∆m−1 → ∆m−1 defined by
TAλ = Aλ/|Aλ| does not increase the dH-distance between points, while if
aij > 0 for all i, j, then TA is a uniform contraction (see, for example, [24]).
By definition, the word ω0 . . . ωnl−1 is a concatenation, namely, ω0 . . . ωnl−1 =
pw1 . . .pwn, where the word wi, 1 ≤ i ≤ n, is such that the sum of the entries
in each row of the matrix A(wi) is positive. It follows (see (4.19)) that
dH(λ, λ˜) ≤ dH(T
n
A(q)λ
′′, T nA(q)λ˜
′′) ≤ C1α
n, (4.21)
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where C1 ∈ R+ and α ∈ (0, 1) depend only on q. (We have used the fact
that TA(q) takes ∆m−1 to a set of finite dH-diameter).
Denote A1 = A(ω0, . . . , ωs−1). Since all entries of the matrix A1 are
positive, we have (see (4.20))
dH
(
A1λ
|A1λ|
,
A1λ˜
|A1λ˜|
)
= log
(
max
i
(A1λ)i
(A1λ˜)i
/min
i
(A1λ)i
(A1λ˜)i
)
≤ C2dH(λ, λ˜),
where (A1λ)i (resp., (A1λ˜)i) is the ith entry of the vector A1λ (resp., A1λ˜)
and C2 is determined by q. Hence, by (4.17) and (4.21),
|fq(u)− fq(u˜)| = | log(|A1λ|/|A1λ˜|)| ≤ C2dH(λ, λ˜) ≤ C2C1α
n,
so it remains to set Cq = C2C1 and αq = − logα.
4.4 Transition probabilities and the uniform expansion
property.
By Theorem 3.1, the map G on ∆(R) preserves an absolutely continuous
ergodic probability measure, which was denoted by ν.
Consider a word w = w1 . . . wk ∈ WA,B, where wi = (ci, ni, pii) ∈ A,
1 ≤ i ≤ k. We say that w is compatible with a point (λ, pi) ∈ ∆∞(R) (or
(λ, pi) is compatible with w) if
either λ ∈ ∆−pi , ck = a, a
nkpik = pi, or λ ∈ ∆
+
pi , ck = b, b
nkpik = pi.
Assuming that w is compatible with (λ, pi), we set
tw(λ, pi) =
(
A(w)λ
|A(w)λ|
, pi1
)
. (4.22)
From the definition of G (see (3.6)) it follows that
G−n(λ, pi) = {tw(λ, pi) : |w| and w is compatible with (λ, pi)}. (4.23)
Note that the set G−n(λ, pi) is infinite.
In Subsection 4.1 we introduced, for each word w ∈ WA, B, the set ∆(w) ⊂
∆∞(R) (see (4.5)). One can readily check (see Remark 4.1) that
∆(w) = {tw(λ, pi) : (λ, pi) ∈ ∆
∞(R) is compatible with w}. (4.24)
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For every n ∈ N, we have the ν-measurable partition G−nε of ∆∞(R),
where ε is the partition into separate points. Each element of G−nε is
G−n(λ, pi) for some (λ, pi) ∈ ∆∞(R), its points correspond to the words
w ∈ WA,B of length n compatible with (λ, pi) and have the form tw(λ, pi)
(see (4.22), (4.23)). We denote by ν(w|(λ, pi)) the conditional measure (de-
termined by ν) of the point corresponding to w, given the element G−n(λ, pi)
of the partition G−nε.
In Section 3.5 of [4] it is proved that if w is compatible with (λ, pi), then
ν(w|(λ, pi)) =
ρ(tw(λ, pi))
ρ(λ, pi)|A(w)λ|m
. (4.25)
Now consider the set ∆(q) corresponding to a word q ∈ WA, B (see (4.5)).
Every point from ∆(q) is of the form (λ, piq), where piq is a fixed permutation
and λ belongs to a set ∆′(q) ⊂ ∆m−1. Denote by d(q) the diameter of ∆′(q)
with respect to the Hilbert metric on ∆m−1 introduced in (4.20).
Proposition 4.8. There are positive constants β1 and β2 (depending only
on R) such that for every positive word p′ ∈ WA, B with d(p′) ≤ β1, the
following holds. Let p be a word that has p′ as a simple prefix, and let a
word r ∈ WA,B start and end with p and contain no other occurrences of p.
Then for any (λ, pi) ∈ ∆(r) ∩ Φ−1(Ωp), we have∣∣∣∣ν(∆(r)) exp[mτ 1p(λ, pi)]ν(∆(p)) − 1
∣∣∣∣ ≤ β2d(p′),
where τ 1p is defined by (4.16).
Proof. By assumption, the word r has the form r = p′up = pu˜ for some
u, u˜ ∈ WA, B. Hence
ν(∆(r)) =
∫
∆(p)
ν(p′u|(λ, pi))dν(λ, pi). (4.26)
From (4.25) we obtain
ν(p′u|(λ, pi)) =
ρ(tp′u(λ, pi))
ρ(λ, pi)
·
1
|A(p′u)λ|m
. (4.27)
By (4.20), taking into account that |λ| = 1 when λ ∈ ∆m−1, for any two
points, (λ, pip′), (λ˜, pip′) ∈ ∆(p′), and for i = 1, . . . , m, we have
e−d(p
′) ≤ λ˜i/λi ≤ e
d(p′). (4.28)
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Let us estimate the first ratio on the right-hand side of (4.27). From the
fact that p′up′ ∈ WA, B it follows that if (λ, pip′) ∈ ∆(p′), then (λ, pip′) is
compatible with p′u. Hence tp′u ∈ ∆(p′u) ⊂ ∆(p′) (see (4.24)). Denote
(λˆ, pˆi) := tp′u(λ, pip′), λˆ = (λˆ1, . . . , λˆm),
and observe that pˆi = pip′ . By (4.28)
e−d(p
′)λi ≤ λˆi ≤ e
d(p′)λi, i = 1, . . . , m,
while by Theorem 3.1 ρ(λˆ, pˆi) = Ppˆi(λˆ)/Qpˆi(λˆ), where Ppˆi and Qpˆi are homo-
geneous polynomials with non-negative coefficients. Therefore,
Ppˆi(λˆ) ≤ Ppˆi(e
d(p′)λ) ≤ eγ1d(p
′)Ppˆi(λˆ),
Qpˆi(λˆ) ≥ Qpˆi(e
−d(p′)λ) ≥ e−γ2d(p
′)Qpˆi(λˆ),
where γ1 and γ2 are determined by ρ (and, eventually, by R). From this we
immediately obtain
exp[−(γ1 + γ2)d(p
′)] ≤
ρ(tp′u(λ, pi))
ρ(λ, pi)
≤ exp[(γ1 + γ2)d(p
′)]. (4.29)
Using (4.28) and the positivity of all entries of the matrix A(p′u), for any
(λ, pip′), (λ˜, pip′) ∈ ∆(p
′), we have
exp[−d(p′)] ≤
|A(p′u)λ˜|
|A(p′u)λ|
≤ exp[d(p′)]. (4.30)
Now fix an arbitrary point (λ0, pi0) ∈ ∆(r) ∩ Φ−1(Ωp). By Lemma 4.2
(λ0, pi0) = Φ−1(ω0, ω1, . . . ) for some (ω0, ω1, . . . ) ∈ Ωp. Let s be defined by
(4.9) and (λ′, pi′) := Gs(λ0, pi0). Clearly, s = |p′u|, hence (λ′, pi′) ∈ ∆(p) ⊂
∆(p′), and by (4.26), (4.27), (4.29), (4.30),
ν(∆(r))|A(p′u)λ′|m
ν(∆(p))
=
1
ν(∆(p))
∫
∆(p)
ρ(tp′u(λ, pi))
ρ(λ, pi)
·
|A(p′u)λ′|m
|A(p′u)λ|m
dν(λ, pi)
≤ exp[(γ1 + γ2 + 1)d(p
′)]. (4.31)
Similarly,
ν(∆(r))|A(p′u)λ′|m
ν(∆(p))
≥ exp[−(γ1 + γ2 + 1)d(p
′)]. (4.32)
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From (4.31), (4.32) we obtain∣∣∣∣ν(∆(r))|A(p′u)λ′|mν(∆(p)) − 1
∣∣∣∣ ≤ exp[(γ1 + γ2 + 1)d(p)] ≤ 2(γ1 + γ2 + 1)d(p′),
where the last inequality holds when (γ1 + γ2 + 1)d(p
′) ≤ log 2. It remains
to recall that by (4.16) |A(p′u)λ′| = exp(τ 1p(λ, pi)).
5 Zippered rectangles and Abelian differen-
tials. Completion of the proof of Theorem
1.1
Fix a connected component H of the space Mκ (see Section 1). To this
component there corresponds a unique Rauzy class R in such a way that the
following is true [21, 13].
Theorem 5.1 (Veech). There exists a finite-to-one measurable map piR :
V˜(R)→H such that piR ◦ P t = gt ◦ piR and (piR)∗µR = µκ for all t ∈ R.
(Recall that the set V˜(R) is defined in Subsection 3.2).
Corollary 5.2. 1. If η is a {gt}-invariant ergodic probability measure on H,
then there exists a {P t}-invariant measure η˜ on V˜(R) with (piR)∗η˜ = η.
2. If η˜ is a {P t}-invariant probability measure on V˜(R) such that the
{gt}-invariant measure (piR)∗η˜ is ergodic, then
hη˜({P
t}) = h(piR)∗η˜({gt}). (5.1)
Proof. 1. Let η be an ergodic {gt}-invariant probability measure on H. By
ergodicity, there is a set H′ ⊂ H such that η(H′) = 1 and the cardinality
of the preimage pi−1R (p) does not depend on p ∈ H
′. The sets pi−1R (p) form a
measurable partition of V˜(R). By assigning equal weights (conditional mea-
sures) to all points in pi−1R (p), p ∈ H, we obtain a {P
t}-invariant probability
measure η˜ on V˜(R) such that (piR)∗η˜ = η.
2. Let η˜ be a {P t}-invariant probability measure on V˜(R) and η = (piR)∗η˜.
Assume that η is ergodic with respect to the flow {gt}, hence it is ergodic
with respect to the automorphism gt0 for some t0 > 0.
Denote by c the canonical partition for P t0 and η˜, i.e., the partition of
V˜(R) corresponding to the decomposition of P t0 into ergodic components
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with respect to η˜. For an element C of c, denote by η˜C the conditional
measure induced by η˜ on C, and consider η˜C as a measure on V˜(R). Let
us note that for η˜-almost all C, the measure η˜C exists and is ergodic with
respect to P t0 .
Take a measurable set M comprised of preimages pi−1R (p). From the
Birkhoff ergodic theorem, applied to P t0 , η˜, M and to P t0, η˜C , M , it fol-
lows that c and the partition of V˜(R) into the preimages pi−1R (p), p ∈ H,
are independent with respect to the measure η˜. Therefore (piR)∗η˜C = η for
η˜-almost all elements C ∈ c.
As before, the cardinality of pi−1R (p) is a constant, say k, on a set H
′ ⊂ H
with η(H′) = 1. Moreover, if η˜C is P t0-ergodic, then the conditional measure
induced by η˜C on pi
−1
R (p) for η-almost all p ∈ H
′ is uniform. Therefore,
the measure space (V˜(R), η˜C) is isomorphic to the direct product of (H, η)
and a set consisting of k points of mass 1/k each. In this representation,
P t0 becomes a skew product with base (H, η, gt0), and the Abramov-Rokhlin
formula [1] for the entropy of a skew product implies that hη˜C (P
t0) = hη(gt0).
Thus the entropy of η˜-almost every ergodic component of P t0 equals hη(gt0),
which implies that hη˜(P
t0) = hη(gt0). Since the entropy of automorphisms
forming a measurable flow {St} with respect to an {St}-invariant probability
measure µ satisfies the equation hµ({St}) = |t|hµ(S1), we come to (5.1).
From Theorem 5.1 and Corollary 5.2, taking into account the ergodicity
of the measure µκ with respect to {gt} (see Section 1), we readily obtain the
following.
Corollary 5.3. To prove that µκ is a unique measure with maximal entropy
for the flow {gt} it suffices to show that µR is a unique measure with maximal
entropy for the flow {P t}.
Recall that the Rauzy class R we deal with consists of permutations on
m symbols. With this in mind we derive from (1.1) and Corollary 5.2 that
hµR({P
t}) = 2g − 1 + r = m, (5.2)
We call a point x ∈ V˜(R) infinitely renormalizable if its trajectory {P tx, t ∈
R} intersects the transversal Y±(R) infinitely many times both for t > 0 and
for t < 0. The set of infinitely renormalizable points was denoted in Section
3.2 by Y±∞(R).
The following proposition is in essence contained in [21] and [15].
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Proposition 5.4. There exists a Borel measurable set V ⊂ H such that
(i) µ(V ) = 1 for every ergodic {gt}-invariant probability measure µ on H;
(ii) pi−1R (p) ∩ Y
±
∞ 6= ∅ for each p ∈ V .
Proof. For a compact set K ⊂ H, denote by K± the set of points p ∈ H for
which there exist tn → +∞ and sn → −∞ such that gtnp ∈ K, gsny ∈ K for
n = 1, 2, . . . .
Take an increasing sequence of compact sets Kn such that
⋃
n
Kn = H,
and let V =
⋃
n
K±n . The set V is obviously Borel measurable. By definition,
for every probability measure µ on H, there exists n0 with µ(Kn0) > 0. If,
in addition, µ is {gt}-invariant and ergodic, then µ(K±n0) = 1 and hence
µ(V ) = 1.
Let (σ, ω) belong to an equivalence class p ∈ V (see Section 1). Then, by
Masur’s theorem [15], the foliations corresponding to ℜ(ω) and ℑ(ω) are both
uniquely ergodic. This implies, in particular, the existence of an infinitely
renormalizable zippered rectangle in pi−1R p (see, for instance, [27]), which is
all that we had to prove.
Lemma 5.5. Let η˜ be an ergodic {P t}-invariant probability measure on
V˜(R). Then there exists a positive word p ∈ WA, B such that η˜(Vp(R)) = 1.
Moreover, if hη˜({P t}) > 0, then for any p such that η˜(Vp(R)) = 1, there
also exists a word q ∈ WA, B such that η˜(Vq(R)) = 1 and p is a simple prefix
of q.
Proof. Since the measure η˜ is ergodic with respect to {P t}, its projection
η := (piR)∗η˜ is ergodic with respect to {gt}. Let V be as in Proposition
5.4 and W = pi−1R (V ). By Proposition 5.4 η(V ) = 1, which implies that
η˜(W ) = 1.
For every point x = (λ, pi, δ) ∈ W , the interval exchange (λ, pi) is uniquely
ergodic. Now Lemma 4.3 yields a positive word qx ∈ WA, B such that (λ, pi) ∈
∆(qx). Since η(W ) = 1, while WA, B is countable, there exists q ∈ WA, B
such that η˜({x : qx = q}) > 0. For this q we have η˜(Y±q,∞)(R) > 0 and,
since η˜ is ergodic, η˜(Vq(R)) = 1.
Let us now consider the set W(p) ⊂ WA, B of all words that have p
as a prefix. If q ∈ W(p), and p is not a simple prefix of q, then q is a
concatenation: q = q′q′ . . .q′q′′, where q′ is a prefix of p, and q′ is either a
prefix of q′ or empty. In this situation, either η˜(Vq(R)) = 0 or η˜(Vq(R)) > 0
and η˜ is concentrated on periodic points of the flow {P t}. But this can not
be the case for all q ∈ W(p), since η˜(Vq(R)) = 1 and hη˜({P t}) > 0.
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The following statement will be also used below.
Lemma 5.6. Let Γ = (V,E) be a directed graph with |V | = ∞ and W (Γ)
be the corresponding family of words (see Subsection 2.1). Then for each
w ∈ W (Γ) and each n ∈ N, there exists a word w′ ∈ W (Γ) of the form
w′ = ww1ww2w, . . . wn−1w, wi ∈ W (Γ), containing n disjoint subwords equal
to w and such that the word w′′ := ww1ww2w, . . . wn−1 is simple.
Proof. Denote the first and last letters of w by v− and v+ respectively, and
construct by induction a sequence of letters v1, v2,. . . as follows. For v1 we
take an arbitrary letter that is not contained in w. If v1, . . . , vk, 1 ≤ k ≤ n−1,
are already chosen, we denote by w+k (respectively, w
−
k ) the shortest word
from v+ to vk (resp., from vk to v
−). (If there are several words of the same,
minimal, length, we take any of them.) Then take for vk+1 an arbitrary vertex
except for those contained in at least one of the words w,w+1 , w
−
1 , . . . , w
+
k , w
−
k .
Consider the sequence of words
w,w+1 , w
−
1 , w, w
+
2 , w
−
2 , w, . . . , w, w
+
n , w
−
n−1, w.
Delete the last letter from each of these words but the last w, and denote
by w′ the concatenation of the words thus obtained. It is easy to check that
w′ possesses the required properties. (To define wk one should remove the
first and last letters from w+k , the last letter from w
−
k , and then take the
concatenation of the two words obtained.)
End of the proof of Theorem 1.1. By Corollary 5.3, it suffices to
prove that µR is a unique measure with maximal entropy for the flow {P t}.
Let µ be a measure on V˜ (R) with hµ({P t}) ≥ hµR({P
t}). Without loss
of generality we can assume that µ is ergodic (otherwise one could pass to
an ergodic component). By Lemma 5.5, there exists a word q ∈ WA,B that
has a simple positive prefix and is such that µ(Vq(R)) = 1. Remind that
µR(Vq(R)) = 1 as well. By Lemma 4.5, the flow {P t}|Vq(R) is embedded in
the suspension flow (σq, fq) via a mapping Ψ. The roof function fq clearly
depends only on the future (see Subsection 2.1). Moreover, by Lemma 4.7
fq is bounded away from zero and has summable variations.
By Lemma 4.6 the measure Ψ∗µR is positive on all non-empty open sub-
sets of the phase space of the flow (σq, fq). This measure induces, in a canon-
ical way, a probability measure µ¯q on (Aq)Z, the base of the suspension flow
(σq, fq). It follows that µ¯q is positive on all cylinders in (Aq)Z.
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Let us prove that µ¯q satisfies the other conditions imposed on the measure
µ¯ in Theorem 2.2. (We apply this theorem to the complete graph with vertex
set Aq; in this situation every sequence of letters (i.e., vertices of the graph)
is a word.)
Apply Lemma 5.6 to the connected graph ΓA,B (see Subsection 4.1) and
to the word q taken as w. From this lemma we obtain, for each n ∈ N, a
word of the form qq1q . . .qqnq ∈ WA, B whose prefix qq1q . . .qqn is a simple
word.
Each word ai := qqiq, i = 1, . . . , n, is a letter in the alphabet Aq intro-
duced in Subsection 4.2, and a := (a1, . . . , an) is clearly a simple word for all
n. Denote by aˆ an arbitrary word in the alphabet Aq that does not contain
a as a subword, and consider the cylinders Ca and Caaˆa ⊂ (Aq)Z. Using the
definition of the measures and maps that appear below, we have
µ¯q(Caaˆa)
µ¯q(Ca)
=
(Φ˜∗µ
1
R,q)(Ψ
−1
M−BCaaˆa)
(Φ˜∗µ1R,q)(Ψ
−1
M−BCa)
=
(Φ˜∗µ
1
R)(Ψ
−1
M−BCaaˆa)
(Φ˜∗µ1R)(Ψ
−1
M−BCa)
. (5.3)
Observe that Ψ−1M−BCa = C ∩ Ω
Z
q, where C is a cylinder in Ω
Z
A,B whose
support belongs to Z+. It follows that
ψ−1(ψ(C ∩ ΩZq)) = C ∩ Ω
Z+
q ,
where Ω
Z+
q consists of all ω = (ωk, k ∈ Z) ∈ ΩZA,B such that (ωn, . . . , ωn+|q|−1) =
q for n = 0 and for infinitely many n > 0. Hence
(ψ∗(Φ˜∗µ
1
R))(ψΨ
−1
M−BCa)) = (ψ∗(Φ˜∗µ
1
R))(ψ(C ∩ Ω
Z
q))
= (Φ˜∗µ
1
R)(C ∩ Ω
Z+
q ).
Since the measure Φ˜∗µ
1
R is shift-invariant, while the word q is a prefix of
a1 ∈ WA, B, from the Poincare´ Recurrence Theorem we obtain
(Φ∗µ
1
R)(C ∩ Ω
Z
q) = (Φ∗µ
1
R)(C ∩ Ω
Z+
q ) = (Φ∗µ
1
R)(C),
so that
(ψ∗(Φ˜∗µ
1
R))(ψΨ
−1
M−BCa)) = (Φ˜∗µ
1
R)(Ψ
−1
M−BCa). (5.4)
In this argument one may replace Ca by Caaˆa to obtain
(ψ∗(Φ˜∗µ
1
R))(ψΨ
−1
M−BCaaˆa) = (Φ˜∗µ
1
R)(Ψ
−1
M−BCaaˆa). (5.5)
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Substitution of (5.4) and (5.5) in (5.3) with taking into account (4.15) yields
µ¯q(Caaˆa)
µ¯q(Ca)
=
(Φ∗ν)(ψΨ
−1
M−BCaaˆa)
(Φ˜∗ν)(ψΨ
−1
M−BCa)
=
ν(Φ−1(ψΨ−1M−BCaaˆa))
ν(Φ−1(ψΨ−1M−BCa))
. (5.6)
In a similar way as above we have
ψ(Ψ−1M−BCa) = Ca(q) ∩ Ωq, ψ(Ψ
−1
M−BCaaˆa) = Caˆ(q) ∩ Ωq,
where Ca(q), Caˆ(q) are the cylinders in ΩA,B corresponding to the words
a(q) := qq1q . . .qqnq ∈ WA, B and aˆ(q) := a(q)wˆa(q) ∈ WA, B with some
wˆ ∈ ΩA,B, respectively. Therefore (see (5.6), (4.5)),
µ¯q(Caaˆa)
µ¯q(Ca)
=
ν(∆(aˆ(q)))
ν(∆(a(q)))
. (5.7)
Let us now apply Proposition 4.8 with p′ = qq1q . . .qqn, p = a(q),
r = aˆ(q), where n is large enough. We may do so because of the following
two facts: 1) the choice of the word aˆ above implies that wˆ does not contain
subwords equal to a(q); 2) d(p) ≤ e−nα for some α > 0, as can be shown in
the manner of Subsection 4.3. By this proposition combined with (5.3) we
obtain ∣∣∣∣ µ¯q(Caaˆa)µ¯q(Ca) − exp(−mτ 1a(q)(λ, pi))
∣∣∣∣ ≤ β2 exp(−nα −mτ 1q(λ, pi)),
where
(λ, pi) ∈ (Φ−1ψΨM−BCaaˆa) ∩ Φ
−1Ωa(q).
Using (2.3), (4.13), and (4.10)–(4.12), one can check that if u ∈ Caaˆa is
such that (un, . . . , un+|a|−1) = a for infinitely many n > 0 and n < 0, then
τ˜(u, Ca) = τa(q)(λ, pi), where (λ, pi) = Φ
−1ψΨM−Bu ∈ Φ
−1Ωa(q). It remains
to note that by the Recurrence Theorem, µ¯q-almost all u ∈ Caaˆa satisfy the
stated condition.
We thus see that the measure µ¯q satisfies the assumptions of Theo-
rem 2.2 (in particular, the constant s in (2.4) equals m = hΨ∗µR(σq, fq)).
This theorem now implies that (µ¯q)f is a measure with maximal entropy for
(σq, fq) and hence µR is a measure with maximal entropy for {P t}, so that
htop({P t}) = htop(σq, fq) = m.
As to the measure µ, it follows that hµ({P t}) = hµR({P
t}). Then Ψ∗µ has
the same entropy with respect to the suspension flow (σq, fq) (see (5.2)) and
42
hence is a measure with maximal entropy for this flow. But from Theorem
2.2 we know that such a measure is unique. This completes the proof of
Theorem 1.1.
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