Abstract. Radial basis function (RBF) neural network is a novel and effective feedforward neural network which has been widely used in nonlinear time series prediction. In this paper, the tunnel diode is selected as a modeling object to measure the input and output characteristics in the laboratory environment. We analyze the necessity and feasibility of this modeling method in the actual circuit design, and can use the EDA tool to design the component model independently, and give us a more valuable circuit simulation before the analog circuit design.
Introduction to Neural Network

Introduction to Artificial Neural Networks
Artificial neural network refer to the network widely interconnected by a large number of processing units. As the abstraction, simplification and simulation of the human brain, it can reflect the basic characteristics of the human brain. In general, the artificial neural network should have three elements.
(1) Has a set of prominent or joins, we generally use ij W to represent the junction strength between neurons i and j recorded as weight. The weight value of artificial neurons can be positive or negative. (2) Has an input signal accumulator that reflects the spatial and temporal integration of biological neurons; (3) Has an excitation function to limit the output of neurons. The excitation function compresses the output signal within an allowable range. Activation function generally has three options as shown in Table 1 : Table 1 Common activation function 
The iterations are constantly changing that allow the activation function to move continuously to increase the likelihood of finding a solution to the problem.
Introduction to RBF Neural Network Model
As with the general neural network model, RBF neural network structure includes input layer, hidden layer and output layer. The input layer directly maps the input vector to the hidden space and plays the role of transmitting signal. The hidden layer contains a number of hidden cells. The hidden layer can be mapped by the activation function. The activation function is a radial symmetry, The non-negative nonlinear function of the attenuation; the output layer is a mapping of the linear weighted sum of the hidden layer.
Linearity and non-linearity are combined by RBF neural network. From input layer to implicit The activation function of the implicit layer of RBF neural network is generally defined as a monotonic function of Euclidean distance between any point in space, for example, Gaussian function [2] :
In this formula:
× is the European norm, c is the center of the Gaussian function, and σ is the variance of the Gaussian function. The output of the RBF network model is weighted by the output of the hidden layer neurons, and the output is The weight of the neuron connection between the hidden and output layers can be calculated with the least squares method. 
The parameters of the center and weight are gradually adjusted by RBF neural network according to the relationship of the input error and the output error, and by which the internal coefficients of the whole network are adjusted. The termination of network calculation and the output of the prediction value are not carried out until the network mean square error reaches the default accuracy range by the repeated iterative calculation.
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Matlab Neural Network Toolbox As a mathematical application software most widely used, Matlab provides us with a neural network toolbox. We can use this toolbox to simulate and train the neural network model to be built, and we can understand the dynamic training process by changing the graph.
In the neural network toolbox, we can use the newrb( ) function to design the RBF network to add hidden nodes to the hidden layer, the call format is: ( ) , , , , , net newrb P T goal spread MN DF = ·····························(1.6) Description
(1) where P and T represent the input sample vector and the output target vector respectively; where P is the matrix of R × Q, and T is the expected output matrix of S × Q; where R is the input vector dimension, and S is the output node Number (output vector dimension).
(2) Goal is the set target mean square error network; (3) Spread is the diffusion rate of the radial basis function, the default value is 1; (4) MN is the maximum number of hidden nodes, the default value is Q; (5) The DF indicates the number of neurons added between the two displays, which is a parameter that controls the display level. The default value is 25.
In this function, RBF network is designed with the iterative method, a neuron is added by an iteration, iteration is not stoped until the mean square error falls to the target error or the maximum number of neurons reaches the maximum [3] - [4] . In Matlab, we use the function sim () to simulate the built-in neural network, following is the call format of function.
[ ] In which, net is the object of neural network; P is the network input; Pi is the initial state of the input delay; Ai is the initial state of the layer delay; T is the target vector. In the function return value, Y is the network output; Pf is the input delay state when the training is terminated; Af is the layer delay state at the end of the training; E is the error between the output and the target vector; perf is the performance value of the network.
Application Case Device Selection
Tunnel diodes are chosen by us as a case of applying study of RBF neural network characteristics. Tunnel diodes are semiconductor devices based on heavily doped PN junction tunneling. Its forward current-voltage relationship shows negative resistance characteristics, and commonly used in high-frequency circuit.
Tunnel diodes have the characteristics of high operating frequency, low cost, fast input response, high reliability, low power consumption and low noise which can be used for microwave mixing, detection, low noise amplification circuit design. In addition, the tunnel diodes also are widely used in the satellite microwave equipment, can which can also be used for the designs of ultra-high-speed switching logic circuits, flip-flops and memory circuit. In a word, it is a semiconductor device with wide application [5] .
Modeling Process
A tunnel diode terminal voltage and the diode current data flow through the tunnel diode can be got by measurement which are shown in Table 2 [6] - [8] . For convenience of our verification, the measured data in the serial number of the input and output characteristics of the data are selected by us shown in Table 3 : RBF network is established by us based on the results shown in Table 3 to carry out the characteristics of approximation. After the simulation experiment, when the number of neurons in the hidden layer reaches 14, the error of the input and output characteristic curve of the tunnel diode can reach the error range (error-goal <0.0019), and the error performance curve is shown in Fig. 3 . It is not difficult to be found that the sum of squares of errors is gradually reduced until the set target is reached. The error square sum of 0.0019927 is got after the completion of training which can meet the set requirements. The weights and thresholds obtained are got after recording training shown in Table 4 . The error performance curve is shown in Figure 3 :
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Figure 3. The training error of RBF neural network
In order to verify the accuracy of the resulting curve, the even-numbered values of the measured values are shown in Table 5 : Table 5 . Select the test results to verify the simulation results. They are placed in the fitted characteristic curve, as shown in Figure 4 : According to the fitting curve shown in Fig. 4 , it is not difficult to be found that the effect of curve fitting basically satisfies the requirement. Similarly, according to the error curve shown in Fig.  3 , it can be found that the error gradually converges to meet the requirements of our setting. Therefore, the nonlinear characteristic curve fitting method of tunnel diode based on RBF network is successful.
Summary
There are a lot of non-linear components in Analog circuits, and the input and output characteristics of these components are affected by many external factors such as the manufacturing process and temperature. We must consider these external factors in designing the circuit. However, in the environment of simulation software, it is difficult to ensure that the manufacturing process and temperature of the device are consistent with the actual circuit. At this time, we can actually build the measurement circuit around these devices to carry out the approximation of the input and output of our target with RBF neural network. The actual non-linear device model can be built with this method.
In fact, it is reported in some literature that Pspice can be used to build the device model for RBF neural network [9] . The corresponding center, weight and threshold can be got with the help of the training network by inputting the input and output data of component modeled by computer. In other word, the model of the component can be built in Pspice. RBF neural network learning has high speed and precision, this modeling is simple and easy way, and which can be extended to more components such as regulator and rectifier.
Based on the above analysis, we can model some complex devices such as transistors, FET and other multi-input devices. In addition, we can also model some packaged analog electronic system to get the total input and output characteristics of a system. In short, there are many tasks needed to be done by us, we should carry out more modelings for more devices with the help of RBF network.
