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Abstract-A new proof is give-n of an improved uniqueness theorem in tomography. Numerical 
aspects of the inversion of cone beam data are discussed. 
1. INTRODUCTION 
Let f(z) E L$(B,), x E J.R3, B, := {z : 1~1 5 a}, Lf,(B,) is the set of Lf,, functions with 
compact support in B,, p > 0 is a given number, a. Let 
J 
co 
g (x,a) := f(x+ta)dt, a E s2. (1) 
0 
We are interested in finding f (2) given g (2, a) for all cy E S2 and 2: E X, where X C Iw3 is some 
set. This problem is of interest in tomography. In [l, Theorem 3.61 the following uniqueness 
theorem is stated: if X c BL := lR3\B,, is an infinite set {zj} with a limit point 20 4 B,, 
f(z) E Cr(B,), and g(tj,a) = 0 for all i and all cx E S2, then f(z) E 0. In this paper, we give 
a simpler proof based on a new idea, under the less restrictive assumption on f(z) : f E L:(Ba), 
p> 1. 
In addition, we discuss some numerical approaches to the inversion problem. In [2], an ana- 
lytical inversion is given in the case when M is a C’ curve such that its projection onto some 
direction contains the projection of the supp f (support of f) onto this direction. 
In Section 2, the uniqueness theorem is proved. In Section 3, numerical approaches are dis- 
cussed. Our arguments remain valid for Iw”, II 1 2 with obvious modification. Inversion of the 
cone-beam data is discussed in [2-61. 
2. UNIQUENESS RESULT 
THEOREM 1. Let f E LP, (B,), p > 1, and assume that g(Zj, cx) = 0 for almost all (Y E S2, 
Zj $ B,, iit Zj = 20 6 B,. Then f(z) E 0. 
PROOF. Let 8 E S2, llo := zo ~zo[-~, keep xj such that Izj . 01 > a, for all 0 E U, where U is a 
neighborhood in S2 of the point &,. Put z = zj in (l), note that g(zj, cx) = 0, multiply (1) by 
(a. e)-2, integrate with respect to cy over S2, set t cx = y, t = Iyl, z = xj + y and get 
00 
O= J dyfCxj +Y) = J fW (Y . e)z ” (2 . e - Zj . e)z =_m dp (p - sj)2 ’ J f(p, 0) 
na & 
(2) 
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Here f(p,0) = J f(z)&, sj := ~j . 0. Note that f (p, 0) = 0 for any fixed B E U and 
z.kp 
for ]p] > a, since f(z) = 0 for ]z] > a. 
S E C\[-a,a]. Since Sj ---) So 
Let 9 (s) := l_“, @$ dp. Then ‘p(s) is analytic in 
:= z. .O $ [-a,~], one concludes that ‘p(s) - 0 for s # [-~,a]. 
Integrating with respect to s, one obtains 
J a f(PAdp=O ve E u, P-S s $ [-VI. 
-a 
It follows from (3) that f^(p,0) = 0. Formula 
where f(c) := J f(z) exp(i<.z) d c, implies that (*) f(r) = 0, ,$ E Iwx U. Since f(z) is compactly 
supported, f(<;‘th ere is an entire function. Therefore (*) implies that f(t) _ 0. Thus f (2) = 0. 
Theorem 1 is proved. I 
3. NUMERICAL APPROACHES 
Approach 1. 
From Section 2 it follows that 
a 
J he) 
-_o (p 
_sj)2 dp= bj (0) := J g(zj,~)(~.0)-2d~, Sj := flexj. 
s= 
(5) 
Equations (5) are analogous to a moment problem One can look for a solution f (p, 6) of the form 
P (p, 6) = 5 Cm (e) hm (PI, 
m=l 
(6) 
where {hi (p)} is an appropriate system of linearly independent functions in L2 (-a, u). Substi- 
tute (6) into (5), and get a linear system for the coefficients cm (0). The numerical difficulties in 
this approach come from two sources: 
(a) calculation of the integrals bj (0) defined by the last integral in (5) (see [7] concerning the 
methods for calculating the integrals); and 
(b) solution of the linear system for cm (e); 
the matrix of this system is ill-conditioned. A related to (5) equation has been studied in [8] by 
a different method. 
Approach 2. 
Assume now that X is an open set in IW3\B,. Integrate (1) with respect to (Y over S2 to get 
(7) J f(z) ---Zdz=b(z):= B Ix-4 J g (x, a> da, 2 E x. 0 s= 
This is an integral equation for f(z). Taking x = xj E X in (7), one gets the problem similar 
to (5): 
J f (%I B Ixj-%12 dz = bj := b(Zj). (8) 
a 
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Look for f (2) of the form f (z) = Et=, a, tirn (z), am are the unknown coefficients, {$J~ (z)} 
is a basis of L2 (B,). Then for a,,, get a linear system 
h4 
c Ajmam=bj, l<jsM; Ajm:= J dh (%) dr m=l B ‘sj-z’2 ’ e 
Assume that $,,, (2) are chosen so that det Ajm # 0, 1 5 j, m < M. Then the coefficients a, 
are uniquely determined. 
THEOREM 2. Equation (7) has at most one solution in L2 (Ba). 
PROOF. It is sufficient to prove that the homogeneous version of (7) has only the trivial solution. 
Let g(z) := Js, 12 - zls2 f(z)& = 0, 2 E X. Since g(z) is real analytic in Bh := !R3\Ba and 
vanishes on an open set X c Bh, it follows that g (z) = 0 in BL. Therefore, 5 (0 = cf(<) I</-‘, 
where c = const. # 0, f(t) is an entire function, and /cl-’ = cl F. Thus It\ = cj([)/i(c). 
The right-hand side here is a meromorphic function, while It1 is not. This contradiction proves 
that f(c) = 0. Theorem 2 is proved. I 
REMARK 1. The argument we used in the proof of Theorem 2 is borrowed from 19, p. 1541. The 
uniqueness Theorem 2 is the basis for the numerical scheme based on Equation (8). 
It would be interesting to give some theoretical recommendations for the optimal (in some 
sense) choice of the data points xj. 
REMARK 2. One can choose (P,,, (2) such that the matrix A,j = Jpm (z) Ixj -.z\-~ dz is diagonal. 
For example, apply the orthogonalization process to the systzm { IZTj - z/-'},"I, of linearly 
independent functions in D and call {cpm (t)} th e resulting system. Let us check that the system 
{IXj - rlm2} is linearly independent in D. Assume II, (2) := Cj__1 cj Ixj - zl-’ = 0 in D, 
cj = con&. Since II, (z) is real analytic in & := rW3\Ui=1{zj}, one concludes that J, (2) = 0 in &. 
This implies that cj = 0, 1 5 j 5 s, and the claim is verified. 
REMARK 3. Let e be a segment of a straight line; 9, is the plane containing ! and ‘p is the angle 
pt,,, forms with a fixed plane passing through !?. If ?r~ (D) c L, where ~1 (D) is the orthogonal 
proejction of D onto the direction of e, and inclusion is strict, then in each plane Plv one can get 
from the cone-beam data, the two-dimensional Radon transform data for the slice 9, n D := Dflp 
and, therefore, find f (z), Vx E Dtw. Since any x E D belongs to some Dtp (namely, the DtV 
is the slice of D by the plane passing through ! and x), one obtains f(z) V3: E D from the 
cone-beam data, by inverting the 20 Radon transform data for the slices Dt,. This was noted 
by A. Zaslavsky. 
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