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Introduction
Let R be a unital ring and A be a unital R-algebra. Let δ be a linear mapping from A into itself.
We call δ a derivation if δ(AB) = δ(A)B + Aδ(B) for all A, B ∈ A. We call δ a Jordan derivation (for example, [1, 5, 6, 8, 12] and the references therein).
Let m, n be fixed integers. In [21] , Vukman defined a new type of Jordan derivations, named (m, n)-Jordan derivation, that is, an additive mapping η from a ring R into itself such that (m + n)η(A derivable) only at one given point. An and Hou [2] investigated derivable mappings at 0, P, and I on triangular rings, where P is some fixed non-trivial idempotent. Let X be a Banach space, Lu and Jing [16] studied Lie derivable mappings at 0 and P on B(X), where P is a fixed nontrivial idempotent. In [23] , Zhao and Zhu characterized Jordan derivable mappings at 0 and I on triangular algebras. (see [3, 4, 9, 10, 11, 13, 14, 15, 16, 17, 19, 23, 24, 25, 26] and the references therein for more related results).
Motivated by these facts, we introduce the concept of the mappings (m, n)-derivable at some point. We say that a linear mapping δ from A into itself is an (m, n)-derivable mapping at Z, if mδ(AB)+nδ(BA) = mδ(A)B + mAδ(B) + nδ(B)A + nBδ(A) for all A, B ∈ A with AB = Z. In this paper, we study this kind of mappings on generalized matrix algebras and CSL algebras. 
These conditions insure that the set
forms an R-algebra under matrix-like addition and matrix-like multiplication if we put M N = φ(M, N ) and N M = ϕ(N, M ). We call such an R-algebra a generalized matrix algebra and denote it by U = A M N B , where A and B are two unital algebras and at least one of the two bimodules M and N is distinct from zero. Note that different choices of pairs of bimodule homomorphisms generally lead up to different algebras, even if we have the same set (A, B, M, N ). This kind of algebra was first introduced by Sands in [20] . Obviously, when M = 0 or N = 0, U degenerates to the triangular algebra. We denote IA the unit element in A, IB the unit element in B and A ⊕ B the element
is a subalgebra of U isomorphic to A, we will make no difference between the notations (IA ⊕ 0)U(IA ⊕ 0) and A. Similarly, we regard (0 ⊕ IB)U(0 ⊕ IB) the same as B. In Section 2-4, we shall show that if δ is an (m, n)-derivable mapping at 0 (resp. IA ⊕ 0, I) from U into itself, then δ is a derivation, a Jordan derivation or a Lie derivation according to different choices of m and n.
Let H be a separable complex Hilbert space and B(H) be the set of all bounded linear operators from H into itself. By a subspace lattice on H, we mean a collection L of closed subspaces of H with (0) and H in L such that for every family {Mr} of elements of L, both ∩Mr and ∨Mr belong to L. 
(m, n)-derivable mappings at 0
In this section, we study (m, n)-derivable mappings at 0 on generalized matrix algebras. In the following of this paper, we always assume that m = 0 and n = 0. Since δ is linear, for any A ∈ A, M ∈ M, N ∈ N and B ∈ B, we may write
where aij , bij, cij and dij are linear mappings, i, j ∈ {1, 2}.
To prove Theorem 2.1, we first show a lemma and several propositions. 
Proof. We prove the lemma by two steps.
Step 1 
The above matrix equation implies the following four equations
Taking B = 0 in (2.2) and (2.3), we have
for all A ∈ A and M ∈ M.
for all A ∈ A and B ∈ B. Taking A = IA and B = IB in (2.7) gives a21(IA) = −b21(IB). Let N0 = a21(IA).
Then taking A = IA and B = IB in (2.7), respectively, leads to a21(A) = N0A and b21(B) = −BN0 (2.8)
for every A ∈ A and every B ∈ B. Similarly, by taking M = 0 in (2.2), we obtain a12(A)B = −Ab12(B).
Let a12(IA) = M0, and we have a12(A) = AM0 and b12(B) = −M0B (2.9)
for every A ∈ A and every B ∈ B.
Taking M = 0 in (2.1) and (2.4), we have
for all A ∈ A and B ∈ B.
Taking B = 0 and A = IA in (2.1), as well as in (2.4), we obtain
Similarly, by considering S = 0 0 0 B and T = 0 M 0 0 , we arrive at
for all B ∈ B and M ∈ M.
By considering S = 0 0
for all B ∈ B and N ∈ N .
By considering S = A 0 0 0 and
for all A ∈ A and N ∈ N .
Step 2: For any N ∈ N and M ∈ M,
and we have
The above matrix relation implies
for all N ∈ N and M ∈ M. Similarly, by considering S = 0 0
for all N ∈ N and M ∈ M.
By (2.5), (2.6) and (2.8)-(2.19), the proof is complete.
Before proving the theorem, we show several propositions concerning the structure of Lie derivations, Jordan derivations and derivations on U. 
where N0 ∈ N , M0 ∈ M and a11 :
: N → N are linear mappings satisfying
Proof. We just show the necessity, for the sufficiency can be achieved by elementary calculations.
We will consider the equation
So a12(A) = AM0 and a21(A) = N0A, where M0 = a12(IA) and N0 = a21(IA). Similarly if we take S = 0 ⊕ B and T = IA ⊕ 0, then we have b12(B) = −M0B and b21(B) = −BN0. 
With a proof similar to the proof of Proposition 2.3, we have the following result. 
Since every derivation is a Lie derivation as well as a Jordan derivation, combining the propositions above yields the following corollary. 
Now we are in a position to prove our main theorem of this section.
Proof of Theorem 2.1 (1) Assume that (m + n)(m − n) = 0. By Lemma 2.2 (i), we have
Similarly, by nd12(N A) = mAd12(N ), we obtain d12(N ) = 0 for every N ∈ N .
Since mBa22(A) + na22(A)B = 0, choosing B = IB gives a22(A) = 0 for every A ∈ A. Hence
for all A ∈ A, M ∈ M and N ∈ N .
So for any A1, A2 ∈ A and M ∈ M,
Similarly, by Lemma 2.2 (ii), we have b11(B) = 0 for every B ∈ B.
and N ∈ N . Now combining Corollary 2.5, we complete the proof.
(2) Assume that m + n = 0. Without loss of generality, we may assume that m = 1 and n = −1.
By the proof of (1), we have c21(M ) = 0 for every M ∈ M and d12(N ) = 0 for every N ∈ N . By Lemma 2.2 (i), we have Ba22(A) = a22(A)B for all A ∈ A and B ∈ B, which yields a22(A) ∈ Z(B), the center of B. Since
for all A ∈ A and M ∈ M. Thus for any A1, A2 ∈ A and M ∈ M, A] ) B = 0, we have a22 vanishes on commutators, which implies
Since M is a faithful left A-module, we have a11 is a Lie derivation on A.
Similarly, by Lemma 2.2 (ii), we have b11(B) ∈ Z(A) and b22 is a Lie derivation on B.
(3) The proof when m = n is analogous to (1) and we leave it to the readers. , then it is easy to verify that δ is a Jordan derivation but not a derivation. That is, δ is a proper Jordan derivation.
Note that a unital prime ring A with a non-trivial idempotent P can be written as the matrix form
Moreover, for any A ∈ A, P AP A(I − P ) = 0 and P A(I − P )A(I − P ) imply P AP = 0 and (I − P )A(I − P ) = 0, respectively. Note that every Jordan derivation of 2-torsion free prime rings is a derivation( [8] ). So the following corollary is immediate.
Corollary 2.8. Let m + n = 0 and A be a unital prime ring with characteristic neither |mn(m + n)| nor |m − n|. Assume that A contains a non-trivial idempotent P . If δ is an (m, n)-derivable mapping at 0 from A into itself, then δ is a derivation.
As von Neumann algebras have rich idempotent elements and factor von Neumann algebras are prime, the following corollary is obvious.
Corollary 2.9. Let A be a factor von Neumann algebra. If δ is an (m, n)-derivable mapping at 0 from A into itself with m + n = 0, then δ is a derivation.
Obviously, when N = 0, U degenerates to an upper triangular algebra. By [22] , each Jordan derivation of an upper triangular algebra is a derivation. Thus we have the following corollary, which generalizes (1) If (m + n)(m − n) = 0 and char(U) = |mn(m + n)(m − n)|, then δ is a derivation.
(2) If m − n = 0 and char(U) = |2m|, then δ is a derivation. 
Let N be a nest on H and algN be the associated algebra. If N is trivial, then algN is B(H).
If N is nontrivial, take a nontrivial projection P ∈ N . Let A = P algN P , M = P algN (I − P ) and B = (I − P )algN (I − P ). Then M is a faithful (A, B)-bimodule, and algN =Tri(A, M, B) is an upper triangular algebra. Thus as an application of Corollary 2.9 and Corollary 2.10, we have the following corollary.
Corollary 2.11. Let N be a nest on a Hilbert space H and algN be the associated algebra. If δ is an (m, n)-derivable mapping at 0 from algN into itself with m + n = 0, then δ is a derivation.
(m, n)-derivable mappings at I A ⊕ 0
In this section, we study (m, n)-derivable mappings at IA ⊕ 0. We proceed with the following lemma. 
Proof. We prove the lemma by several steps.
Step 1: For every invertible element A ∈ A and every B ∈ B, let S = A ⊕ B and T = A −1 ⊕ 0.
Then ST = IA ⊕ 0 and after elementary matrix computation, we have the following four equations. for every A ∈ A and every B ∈ B.
Step 2: For every invertible element A ∈ A, every B ∈ B and every M ∈ M, let S = A AM 0 0
and T = A 
Taking B = 0 and A = IA in (3.8) and (3.11), we have
for every M ∈ M.
Taking B = 0 in (3.9) and (3.10), and since for every element A in A, there exists an integer k such that kIA + A is invertible in A, by computation we have
for every A ∈ A and every M ∈ M.
Taking A = IA in (3.9) and (3.13), and by (3.12), we have
for every B ∈ B and every M ∈ M.
Taking B = IB in (3.9) and (3.15) gives
for every A ∈ A and every M ∈ M. Combining (3.13) and (3.16), we obtain for every A ∈ A, every B ∈ B and every M ∈ M.
Step 3 
for every N ∈ N and M ∈ M.
By (3.5), (3.7), (3.12), (3.14), (3.15), (3.17)-(3.24), we have completed the proof.
Proof of Theorem 3.1: The proof is analogous to Theorem 2.1, we now only refer to Lemma 3.2 instead of Lemma 2.2 and we leave it to the readers.
Corollary 3.3. Let m + n = 0 and A be a unital prime ring with characteristic neither |mn(m + n)| nor |m − n|. Assume that A contains a non-trivial idempotent P and for every A ∈ A, there exists an integer
δ is a derivation.
Corollary 3.4. Let A be a factor von Neumann algebra and P ∈ A be a non-trivial idempotent. If δ is an (m, n)-derivable mapping at P from A into itself and m + n = 0, then δ is a derivation. Let δ be an (m, n)-derivable mapping at IA ⊕ 0 from U into itself.
(1) If (m + n)(m − n) = 0 and char(U) = |mn(m + n)(m − n)|, then δ is a derivation.
(2) If m − n = 0 and char(U) = |2m|, then δ is a derivation. Corollary 3.6. Let N be a non-trivial nest on a Hilbert space H and algN be the associated algebra. If P ∈ N is a non-trivial idempotent and δ is an (m, n)-derivable mapping at P from algN into itself with m + n = 0, then δ is a derivation.
(m, n)-derivable mappings at I
In this section, we study (m, n)-derivable mappings at I and assume m + n = 0. IB ∈ B and for every A ∈ A and every B ∈ B, there exists an integer k such that kIA + A is invertible in A and kIB + B is invertible in B. Then
where N0 ∈ N , M0 ∈ M and a11 : A → A, b22 :
Proof. Since the proof is similar to Lemma 3.2, we will just sketch the proof.
For every invertible element A ∈ A and every invertible element B ∈ B, taking S = A ⊕ B and 
for every A ∈ A, B ∈ B and every M ∈ M. I and a non-trivial idempotent P , and for every A ∈ A, there exists an integer k such that kIA + A is invertible in A. If δ is an (m, n)-derivable mapping at I from A into itself, then δ is a Jordan derivation. IB ∈ B, and for every A ∈ A, every B ∈ B, there exists an integer k such that kIA + A is invertible in A and kIB + B is invertible in B. Let δ be an (m, n)-derivable mapping at I from U into itself.
(2) If m − n = 0 and char(U) = |6m|, then δ is a derivation.
Corollary 4.6. Let N be a nest on a Hilbert space H and algN be the associated algebra. If δ is an (m, n)-derivable mapping at I from algN into itself, then δ is a derivation.
(m, n)-derivable mappings at 0 of CSL algebras
In this section, we study (m, n)-derivable mappings at 0 on CSL algebras. Assume that m + n = 0.
We proceed with the following lemmas.
Lemma 5.1. Let A be a unital algebra with char(A) = |m + n|. If δ is an (m, n)-derivable mapping at 0 from A into itself and δ(I) = 0, then for each idempotent P ∈ A, δ(P ) = δ(P )P + P δ(P ).
Proof. For any idempotent P ∈ A, P (I − P ) = 0. Then we have 0 = mδ(P (I − P )) + nδ((I − P )P ) = mδ(P )(I − P ) + mP δ(I − P ) + nδ(I − P )P + n(I − P )δ(P ) = (m + n)δ(P ) − (m + n)δ(P )P − (m + n)P δ(P ).
Thus δ(P ) = δ(P )P + P δ(P ).
Lemma 5.2. Let A and δ be as in Lemma 5.1 and δ(I) = 0. Then for each idempotent P ∈ A and every element A ∈ A, we have (i) δ(P A + AP ) = δ(P )A + P δ(A) + δ(A)P + Aδ(P );
(ii) δ(P AP ) = δ(P )AP + P δ(A)P + P Aδ(P ).
Proof. (i) For any idempotent P ∈ A, P (I − P )A = (I − P )P A = 0. Then we have mδ(P (I − P )A) + nδ((I − P )AP ) = mδ(P )(I − P )A + mP δ((I − P )A) + nδ((I − P )A)P + n(I − P )Aδ(P ) = mδ(P )A − mδ(P )P A + mP δ(A) − mP δ(P A) + nδ(A)P − nδ(P A)P + nAδ(P ) − nP Aδ(P ), and mδ((I − P )P A) + nδ(P A(I − P )) = mδ(I − P )P A + m(I − P )δ(P A) + nδ(P A)(I − P ) + nP Aδ(I − P ) = (m + n)δ(P A) − mδ(P )P A − mP δ(P A) − nδ(P A)P − nP Aδ(P ).
Combining the two equations above gives mδ(P A) + nδ(AP ) = mδ(P )A + mP δ(A) + nδ(A)P + nAδ(P ). (5.1)
Since AP (I − P ) = A(I − P )P = 0, with a similar proof of (5.1), we have mδ(AP ) + nδ(P A) = nδ(P )A + nP δ(A) + mδ(A)P + mAδ(P ). (5.2) Combining (5.1) and (5.2) yields δ(P A + AP ) = δ(P )A + P δ(A) + δ(A)P + Aδ(P ).
(ii) Replacing A by P A + AP in (i), we have δ(P (P A + AP ) + (P A + AP )P ) = δ(P )(P A + AP ) + P δ(P A + AP ) + δ(P A + AP )P + (P A + AP )δ(P ) = δ(P )P A + 2δ(P )AP + P δ(P )A + P δ(A) + 2P δ(A)P + 2P Aδ(P ) + δ(A)P + Aδ(P )P + AP δ(P ) = 2δ(P )AP + 2P δ(A)P + 2P Aδ(P ) + δ(P )A + P δ(A) + δ(A)P + Aδ(P ) = 2δ(P )AP + 2P δ(A)P + 2P Aδ(P ) + δ(P A + AP ). Thus δ(P AP ) = δ(P )AP + P δ(A)P + P Aδ(P ). Lemma 5.4. Let L be a CSL on H. If δ is an (m, n)-derivable mapping at 0 from algL into itself and δ(I) = 0, then for all S, T ∈ algL and P ∈ L, (i) δ(SP T (I − P )) = δ(S)P T (I − P ) + Sδ(P T (I − P ));
(ii) δ(P S(I − P )T ) = δ(P S(I − P ))T + P S(I − P )δ(T ).
Proof. (i) Let P be in L. Since δ(P ) = δ(P )P + P δ(P ), we see that P δ(P )P = (I − P )δ(P )(I − P ) = 0. So δ(P ) = P δ(P )(I − P ). Thus by Lemma 5.2, for every T ∈ algL, δ(P T (I − P )) = δ(P P T (I − P ) + P T (I − P )P ) = δ(P )P T (I − P ) + P δ(P T (I − P )) +δ(P T (I − P ))P + P T (I − P )δ(P ) = δ(P T (I − P ))P + P δ(P T (I − P )).
This implies that δ(P T (I − P )) = P δ(P T (I − P ))(I − P ) for every T ∈ algL. By Lemma 5.2(ii), we have (I − P )δ(P T P ) = δ((I − P )T (I − P ))P = 0 for every T ∈ algL.
Since P T (I − P ) = P − (P − P T (I − P )) and P − P T (I − P ) is an idempotent, by Corollary 5.3, for S, T ∈ algL, δ(SP T (I − P )) = δ(P SP P T (I − P ) + P T (I − P )P SP ) = δ(P SP )P T (I − P ) + P SP δ(P T (I − P )) +δ(P T (I − P ))P SP + P T (I − P )δ(P SP ) = (δ(P )SP + P δ(S)P + P Sδ(P ))P T (I − P ) + P SP δ(P T (I − P )) = δ(S)P T (I − P ) + Sδ(P T (I − P )).
With a proof similar to the proof of (i), we may show that (ii) is also true.
By Lemmas 5.1, 5.2 and 5.4, with a proof analogous to [18, Theorem, 3 .2], we can obtain the following theorem.
Theorem 5.5. Let L be a CSL on H. If δ is a norm-continuous linear (m, n)-derivable mapping at 0 from A into itself and δ(I) = 0, then δ is a derivation.
