Abstract. Under an infinitesimal version of the Bishop-Gromov relative volume comparison condition for a weighted Hausdorff measure on an Alexandrov space, we prove a topological splitting theorem of Cheeger-Gromoll type. As a corollary, we prove an isometric splitting theorem for Riemannian manifolds with singularities of nonnegative (Bakry-Emery) Ricci curvature.
Introduction
A main purpose of this paper is to prove a splitting theorem of Cheeger-Gromoll type for singular spaces. Since it is impossible to define the Ricci curvature tensor on Alexandrov spaces, we consider an infinitesimal version of the Bishop-Gromov volume comparison condition as a candidate of the conditions of the Ricci curvature bounded below. Under the volume comparison condition for a weighted Hausdorff measure on an Alexandrov space, we prove a topological splitting theorem. As a corollary, we prove an isometric splitting theorem for an Alexandrov space whose regular part is a smooth Riemannian manifold of nonnegative (Bakry-Emery) Ricci curvature.
Let us present the volume comparison condition. For a real number κ, we set Let M be an Alexandrov space of curvature bounded from below locally and set r p (x) := d(p, x) for p, x ∈ M, where d is the distance function. For p ∈ M and 0 < t ≤ 1, we define a subset W p,t ⊂ M and a map Φ p,t : W p,t → M as follows. We first set Φ p,t (p) := p ∈ W p,t . A point x ( = p) belongs to W p,t if and only if there exists y ∈ M such that x ∈ py and r p (x) : r p (y) = t : 1, where py is a minimal geodesic from p to y. Since a geodesic does not branch on an Alexandrov space, for a given point x ∈ W p,t such a point y is unique and we set Φ p,t (x) := y. The triangle comparison condition implies the local Lipschitz continuity of the map Φ p,t : W p,t → M. We call Φ p,t the radial expansion map.
Let µ be a positive Radon measure with full support in M, N ≥ 1 a real number, and Ω ⊂ M a subset. The following is an infinitesimal version of the Bishop-Gromov volume comparison condition for µ corresponding to the condition of the lower Ricci curvature bound Ric ≥ (N − 1)κ with dimension N. For an n-dimensional complete Riemannian manifold, the Riemannian volume measure satisfies BG(κ, n) if and only if the Ricci curvature satisfies Ric ≥ (n − 1)κ (see Theorem 3.2 of [22] for the 'only if' part). We see some studies on similar (or same) conditions to BG(κ, N) in [5, 34, 14, 15, 13, 32, 22, 39] etc. BG(κ, N) is sometimes called the Measure Contraction Property and is weaker than the curvature-dimension (or lower N-Ricci curvature) condition, CD((N − 1)κ, N), introduced by Sturm [35, 36] and Lott-Villani [19] in terms of mass transportation. For a measure on an Alexandrov space, BG(κ, N) is equivalent to the (κ/(N − 1), N)-measure contraction property introduced by Ohta [22] . For an n-dimensional Alexandrov space of curvature ≥ κ, the ndimensional Hausdorff measure H n on M satisfies BG(κ, n) (see [13] ). Note that we do not necessarily assume M to be of curvature uniformly bounded below. We assume the Alexandrov curvature condition just for the local regularity of the space. If an Alexandrov space M has a measure µ satisfying BG(κ, N), then the dimension of M is less than or equal to N (Corollary 2.7 of [22] ).
One of our main theorems is stated as follows. 
The condition for µ in the theorem is strictly weaker than BG(0, N) for µ on M for some N ≥ 1 and is for Corollary 1.4 below. Note that BG(0, N Ω ) in this theorem can be replaced with the curvature dimension condition.
This theorem is new even if M is a complete Riemannian manifold, since the weight function e −V is only continuous. We do not know if the isometric splitting in the theorem is true, i.e., if M is isometric to X × R for some Alexandrov space X even in the case where V is constant. If we replace 'BG(0, N Ω )' with 'curvature ≥ 0', then the isometric splitting was proved by Milka [21] , Grove-Petersen [10] , and Yamaguchi [41] , as a generalization of the well-known Toponogov splitting theorem. For n-dimensional Riemannian manifolds with Riemannian volume measure, BG(0, n) is equivalent to Ric ≥ 0 and the isometric splitting under Ric ≥ 0 was proved by Cheeger-Gromoll [6] . In our case, we do not have the Weitzenböck formula, so that we cannot obtain the isometric splitting at present.
A rough idea of our proof came from that of Cheeger-Gromoll [6] . One of essential points in our proof is to prove a generalized version of the Laplacian comparison theorem (Proposition 3.1), where our discussion is much different from the Riemannian case.
If the metric of M has enough smooth part, we prove the isometric splitting. For we consider the following. Note that any complete Riemannian orbifold is a singular Riemannian space.
where X is a singular Riemannian space containing no straight line and k := n − dim X.
If M is a complete Riemannian orbifold, then Corollary 1.3 was proved by Borzellino-Zhu [2] .
We next consider the Bakry-Emery Ricci curvature. Let n be an integral number with n ≥ 1, and N a real number with N > n, or N = +∞. On an n-dimensional C 2 Riemannian manifold with a mea- 
and V is constant on {x} × R k for each x ∈ X, where X is a singular Riemannian space containing no straight line and k := n − dim X. Corollary 1.4 is an extension of the results of Lichnerowicz [17] (see also [40] and [9] ) for complete Riemannian manifolds. In the case where N = +∞, the assumption sup M V < +∞ is necessary as was pointed out by Lott [18] (see also [40] ). Remark 1.5.
(1) All the results in this paper are true even in the case where M has non-empty boundary. We implicitly assume the Neumann boundary condition on the boundary of M when we consider the Laplacian on M. In particular, the results hold for any convex subset of M.
(2) We can apply Corollaries 1.3 and 1.4 to get some results for the fundamental group of a singular Riemannian space of nonnegative (Bakry-Emery) Ricci curvature (cf. [6] ). However, we do not know if we can obtain the same results for an Alexandrov space satisfying the infinitesimal Bishop-Gromov condition. One of the problems is that we cannot prove that a covering space inherits the infinitesimal Bishop-Gromov condition. Another problem is that the splitting is only homeomorphic. If the space splits as X × R homeomorphically, then we do not know if X is an Alexandrov space or not, and we cannot apply our splitting theorem to X. This is not enough to investigate the fundamental group. (3) In our previous paper [16], we proved a Laplacian comparison theorem and a splitting theorem weaker than those in this paper. The proof in this paper is much easier than that in [16] . We decided [16] to be unpublished to any journals.
Preliminaries
A geodesic space is defined to be a metric space in which any two points x and y can be joined by a length-minimizing curve whose length is equal to the distance between x and y. Let M be a proper geodesic space, where 'proper ' means that any bounded subset of M is relatively compact. We call a locally (resp. globally) length-minimizing curve in M a geodesic (resp. a minimal geodesic). Denote by M 2 (κ) a complete simply connected 2-dimensional space form of constant curvature κ. For three different points x, y, z ∈ M and a real number κ, we denote by∠ κ xyz the angle between a minimal geodesic fromỹ tox and a minimal geodesic fromỹ toz for three pointsx,
, where d is the distance function.∠ κ xyz is uniquely determined only if either the following (1) or (2) is satisfied.
(
A proper geodesic space M is said to be an Alexandrov space (of curvature bounded below locally) if for any point x ∈ M there exists a neighborhood U of x and a real number κ such that for any different four points p, q 1 , q 2 , q 3 ∈ U we have (T)∠ κ q i pq j , i, j = 1, 2, 3, are all defined and satisfỹ
For a given point x ∈ M, we denote by κ(x) the supremum of such κ's. Then, κ(x) is upper semi-continuous in x ∈ M, so that κ is bounded from below on any compact subset of an Alexandrov space. The globalization theorem states that for any compact subset Ω of an Alexandrov space M, there exists a compact set Ω ′ ⊃ Ω such that (T) holds for any different p, q 1 , q 2 , q 3 ∈ Ω and for any real number κ with κ ≤ inf x∈Ω ′ κ(x), provided that M is not a 1-dimensional Riemannian manifold. For a constant κ, we say that M is of curvature ≥ κ if (T) holds for any different four points p, q 1 , q 2 , q 3 ∈ M. In the case where M is not a 1-dimensional Riemannian manifold, the globalization theorem implies that M is of curvature ≥ κ if and only if κ ≥ κ on M. For a 1-dimensional complete Riemannian manifold M and for κ > 0, M is of curvature ≥ κ if and only if the diameter of M is ≤ π/ √ κ, i.e., M is isometric to either a segment of length ≤ π/ √ κ, or a circle of length
In this paper, we always assume that all Alexandrov spaces have finite Hausdorff dimension. Refer to [3, 24, 12] for the basics for the geometry and analysis on Alexandrov spaces, such as, the space of directions, the tangent cone, etc.
Let M be an Alexandrov space of Hausdorff dimension n < +∞. Then, n coincides with the covering dimension of M, which is a nonnegative integer. Take any point p ∈ M and fix it. Denote by Σ p M the space of directions at p, and by K p M the tangent cone at p. Σ p M is an (n − 1)-dimensional compact Alexandrov space of curvature ≥ 1 and K p M an n-dimensional Alexandrov space of curvature ≥ 0.
Let us denote the set of singular points of M by S M and the set of δ-singular points of M by S δ .
Note that a point p ∈ M is non-singular if and only if the tangent cone K p M is isometric to R n . We have
is lower semi-continuous, the set S δ of δ-singular points in M is a closed set. The following lemma is sometimes useful.
Lemma 2.2 ([30])
. Let γ be a minimal geodesic joining two points p and q in M. Then, the space of directions, Σ x M, at all interior points of γ, x ∈ γ \ {p, q}, are isometric to each other. In particular, any minimal geodesic joining two non-singular (resp. non-δ-singular) points is contained in the set of non-singular (resp. non-δ-singular) points (for any δ > 0).
Definition 2.3 (Boundary)
. The boundary of an Alexandrov space M is defined inductively. If M is one-dimensional, then M is a complete Riemannian manifold and the boundary of M is defined as usual. Assume that M has dimension ≥ 2. A point p ∈ M is said to be a boundary point of M if Σ p M has non-empty boundary.
Any boundary point of M is a singular point. More strongly, the boundary of M is contained in S δ for a sufficiently small δ > 0, which follows from the Morse theory in [25, 27] .
The doubling theorem ( §5 of [25] ; 13.2 of [3] ) states that if M has non-empty boundary, then the double of M (i.e., the gluing of two copies of M along their boundaries) is an Alexandrov space without boundary and each copy of M is convex in the double.
Denote byŜ M (resp.Ŝ δ ) the set of singular (resp. δ-singular) points of dbl(M) contained in M, where M is identified with a copy in dbl(M). We agree thatŜ M = S M andŜ δ = S δ provided M has no boundary.
The following shows the existence of differentiable and Riemannian structure on M. (1) There exists a number δ n > 0 depending only on n such that Remark 2.5. In [12] we construct a C ∞ structure only on M \B(S δn , ǫ). However this is independent of ǫ and extends to M * . The C ∞ structure is a refinement of the structures of [24, 23, 26] and is compatible with the DC structure of [26] .
Note that the metric g is defined only on M * \ S M and does not continuously extend to any other point of M. In general, the set of non-singular points, M * \ S M , is not a manifold. There is an example of an Alexandrov space M such that S M is dense in M (see [24] ). Definition 2.6 (Cut-locus). Let p ∈ M be a point. We say that a point x ∈ M is a cut point of p if no minimal geodesic from p contains x as an interior point. Here we agree that p is a cut point of p. The set of cut points of p is called the cut-locus of p and denoted by Cut p .
Note that Cut p is not necessarily a closed set. For the W p,t defined in §1, it follows that 0<t<1 W p,t = X \ Cut p . The cut-locus Cut p is a Borel subset and satisfies H n (Cut p ) = 0 (Proposition 3.1 of [24] ). By Lemma 4.1 of [24] , the function r p = d(p, ·) is differentiable on M \(S M ∪Cut p ). At any differentiable point x of r p , −∇r p (x) is tangent to a unique minimal geodesic from p to x, where ∇r p (x) denotes the gradient vector of r p at x. This implies that the gradient vector field ∇r p is continuous at all differentiable points of r p . Remark 2.9. Since the Riemannian metric has only low regularity, the usual maximum principle cannot be applied to obtain Theorem 2.8.
Laplacian Comparison Theorem
The purpose of this section is to prove the following proposition. We set cot κ (r) := s ′ κ (r)/s κ (r) for the function s κ defined in §1. 
for any point p ∈ M and for any nonnegative Lipschitz function f : M → R whose support is compact and contained in Ω \ {p}.
We define
where ∆ is the nonnegative Laplacian and ∇V is the gradient vector field of V , considered to be a directional derivative. Note that (3.1) is a weak form of the formal inequality
on Ω \ {p}, and that −(N Ω − 1) cot κ •r p is the Laplacian of the distance function on an N Ω -dimensional complete simply connected space form of constant curvature κ provided that N Ω is an integral number with N Ω ≥ 2.
Since for an n-dimensional Alexandrov space of curvature ≥ κ the n-dimensional Hausdorff measure H n satisfies BG(κ, n) (see [13] ), the above Laplacian Comparison Theorem (Proposition 3.1) leads us to the following. Since the Riemannian metric on an Alexandrov space is not continuous on any singular point, a standard proof of the Laplacian comparison theorem for Riemannian manifolds does not work. Renesse [38] proved Corollary 3.2 under some additional condition. In the case of µ = H n with BG(κ, n), another different proof using a version of Green formula can be seen in our previous paper [16] .
We can in fact prove that Proposition 3.1 for any positive Radon measure µ on M with full support satisfying BG(κ, N Ω ) on Ω by using some results by Cheeger [4] and Ranjbar-Motlagh [32] . However, such a stronger statement is not needed in this paper and we only give a proof of the version stated in Proposition 3.1.
Proof of Proposition 3.1. Let f : M → R be any nonnegative Lipschitz continuous function whose support is compact and contained in Ω\{p}. By the Rademacher theorem, f and r are differentiable H n -a.e. It follows from t r p (Φ p,t (x)) = r p (x) that
and by BG(κ, N Ω ),
We now give any nonnegative Lipschitz continuous functionf : M → R such that the support off is compact and does not contain p. Set f (x) :=f (x)/r p (x) for x = p and f (p) := 0. Then, f : M → R is a Lipschitz continuous function and its support is compact and does not contain p. (3.2) implies (3.1) forf. This completes the proof.
In our paper [12] , we proved for an Alexandrov space M the existence of the heat kernel of M and the discreteness of the spectrum of the Laplacian (the generator of the Dirichlet energy form) on a relatively compact domain in M. As applications to Proposition 3.1, we have the following heat kernel and first eigenvalue comparison results, which generalize the results of Cheeger-Yau [7] and Cheng [8] .
B(p, r) denotes the metric ball centered at p and of radius r and M n (κ) an n-dimensional complete simply connected space form of curvature κ. 
n (κ). Then, for any t > 0 and q ∈ B(p, r) we have
Corollary 3.4. Let M be an n-dimensional Alexandrov space and r > 0 a real number. Assume that (M, H n ) satisfies BG(κ, n). Denote by λ 1 (B(p, r) ) the first eigenvalue of Laplacian on B(p, r) with Dirichlet boundary condition, and by λ 1 (B(p, r) ) that on B(p, r) for a pointp ∈ M n (κ). Then we have B(p, r) ).
Once we have Proposition 3.1, the proofs of Corollaries 3.3 and 3.4 are the same as of Theorem II and Corollary 1 of Renesse's paper [38] . We verify that the local (L 1 , 1)-volume regularity is not needed in the proof of Theorem II of [38] . We also obtain a Brownian motion comparison theorem in the same way as in [38] .
Splitting Theorem
We prove the Topological Splitting Theorem, 1.1, following the idea of Cheeger-Gromoll [6] . However, we still need some extra lemmas to fit the discussions of [6] to Alexandrov spaces.
Let M be a non-compact Alexandrov space and γ a ray in M, i.e., a geodesic defined on [ 0, +∞ ) such that d(γ(s), γ(t)) = |s − t| for any s, t ≥ 0. It follows from the triangle inequality that t − d(x, γ(t)) is monotone non-decreasing in t, so that the limit above exists. b γ is a 1-Lipschitz function.
Definition 4.2 (Asymptotic Relation)
. We say that a ray σ in M is asymptotic to γ if there exist a sequence t i → +∞, i = 1, 2, . . . , and minimal geodesics σ i : [ 0, l i ] → M with σ i (l i ) = γ(t i ) such that σ i converges to σ as i → ∞, (i.e., σ i (t) → σ(t) for each t).
For any point in M, there is a ray asymptotic to γ from the point. Any subray of a ray asymptotic to γ is asymptotic to γ. By the same proof as for Riemannian manifolds (cf. Theorem 3.8.2(3) of [33] ), for any ray σ asymptotic to γ we have Proof. There are points x t , y t ∈ M, t > 0, such that d(p, x t ) = d(p, y t ) = t for all t > 0 and that the direction at p of px t (resp. py t ) converges to u (resp. v) as t → 0. The assumption for f tells us that
This completes the proof. 
Proof. Take any point p ∈ M and a ray σ : [ 0, +∞ ) → M from p asymptotic to γ + . For any s > 0, the directional derivatives of b + to the two opposite directions at σ(s) tangent to σ are −1 and 1 respectively. Since b − = −b + and by Lemma 4.3, a ray from σ(s) asymptotic to γ − is unique and contains σ([ 0, s ]). By the arbitrariness of s > 0, σ extends to a straight line bi-asymptotic to γ. Namely, for a given point p ∈ M, we have a straight line σ p passing through p and bi-asymptotic to γ. By Lemma 4.4(2), any ray from a point in σ p asymptotic to γ ± is a subray of σ p . In particular, σ p is unique (upto parameters) for a given p, and for any two points p, q ∈ M the images of σ p and σ q either coincide or do not intersect to each other. M is covered by {σ p } p∈M and this completes the proof. Proof. We take a sequence t i → +∞, i = 1, 2, . . . . Since r γ(t i ) , b γ are Lipschitz continuous, they are differentiable H n -a.e. by the Rademacher theorem. Let x ∈ M be any non-singular point where r γ(t i ) and b γ are all differentiable. We have a unique minimal geodesic σ x,i from x to γ(t i ) and −∇r γ(t i ) (x) is tangent to it. A ray σ x from x asymptotic to γ is unique and ∇b γ (x) is tangent to it. Since σ x,i → σ x as i → ∞, we have −∇r γ(t i ) (x) → ∇b γ (x). Therefore, the dominated convergence For the corollaries, it suffices to prove that if M contains a straight line, then M is isometric to X × R and V is constant on {x} × R for each x ∈ X. This is because if X × R is a singular Riemannian space, then so is X. We first assume that N < +∞. Since any geodesic joining two points in M \ S M is contained in M \ S M (see Lemma 2.2), the condition Ric N,µ ≥ 0 on M \ S M implies BG(0, N) for µ on M \ S M (see [1] and also [35, 36, 19] ). By H n (S M ) = 0, µ satisfies BG(0, N) on M (an easy discussion proves that for any convergent sequence p i → p ∞ in M, BG(0, N) for p = p i implies BG(0, N) for p = p ∞ .) We then apply Theorem 1.1 to M and µ for N Ω = N. In the proof of the theorem, 
