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Within the context of the Brownian ratchet model, a molecular rotary system was stud-
ied that can perform unidirectional rotations induced by linearly polarized ac fields, and
produce positive work under loads. The model is based on the Langevin equation for a
particle in a two-dimensional (2D) three-tooth ratchet potential of threefold symmetry.
The performance of the system is characterized by the coercive torque, i.e., the strength
of the load competing with the torque induced by the ac driving field, and the energy
efficiency in force conversion from the driving field to torque. We propose a master
equation for coarse-grained states, which takes into account boundary motion between
states, and develop a kinetic description to estimate mean angular momentum (MAM)
and powers relevant to the energy balance equation. The framework of analysis incor-
porates several 2D characteristics, and is applicable to a wide class of models of smooth
2D ratchet potential. We confirm that the obtained expressions for MAM, power, and
efficiency of the model can predict qualitative behaviors. We also discuss the usefulness
of the torque/power relationship for experimental analyses, and propose a characteristic
for 2D ratchet systems.
KEYWORDS: molecular motor, ratchet model, Langevin dynamics, energetics
1. Introduction
Standard internal combustion engines generate torque by burning fuel in the com-
bustion chambers of cylinders. The kinetic energy of the expanding gases is applied to
move a piston, which in turn is connected to a crankshaft to produce rotation and do
work. The performance of an engine is specified by the maximum output power and
1/36
J. Phys. Soc. Jpn.
torque and its energy (fuel) efficiency under certain conditions. Such characterizations
can also be applied to biological molecular motors, a subject that has been of growing
interest in recent biophysical research.
V- and F-type ATPases are examples of rotary molecular motors, which perform
proton pumping or ATP synthesis to maintain cell activity (for a recent review, see
Ref. 1). Surprisingly, they are similar in appearance to a Wankel engine, which mainly
consists of a cylinder, a rotor, and an eccentric shaft and has three moving chambers
for each stroke of a combustion cycle (intake, compression, ignition, and exhaust).2) In
the F1 domain of ATPase, the so-called γ-shaft rotates inside a cylinder consisting of
three symmetrically arranged, paired α- and β-subunits. ATP is hydrolyzed to ADP
and phosphate, with the released chemical bonding energy being spent to perform the
rotation.3–5) The conversion is known to be highly energy efficient.6, 7)
Apart from their energy sources, a basic difference between biological and man-
made engines may lie in the stiffness of their architectural components. For molecular
motors, recent single-molecule analyses have begun to discover mechanisms involving
local deformations in the cylinder unit caused by ATP hydrolysis that generate torque,
which rotates the γ-shaft.8) In contrast to such deformable components, the piston
and cylinder in man-made engines are made of harder materials. For the latter, it is
also known that efficient operation requires completely sealed combustion chambers, as
well as bearings and lubricant to maintain smooth mechanical movement. However, in
biological engines the relevance of such deformations among components to the efficiency
of force conversion remains mysterious.
Our motivation is to understand the properties of the force-to-torque conversion
in (artificial) molecular motors with deformable components when certain stimuli are
applied, i.e., properties independent of energy sources, and our approach is based on
mathematical modeling. In addition to biological molecular motors, artificial molecular
motors (AMMs)9–12) represent good objects of study in this context. AMMs (or synthetic
molecular motors) are small devices consisting of a rotor and stator consisting of (supra-)
molecules, the rotor being capable of rotation relative to the stator under certain stimuli.
Such rotation is largely due to noncovalent interactions between the rotor and stator. In
particular, the recently described rotational, propeller-shaped supramolecules confined
in nanopores13) can be considered to be an example of an AMM made of deformable
units. One significant advantage of studying AMMs is their well-characterized symmetry
and responses to external stimuli. For more detailed information on AMMs, see the
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Fig. 1. (Color online) Sketch of an AMM. The rod is loosely positioned inside the cylinder and
can freely rotate around the z-axis. During rotation, its tilt with respect to the z-axis is maintained
by contacts on the cylinder. The cylinder has three attachment points for the rod and works as a
three-tooth ratchet. The cylinder is embedded in the membrane of a vesicle. When the rod rotates in
a certain direction, the system can pump certain ions up and across the membrane. The z-axis of the
Cartesian coordinate system is fixed to the axis of the cylinder. The arrows at right denote a linearly
polarized ac field.
reviews in Refs. 9–12.
Ratchet models14) provide a basis for the theoretical study of molecular mo-
tors.11, 15–19) In particular, a variety of one-dimensional (1D) piecewise linear ratchet
models plays an important role in determining energy efficiency.20–26) In the context of
molecular rotary motors, these models treat the rotation of the rotor as the 1D motion
of a particle in a sawtooth-type potential, and they demonstrate that a particle can
move unidirectionally as a result of certain stimuli or modulations of the potential.
Thus, ratchet models partly account for deformation of the cylinder subunit through
modulation of the potential. However, realistic deformations are more complex than po-
tential modulations in 1D space and involve richer dynamics. It therefore seems natural
for our purpose to investigate the effects of two-dimensional potential modulations on
efficiency with 2D ratchet models, as a minimal system of deformable units.
Figure 1 shows a schematic of the three-tooth rotary ratchet system that we consider
as an AMM, which is composed of a rod (rotor) and cylinder (stator) and is anchored
in and crosses a membrane. The system is perturbed by a heat bath and exposed to
electromagnetic fields. The rod can respond to such fields and be driven by a linearly
polarized ac field, which temporally modulates an effective potential for the rod–cylinder
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interaction. Here we assume that the polarization axis lies in the xy-plane (see Fig. 1
for the coordinate system).
Under certain conditions, the driving field can induce unidirectional rotation of the
rotor in the stator. This can be used to generate work when a load is applied. As an
example, we suppose that the system functions as a pump of ions across the membrane,
against the concentration gradient. We focus on two main questions: How great a load
can the driving field bear in performing productive work? How can the efficiency of the
conversion of power from the ac field’s input to the output work be estimated?
Such systems have been studied in Refs. 27 and 28, where the rotor–stator in-
teraction was described with 2D ratchet potentials having either twofold or threefold
symmetry (two- or three-tooth rotary ratchet models) and the dynamics were analyzed
using the Langevin equation for a particle in such potentials. The main interest was the
robustness of the unidirectional rotation induced by a linearly polarized ac field. One
result was that, unlike the two-tooth structure, the three-tooth ratchet allows robust
unidirectional rotation for any polarization. However, loads and energy efficiency were
not considered in those studies.
Here, to target these two questions, we develop a coarse-grained kinetic description
that incorporates the deformational properties of 2D ratchet systems, through an anal-
ysis of the efficiency of force conversion from the ac driving field to the torque under
load in the three-tooth rotary ratchet model. As a part of this framework, we propose
a master equation, which is extended by taking into account the motion of boundaries
between coarse-grained states. This enables us to estimate expectation values for the
time derivatives of physical variables and to extract characteristic quantities related to
the force conversion. The analytic expressions obtained for mean angular momentum,
power, and efficiency agree qualitatively with numerical simulation data using a few
adjustable parameters.
We describe our model in Sect. 2 and present its characteristic dynamics in Sect. 3.
We propose the coarse-grained dynamical description in Sect. 4 and show the results
for the energetics in Sect. 5. In Sect. 6, we discuss the relationship between mean
angular momentum and output power and propose a characteristic feature of 2D ratchet
systems.
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Fig. 2. (Color online) Contour graphs of V0(x) and potential profiles. Panels (a) and (b) show the
contour graphs of V0(x) at (a) (a, b, c, d) = (−0.1, 0.3, 0.15,−0.1) and (b) (−0.1, 0, 0.15, 0), where the
horizontal (vertical) direction corresponds to the x (y) direction, and the dashed curves draw contour
levels. Panels (c) and (d) show the curves of Φ(r, θ) for the azimuthal angle θ ∈ [0, 2π] at three radii
r ∈ {0.8, 1.0, 1.1}. The values for (a, b, c, d) of (c) and (d) are those of (a) and (b), respectively. The
potential in panel (a) [(c)] is chiral with a ratchet structure, and that in panel (b) [(d)] is achiral
without a ratchet structure. The ratchet direction of the potential in panel (a) [or (c)] is defined as
anticlockwise (positive).
2. Model
The rotational motion of the rotor tip in the stator (Fig. 1) is described as motion
of a particle in a 2D ratchet potential. Consider the projection of the rotor tip onto the
xy-plane. Let us describe its position at time t as X(t) ≡ [X(t), Y (t)]⊤, the movement
of X(t) (≡X) is described by the Langevin equation,
γX˙(t) = −∂XV (X, t) +R(t) (γ = 1), (1)
where ∂xV ≡ (∂V/∂x, ∂V/∂y)⊤ , γ is the viscous damping coefficient, which is set to
unity, and R ≡ [Rx(t), Ry(t)]⊤ is the white Gaussian noise characterized by the en-
semble averages 〈Rj(t)〉 = 0 and 〈Rj(t)Rk(t′)〉 = 2Dδj,kδ(t − t′), j, k ∈ {x, y}, with
D the strength of the noise. We regard R as thermal noise, and impose D = γkBT ,
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where kB and T are the Boltzmann constant and the temperature. V (x, t) [=V0(x) +
Vh(x, t) + VI(x)] is the potential function. V0(x) represents a three-tooth ratchet po-
tential [Figs. 2(a) and 2(b)]: in the 2D polar representation x
⊤
= (r cos θ, r sin θ),
V0(x) ≡ Φ(r, θ) reads
Φ(r, θ) = Φ0(r)− a
4
r3 cos 3θ − b
4
r5 sin 3θ +
d
6
r6 sin 6θ, (2)
where Φ0(r) = (1− r2)2(1+ cr2)/4 [Figs. 2(c) and 2(d)]. Φ0(r) builds a potential valley.
This is modified from that in Ref. 28 for a better confinement of motion within the
valley. The second and third terms in Eq. (2) create the threefold symmetry. The fourth
term makes a ratchet structure by adding asymmetry in azimuth. Below, we treat only
potentials with three minima and saddles on the valley as in Figs. 2(a) and 2(b). Vh(x, t)
[≡−H(t)N ·x] (“ · ” denotes the inner product) is the electric (or magnetic) interaction
energy of the rotor in a linearly polarized ac field H(t)N , where H(t) = h cosΩt, and
N = (cosφ, sinφ)
⊤
denotes the polarization (vector) with polarization angle φ. VI(x)
[≡(I/2π) tan−1(y/x)] represents a function to generate a load with strength I (the load
torque), which is distinguished from the potentials in that it is multivalued.
The potential structure is classified into achiral, for b = d = 0, and chiral, for
b 6= 0 or d 6= 0. Under the mirror transformation θ → −θ and θ → ±2π/3 − θ in
Eq. (2), the achiral potentials are invariant, but each chiral is mapped to the other
corresponding mirror image. The chiral potentials are distinguished as either clockwise
or anticlockwise. Specifically, the direction of a ratchet potential is anticlockwise or
positive (clockwise or negative) if, around each of the potential minima, each direction
from the side of steeper slope to the more gradual side is anticlockwise (clockwise) (see
Fig. 2).
The ac field can induce a torque to rotate the particle either clockwise or anticlock-
wise depending on the ratchet direction. As mentioned in Sect. 1, we suppose that this
torque can be applied to drive the pumping function. Here, such a function is brought
with load force given by the gradient of VI(x) as
f I(x) = −∂xVI(x) =
I
2π
(
y
|x|2 ,−
x
|x|2
)⊤
. (3)
This is a field that circularly rotates about the origin.
To limit our scope, we impose the following conditions on the driving field: I. Letting
∆V be the potential difference between the minimum and the saddle of V0(x), both
the typical magnitudes of Vh(x, t) and VI(x), being denoted by O(h) and O(I)
29) [O(·)
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and o(·) denote the Landau symbols (Big- and Little-O)], are smaller than ∆V . Below,
we assume O(I) ∼ O(h). II. The period of the ac field Tp ≡ 2π/Ω is much longer than
a typical relaxation time to the potential minima, which is denoted by Tr and we may
have Tr ∼ O(1), i.e., ΩTr ≪ 1. These settings are relevant in stochastic resonance (SR)
phenomenon,30, 31) and may be reasonable assumptions for the (artificial) molecular
motor system.
We denote by p(x, t)dx a probability for an event X(t) ∈ [x, x+ dx)× [y, y + dy).
From Eq. (1), the time evolution of the probability density function (PDF) p(x, t) obeys
the Fokker–Planck equation:
∂tp(x, t) = −∂x · J(x, t), (4)
J(x, t) ≡ {−∂xV (x, t)} p(x, t)−D∂xp(x, t), (5)
where ∂t ≡ ∂/∂t, ∂x ·J denotes the divergence of a vector field J , and J(x, t) represents
the probability current density. In the absence of the fields (h = 0 and I = 0), the PDF
approaches the canonical distribution function, which satisfies J(x, t) = 0 with the
relation D = γkBT (γ = 1).
As shown in Ref. 28, for h 6= 0 and I = 0, the unidirectional rotation of the particle
can be induced by an ac driving field. In addition, when the load is applied (I > 0),
there being a competitive bias circulation in J(x, t) from Eq. (3), it is expected that
the induced rotational motion can persist if the load is sufficiently weak.
3. Mean Angular Momentum
First, we give an overview of the dynamics of Eq. (1). The numerical simulation for
the model was performed using the second-order stochastic Runge–Kutta method.32, 33)
To quantify the circulation of trajectory, we define the mean angular momentum
(MAM):
L = X(t)Y˙ (t)− Y (t)X˙(t), (6)
where A(t) ≡ ∫ Ttot
0
dt A(t)/Ttot denotes the mean of a dynamical variable A(t) over
the observation time Ttot (≫Tp). The anticlockwise (clockwise) rotation corresponds to
L > 0 (L < 0).
Figure 3 shows graphs of L with respect to the noise intensity; the symbols and
curves indicate the results from numerical simulations and theoretical analysis. In the
numerical simulations, A(t) is obtained by averaging over 35 computational runs in
7/36
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Fig. 3. (Color online) Scaled MAM L/h2 versus noise intensity D. The symbols and curves cor-
respond to results of numerical simulation and the approximation Eqs. (42) and (A·8) for (I,Ω) =
(0, 0.0025) (filled circles and thin solid curve), (0.001, 0.0025) (filled triangles and thin dashed curve),
(0.002, 0.0025) (filled squares and thin dashed-dotted curve), (0, 0.005) (open circles and thick solid
curve), (0.001, 0.005) (open triangles and thick dashed curve) and (0.002, 0.005) (open squares and thick
dashed-dotted curve) with (a, b, c, d, h, φ) = (−0.1, 0.3, 0.15,−0.1, 0.05, 0). The adjustable parameters
in Eqs. (42) and (A·8) are set to gL = 1.25 and g′L/gL = 0.95 for all.
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Fig. 4. (Color online) Typical time series of θ(t) and its dependence on D. The abscissa indicates
the elapsed time. The positive side of θ(t) corresponds to the anticlockwise rotation.
addition to the long time average of Ttot = 10
8. The ratchet potential used here is
that shown in Fig. 2(a), the direction of which is classified as anticlockwise (positive).
Without the load, I = 0 (open and closed circles), the MAM exhibits a bell-shaped
curve with respect to D, which implies the magnitude of the MAM is maximized by
SR. The sign of the MAM in SR depends on the ratchet direction. As the load is
increased under a clockwise rotation (I > 0), the negative region of the MAM expands.
This behavior indicates that the MAM consists of a component from H(t)N and that
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Fig. 5. (Color online) L/h2 versus load torque I. The symbols and curves represent numerical and
theoretical results for D = 0.03 (diamonds and solid curve), 0.04 (circles and dashed curve), 0.05
(triangles and dashed-dotted curve) and 0.06 (squares and dashed-double-dotted curve) in the chiral
case of Fig. 2(a) with (Ω, h, φ) = (0.005, 0.05, 0).
from f I(X), and these are in competition. This also implies that, for the noise intensity
beyond the SR peak, the rotation forced by f I(X) is more persistent for noise than
that induced by the ac driving field.
Figure 4 shows a typical time series of the angular displacement defined by
θ(t) =
∫ t
0
ds
{
X(s)Y˙ (s)− Y (s)X˙(s)
|X(s)|2
}
(7)
for several noise intensities, D ∈ {0.01, 0.03, 0.04, 0.05, 0.08}, which is taken from the
points on the curve for (Ω, I) = (0.005, 0.002) in Fig. 3, where the SR peaks atD ≈ 0.04.
We see the mean angular velocity, θ˙ = θ(Ttot)/Ttot, increases and decreases withD below
and beyond the peak point of SR. There is also a turning point at which the rotational
direction switches from anticlockwise to clockwise (see the curve for D = 0.07).
Figure 5 shows the I-dependence of the MAM at several noise intensities around the
SR point. We see that the sign of MAM reverses to negative values as I increases. This
is because the component of MAM from the load torque increases with I and dominates
that from the ac driving field. In addition to the above results, we should note that the
MAM does not significantly depend on φ. As suggested in Ref. 28, this property can
bring a robustness such that a rotary system always performs a unidirectional rotation
regardless of the polarization angle.
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Fig. 6. (Color online) (a) Definition of symbols for locally maximal and minimal points {O,xσ},
saddle points {xµ}, ridge curves {Bσ,Bµ} (thick solid curves), potential valley C, and domains {Dµσ}
on V0(x) [(a, b, c, d) = (0.1,−0.15, 0.1,−0.05)]. Thick and thin dashed curves corresponds to the ridge
curves {B˜σ, B˜µ} on V (x, t) [H(t) = 0.05(thick) and −0.05 (thin)]. Here, σ, µ ∈ {0, 1, 2}. (b) Definition
of symbols for locally maximal and minimal points {O˜, x˜σ}, saddle points {x˜µ}, ridge curves {B˜σ, B˜µ}
(thick dashed curves), and domains {D˜µσ} on V (x, t) [H(t) = 0.05]. Unit tangential and normal vectors
{τµσ(x),nµσ(x)} or {τ˜µσ(x), n˜µσ(x)} are defined on the boundary of Dµσ or D˜µσ. The vectors are the
eigenvectors of the Hessian matrix Gˆ(x) on the ridge curves. The tip of the unit normal vector is
directed toward the interior of the specified domain, and the associated unit tangential vector is oriented
to its right. Bµǫ is a domain of width 2ǫ covering B˜
µ, which is indicated by a hatched region. ∆Dµσ, and
∆Dµ∗σ are the differential domain from D
µ
σ to D˜
µ
σ.
4. Theory
We now develop a coarse-grained description of the dynamics. After introducing
notation in Sect. 4.1, we obtain a master equation for coarse-grained states in Sect. 4.2,
and analyze it in Sect. 4.3. In Sect. 4.4, we establish a formalism to estimate the time
derivatives of energetic quantities.
4.1 Definitions
Figure 6(a) shows our notation to describe the structure of the potential function
V0(x). C denotes the potential valley. xσ and x
µ (σ, µ = 0, 1, 2) denote the minimal and
saddle points of V0(x), which satisfy ∂xV0(x) = 0. Ridge curves of V0(x) are denoted
by Bσ and B
µ, where Bσ (B
µ) is the curve running from the origin O toward infinity
through the minimal point xσ (the saddle point x
µ). Each domain surrounded by the
neighboring curves Bσ and B
µ is denoted by Dµσ (∈{D00,D01,D11,D12,D22,D20}).
In our coarse-grained description, the 2D space is divided into the six domains of
10/36
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Dµσ; the six events of X(t) ∈ Dµσ construct a state space. Although in Ref. 28 the
master equation for these six states is obtained under the static boundaries Bσ and
Bµ, here we develop another approach based on moving ridge curves of V (x, t). Then,
to the notation mentioned above, we also add another notation based on V (x, t); x˜σ,
x˜µ (σ, µ = 0, 1, 2), and O˜ denote the minimal, saddle, and maximal points of V (x, t),
which satisfy ∂xV (x, t) = 0, respectively; B˜σ (B˜
µ) denotes the ridge curve of V (x, t)
which runs from O˜ toward infinity through the minimal point x˜σ (the saddle point x˜
µ);
D˜µσ denotes a domain surrounded by the curves B˜σ and B˜
µ. As shown in Fig. 6, the
boundaries B˜σ and B˜
µ vary with H(t).
Furthermore, we define τ µσ(x) and n
µ
σ(x) as unit tangential and normal vectors to
the boundary of Dµσ at x (x ∈ Bσ or x ∈ Bµ). Here, we orient the tip (or referential
direction) of the normal vector nµσ(x) inside D
µ
σ, and orient the tip of the tangential
vector τ µσ(x) to the right-hand side (RHS) of n
µ
σ(x) [Fig. 6(b)]. Similarly, corresponding
to τ µσ(x) and n
µ
σ(x), we define the unit tangential and normal vectors τ˜
µ
σ(x) and n˜
µ
σ(x)
on the boundary of D˜µσ, respectively.
Curvatures of the potential at xσ and x
µ are defined as follows. Near an extremum
x∗ (∈{xσ,xµ}), we expand V (x, t) as
V (x, t) ≈ V (x∗, t)− {f I(x∗) +H(t)N} · δx+ 12δx
⊤
Gˆ(x∗)δx, (8)
where δx ≡ x − x∗ and Gˆ(x∗) ≡ ∂x∂⊤xV (x, t)
∣∣
x=x∗
is the 2 × 2 Hessian matrix at x∗.
We define a local coordinate system as x = x∗ + ξτ
µ
σ(x∗) + ηn
µ
σ(x∗) with coordinates
(ξ, η). From the nature of ridge curves and valley, the basis vectors τ µσ(x∗) and n
µ
σ(x∗)
satisfy
Gˆ(x∗)τ
µ
σ(x∗) = Λτ (x∗)τ
µ
σ(x∗), (9)
Gˆ(x∗)n
µ
σ(x∗) = Λn(x∗)n
µ
σ(x∗), (10)
where Λτ (x∗) and Λn(x∗) are the eigenvalues corresponding to τ
µ
σ(x∗) and n
µ
σ(x∗),
respectively. Λτ(x∗) and Λn(x∗) are also the curvatures along a ridge curve and the
valley. We have Λτ (xσ) > 0 and Λn(xσ) > 0 at the minimal points, and Λτ(x
µ) > 0
and Λn(x
µ) < 0 at the saddle points. In the local coordinate system, the third term in
Eq. (8) is transformed to {Λτ(x∗)ξ2 + Λn(x∗)η2}/2.
11/36
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4.2 Master equation
We denote by P (σ, µ, t) (σ, µ ∈ {0, 1, 2}) the probability of finding the trajectory
X(t) in the domain Dµσ at time t. P (σ, µ, t) is related to p(x, t) as
P (σ, µ, t) ≡
(
δ(3)σ,µ + δ
(3)
σ,µ+1
)∫
x∈Dµσ
dx p(x, t), (11)
where δ
(3)
j,k denotes the Kronecker delta, which is 1 if j = k and 0 otherwise for integers j
and k, and with periodic boundary conditions δ
(3)
j+3,k = δ
(3)
j,k+3 = δ
(3)
j,k and D
µ
σ+3 = D
µ+3
σ =
Dµσ imposed. Hereafter, quantities with a suffixed σ or µ, such as xσ, x
µ, nµσ(x), and
τ µσ(x), obey these boundary conditions. The factor δ
(3)
σ,µ + δ
(3)
σ,µ+1 in Eq. (11) is 1 only if
a specified domain Dµσ is of type D
µ
µ or type D
µ
µ+1. P (σ, µ, t) is thus nonzero only for
allowed pairs of σ and µ.
Likewise, we denote by P (σ, t) the probability of finding the trajectory X(t) in the
domain Dσσ∪Dσ+2σ ≡ Dσ (σ ∈ {0, 1, 2}), i.e., the attractive region for xσ, and by Q(µ, t)
the probability of finding X(t) in the domain Dµµ ∪ Dµµ+1 ≡ Dµ (µ ∈ {0, 1, 2}), i.e., the
united domain on both sides of Bµ. Specifically,
P (σ, t) ≡
∑
µ
P (σ, µ, t) =
∫
x∈Dσ
dx p(x, t), (12)
Q(µ, t) ≡
∑
σ
P (σ, µ, t) =
∫
x∈Dµ
dx p(x, t). (13)
Using P (σ, µ, t), P (σ, t), and Q(µ, t), we define the conditional probabilities P (σ | µ, t)
and Q(µ | σ, t) as
P (σ | µ, t) ≡ P (σ, µ, t)
Q(µ, t)
, Q(µ | σ, t) ≡ P (σ, µ, t)
P (σ, t)
. (14)
Now let us consider a master equation for P (σ, µ, t). From Eqs. (4) and (11), we
have
∂tP (σ, µ, t) =
∫
x∈Dµσ
dx {−∂x · J(x, t)} . (15)
Dividing the domain of integration into D˜µσ and ∆D
µ
σ ≡ Dµσ − D˜µσ, we rewrite the RHS
as ∫
x∈Dµσ
dx {·} =
∫
x∈D˜µσ
dx {·}+
∫
x∈∆Dµσ
dx {·} , (16)
where “ · ” denotes −∂x · J(x, t) [=∂tp(x, t)]. The difference region ∆Dµσ consists of
domains {x | x ∈ Dµσ,x /∈ D˜µσ} and {x | x ∈ D˜µσ,x /∈ Dµσ}, which we refer to as
“positive” and “negative” domains, respectively. For the latter, we invert the sign of
integration.
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To employ Eq. (16), we assume that the noise intensity D is much smaller than
the potential difference ∆V (∆V/D ≫ 1) and that h, Ω, and I are very small. These
assumptions are often used in studies of SR.30, 31) In this situation, the probability
density of X(t) is localized at the minima of V (x, t) and can be regarded as near
thermal equilibrium around them. We thus assume that thermal equilibrium for the
PDF, J(x, t) = 0, approximately holds along the curve B˜σ. Applying this to the first
term in Eq. (16), we have∫
x∈D˜µσ
dx {−∂x · J(x, t)} ≈
∫
x∈B˜µ
dx n˜µσ(x) · J(x, t)
≡
(
δ
(3)
σ,µ+1 − δ(3)σ,µ
)
Jµ(t), (17)
where Jµ(t) is the probability current, i.e., the transition rate, from D˜µµ to D˜
µ
µ+1 induced
by thermal activation and is positive for anticlockwise rotations. Note that B˜µ lies on
the moving potential barrier. It is reasonable to expect that the magnitude of J(x, t)
reflects the degree of deviation from thermal equilibrium and to assume that |J(x, t)|
is locally maximal (minimal) at x˜µ (x˜σ), and that |J(x, t)| increases as x nears the
boundary B˜µ along the valley. Thus, B˜µ can be taken as a natural boundary between
states. Indeed, the current density may have an O(I) bias due to the load force such
that J(x, t) ∼ O(I) everywhere, although it is assumed to vanish along B˜σ. We expect
that this bias would smoothly vanish as I → 0 and only contribute a meaningful effect
to states near thermal equilibrium. This bias is integrated into Jµ(t) at the boundary
B˜µ.
Because h is small and ∆V/D ≫ 1, the PDF nearly vanishes around the origin O
and the temporal maximum O˜. We can thus regard both O and O˜ as essentially being
the same point and all the curves Bσ, B˜σ, B
µ, and B˜µ as starting at O. This allows us to
consider the difference domain ∆Dµσ as being composed of one domain surrounded by Bσ
and B˜σ and another surrounded by B
µ and B˜µ, denoted ∆Dµσ∗ and ∆D
µ∗
σ , respectively.
With ∆Dµσ separated into ∆D
µ
σ∗ and ∆D
µ∗
σ , the second term in Eq. (16) reads∫
∆Dµσ
dx {·} =
∫
∆Dµ∗σ
dx {·}+
∫
∆Dµσ∗
dx {·} . (18)
Using the notation ∂tP (σ, µ, t)
∣∣
Q
≡ − ∫
∆Dµ∗σ
dx {·} and ∂tP (σ, µ, t)
∣∣
P
≡∫
∆Dµσ∗
dx {·}, from Eqs. (16)–(18) we express Eq. (15) as
∂tP (σ, µ, t) ≈
(
δ
(3)
σ,µ+1 − δ(3)σ,µ
)
Jµ(t)
− ∂tP (σ, µ, t)
∣∣
Q
+ ∂tP (σ, µ, t)
∣∣
P
. (19)
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Under the assumptions O(h) ≪ ∆V and ΩTr ≪ 1, the displacement and velocity
of the movement of the boundaries, B˜σ and B˜
µ, can be regarded as sufficiently small
and sufficiently slow, respectively, in the following arguments. In this case, we consider
the roles of the current Jµ(t) and the two following terms in Eq. (19) individually, by
applying virtual variations of the boundaries under certain conditions. For Jµ(t), when
there is no boundary variation, i.e., B˜σ = Bσ and B˜
µ = Bµ, we can ignore the last two
terms in Eq. (19) and thus have ∂tP (σ, t) ≈ Jσ−1(t) − Jσ(t) and ∂tQ(µ, t) ≈ 0. This
implies that the time evolution of P (σ, t) is dominated by Jµ(t), or the action of Jµ(t)
is connected to the time evolution of P (σ, t).
For ∂tP (σ, µ, t)
∣∣
Q
and ∂tP (σ, µ, t)
∣∣
P
, we consider variation of B˜µ (or B˜σ) under the
conditions that the other boundaries are fixed to their reference states Bσ′ and B
µ′
(σ′ 6= σ, µ′ 6= µ) at H(t) = 0, and that Jµ′(t) = 0 for µ′ ∈ {µ − 1, µ + 1} (or
µ′ ∈ {σ− 1, σ, σ+1}). Under these conditions, the influence from the other boundaries
being ignored, we can identify an effect only of the specified variation of boundary, and
clarify the respective roles of ∂tP (µ, µ, t)
∣∣
Q
and ∂tP (µ, µ, t)
∣∣
P
as follows. For simplicity,
considering only the case of σ = µ in ∂tP (σ, µ, t)
∣∣
Q
and ∂tP (σ, µ, t)
∣∣
P
we have
∂tP (µ, µ, t)
∣∣
Q
=
∫
x∈B˜µ
dx n˜µµ(x) · J(x, t)−
∫
x∈Bµ
dxnµµ(x) · J(x, t)
≈
∫
x∈Bµ
dxnµµ(x) · {J(x˜(x), t)− J(x, t)} , (20)
∂tP (µ, µ, t)
∣∣
P
≈
∫
x∈Bµ
dxnµµ(x) · J(x, t), (21)
where x˜ = x˜(x) is a mapping from x on Bµ to its nearest point, x˜, on B˜µ and the
approximation nµσ(x) ≈ n˜µσ(x˜(x)) is applied (the boundaries B˜µ and Bµ [B˜µ and Bµ]
are assumed to be sufficiently close). We can regard ∂tP (µ, µ, t)
∣∣
Q
[∂tP (µ, µ, t)
∣∣
P
] as a
relative current to Jµ(t) because each RHS of Eqs. (20) and (21) represents the integral
of the flux through B˜µ (Bµ) relative to that through B
µ (B˜µ), where J(x, t) = 0 on B˜µ in
Eq. (21). In Eq. (20), since we have assumed that the current attains a local maximum
on B˜µ because |J(x˜(x), t) · nµµ(x)| ≥ |J(x, t) · nµµ(x)|, we have that ∂tP (µ, µ, t)
∣∣
Q
represents the incoming relative current into the domain Dµµ. From the virtual variation
of B˜µ, by ignoring the current into the domain Dµ, we regard Q(µ, t) as a constant in
Eq. (20). Then, using the conditional probability in Eq. (14), we have∫
x∈Bµ
dx
nµµ(x) · {J(x, t)− J(x˜(x), t)}
Q(µ, t)
= ∂tP (µ | µ, t) (22)
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and ∂tP (µ, µ, t)
∣∣
Q
= Q(µ, t)∂tP (µ | µ, t). Similarly, by applying such a virtual variation
to B˜µ in Eq. (21), and ignoring the current into the domain Dµ, we regard P (µ, t) as a
constant and have ∂tP (µ, µ, t)
∣∣
P
= P (µ, t)∂tQ(µ | µ, t).
As a result of the above approximation and simplification, Eq. (19) reads
∂tP (σ, µ, t) ≈
(
δ
(3)
σ,µ+1 − δ(3)σ,µ
)
Jµ(t) + Jµσ (t), (23)
Jµσ (t) ≡
(
δ
(3)
σ,µ+1 + δ
(3)
σ,µ
)
{P (σ, t)∂tQ(µ | σ, t)−Q(µ, t)∂tP (σ | µ, t)} . (24)
Because, as mentioned above, we are treating the currents in Eq. (19) separately, the
total current in Eq. (23) can be read as a superposition of currents that cause inde-
pendent actions; the current Jµ(t) is relevant only to the evolution of P (σ, t) without
affecting Q(µ | σ, t), whereas the two (relative) currents in Jµσ (t) are related to the
change in the ratios of P (σ, µ, t) to P (σ, t) and to Q(µ, t). In Sect. 4.4, we shall see
Jµσ (t) is indispensable in explaining the circulation induced by the ac driving field.
To complete the master equation, we have to express Jµ(t) with known quantities.
With this, we can approximately solve Eqs. (23) and (24) by regarding Jµσ (t) as a small
quantity, which, as shown below, enters at the level of O(h2). We first analyze the
linearized master equation,
∂tP (σ, µ, t) ≈ δ(3)σ,µ+1Jµ(t)− δ(3)σ,µJµ(t), (25)
within a linear response treatment in Sect. 4.3, in which P (σ, t) and Jµ(t) are related
to the driving field.
4.3 Linear response treatment
By applying reaction rate theory34) or Langer’s method35) for Jµ(t) in Eq. (17), we
obtain
Jµ(t) ≈ W (µ, µ, t)P (µ, t)−W (µ+ 1, µ, t)P (µ+ 1, t), (26)
W (σ, µ, t) ≡ 1
2π
e−{V (x
µ,t)−V (xσ,t)}/D
√
HτHn|Gn|
Gτ
, (27)
where W (µ + 1, µ, t) [W (µ, µ, t)] is the transition rate from the state X(t) ∈ Dµ+1
to the state X(t) ∈ Dµµ [from X(t) ∈ Dµ to X(t) ∈ Dµµ+1].36) Hτ and Hn (Gn and
Gτ ) are the eigenvalues of the Hessian matrix, as defined in Eqs. (9) and (10), at
the potential minimum (saddle), for which we have Hτ ≡ Λτ (xσ) and Hn ≡ Λn(xσ)
[Gn ≡ Λn(xµ) < 0 and Gτ ≡ Λτ (xµ)] from the threefold symmetry. Also, we obtain the
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relationship between P (σ, µ, t) and Q(µ | σ, t) in Eq. (14) as
P (σ, µ, t) ≈
(
δ(3)σ,µ + δ
(3)
σ+2,µ
)
Q(µ | σ, t)P (σ, t), (28)
Q(µ | σ, t) ≈ 1
2
{
1 +
2fσ · nµσ(xσ)√
2πDHn
}
, (29)
where fσ ≡ f I(xσ)+H(t)N . This derivation is based on the condition of local thermal
equilibrium around the potential minima.36)
To obtain the relationships of P (σ, t), Q(µ, t), and Jµ(t) to the driving fields in O(h)
and O(I), we expand P (σ, t) and W (σ, µ, t) in Eqs. (26) and (27) as
P (σ, t) ≈ P0(σ) + P1(σ, t), (30)
W (σ, µ, t) ≈W0
{
1 +
H(t)
D
N · (xµ − xσ)− VI(x
µ)− VI(xσ)
D
}
, (31)
where the first and the second [and the third in Eq. (31)] terms are of zeroth- and
first-order in h and I, respectively, we assume
∑
σ P0(σ) = 1 and
∑
σ P1(σ, t) = 0 for
the normalization, and the transition rate
W0 ≡ 1
2π
e−{V0(x
0)−V0(x0)}/D
√
HτHn|Gn|
Gτ
(32)
results from the thermal activation without load and ac driving fields. Here we neglect
the I- and h-dependence in Hτ , Hn, Gτ , and Gn for simplification, i.e., in which we
replace Gˆ(x∗) in Eqs. (9) and (10) with ∂x∂
⊤
x
V0(x)
∣∣
x=x∗
. Note that we have used the
threefold symmetry in V0(x), e.g., V0(xσ) = V0(xσ+1), for W0.
Substituting Eqs. (30) and (31) into Eq. (26), the zeroth-order equality of Jµ(t) = 0
reads P0(σ) = 1/3, and, up to O(h) and O(I), J
µ(t) reads
Jµ(t) ≈W0
{
P1(µ, t)− P1(µ+ 1, t) + H(t)
3D
N · (xµ+1 − xµ)
+
VI(xµ)− VI(xµ+1)
3D
}
. (33)
Applying this to ∂tP (σ, t) ≈ Jσ−1(t) − Jσ(t) from Eq. (25), we find P1(σ, t) ≈ (hN ·
xσ/3)Re
[
χ˜(Ω)eiΩt
]
with χ˜(Ω) = 3W0/{D(iΩ + 3W0)}.28) Note that we have xσ+1 +
xσ−1 = −xσ and VI(xµ+1)− VI(xµ) = I/3 from the threefold symmetry.
Thus, up to O(h), we obtain P (σ, t) as
P (σ, t) ≈ 1
3
{
1 + h
N · xσ
D
Re
[
3W0e
iΩt
iΩ + 3W0
]}
. (34)
Also, substituting Eqs. (29) and (34) into Q(µ, t) =
∑
σ∈{µ,µ+1}Q(µ | σ, t)P (σ, t), we
16/36
J. Phys. Soc. Jpn.
get
Q(µ, t) ≈ 1
3
{
1 +
H(t)N · (nµµ − nµ+1µ+1)√
2πDHn
+
h
2D
N · (xµ + xµ+1)Re
[
3W0e
iΩt
iΩ + 3W0
]}
, (35)
where nµµ(xµ) ≡ nµµ, nµµ+1(xµ+1) = −nµ+1µ+1, and we have used f I(xµ) · nµµ = f I(xµ+1) ·
n
µ+1
µ+1 from the threefold symmetry. From Eqs. (34) and (33), we find
Jµ(t) ≈ hW0
3D
N · (xµ+1 − xµ) Re
[
iΩeiΩt
iΩ + 3W0
]
− W0I
9D
, (36)
where the first and second terms are the respective currents driven by H(t) and the
load.
4.4 Coarse-grained kinetics
We next develop a method to estimate kinetic quantities in terms of a coarse-grained
description. For a comparable argument in the case of 1D ratchet models, see Ref. 37.
The expectation value for the time derivative of a quantity A{X(t)} ≡ A reads
〈A˙〉 =
∫
dx ∂xA · J [J ≡ J(x, t)]
=
∑
µ
∫
D˜µµ∪D˜
µ
µ+1
dx ∂xA · J +
∑
σ,µ
∫
∆Dµσ
dx ∂xA · J
≈
∑
µ
∆AµJµ(t) +
∑
σ,µ
∆AµσJ
µ
σ (t), (37)
with the two types of current as in Eqs. (23) and (24). Assuming that J lies along the
potential valley (see Sect. 4.2), for example, the integral over ∆Dµ∗µ [see Eqs. (18)–(21)]
in the second term in the second line can be approximated as∫
∆Dµ∗µ
dx ∂xA · J
≈ −
∫
x∈C
dx (∂xA)C
∫
x∈Bµ
dxnµµ(x) · {J(x˜(x), t)− J(x, t)} , (38)
where C denotes the curve along the valley in the related domain and (∂xA)C the
tangential derivative along the curve. In other words, each double integral over the 2D
domain is converted into repeated integrals over C and its orthogonal curves nearly
parallel to Bµ (or Bσ for ∆D
µ
σ∗) and then decoupled into independent integrals as in
Eq. (38). A similar procedure is applied to the other integrals in Eq. (37). Thus, we
regard ∆Aµ as a representative difference of A between the domains Dµµ+1 and D
µ
µ and
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∆Aµσ as that between the boundaries Bσ and B
µ of Dµσ.
Recall here the currents Jµ(t), −Q(µ, t)∂tP (µ | µ, t), P (µ, t)∂tQ(µ | µ, t),
Q(µ, t)∂tP (µ+1 | µ, t), and −P (µ+1, t)∂tQ(µ | µ+1, t) (anticlockwise), which increase
and decrease A on the downstream and upstream sides, respectively, on the specified
boundary. For each of these currents, there is a possible coupling with one of the char-
acteristic differences A(xµ+1)−A(xµ), A(xµ+1)−A(xµ), and A(xµ)−A(xµ) as ∆Aµ or
∆Aµσ in Eq. (37). Each product of a current and the characteristic difference represents
transport of A through the specified boundary. In Eq. (37), 〈A˙〉 is expressed as a super-
position of such transports. However, there are no clear definitions for the relationships
between ∆Aµ (∆Aµσ) and the characteristic difference. We therefore determine these
empirically by comparison with the results of numerical simulations.
For instance, by applying Eq. (37) to the velocity we obtain
〈X˙(t)〉 ≈ gV
∑
µ
(xµ+1 − xµ)Jµ(t) + g′V
∑
σ,µ
(xµ − xσ)
(
δ(3)σ,µ + δ
(3)
σ,µ+1
)
× {P (σ, t)∂tQ(µ | σ, t)−Q(µ, t)∂tP (σ | µ, t)} . (39)
In the first term, xµ+1 − xµ gives the representative difference in the position vector
between Dµµ+1 and D
µ
µ. In the second term, with σ set to equal µ in the summation,
(xµ − xµ)P (µ, t)∂tQ(µ | µ, t) and (xµ − xµ)Q(µ, t)∂tP (µ | µ, t) give the components
of the velocity caused by variations in B˜µ and B˜
µ, respectively. We use the adjustable
parameters gV and g
′
V to absorb errors arising from the approximation in Eq. (37) and
determine these by fits to the data. Such adjustable parameters, introduced here and
below, are dimensionless, and we regard them as O(1).
For the expectation value for the MAM in Eq. (6), assuming L ≈ 〈L〉 for sufficiently
large Ttot, we have L = L
(I) + L(h) with
L(I) ≈ gL
2
∑
µ
{xµ × (xµ+1 − xµ)}z Jµ(t), (40)
L(h) ≈ g′L
∑
σ,µ
(xσ × xµ)z
(
δ(3)σ,µ + δ
(3)
σ,µ+1
)
× {P (σ, t)∂tQ(µ | σ, t)−Q(µ, t)∂tP (σ | µ, t)}, (41)
where L(I) and L(h) come from the two types of current. Each summand in Eq. (40)
represents the z-component of the angular momentum at xµ, i.e., the vector product
between xµ and (xµ+1 − xµ)Jµ(t)/2, where the latter is the mean of (xµ+1 − xµ)Jµ(t)
and (xµ − xµ)Jµ(t).
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Applying Eqs. (34)–(36) to Eqs. (40)–(41), we obtain
L(I) ≈ −gLW0I
6D
{(x0 − x1)× x0}z (42)
and L(h) as in Eq. (A·8) in Appendix A. Note that because of the threefold symmetry,
{(xµ+1 − xµ)× xµ}z is independent of µ. Using Eqs. (42) and (A·8), we rewrite L as
L ≈ gLW0
6D
{(x0 − x1)× x0}z {I0(D)− I}, (43)
I0(D) ≡ − 9g
′
Lh
2Ω2
2gL
√
2πDHn
x0 · n00
Ω2 + (3W0)2
. (44)
For the mirror image of the potential, the sign of {(x0 − x1)× x0}z is inverted, but
x0 · n00 remains unchanged. One can check that {(x0 − x1)× x0}z ≥ 0 for a positive
ratchet potential: When I = I0(D), the load balances the ac-induced torque. The
expression for I0(D) in Eq. (44) implies that a stronger torque from the ac driving
field to cope with a load requires the ratchet potential to have a greater asymmetry
with respect to x0 · n00, because of the latter’s relation to the degree of asymmetry.28)
I0(D) indicates the minimal load strength or coercive (load) torque, which is taken
from the coercive field—in magnetic terminology—and the load torque for I > I0(D)
overwhelms the ac-induced torque.
The curves in Fig. 3 refer to plots of Eq. (43); they qualitatively agree with the
numerical results. The adjustable parameters are set to gL = 1.25 and g
′
L/gL = 0.95
throughout this paper. The peak of the curves with respect D identifies SR and mainly
comes from the factor W0Ω
2/{Ω2 + (3W0)2} in Eq. (A·8), which has a maximum for
Ω = 3W0.
In Fig. 5, the value of I at L = 0 tends to increase as D decreases. This is explained
by Eq. (44), because I0(D) is a monotonically decreasing function of D. This implies
that for a stronger coercive load torque, SR should occur in a smaller D-region to
gain the advantage, because the coercive torque increases as the peak point for SR
(Ω ≈ 3W0) shifts to small-D regions. We describe a related implication of the D−1/2
factor on I0(D) in Sect. 6.2.
5. Energetics
We consider the energetics and the efficiency37–40) in the force conversion from the
linearly polarized ac field to the torque for the load. Our approach follows the methods
developed in Refs. 41–43, and adds two dimensional characteristics to them. We separate
the slowly varying part V from X˙ as X˙ ≡ V + δX˙, where δX˙ denotes the fluctuating
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part whereas V has a long-term correlation with the driving field. Furthermore, V
is decomposed as V ≡ 〈X˙〉 + V θ, where 〈X˙〉 is regarded as a translational mode,
which is in fact an oscillation in the direction along the driving field H(t)N [See the
argument below Eq. (B·9)], and V θ represents a steady rotational mode around the
origin. For simplicity, we approximate 〈X˙〉 as 〈X˙〉 ≈ Re[V˜ heiΩt] with the Fourier
coefficient V˜ h = (2/Tp)
∫ Tp
0
dt〈X˙(t)〉e−iΩt, of the fundamental harmonic (or the linear
response part).
For the energetics on the rotational mode, the force F = −∂XV (X, t) is also de-
composed as
F ≡ γ〈X˙〉+ F˜ , (45)
where γ〈X˙〉 = 〈F 〉 is the mean frictional force, and F˜ involves the force relevant to
the rotational mode. This corresponds to the decomposition X˙ ≡ 〈X˙〉+ ˜˙X. With the
component ˜˙X, which is unbiased from the translational mode and leaves the rotational
mode, we define relative angular momentum and angular velocity as
L′(t) ≡ X(Y˙ − 〈Y˙ 〉)− Y (X˙ − 〈X˙〉), (46)
ω′(t) ≡ X(Y˙ − 〈Y˙ 〉)− Y (X˙ − 〈X˙〉)
X2 + Y 2
. (47)
Now, let us consider the energy (power) balance equation (EBE). The derivation
of EBE involves calculating the long time average of the inner product of Eq. (1) and
F , i.e., γX˙ · F = |F |2 + F ·R; details are given in Appendix B, which contains the
decomposition of |F |2 to terms relevant to the two modes and the estimation of F ·R.
We thus find the EBE as
X˙ · fh = (−X˙ · f I) + γ
(
|〈X˙〉|2 + L′ω′
)
+QT , (48)
where F = fh + f I [fh ≡ H(t)N , f I ≡ f I(X(t))], and
γQT ≡ kBT (∂xFx + ∂yFy) +
(
XF˜x + Y F˜y√
X2 + Y 2
)2
+ γ2
{
γ−1(XF˜y − Y F˜x)− L′
}(1
γ
XF˜y − Y F˜x
X2 + Y 2
− ω′
)
. (49)
The left-hand side (LHS) in Eq. (48) represents the input power of the driving field
fh into the rotary system, and is denoted by Ph ≡ X˙ ·NH(t). The first term on the
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RHS represents an output power of the system for the load:
PI ≡ −X˙ · f I(X) = V˙I(X) =
I
2π
θ˙(t). (50)
The second term on the RHS, Pd ≡ γ
(
|〈X˙〉|2 + L′ω′
)
, represents the energy dissipation
rate of the two modes (Supposing the rotor drags and rotates the surrounding molecules,
this power is spent to retain such a movement). However, we replace it with
Pd ≈ γ
2
|V˜ h|2 + γLθ˙ (51)
for simplicity. Here, as shown in Eqs. (B·7) and (B·8) in Appendix B, the difference
between L′ and L (also that between ω′ and θ˙) can be regarded as o(h2). The last
term, QT , in Eq. (48) represents the power of the thermally activated fluctuations. In
particular, the second term in Eq. (49) is the mean of the squared radial component of
F˜ , which excludes the two modes, and the third is the covariance of L′(t) and ω′(t).
The latter involves that the relationship between L′(t) and ω′(t) is not constant but
fluctuates. Thus, the last two terms in Eq. (49) represent the fluctuation increased by
additional degree of freedom to the rotational orbit.
Here, we consider two types of output/input power ratio, ρ and η:
ρ =
Pd + PI
Ph
, (52)
η =
P ′d + PI
Ph
, P ′d ≡ γLθ˙, (53)
where ρ denotes the ratio of the total output power of the slowly varying component
to the input power, and characterizes the preservation of the powers of motion in the
time scale ∼Ω−1, and η denotes the power conversion efficiency of the ac driving field
to the rotational motion subject to a load. In the latter, Pd is replaced with P
′
d, so that
the numerator of η consists of only the output powers of the rotational mode. This
corresponds to the so-called rectification efficiency (or generalized efficiency) in the 1D
ratchet models in Refs. 26, 41–43. An advantage of the generalized efficiency is that it
gives nonvanishing values even in the absence of loads. Below, we show both numerical
simulation and approximation results for the above-mentioned powers, ρ and η.
First, let us consider the expectation value for PI in Eq. (50). Hereafter, we assume
that PI = 〈PI〉 with the ergodic hypothesis and that the other powers obey this. In
a similar way to L in Sect. 4.4, partitioning PI into P
(I)
I and P
(h)
I (PI = P
(I)
I + P
(h)
I )
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Fig. 7. (Color online) (a) Scaled output power PI/h
2 versus D. (b) PI/h
2 versus I. The graph
settings are the same as those in Fig. 3 [panel (a)] and Fig. 5 [panel (b)], respectively. The curves
indicate Eq. (56), which adjustable parameters are set to gO = 0.47gL and g
′
O/gO = g
′
L/gL = 0.95.
related to the currents Jµ(t) and Jµσ (t), we obtain the following estimates:
P
(I)
I ≈ gO
∑
µ
{VI(xµ+1)− VI(xµ)}Jµ(t), (54)
P
(h)
I ≈ g′O
∑
σ,µ
{VI(xµ+1)− VI(xµ)}
(
δ(3)σ,µ − δ(3)σ,µ+1
)
× {P (σ, t)∂tQ(µ | σ, t)−Q(µ, t)∂tP (σ | µ, t)}, (55)
where gO and g
′
O are adjustable parameters. In Eq. (54), each summand represents the
rate of energy change for the transition xµ → xµ+1 due to thermal activation. From
Eq. (36), we get P
(I)
I ≈ −gOW0I2/(9D). In Eq. (55), each summand represents the
energy consumption for the movement in the direction xµ → xµ+1 induced by the
deformation of D˜µµ and D˜
µ
µ+1.
Using Eq. (A·9) in Appendix A, we obtain
PI ≈ gOW0I
9D
{I0(D)− I} , (56)
where I0(D) is given in Eq. (44), and g
′
O/gO = g
′
L/gL is assumed so that PI is pro-
portional to L for I0(D) ≥ I. Figure 7 shows graphs of PI with respect to (a) D
and (b) I. In panel (b), PI is approximately parabolic taking positive values for
0 < I < I0(D) with a maximum at I = I0(D)/2. The maximum output power is
estimated as gOW0{I0(D)}2/(36D).
Next, we estimate the expectation value for Ph. From Eqs. (36) and (39), keeping
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Fig. 8. (Color online) Scaled input power Ph/h
2 versus D. The graph settings are the same as those
in Fig. 3. The curves indicate Eq. (57), which adjustable parameter is set at gV = 0.75 throughout
this paper.
terms up to O(h2), we obtain
Ph ≈ gV
∑
µ
{(xµ+1 − xµ) ·N}H(t)Jµ(t)
=
gV h
2
6D
W0Ω
2
Ω2 + (3W0)2
∑
µ
{(xµ+1 − xµ) ·N}2
=
3gV h
2|x0|2
4D
W0Ω
2
Ω2 + (3W0)2
, (57)
where, between the second and third lines, we have used Eq. (A·6) in Appendix A and∑
µ {(xµ+1 − xµ) ·N}2 = 9|x0|2/2 [See Eqs. (A·11) and (A·12)]. Setting gV = 0.75,
Fig. 8 shows graphs of Ph with respect to D. The peak for Ph is due to SR. Ph has no
strong dependence on I and φ.
For V˜ h, using the first term in Eq. (39) for the O(h) approximation, we have
V˜ h ≈ gV hW0
3D
iΩ
iΩ + 3W0
∑
µ
{(xµ+1 − xµ) ·N} (xµ+1 − xµ). (58)
Substituting this and Eq. (56) into Eq. (51), we obtain
Pd ≈ 9g
2
V γh
2 |x0|4
8D2
Ω2W 20
Ω2 + (3W0)2
+ P ′d, (59)
P ′d ≈
πgLgOγW
2
0
27D2
{(x0 − x1)× x0}z {I0(D)− I}2 , (60)
where, in the calculation of |V˜ h|2, we have used∣∣∣∣∑
µ
{(xµ+1 − xµ) ·N}(xµ+1 − xµ)
∣∣∣∣
2
=
34
4
|x0|4, (61)
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Fig. 9. (Color online) Energy dissipation rates of (a) the slowly varying modes Pd and (b) the
rotational mode P ′d versus D. The graph settings are the same as those in Fig. 3. The curves indicate
Eqs. (59) [panel (a)] and (60) [panel (b)].
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Fig. 10. (Color online) (a) Power ratio ρ and (b) efficiency η versus D. The graph settings are the
same as those in Fig. 3. The curves indicate Eqs. (62) [panel (a)] and η made of Eqs. (53), (56), (57)
and (60) [panel (b)]. In panel (a), the I-dependence of the curves is slight.
which is obtained in terms of Eqs. (A·11) and (A·12) in Appendix A by noting that
the vector in | · · · | on the LHS is collinear with N .
Figure 9(a) shows graphs of Pd with respect to D. We see the curve is similar to that
of Ph, because the first term in Eq. (51) is the dominant contribution. Figure 9(b) shows
graphs of P ′d with respect to D. The maximum and minimum of the curve correspond to
the SR peak and the zero point where I = I0(D), respectively. Pd and P
′
d are quantities
in O(h2) and O(h4), and P ′d is much smaller than Pd. Although, Eq. (59) well agrees with
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Fig. 11. (Color online) (a) ρ and (b) η versus I. The graph settings are the same as those in Fig. 5.
the numerical result, the minimum point of Eq. (60) somewhat differs from the numerical
result. This deviation is believed to stem from the several approximations made, in
particular, in estimating the transition rate with the saddle point approximation and
neglecting the I-dependence in the curvatures (the Hessian matrix).
From Eqs. (57) and (59), we obtain ρ and η as
ρ = η +
3gV γ |x0|2
2D
W0, (62)
where η is determined from Eqs. (56), (57), and (60). Figure 10 shows graphs of ρ and
η with respect to D. The behavior around D = 0 in Fig. 10(a), in which ρ quickly
drops from ρ = 1, is due to a minor oscillation caused by the ac field around a potential
minimum that is irrelevant to the unidirectional rotation and must be excluded from
consideration. Pd is dominated by the energy dissipation of the translational mode, and
Pd adds a much larger contribution to the numerator in ρ than PI . In contrast to ρ, η
in Fig. 10(b) involves the characteristic points of SR and I = I0(D). Although η is very
small, we believe it will become larger if we improve the potential shape.
Figure 11 shows graphs of ρ and η with respect to I. ρ and η are positive for a
finite range of I, although not all the range is displayed. For small |I|, the analytical
results agree relatively well with the numerical results except for their magnitudes. The
deviation may be large depending on D and the setting of the adjustable parameters.
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Fig. 12. (Color online) Relationship between PI and L. The symbols and curves indicate the nu-
merical and the theoretical results for I = 0 (filled circles, thick solid curve), 0.001 (filled triangles,
thick dashed curve), 0.002 (filled squares, thick dashed-dotted curve), 0.005 (filled diamonds, thin
solid curve), 0.01 (open circles, dotted curve) and 0.02 (open triangles, dashed-double-dotted curve)
at (a, b, c, d, h,Ω, φ) = (−0.1, 0.3, 0.15,−0.1, 0.05, 0.005, 0).
6. Discussion
6.1 Relationship between PI and L
In the strongly dissipative system, in which inertia is neglected as Eq. (1), the MAM
is proportional to the (mean) viscous torque, i.e., γL (γ = 1), cf. terminal velocity in
viscous media. From Eq. (43), for I0(D) > I, the viscous torque is an excessive product
of the applied ac field. Both L and PI depend on the angular velocity, and the two
quantities are expected to be connected in a simple relation. Here, in terms of these
quantities, let us discuss another characteristic of the motor other than the efficiencies.
Figure 12 shows the relationship between PI and L through parameter D. We see that
L is a single-valued function of PI . Furthermore, although L is a nonlinear function
of PI on the whole, we can approximate them as being proportional within the first
quadrant. Indeed, the hypothetical expressions for L in Eqs. (40) and (41) and those
for PI in Eqs. (54) and (55) are arranged so as to be proportional. Consequently, from
Eqs. (43) and (56), we have
L =
3gL
2gOI
{(x0 − x1)× x0}zPI . (63)
From PI = I/(2π) θ˙(t), we can regard {(x0 − x1)× x0}z as a moment of inertia.
For synthetic or natural molecular motor systems, if it is possible to experimentally
measure the MAM (viscous torque) and the angular velocity θ˙(t) for a sufficiently wide
range of temperature under conditions of constant load, we may obtain results compa-
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Fig. 13. (Color online) Contour graphs of V0(x) parameterized as (a, b, c, d) =
(−0.1S, 0.3S, 0.15S2,−0.1S) with S ∈ {1.25, 1.50, 1.75, 2.00}. For S = 1.00, see Fig. 2(a). The
settings is the same as in Fig. 2(a).
rable to the graph in Fig. 12, although the obtained result may not necessarily obey
Eq. (63). On the measurement of torque of biological molecular motors, in Ref. 44, a
method based on the fluctuation theorem45, 46) and the Jarzynski equality47) is proposed.
6.2 D−3/2 scaling of SR peaks as a characteristic of 2D ratchet systems
The factor of D−1/2 in the expression for I0(D) in Eq. (44) stems from the current
Jµσ (t), which is caused by the deformation of the state boundaries. The factor can be
regarded as a characteristic of 2D ratchet systems driven by external fields, because
it arises from the first term in Eq. (A·5), which involves the basic property in two
dimensions that the driving field will not always lie along the rotational direction (or
the potential valley), i.e., N · (nµ+1µ+1 − nµµ). (We exclude the possibility of cases with
such tight coupling that the directions of the driving force and the motion are always
parallel, which may be more appropriately described as 1D ratchet systems.) Here we
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Fig. 14. (Color online) (a) Scaled MAM and (b) mean angular velocity ω/Ω versus D for a series
of potentials parameterized by S as (a, b, c, d) = (−0.1S, 0.3S, 0.15S2,−0.1S). The symbols indicate
the results of numerical simulations for S = 1.00 (diamonds), 1.25 (downward-pointing triangles), 1.50
(squares), 1.75 (circles), and 2.00 (upward-pointing triangles). The other parameters are (I, h,Ω, φ) =
(0, 0.05, 0.0025, 0). The axes of the main and inset plots are on log–log and linear scales. The additional
curves represent (a) L = CLD
−α with (CL, α) = (0.00136, 1) (dashed curve), (0.00022, 1.5) (solid
curve), and (0.000062, 2) (dotted curve) and (b) ω/Ω = CωD
−α with (Cω, α) = (0.00136, 1) (dashed
curve), (0.00026, 1.5) (solid curve), and (0.000066, 2) (dotted curve).
present evidence of the D−1/2 dependence with numerical simulations for the MAM and
the mean angular velocity ω ≡ θ˙ = 2πPI/I at I = 0. Consider a trace of SR peaks
in a series of potentials parameterized as (a, b, c, d) = (−0.1S, 0.3S, 0.15S2,−0.1S) by
S ∈ {1.00, 1.25, 1.50, 1.75, 2.00}, which are shown in Figs. 2(a) and 13. This parameter-
ization makes the contour plots similar (compare the shapes of the potential valleys)
but controls the potential differences, with ∆V ≈ 0.209 (S = 1.00), 0.285 (1.25), 0.358
(1.50), 0.423 (1.75), and 0.479 (2.00). As mentioned at the end of Sect. 4.4, the SR
peak lies near the point of D that satisfies Ω = 3W0 for I = 0. The peak position, DSR,
increases with ∆V , i.e., DSR ≈ CD∆V , from the logarithm of Ω = 3W0 and Eq. (32),
where CD may also depend on ∆V through the curvature of the potential. From Eq. (43)
or Eq. (A·8), the peak height depends onD as L ≈ CLD−3/2SR , where CL involves geomet-
ric information about the potential, i.e., CL ∝ {(x0 − x1)× x0}z x0·n00/
√
Hn. Similarly,
from Eq. (A·9), the SR peak of ω has a form ω/Ω ≈ CωD−3/2SR with Cω ∝ x0 ·n00/
√
Hn.
One can thus see the D
−3/2
SR scaling for the peaks in the plot of L or ω for D as a
manifestation of the factor of D−1/2 in the expression for I0(D), within a range of S
such that the factor CL (or Cω) does not significantly change. Figure 14 shows L/h
2 and
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ω/Ω as a function of D for the series of potentials. In the additional curves (for CLD
−α
and CωD
−α, α ∈ {1, 1.5, 2}), for which the values of CL and Cω were determined by
eye, it can be seen that the D−3/2 curve is the closest to a tangent to the envelopes of
the peaks. This result is consistent with the above argument. Deviations here between
the curve and envelope may be caused by the dependence of CL or Cω on the details
of the shape of the potential. Also note that this scaling does not hold when ∆V is so
small that SR is replaced by another behavior.
7. Summary
An artificial molecular rotary system driven by linearly polarized ac fields, which
can generate a unidirectional rotation under a load, was studied using the three-tooth
Brownian rotary ratchet model. The dynamics are described by the Langevin equation
for a particle in the 2D three-tooth ratchet potential with threefold symmetry. To
consider how much load for which the ac induced torque can bear a positive work
(coercive load torque), and how to estimate efficiency in the power conversion from the
ac-field input to the output under the load, we have developed an approach treating
them with coarse-grained variables.
As a part of our coarse-grained kinetic description, we have proposed a master equa-
tion which is extended by incorporating the dynamical effects from oscillating bound-
aries between states. Here, the oscillation is assumed to be sufficiently small and slow. In
addition to the normal current over the potential barrier under thermal activation, the
master equation involves a current induced by moving boundaries (the ridge curves),
which is applied to explain the circulation induced by the driving force. This also en-
ables us to estimate expectation values for the time derivative of physical quantities.
Using this, we have obtained approximate expressions for the MAM and the powers
composing the energy balance equation. From the MAM result, we have obtained the
coercive torque against the torque induced by the ac driving field with I0(D) given
in Eq. (44). The factor D−1/2 in I0(D) is associated with the feature of the driving
field that is not always along the trajectory of the motion, and can be regarded as a
characteristic of 2D ratchet systems possessing such driving forces. The coercive torque
is also relevant to the maximum output power for the load as PI ∝ W0{I0(D)}2/D
at I = I0(D)/2. We have also suggested the determination of the linear relationship
between the MAM and angular velocity for another characterization of the molecular
motor.
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We have characterized the energetics with the two types of output/input power
ratio; the numerator of ρ is the output power of the slowly varying component of the
motion, that of η is the output power of the rotational mode, and their denominator is
the input power of the driving field. Because only the rotational mode produces useful
work for the load, η measures the efficiency in the force conversion to the torque. In
the present design of the potential, the linear response part (the translational mode)
dominated the slowly varying components, and provided the main contribution to the
energy dissipation rate for the viscous resistance. Accordingly, ρ was dominated by the
energy dissipation, and the magnitude of η was small. However, our main purpose in
this paper was not to demonstrate models of larger η, but to construct an analytical
framework for the performance estimation of 2D ratchet models. In fact, our approach
has incorporated several 2D properties into the kinetic description in Sect. 4.4 and the
EBE [Eq. (48) and, especially, QT in Eq. (49)].
For a larger efficiency, we consider that the ratio between the translational and
rotational modes depends on the potential structure, and we can increase the relative
magnitude of the rotational mode by making the best use of the ratchet effect. Designing
such models that can demonstrate an efficient force conversion may be an underlying
theme of research on molecular motor systems. A possible approach is to make the
potential shape much harder for motions other than rotational motion, because the
presented potential may be too soft for radial motion, and to improve the potential
design to increase I0(D) optimizing relevant geometrical factors. Although we have
not deeply investigated how the fluctuation QT influences the efficiency, that may also
bring important information for the design, especially if an analytic expression for QT
is obtained. These remain problems for future study.
Appendix A: AC Induced Angular Momentum L(h) and Output Power
P
(h)
I
Using Eqs. (14) and (25), the second line of Eq. (41) or (55) is found to be
P (σ, t)∂tQ(µ | σ, t)−Q(µ, t)∂tP (σ | µ, t)
≈
(
δ
(3)
σ,µ+1 − δ(3)σ,µ
)
ln
P (σ, t)
Q(µ, t)
Jµ(t). (A·1)
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Substituting this into L(h) and P
(h)
I in Eqs. (41) and (55), we find
L(h) ≈ g′L
∑
µ
{
(xµ+1 × xµ)z ln P (µ+ 1, t)
Q(µ, t)
Jµ(t)− (xµ × xµ)z ln P (µ, t)
Q(µ, t)
Jµ(t)
}
,
(A·2)
P
(h)
I ≈ g′O
∑
µ
{VI(xµ)− VI(xµ+1)}
{
ln
P (µ+ 1, t)
Q(µ, t)
+ ln
P (µ, t)
Q(µ, t)
}
Jµ(t) . (A·3)
Let us estimate L(h) and P
(h)
I within O(h
2) and O(Ih2), respectively. First, using
Eqs. (34) and (35), we expand ln{P (σ, t)/Q(µ, t)} in h as
ln
P (σ, t)
Q(µ, t)
≈ H(t)√
2πDHn
N · (nµ+1µ+1 − nµµ)
+
h
2D
N · (2xσ − xµ − xµ+1) Re
[
3W0
iΩ + 3W0
eiΩt
]
. (A·4)
Using this multiplied by Jµ(t), we have
ln
P (σ, t)
Q(µ, t)
Jµ(t) ≈ 1√
2πDHn
N · (nµ+1µ+1 − nµµ)H(t)Jµ(t)
+
h
2D
N · (2xσ − xµ − xµ+1) Re
[
3W0eiΩt
iΩ + 3W0
]
Jµ(t) . (A·5)
From Eq. (36), we estimate H(t)Jµ(t) ≡ K1 and Re [3W0eiΩt/(iΩ+ 3W0)]Jµ(t) ≡ K2
as
K1 ≈ hW0
3D
N · (xµ+1 − xµ)H(t) Re
[
iΩ
iΩ+ 3W0
eiΩt
]
=
h2
6D
W0Ω
2
Ω2 + (3W0)2
N · (xµ+1 − xµ), (A·6)
K2 ≈ hW0
3D
N · (xµ+1 − xµ) Re
[
3W0eiΩt
iΩ + 3W0
]
Re
[
iΩeiΩt
iΩ + 3W0
]
= 0. (A·7)
Applying Eqs. (A·5)–(A·7) to Eqs. (A·2) and (A·3), we get
L(h) ≈ g
′
L√
2πDHn
∑
µ
N · (nµ+1µ+1 − nµµ) {(xµ+1 − xµ)× xµ}zK1
= − 3g
′
Lh
2
4D
√
2πDHn
W0Ω
2
Ω2 + (3W0)2
{
(x0 − x1)× x0
}
z
x0 · n00 , (A·8)
P
(h)
I ≈ −
g′Oh
2I
2D
√
2πDHn
W0Ω
2
Ω2 + (3W0)2
x0 · n00 . (A·9)
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Here, in addition to the symmetric property, we have used∑
µ
{
N · (nµ+1µ+1 − nµµ)
} {N · (xµ+1 − xµ)} = 9
2
x0 · n00 . (A·10)
Combining Eq. (A·9) with Eq. (44), we obtain the first term in Eq. (56).
Equation (A·10) is obtained as follows. Rewriting xµ and nµµ as
xµ = |x0|

cos(2πµ/3 + α)
sin(2πµ/3 + α)

 , nµµ =

cos(2πµ/3 + β)
sin(2πµ/3 + β)

 (A·11)
with the constants α and β independent of µ, we have
N · (xµ+1 − xµ) =
√
3 |x0| sin
(
φ− α− 2π
3
µ− π
3
)
, (A·12)
and N · (nµ+1µ+1 −nµµ) as that of Eq. (A·12) with the replacements α→ β and |x0| → 1.
Using these, we get Eq. (A·10).
Appendix B: Energy Balance Equation
Let us consider the energy balance in the system of the form
γX˙ = Fx(X, Y, t) +Rx(t), (B·1)
γY˙ = Fy(X, Y, t) +Ry(t), (B·2)
where Rx and Ry denote white Gaussian noise satisfying 〈Ra(t)Rb(t′)〉 = 2γkBTδa,bδ(t−
t′). The longtime average of the quantity γX˙ ·F which is made by Eqs. (B·1) and (B·2)
reads
γX˙ · F = F 2x + F 2y + FxRx + FyRy. (B·3)
For instance, the term FxRx on the RHS is converted into
FxRx = 〈Fx(X(t), Y (t), t)Rx(t)〉
= ∂xFx(X(t− ǫ), Y (t), t)
∫ t
t−ǫ
ds
1
γ
〈Rx(s)Rx(t)〉
= kBT ∂xFx(X(t), Y (t), t), (B·4)
where, with a small interval ǫ > 0 and
X(t) = X(t− ǫ) +
∫ t
t−ǫ
ds
1
γ
[Fx(X(s), Y (s), s) +Rx(s)]
≈ X(t− ǫ) +
∫ t
t−ǫ
ds
1
γ
Rx(s)ds, (B·5)
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the correlation betweenX(t) andRx(t) is estimated in the Stratonovich sense. Under the
Stratonovich calculus, the ordinary rule of calculus is retained, and the energy balance
equation can be formulated in a natural way.38, 40) Similarly, we get FyRy = kBT∂yFy.
Substituting these into Eq. (B·3), we obtain
γX˙ · F = |F |2 + kBT (∂xFx + ∂yFy). (B·6)
Using the decomposition F = γ〈X˙〉 + F˜ at Eq. (45), which corresponds to
the decomposition X˙ ≡ 〈X˙〉 + ˜˙X, we rewrite |F |2 in the RHS of Eq. (B·6) as
|F |2 = γ2|〈X˙〉|2 + |F˜ |2. Here, as well as ˜˙X, F˜ involves a component relevant to the
rotational motion. To extract the relevant term from |F˜ |2, let us consider L′(t) and
ω′(t) in Eqs. (46) and (47). Their long time averages read
L′ =
1
γ
(XF˜y − Y F˜x) ≈ 1
γ
(XFy − Y Fx) = L, (B·7)
ω′ =
1
γ
(
XF˜y − Y F˜x
X2 + Y 2
)
≈ 1
γ
(
XFy − Y Fx
X2 + Y 2
)
= θ˙, (B·8)
where ∂YX−∂XY = 0 and (∂YX − ∂XY ) (X2+Y 2)−1 = 0 are used at the first equalities.
As in these two expressions on the right, L′ and ω′ can be approximated by L and θ˙
within O(h2). These are because, from Eq. (34), we have
〈X〉 ≈
∑
σ
xσP (σ, t) ∝
∑
σ
xσ (N · xσ) Re
[
χ˜(Ω)eiΩt
]
, (B·9)
and find (X × 〈X˙〉)z = (〈X〉 × 〈X˙〉)z = 0, also the denominator in Eq. (B·8) can be
approximately replaced with |x0|2. Additionally, we find that both 〈X〉 and 〈X˙〉 lie
collinear with N , because the exterior product
∑
σ xσ (N · xσ)×N vanishes.
By noting the identity F˜ 2x + F˜
2
y = (X
2+ Y 2)−1[(XF˜y − Y F˜x)2+ (XF˜x + Y F˜y)2], we
rewrite |F˜ |2 as
|F˜ |2 = γ2L′ω′ +
(
XF˜x + Y F˜y√
X2 + Y 2
)2
+ (XF˜y − Y F˜x − γL′)
(
XF˜y − Y F˜x
X2 + Y 2
− γω′
)
. (B·10)
Substituting Eq. (B·10) into Eq. (B·6), we obtain
F · X˙ = γ
(
|〈X˙〉|2 + L′ω′
)
+QT , (B·11)
where QT is defined in Eq. (49). Thus, we find Eq. (48).
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