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Abstract
The study of network formation is pervasive in economics, sociology, and many other fields. In this
paper, we model network formation as a “choice” that is made by nodes in a network to connect
to other nodes. We study these “choices” using discrete-choice models, in which an agent chooses
between two or more discrete alternatives. One framework for studying network formation is the
multinomial logit (MNL) model. We highlight limitations of the MNL model on networks that are
constructed from empirical data. We employ the “repeated choice” (RC) model to study network
formation (Revelt & Train, 1998). We argue that the RC model overcomes important limitations of
the MNL model and is well-suited to study network formation. We also illustrate how to use the RC
model to accurately study network formation using both synthetic and real-world networks. Using
synthetic networks, we also compare the performance of the MNL model and the RC model; we find
that the RC model estimates the data-generation process of our synthetic networks more accurately
than the MNL model. We provide examples of qualitatively interesting questions — the presence of
homophily in a teen friendship network and the fact that new patents are more likely to cite older,
more cited, and similar patents — for which the RC model allows us to achieve insights.
1 Introduction
The analysis of network formation is a prominent topic in a diverse set of areas (Albert & Baraba´si, 2002;
Goldenberg et al., 2010; Blume et al., 2011; Graham, 2015; Chandrasekhar, 2016). Ana-
lyzing themechanisms behind network formation is helpful for understanding different fea-
tures of a network. For example, it can yield insights into which factors affect edge forma-
tion and network growth, leading to insights on qualitatively interesting questions. For ex-
ample, an important topic in sociology is to examine how homophily affects the behavior of
individuals in a network (Wasserman & Faust, 1994; Pearson et al., 2006). There are stud-
ies in economics about how network structure affects risk-sharing (Fafchamps & Gubert, 2007),
and scholars have also examined how the formation of sexual networks affects the trans-
mission of sexually-transmitted diseases (Handcock & Jones, 2004). Network formation
has also been used for analyzing collective decision-making in political science (Siegel, 2009).
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In the present paper, we take the conceptual view that edge formation between nodes
(which represent entities in a network) result from “choices” that are made by those nodes.
For example, in a directed network, if there is an edge from node i to node j, we suppose
that node i has chosen to connect to node j (and perhaps may have chosen not to connect
to other nodes in the network). This conceptual framework allows us to employ discrete-
choice models to study network formation (Train, 2009). One can use a discrete-choice
model to analyze the decisions that are made by an agent (or other entity) when choosing
between two or more discrete alternatives. Discrete-choice models have several advanta-
geous properties for studying network formation. First, they are flexible and can model
several types of growing networks. Moreover, one can study the relative importances of
different network-formation models for a given real-world network. Depending on the
application at hand, one can also combine multiple network-formation models. Second,
using tools like logistic regression, one can readily apply discrete-choice models to real-
world networks. Third, there is a well-developed literature on discrete-choice models in
economics and statistics that provides tools for inference, testing, and parameter selection
(Hosmer & Lemesbow, 1980; Kleinbaum & Klein, 2002; Menard, 2002; Train, 2009). We
overview discrete-choice models in Section 3.
Recently, Overgoor et al. (2019) reported the first use (to the best of our knowledge) of
discrete-choice models to directly study network formation. Additionally, several econo-
metric studies have employed discrete-choicemodels for empirical estimation (Chandrasekhar, 2016).
Many of these econometric studies, as well as the paper by Overgoor et al. (2019) have
focused largely on the multinomial logit model (MNL), which is one of the most popular
discrete-models (Train, 2009).
We argue that the MNL model has certain features that are not well-suited to studying
network formation. The MNL model assumes that each node makes exactly one choice (so
it has an out-degree of 1) and that each node has the same choice set1. These assumptions
are almost never true for real-world networks (Newman, 2018). The violation of these
assumptions implies that the estimates from the MNL model are biased, unless the “pref-
erences” are homogeneous2. We discuss these limitations of the MNL model in detail in
Section 3.3.
To overcome these limitations of the MNL model, we use generalizations of the MNL
model that are called mixed logit (MX) models (Train, 2009). Specifically, we use a type
of MX model called the repeated-choice (RC) model (Revelt & Train, 1998). In the RC
model, each node can make multiple choices, so nodes can have out-degrees that are larger
than 1. Additionally, different nodes can have different choice sets and out-degrees. These
properties are helpful for studying network growth. We use the RC model to analyze the
statistical associations of various network features with network formation.
The main contribution of the present paper is to describe, employ, and illustrate the RC
model in the context of network formation. We demonstrate three applications of the RC
model. Our three applications also highlight important limitations — computational cost
and complex inference — of the RC model.
1 We use the terms “set of alternatives”, “alternative set”, and “choice set” interchangeably.
2 The qualitative importance of this bias is different for different networks. In Sections 5 and 7, we
give some examples in which this bias is qualitatively important.
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In our first example, we apply the RC model to an ensemble of synthetic networks,
and we find that the RC model is able to accurately estimate the data-generation process
of these synthetic networks. For these networks, we show that the RC model is accurate
when the “preferences” of the nodes are either homogeneous or heterogeneous, whereas
the MNL model is accurate only when the preferences are homogeneous.
In our second example, we apply the RCmodel to a small friendship network to illustrate
how to use the model to examine sociologically interesting questions. Specifically, we
provide evidence that supports the claim that most individuals are likely to be friends with
individuals who have similar lifestyle habits.
In our third example, we apply the RC model to a large patent citation network. In this
example, we face computational constraints because of the large size of the network, so we
discuss sampling methods to help overcome such constraints. We perform robustness tests
to examine the validity of our results under different sampling methods, and we obtain
similar qualitative results when we use different sampling methods. We also apply the
MNL model to the citation network, and we argue that the MNL model ignores preference
heterogeneity. In comparison to the MNL model, we find that the RC model yields a better
understanding of how previous citations, age, and technology classification of a patent
affects the probability that a patent will be cited by future patents.
The present paper proceeds as follows. In Section 2, we survey the existing literature
on network formation and discuss our contributions in the context of this prior work. In
Section 3, we overview discrete-choice models. In Section 4, we discuss MX models and
the RC model. In Sections 5, 6, and 7, we apply the RC model to a synthetic network, a
friendship network, and a patent citation network, respectively. In Section 8, we discuss the
limitations and applicability of the RC model. We summarize and discuss our main results
in Section 9.
2 Literature Review
There is a vast literature on network formation acrossmany disciplines (Albert & Baraba´si, 2002;
Goldenberg et al., 2010; Blume et al., 2011; Graham, 2015; Chandrasekhar, 2016; Newman, 2018).
In this section, we discuss how our paper relates to the existing literature.
In economics, there are several models of strategic network formation. (See chapters 5,
6, and 11 of Jackson (2010) and Jackson (2005) for a survey of such models.) The basic
idea behind most of these models is that each node chooses which edges to form based on
some “utility” that the node gets from the resulting network. An important feature of these
models is that nodes have at least partial control over which edges they form. Inspired
by previous studies of strategic network formation (Bloch & Jackson, 2006), our paper
examines edge formation between nodes that result from choices that are made by the
nodes. We explore this conceptual idea using discrete-choice models.
Several studies have used discrete-choice models to study network formation. For ex-
ample, Overgoor et al. (2019) used discrete-choice models to examine sequential network
formation, and Yeung (2019) used discrete-choice models to estimate the preferences of
participants in bipartite networks. Additionally, discrete-choicemodels have also been used
as building blocks in several empirical network-formation models (Christakis et al., 2010;
Goldsmith-Pinkham & Imbens, 2013; Graham, 2014; Ko¨nig, 2016).
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Many studies that have used discrete-choice models have focused on the MNL model.
We argue in Section 3.3 that the commonly used MNL model has several limitations when
studying network formation. We then argue in Section 4.1 that the RC model, which is a
discrete-choice model, has several desirable features that helps us overcome the aforemen-
tioned limitations.
An important difference between the MNL and RC models is that the parameters of
the RC model are unbiased when the preferences are either heterogeneous or homoge-
neous, whereas the parameters of the MNL model are unbiased only when the preferences
are homogeneous. We illustrate this difference using an ensemble of synthetic networks.
(Graham, 2014) studied heterogeneity in network formation using fixed effects3. We use
the RC model to study heterogeneity in edge formation that may arise due heterogeneity
in preferences.
There is a class of network formationmodels, which are sometimes called “edge-independent
models” (Chandrasekhar, 2016), that make the assumption that each edge in a network
forms independently of all other edges. Examples of edge-independent network models
include preferential-attachment models (Erdo˝s & Re´nyi, 1960), random geometric graphs
(Penrose, 2003), and risk-sharing models (Fafchamps & Gubert, 2007). We illustrate using
a teen friendship network how to use the RC to estimate parameters in edge-independent
models.
We also illustrate how to use the RC model to estimate parameters in preferential at-
tachment (PA) models (Yule, 1925; Simon, 1955; de Solla Price, 1976; Newman, 2018) of
networks. In PA models of networks, one begins with a small seed network and new nodes
arise and connect to the network as time marches on. Each new node connects to one or
more existing nodes with a probability that is determined by a specified kernel. Estimating
parameters in a PA model can help one better understand how a node chooses which edges
to form.
3 Discrete-Choice Models
A discrete choice is a choice situation in which an agent chooses between two or more
discrete alternatives. For example, a person who is buying a new car is making a discrete
choice (Train, 1986). In economics and statistics, it is common to use discrete-choice
models to analyze such decisions (Kleinbaum & Klein, 2002; Hosmer & Lemesbow, 1980;
Menard, 2002; Train, 2009). One of the most popular discrete-choice models is the multi-
nomial logit (MNL) model (Train, 2009), which we discuss in detail in Section 3.2.
One can view network formation as a consequence of “choices” that are made by nodes.
Each node “chooses” to form edges to other nodes. For example, in a directed network, if
there is an edge from node i to node j, then node i “chose” to form an edge with node j.
Each node has certain characteristics that determines the attachment probability for a node
to select it, so this process of choosing leads to the formation and growth of networks.
3 In the context of network formation, “fixed effects” refer to an individual’s specific propensity to
form an edge that is invariant across time. See Wooldridge (2006) for a detailed treatment of fixed
effects.
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For concreteness, let’s consider a citation network. For example, in a paper-citation net-
work, a new paper chooses to cite a subset of papers that already exist (Fortunato et al., 2018).
The attachment probability to cite an existing paper can depend on many things, including
its current number of citations and the particular topics and approaches that it discusses.
As new papers appear and cite existing papers, a citation network grows. For example,
Overgoor et al. (2019) studied a citation network on climatology.
3.1 Benefits of Discrete-Choice Models
Discrete-choice models have several desirable properties for the study of growing net-
works.
First, using tools such as logistic regression, one can apply discrete-choice models to
networks that one constructs from empirical data, and one can also readily estimate the
parameters of such models (Train, 2009).
Second, discrete-choice models have been studied extensively in fields such as eco-
nomics and statistics. The existing literature provides tools for estimation, hypothesis test-
ing, and parameter selection (Hosmer & Lemesbow, 1980; Kleinbaum & Klein, 2002; Menard, 2002;
Train, 2009).
Third, discrete-choice models are very flexible. Through appropriate choices of vari-
ables, they can model several classes of network-formationmodels. Specifically, Overgoor
et al. (2019) showed that one can use the MNL model to construct preferential-attachment
(PA) models (such as the ones in (Bianconi & Baraba´si, 2001; de Solla Price, 1976)), the
G(N, p) Erdo˝s–Re´nyimodel (Erdo˝s & Re´nyi, 1960), and triadic-closuremodels (Overgoor et al., 2019).
One can also use discrete-choice models to construct a network-formation model that
combines features of two or more existing models. Moreover, given a network, a discrete-
choice model allows one to compare the relative importances of different network-formation
models.
3.2 The Basic Structure of Discrete-Choice Models
In a discrete-choice model, a node n (which, for concreteness, we suppose to represent an
individual) chooses from J = |C| alternatives, whereC denotes the set of alternatives. Each
alternative j has a set of observable characteristics xn j that influence individual n’s decision.
In principle, the effect of the observable characteristics can take any functional form.
However, almost all studies have assumed that the relationship is linear (Train, 2009). Fol-
lowing this convention, we define the observable utility to be Un j = β
T xn j (Train, 2009).
The utility also has a random component εn j. It is usually assumed that εn j follows a
probability distribution that is an independently and identically distributed (IID) standard
type-1 extreme value 4 (also known as Gumbel distribution). Combining the observable
and random utility, the total utility of individual n to make choice j is Vn j = Un j + εn j.
Individual n chooses an alternative j if it provides them with more utility than all other
alternatives5.
4 The CDF of the standard type-1 extreme value distribution is F(x) = exp{−e−x}.
5 A tie occurs with probability 0 because the random component is a continuous random variable.
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Using this formulation and the assumption that εn j follows an IID type-1 extreme-value
distribution, we write the probability of the choice as
Pn j =
exp(β T xn j)
∑i∈C exp(β
T xni)
, (1)
where Pn j is the probability that individual n chooses alternative j and C is the set of
alternatives. This particular formulation is the MNL model (Train, 2009). One can readily
estimate the choice parameter β using maximum-likelihood estimation (MLE), and there
exist several methods for this statistical inference (Train, 2009). The MNL model is one of
the most commonly employed discrete-choice models because it is statistically simple and
is supported by a well-developed theory. We provide a brief overview of the MNL model;
for a more complete treatment, see Kleinbaum & Klein (2002) or Train (2009).
The MNL model requires certain assumptions that are often violated when studying
network formation. We discuss these assumptions and limitations in Section 3.3.
3.3 Limitations of the Multinomial Logit (MNL) Model
There are two key limitations of theMNLmodel when studying network formation6. These
limitations restrict the types of networks for which the MNL model is appropriate. These
limitations are inherent in the structure of the MNL model, so one needs to generalize the
MNL model or use another type of model to overcome them.
The first key limitation is that the MNL model assumes that a node chooses only one of
the possible J alternatives. This implies that the out-degree of any new node is equal to 1
when it is added to a network. However, in most situations, this is rarely true in practice
(Newman, 2018). This requirement may lead to biases in estimates from using the MNL
model in studies of network formation. Biases arise because observations may no longer
be IID, as there may be correlations in the choices that a given node makes at different
times. For example, in a social network, an individual’s choices of friends are likely to
be correlated (Wasserman & Faust, 1994). Similarly, a new paper may not choose which
papers it cites in an independent way (Slyder et al., 2011).
The second key limitation is that the MNLmodel assumes implicitly that each individual
(i.e., each node) has the same choice set. In the context of network formation, this assump-
tion is often inaccurate. If we consider sequential network formation, in which new nodes
appear one after another (perhaps across time), newer nodes typically have a larger choice
set than older nodes. For example, newer papers necessarily have a larger set of papers to
6 Another limitation of the MNL model is that it assumes independence of irrelevant alternatives
(IIA). Intuitively, the principle of IIA states that when choosing between choices x and y, the
other alternatives do not affect one’s choice. Mathematically, the ratio of the probability of choice
of x and probability of choice y does not depend on other alternatives, where the probability of
choice of is defined by equation (1). The assumption of IIA is contested hotly in the decision-
theory literature (Hanks et al., 2012; Benson et al., 2016). The MNL model for network growth
inherits the IIA assumption. As was shown in Hanks et al. (2012) and Benson et al. (2016), this
assumption is often violated. See page 54 (Chapter 3) of Train (2009) for a simple example in
which IIA fails. To apply the MNL model to study network growth, we need to check the validity
of the IIA assumption. If it is violated, then it is likely undesirable to use the MNL model, because
one of its central assumptions is violated.
ZU064-05-FPR main10-arxiv 1 July 2020 1:54
Network Science 7
cite than their predecessors. Other features of a network can also result in different nodes
having different choice sets. The presence of heterogeneous choice sets also leads to biases
in the estimates of the MNL model (Train, 2009).
4 Mixed Logit Models
Mixed logit (MX) models are flexible generalizations of the MNL model (Train, 2009).
MX models can approximate any random-utility model (McFadden & Train, 2000) 7. In
MX models, the choice parameters β can be heterogeneous across individuals.
Let βn denote the coefficient for individual n. For example, in a citation network, the
effect of past citations can be different for different papers. Hypothetically, a discipline
u may be more likely to cite more papers than another discipline v, and one can capture
this difference with the inequality βu > βv. One captures the heterogeneity of the choice
parameters across individuals by letting
Vn j = β
T
n xn j+ εn j . (2)
We draw the choice parameters from a distribution f (βn|θ ), where θ is a vector that
encodes the distribution parameters. The parameters of the distribution specify the distri-
bution of the choice parameters (i.e., βn). For example, if f (βn|θ ) is normally distributed,
then X consists of the mean and variance.
For a specified value of βn, we write the conditional choice probability as
Pn j(βn) =
exp(β Tn xn j)
∑i∈Cn exp(β
T
n xni)
, (3)
whereCn is individual n’s choice set. Note that the choice set can be different for different
individuals8. To compute the unconditional probability, we take the expectation of the
probability measure of f (βn|θ ) by calculating
Pn j =
∫
βn∈Dβn
Pn j(βn) f (βn|θ )dβn , (4)
where Dβn is the support of f (β n|θ ). We use MLE and unconditional probabilities to
estimate θ .
Choice parameters can be different for different individuals. We use these features of
MX models to overcome the associated limitation that we described in Section 3.3.
In Section 3.3, we highlight that the MNL model assumes that each node chooses only
a single alternative. In the context of network formation, this assumption implies that all
new nodes have an out-degree of 1, which is almost never true in practice (Newman, 2018).
However, using MX models to allow multiple choices is challenging. From a theoretical
perspective, one can expand the choice set to include multiple choices. If one does so, to
have a valid probabilitymeasure, one must also expand the choice set to be the power set of
7 In a random utility model, the utility (i.e., benefit) of a choosing an alternative is a function of one
or more random variables.
8 Yamamoto (2010) studied a special case of MX models for situations in which the choice set is
different for different groups of individuals.
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all of the single-choice alternatives. This results in a choice set with 2|C| elements9, which
can easily render it computationally intractable to perform estimation. Furthermore, from
an intuitive perspective, it is not clear how to define and interpret the utility of multiple
selections in a network context. For selecting one item { j}, one can define the utility as
Un j = β
T
n xn j. However, it is not clear how to define the utility of selecting two items { j,k}.
To resolve this issue, we view multiple selections as a sequence of choices. Considering
multiple selections as a choice sequence allows us to estimate the distribution of βn using
the repeated-choice (RC) model (Revelt & Train, 1998), which is a special case of MX
models.
4.1 The Repeated-Choice Model
The repeated-choice (RC) model, which was first proposed by Revelt & Train (1998), is
well-suited to studying network formation. The RC model allows one to study networks
with nodes whose out-degree is larger than 1. Additionally, the out-degree can be differ-
ent for different nodes, and we are able to study networks with different choice sets for
different nodes.
In the RC model, an individual n faces a situation in which they choose among J alter-
natives at each of Tn times. The number of times (i.e., Tn) that individual n chooses can be
different for different individuals, and the set of alternatives can also be heterogeneous both
across different individuals and across different choice instances for the same individual.
Similar to Section 4, the attachment probability is
Pn jt(βn) =
exp(β Tn xn jt)
∑i∈Cnt exp(β
T
n xnit)
, (5)
where Pn jt is the probability that individual n chooses alternative j at time t. The vector
xn jt encodes the covariates for individual n facing alternative j at discrete time t, and Cnt
denotes the set of alternatives that are available to individual n at time t.
Let i(n, t) denote the choice that is made by individual n at time t. Because we are exam-
ining repeated choices across time, we consider the sequence {i(n,1), i(n,2), . . . , i(n,Tn)}
of choices that are made by individual n. Given a value of βn, these choices are independent.
Therefore, we can write the conditional probability of a sequence as
Sn(Bn) =
Tn
∏
t=1
Pni(n,t)t(βn) . (6)
Taking an expectation over βn yields the unconditional probability
Pn(θ ) =
∫
βn∈Dβn
Sn(βn) f (βn|θ )dβn . (7)
We use the unconditional probability Pn(θ ) to estimate θ , which determines the dis-
tribution of βn. If βn is high-dimensional
10, it is difficult to analytically compute Pn(θ ),
9 Recall that C is the choice set.
10 Recall that βn is a vector of parameters βn ∈ R
k. We refer to βn as “high-dimensional” if
k is large, although different fields have different notions of what it means to be “large”. In
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so we use maximum-simulated-likelihood estimation (MSLE) to determine consistent es-
timators of the distribution parameters. The simulated log-likelihood function is L(θ ) =
∑n ln[Pn(θ )]. Specifically, we use simulations to calculate Pn(θ ). For a given value of θ , we
draw from the distribution f (βn|θ ) several times. In our applications, we draw 100 times
from f (βn|θ ); a good choice for the number of draws depends both on the application
of interest and on the availability of computational resources. For each draw of βn, we
compute Sn(βn). The mean of Sn(βn) across all draws is an asymptotically consistent
estimator of Pn(θ ). See Revelt & Train (1998) and Train (2009) for detailed discussions of
simulation and estimation methods.
To use the RC model to study network formation, we view a network as an ordered set
of choice sequences. As the name suggests, a choice sequence is a collection of choices.11
There is one choice sequence for each node in a network whose out-degree is at least 1.
Each choice sequence consists of a finite number of choices. The number of choices12 in
a sequence is equal to the out-degree of the corresponding node. Each choice consists of a
chosen node and a set of alternatives.
For example, consider a networkwith nodes {p,q,r,s} and directed edges {(p,q),(p,r),(q,s),(r,s)}.
We view the network as a set of three choice sequences, because there are three nodes (p,
q, and r) with an out-degree of at least 1. We denote the choice sequences for nodes p, q,
and r by Sp, Sq, and Sr, respectively.
The sequence Sp consists of two choices because the out-degree of node p is 2. Specifi-
cally, Sp= {(i(p,1),Cp1),(i(p,2),Cp2)}. The tuple (i(p,1),Cp1) represents the first “choice”
that is made by node p. The first element of the tuple (i.e., i(p,1)) denotes the first “chosen”
node. The order of the choices in a choice sequence is inconsequential for estimation
(Train, 2009)13. However, depending on the application and question of interest, one order
may be more convenient than others for constructing the choice sequence. For example, if
we consider a network that is changing in time, it may be convenient to order the choice
sequence using chronological ordering. We arbitrarily set i(p,1) equal to q (rather than r).
The second element of the tuple denotes the set of alternatives (i.e.,Cp1) that are available
to the node that is “choosing” (i.e., node p).
For each choice, the set of alternatives includes all nodes except the one that is choosing.
The alternative set Cp1 is equal to {q,r,s}. We do not include node p in the alternative set
because we do not allow self-edges. By the same convention, i(p,2) is equal to r and Cp2
is equal to {q,r,s}. We use the same convention to construct the choice sequences that
correspond to nodes q and r. Specifically, Sq = {(i(q,1),Cq1)} and Sr = {(i(r,1),Cr1)},
where both i(q,1) and i(r,1) are equal to s, the alternative set Cq1 is equal to {p,r,s}, and
Cr1 is equal to {p,q,s}.We do not construct a choice sequence for node s because its out-
statistics, k is often considered to be large if k ≈ n, where n is the number of observations
(Bu¨hlmann & Van De Geer, 2011).
11 Depending on the application and the question of interest, the ordering of choices in the choice
sequence may or may not be important.
12 In the economics literature, the number of choices is sometimes called the number of “time
periods” (Revelt & Train, 1998). To avoid confusion in our applications, we do not adopt this
convention in our paper.
13 A “choice sequence” is technically a set. We refrain from calling a “choice sequence” a “choice
set”, because it is common to use the term “choice set” to refer to an “alternative set”.
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degree is 0. We can directly apply the RC model to the set of choice sequences to estimate
the distribution parameters.
In our setting, one needs to make two key decisions to apply the RC model to study
network formation. First, for each choice made by each node, one has to decide which
nodes should be in the set of alternatives. In the simple example discussed in the preceding
paragraphs, we assumed for a given node that all other nodes are in the set of alternatives.
However, such an assumption is not appropriate for all applications. For example, if a
network is generated by the standard random-geometric-graph model (Penrose, 2003), all
nodes within a certain radius of a given node should be in the set of alternatives for all the
choices that are made by that node (and other nodes should be excluded from the set of
alternatives). Additionally, the set of alternatives may be different for different choices that
are made by the same node.
Second, one needs to decide which observable characteristics (i.e., which xn jt) influence
the choices that are made by a node. For example, in some PAmodels (Bianconi & Baraba´si, 2001),
the in-degree of existing nodes influences the choices that are made by a new node. A
key assumption in the RC model is that the observable characteristics are deterministic
when a choice is being made; this restricts the set of observable characteristics that one
can be study using the RC model. For example, the observable characteristics cannot
include variables that are influenced by the choices made by subsequent nodes, because
(by construction) the choices made by future nodes are stochastic. We will illustrate which
observable characteristics can be used using specific examples in 6 and 7.
Additionally, we need to assume the distribution type of the choice parameters. In gen-
eral, it is difficult to know what type of distribution is appropriate and one usually cannot
evaluate such an assumption. In our illustrations, we make our assumptions about distribu-
tions based on computational convenience and prior knowledge about our applications of
interest.
In the next three sections, we discuss applications of the RC model to study network
formation.
5 Application: An Ensemble of Synthetic Networks
We illustrate the RC model using an ensemble of synthetic networks, which are useful to
study for several reasons. First, we know the true data-generation process of such networks,
so we can use them to directly evaluate the performance of our model. Second, we control
the sizes of each ensemble of synthetic network and of each network from the ensemble.
Third, we can choose a process that allows us to generate data that is free from data-
collection errors, which arise often in networks that one constructs from empirical data.
We generate the network data is using the RC model. In 5.1, we describe our data-
generation procedure and model specification If the RC model does not perform well on
synthetic data that it generates, then it is unlikely to be successful in networks that one
constructs from empirical data.
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5.1 Data Construction and Model Specification
We construct an ensemble of 100 synthetic networks in which each network has 1000
nodes. We draw the out-degree of each node uniformly at random and independently from
integers between 1 and 20. As we described in Section 4.1, each node has a corresponding
choice sequence. The length of a node’s choice sequence is equal to its out-degree. Each
choice in each sequence has a “chosen” alternative and a set of alternatives. For each
alternative set, we draw the number of alternatives uniformly at random from integers
between 1 and 10. For each choice, the probability that an alternative is “chosen” depends
on two variables. Specifically, the probability that node n “chooses” alternative j as its tth
choice depends on the variables xn jt and yn jt . The subscript n jt denotes the j
th alternative
that is available to node n for the tth choice in the choice sequence. We sample xn jt from a
continuous uniform distribution between −1 and 1 (i.e., xn jt ∼ U [−1,1]), and we sample
yn jt from a continuous uniform distribution between 0 and 5 (i.e., yn jt ∼U [0,5]). Using the
formulation that we described in Section 4, we represent the choice utility mathematically
with the function
Vn jt = β1nxn jt +β2nyn jt + εn jt , (8)
where β1n and β2n are the choice parameters and we draw εn jt from an IID Gumbel
distribution. The distributions of the choice parameters are β1n ∼ N (3,4) and β2n ∼
LogNormal(0,1). With Z ∼ N (a,b) and X = exp(Z), it follows that X is distributed log-
normally with parameters a and b (i.e., X ∼ LogNormal(a,b)).
For each choice in each choice sequence, we draw the “chosen” alternative using the
probabilitymass function (PMF) in equation 5. The “chosen” alternative and the alternative
set together form a choice. We repeat this process for each choice in each of the choice
sequences. In our model, recall that the set of choice sequences encodes a network.
We apply the RC model to each network in the ensemble. To do this, we first need to
assume the distribution type of the choice parameters. (We call this assumption the “distri-
butional assumption”.) We then use the RC model to estimate the distribution parameters.
In general, one does not know the true distribution type of the choice parameters.
For our synthetic networks, we do know the true distributions of the choice parameters,
because we generated these networks. Consequently, we let β1n ∼ N (m1,s
2
1) and β2n ∼
LogNormal(m2,s
2
2). We use our model to estimate m1,s1,m2, and s2. We call m1,s1,m2,
and s2 the “distribution parameters”, and we recall that β1n and β2n are the choice parame-
ters.
In our synthetic networks, we know the true distributions of the choice parameters,
so the distributional assumption is valid by construction. However, for networks that one
constructs from empirical data, one does not know the true distributions, so one guesses
— hopefully, they are educated guess — the distribution type(s) of the choice parameters.
(Note that this a feature of the RC model.) This is a difficult task, and in general one cannot
even evaluate the distributional assumption, although there is some hope. In Section 5.4,
we demonstrate how to use the RC model to test whether the choice parameters are random
or deterministic. Unfortunately, if the choice parameters are random, we do not know
how to evaluate whether a conjectured distribution type is correct. This is a limitation
of our model. We discuss this limitation in further detail in Section 8. From a practical
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perspective, making useful guesses about distribution types benefit from prior knowledge
of an the application. For an example, see Section 7.2.
5.2 Estimation Methodology and Computational Complexity
As we described in Section 4.1, we can use MSLE to provide consistent estimators of our
distribution parameters. We independently compute estimates of the distribution parame-
ters for each network in an ensemble, and we use the MLOGIT package in R for estimation
(Croissant, 2012). We use simulations (with 100 draws) to determine the unconditional
probability of each choice sequence of probabilities from (7). We then use the Berndt–
Hall–Hall–Hausman (BHHH) optimization algorithm to determine the distribution param-
eters that maximize the simulated log-likelihood (Croissant, 2012). For more details, see
(Croissant, 2012).
The combined estimation procedure for all of the networks in our ensemble of synthetic
networks took approximately 18 hours on a computer with an i7 processor and 16 giga-
bytes (GB) random-access-memory (RAM). For our other applications, we use the same
estimation methodology on the same computer. Therefore, we specify only the execution
times for those examples.
5.3 Results
We use our model to independently estimate m1, s1, m2, and s2 for each network in our en-
semble of synthetic networks. This yields a set of estimates for each distribution parameter.
We show summary statistics of these estimates in Table 1.
We see that the mean and median estimated values of the parameters are close to those
of the true parameters. In expectation, the difference between the true and estimated values
is less than 0.07 for all of the parameters. Additionally, the standard error is less than 0.1
for all of the parameters. The maximum difference between the estimated and true values
is 0.252, 0.284, 0.103, and 0.004 for m1, s1, m2, and s2, respectively.
In this case study, we see that the RC model is able to accurately estimate the distribution
parameters for most of the networks in our ensemble.
5.4 Comparison with the MNL Model
We now compare the performance of the MNL model with that of the RC model. We use
an ensemble of 50 synthetic networks, where each network has 100 nodes. We draw one
network uniformly at random from the ensemble, and we use the results from that network
for our comparison. In Appendix A.1, we show the summary statistics of the results from
all of the networks in the ensemble. The model specification and network construction are
the same as what we described in Section 5.1. In particular, recall that we generate these
networks using the RC model.
5.4.1 Random Choice Parameters
The data-generation process that we described in Section 5.1 violates the assumptions
of the MNL model. In our data, the number of choices and the alternative set are both
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heterogeneous across individuals. Furthermore, the choice parameters are distributed ran-
domly; by contrast, the MNL model assumes that the choice parameters are deterministic.
Nevertheless, we ignore these violations and fit the data to the MNL model. We then
compare the point estimates of the choice parameters that we compute using the MNL
model to the distribution of the choice parameters that compute using the RC model (see
Table 1).
The point estimates from the MNL model yield statistically significant results. However,
they do not accurately capture the data-generation process. Tables 1 and 2 illustrate that the
point estimates from the MNL model are different in magnitude from the central values
(both mean and median) of the true distributions. Moreover, the MNL model paints an
incorrect picture of the data-generation process. The point estimates imply that the choice
parameters are homogeneous across individuals. However, by construction, we know that
this is not the case. The MNL model ignores this heterogeneity across individuals. For
networks that one constructs from empirical data, this may have a significant impact on
the interpretation of the results, because it may yield misleading values for the choice
parameters. We revisit the issue of interpretation in Section 7.5. In that discussion, we use
a network that we construct from empirical data.
The above discussion helps highlight some of the salient differences between the results
from the MNL and RC model. Given our data-generation process (which violates several
assumptions of the MNL model), it is not surprising that the MNL produces incorrect
results. Because we used the RC model to construct the data, it is also not surprising that
the RC model produces accurate results. In Section 5.4.2, we compare the results of the
MNL and RC model when the choice parameters are deterministic.
5.4.2 Deterministic Choice Parameters
We construct networks in which the choice parameters are deterministic. The data-generation
process and model specification are the same as in Section 5.1. The only difference is
that the choice parameters are deterministic, with β1n = −1 and β2n = 3. The network is
suitable for the MNL model because these parameters are deterministic. Additionally, our
assumption in the RC model that the parameters are randomly distributed (specifically,
β ∼N (m1,s
2
1) and β2n∼ LogNormal(m2,s
2
2)) is incorrect. Similar to our computations in
Section 5.4.1, we fit the misspecified 14 RCmodel to the data and compute estimates for the
distribution parameters. We report the results from the MNL model and the misspecified
RC model in Table 3.
As we expected, the MNL model accurately estimates the choice parameters. However,
although the RC model is misspecified for this network, the distribution of the choice
parameters are good approximations of the true deterministic choice parameters. The mean
of β1n (which is −0.807) gives a reasonable ballpark estimate of the true value of −1, and
the standard deviation of β1n is not equal to 0 with a probability that is less than 0.134.
Similarly, the mean of β2n (which is 2.770) gives a reasonable ballpark estimate of the
true value of 3, and and the standard deviation of β2n is not equal to 0 with a probability
14 See Ramsey (1969) for a formal definition of “misspecification”.
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that is less than 0.454. If a random variable has a standard deviation equal of 0, then it
is deterministic, with a value equal to its mean. In this example, our results imply that
the standard deviation of the choice parameters is equal to 0 with a large probability;
this suggests that the choice parameters are deterministic with a large probability. In this
case, the RC model yields results that qualitatively are reasonably accurate, despite the
model’s misspecification. Deterministic parameters are a special case of random param-
eters (exactly when the standard deviation is 0). Consequently, the RC model can be
helpful for providing accurate estimates for our synthetic networks, even when the choice
parameters are deterministic. As we saw in Section 5.4.1, the converse is not true. That is,
the MNL model does not necessarily provide accurate results when the choice parameters
are random. Moreover, one should not expect it to do so.
The above exercise also highlights a way to test whether choice parameters are random
or deterministic. We calculate estimates assuming that the choice parameters are random.
If the standard deviation of the choice parameters is equal to 0 with a large probability,
then it is likely that the choice parameters are deterministic. This is an advantage of the RC
model over the MNL model. The estimates of the MNL model provide no way to check
whether the parameters are random or deterministic. Instead, the MNL model assumes that
the parameters are deterministic, ignoring the possibility that the choice parameters may
be random. By contrast, the RC model allows one to check whether these parameters are
random or deterministic. We have not formally developed this test in the present paper.
We observe in Section A.2 that the test yields incorrect results. We leave analyzing why
this occurs and further developing the test (e.g., analyzing it mathematically) for future
research.
6 Application: An Edge-Independent Social Network
In this section, we illustrate our model on a small social network that was constructed
from empirical data. We use our model to examine how lifestyle factors correlate with
friendship decisions. We assume that all edges form independently of each another. This
assumption is mathematically the same as those in (Erdo˝s & Re´nyi, 1960; Penrose, 2003;
Fafchamps & Gubert, 2007).
6.1 Network Data
The social network that we study is a snapshot of the friendships between 50 girls from the
Teenage and Lifestyle Study (Michell & Amos, 1997). The friendship data were collected
in a survey in 1995. Each node represents a girl, and there is a directed edge from node
i to node j if girl i named girl j as a friend in the survey. Each girl could name up to 12
other girls as a friend. Girls could not name themselves, so the network does not have any
self-edges. The graph consists of 50 nodes and 113 edges.
As we described in Section 4.1, in the RC model, we represent each node by a choice
sequence. The length of the choice sequence is equal to the number of friends named by a
girl. In general, the length of the sequence can be different for different girls. Recall that
each choice in a choice sequence consists of a “chosen” alternative and a set of alternatives.
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For a given choice in girl i’s choice sequence, the “chosen” alternative is one of girl i’s
friends.
We assume that the set of alternatives consists of the “chosen” girl and all of the girls
that girl i did not name as friends. We exclude girl i’s other friends from the set of al-
ternatives. For example, if girl 1 is friends with girls 4 and 23, then the corresponding
choice sequence is S1 = {((i(1,1),C11),(i(1,2),C12)}, where i(1,1) = 4, i(1,2) = 23,
C11 = {1,2,3, . . . ,49,50} \ {1,23}, and C12 = {1,2,3, . . . ,49,50} \ {1,4}. Naturally, our
procedure entails assumptions about the underlying network-formation process.
6.2 Model Specification
We use the RC model to examine how lifestyle factors influence friendship among the
teenage girls in this social network. We use metadata from the survey on the lifestyle of the
girls. We consider the four lifestyle factors that were surveyed: sporting activity, smoking,
drinking alcohol, and cannabis use, and sporting. The survey asked the respondents to rate
their smoking habits on a scale of integers from 1 to 3, alcohol consumption on a scale
of integers from 1 to 5, and cannabis use on a scale of integers from 1 to 4. For all three
substances, a larger number represents a larger frequency of substance use. For example,
ratings of 1, 2, and 3 represent non-smokers, occasional smokers, and regular smokers
(which was defined to be people who smoke more than once a week), respectively. The
survey also asked the girls if they participated regularly in sporting activities; this yields
a categorical variable. If a girl participated regular in such activities, she was assigned an
integer value of 2; otherwise, she was assigned an integer value of 1. For more details on
the survey, see (Michell & Amos, 1997).
As we described in Section 4, the choice utility for a girl n who chooses to be friends
with the jth alternative for the tth choice in the choice sequence is
Vn jt = β1nAlcn jt +β2nSmoken jt +β3nDrugsn jt +β4nSportn jt + εn jt , (9)
where Alcn jt , Smoken jt , and Drugsn jt represent the absolute value of the difference in the
rating for alcohol use, smoking, and cannabis use, respectively, between girl n and her jth
friendship alternative for the tth choice in the choice sequence. For example, if girl n is a
regular smoker (that is, she has a rating of 3) and her jth friendship alternative for the tth
choice in the choice sequence is a non-smoker (that is, with a rating of 0), then Smoken jt =
3. A larger score differential represents a stronger dissimilarity in substance-use habits
between two girls. The quantity Sportn jt is 1 if both the girls are regular participants or both
are irregular participants in sporting activities; and it is 0 if one girl is a regular participant,
but the other girl is an irregular participant.
We assume that all friendship decisions were made contemporaneously and indepen-
dently of one another. Recall that in the RC model, the variables that affect edge formation
are deterministic. In this example, however, variables (such as in-degree) that depend on
friendship decisions are stochastic by construction. Consequently, we cannot use the RC
model to study how the friendship decision between two girls is influenced by variables
that depend on other friendship decisions. For example, we cannot investigate whether
more-popular girls (that is, nodes with larger in-degree) are more likely to be named as a
friend by more girls in the future.
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We assume that all of the choice parameters are independent and normally distributed.
That is, βin ∼ N (mi,s
2
i ) for all i ∈ {1,2,3,4}. We do not wish to restrict the support of
the choice parameters a priori. Consequently, the distribution of the choice parameters
should have support that includes both positive and negative values. Intuitively, we wish
to allow some individuals to be friends with similar individuals and some individuals to
be friends with dissimilar individuals. There is significant sociological theory that supports
the former, which is an indication of homophily (McPherson et al., 2001). If homophily is
present in this social network, as is likely, then the posterior distribution will reflect this.
However, we do not wish to restrict the prior distribution of the choice parameters. Perhaps
homophily is less important for the friendship of some of the girls than it is for others, and
perhaps some of them may even seek heterophilic friendships. Among all distributions that
have both positive and negative values in their support, we choose the normal distribution
because it is convenient computationally. Friendships in social networks tend to skew
significantly towards homophilic relations (Wasserman & Faust, 1994), so we expect to
observe positive means.
6.3 Estimation Methodology and Computational Complexity
As in Section 5.2, we use the MLOGIT package in R (Croissant, 2012). The estimation
procedure, which took 2.5 minutes, is the same as what we described in Section 5.2.
6.4 Results
Using the RC model, we compute estimates for m1, m2, m3, m4, s1, s2, s3, and s4. Recall
that these parameters specify the distributions of the choice parameters β1n, β2n, β3n, and
β4n.
Using Table 4 and given our distributional assumptions, we compute the distributions of
the choice parameters. Note that s1 is not statistically significantly different from 0. This
suggests that β1n is deterministic with a large probability. If β1n is deterministic, its value
is equal to its mean, so β1n ≈ −0.2339. The mean parameters for Alc and Sport are also
not statistically significantly different from 0, although this does not imply that the choice
parameters themselves are insignificant. Instead, it implies that, with a large probability,
the mean of the distribution of these parameters is close to 0. All other parameters are sta-
tistically significant. For example, the choice parameter for Drugs, given our distributional
assumption, is distributed normally with a mean of −1.2419 and a standard deviation of
0.7396.
The distribution of the choice parameters are difficult to interpret qualitatively. In gen-
eral, how one uses the choice distribution for qualitative analysis depends on the applica-
tion. We explore two possible methods of qualitative analysis.
6.4.1 Inference: Drawing Values
One possible way to conduct a qualitative analysis is to draw specific values from the
distributions of the choice parameters β1n, β2n, β3n, and β4n. For example, the mean value
of the choice parameters for Alc and Drugs are −0.2339 and −1.2419, respectively. The
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negative mean value of Alc indicates that, in expectation, girls who consume alcohol are
more likely to be friends with other girls who consume alcohol. Similarly, girls who use
cannabis are more likely to be friends with other girls who do the same. In fact, the means
of all of the choice parameters (m1, m2, m3 ≤ 0, and m4 > 0) suggests that individuals
are more likely to be friends with similar individuals, with respect to the facets that we
consider. Additionally, the magnitude (i.e., absolute value) of the mean for Drugs is higher
than that for Alc. This suggests that, assuming that all other variables are the same, two
girls who have similar cannabis habits are more likely to be friends than two girls who have
similar alcohol habits.
The above discussion illustrates the use of mean values to conduct qualitative analysis.
Depending on the application, different quantities (such as median, top quartile, bottom
quartile, maximum, or minimum) may be of interest.
6.4.2 Inference: Intervals
In addition to computing specific values from the choice-parameter distributions, we con-
struct intervals of interest. For example, the results in Section 6.4 indicate that, under
our distributional assumptions, the choice parameter for Drugs is distributed as β3n ∼
N (−1.242,0.7362). We use this information to estimate the percentage of individuals who
are more likely to be friends with those who have similar cannabis-use habits. We compute
this estimate by calculating the probability that β3n < 0. We obtain P(β3n < 0) ≈ 0.9542,
so approximately 95% of the individuals are more likely to be friends with those who have
similar cannabis-use habits than with people who have different habits.
6.4.3 Discussion
Our calculations in Sections 6.4.1 and 6.4.2 suggest that most girls who were surveyed
are more likely to name girls who have similar lifestyle habits as their friends in a sur-
vey. Our results support a conclusion — that teenage girls preferred to have friends with
similar substance-use habits — that was found by the study that first used this data set
(Pearson et al., 2006). More generally, our results are in line with the pervasiveness of ho-
mophily of friendships in social networks (Wasserman & Faust, 1994; McPherson et al., 2001).
Other studies that used this data set examined how social dynamics affect smoking be-
havior (Michell & Amos, 1997; Michell, 2000) and how social position affects risk-taking
behavior (Pearson & West, 2003).
7 Application: A Sequential Patent Citation Network
We now apply the RC model to a large sequential network that we construct from empirical
data.
7.1 Network Data
We apply the RC model to a patent citation network. We construct this network from a
subset of a patent data set that consists of 2,923,922 United States utility patents that were
awarded between 1 January 1963 and 31 December 1999.
ZU064-05-FPR main10-arxiv 1 July 2020 1:54
18 Gupta and Porter
We extracted the data from the National Bureau of Economic Research’s (NBER) web-
site; the source of the data is (Hall et al., 2001). This data set has been used extensively to
study innovation; see, for example, (Aghion et al., 2013; Bloom et al., 2013). Leskovec et
al. (2007) used this data set to study how different network properties change over time.
In addition to the citation data, we also have additional information about each patent,
including grant year, country of inventor, technology category, the number of patents that
it cites (“citations made”), and number of patents that cited it (“citations received”). In our
application, we consider the “choices” of patents that were granted in 197515.
We study the growth of the patent citation network as new patents are granted in 1975.
Each node in the network is a patent, and we use the term “new patent” for any patent that
was granted in 1975. Each new patent “chooses” to cite previous patents; there is a directed,
unweighted edge from node u to node v if the new patent u “chooses” to cite existing patent
v. The new nodes arrive sequentially over time and form edges with existing nodes.
The mean number of citations by each new patent is 4.875, and the median number of
citations is 4. Most nodes cite more than 1 existing patent, although about 21.3% of patents
cite only 1 patent. Consequently, the single-choice assumption of the MNL is violated, so
it seems sensible to examine this network using the RC model.
In the patent citation network, starting from 1975, there are 69,323 new patents that cited
at least 1 patent, and there are 636,444 patents that were granted prior to 1975. In the RC
model, it is computationally expensive to estimate parameters, and the computational cost
increases with the number of nodes. The 1975 patent citation network is too large for us
to use the entire network for estimation, so we apply a variety of sampling procedures to
make estimation computationally tractable.
From the 69,323 new patents in 1975, we sample 10,000 new patents uniformly at
random to form our sample network. As we described in Section 4.1, each node (that is,
each new patent) has an associated choice sequence. Recall that each choice in the choice
sequence consists of a “chosen” alternative and an alternative set.
We assume that the alternative set consists of all previously granted patents 16. Each
new patent can cite any of the previously granted patents (which we interpret as patents
from previous years, so we disallow prior patents from the same year), so the size of the
alternative set of one new patent is equal to the total number of patents that were granted
prior to 1975. Because 636,444 patents were granted prior to 1975, the alternative set is
very large, and we need to reduce its size for computational tractability.
Hall et al. (2001) assigned each patent to a technology category: chemical (excluding
drugs); computers and communications (C & C); drugs and medical (D & M); electrical
and electronics (E & E); mechanical; and others. On average, approximately 80% of all of
the patents that are cited by a new patent in 1975 are in the same technology category as
that new patent. Therefore, to narrow the alternative set, we consider only patents in the
same technology category as a potential alternative. Although we make our assumption for
convenience, local search models provide some theoretical justification for this sampling
15 We focus on 1975 because it is the first year for which have citation data. In Section 7.4.1, we
examine additional years.
16 However, nodes probably only examine a subset of previously existing patents. See (Ko¨nig, 2016)
for a model of network formation with partial observability.
ZU064-05-FPR main10-arxiv 1 July 2020 1:54
Network Science 19
choice (Jackson, 2010). The basic idea behind some local search models is that searching
for potential nodes with which to link (for patents to cite in the present example) is “costly”.
Consequently, nodes may only consider other nodes that are cheap to “find”. In the present
example, we are assuming that patents in a different technology category from the “new”
patent are too expensive to “find”. Jaffe and Trajtenberg (1999) concluded that patents are
100 times more likely to cite patents in the same technology category than patents in a
different category. In Section 7.4.2, we demonstrate that our results are robust to violations
of this assumption.
Additionally, in each alternative set, we uniformly-at-random sample 6 patents from all
of the patents that were not chosen17. This reduces the size of the alternative set to 7,
as there are 6 patents that are not cited and 1 patent that is cited. This is a substantial
reduction of the data. However, as shown in McFadden 1978 and employed in Overgoor
et al., as long as the sampling method satisfies the uniform conditioning property (which
is true of sampling uniformly at random), the estimates are still statistically consistent. In
Section 7.4, we analyze the robustness of our results to different sampling methods.
7.2 Model Specification
We specify a model in which the citation probability depends on three observable factors:
citations received (i.e., in-degree), sub-category, and time difference (as measured when
the new patent was granted).
Recall that an important assumption of the RC model is that the edge-formation choices
depend on observable factors that are deterministic when a choice is made (see Section
4.1). In Section 6, we were unable to study the effect of in-degree on future edge formation.
We assumed that edges form independently and contemporaneously. The in-degree of a
given node may depend on the choices that are made by other nodes; by construction,
these choices are stochastic. Consequently, the in-degree of an alternative is stochastic, so
we are unable to study the effect of in-degree on future edge formation using the RC model.
Because our patent citation network grows sequentially, the in-degree of an alternative at
the time of choice is deterministic. We assume that nodes make their citation decisions one
at a time. The in-degree of an alternative for a given node may depend on the choices that
are made by previous nodes; however, because those choices have already been made, the
in-degree is deterministic. This allows us to study the effect that in-degree at the time of a
choice has on edge formation using the RC model.
We normalize the number of citations that are received by a new patent by dividing this
number by the number of citations that were made by the new patent. For computational
convenience, we assume that the choice parameter for citations received follows a log-
normal distribution. Our assumption is guided by results from previous studies, which
suggested that previous citations have a non-negative effect on the probability of new
citations (Jeong et al., 2003). In other words, having more citations never hurts a patent’s
chances of being cited again (although it may not help). There are several distributions
17 This procedure is often called “negative sampling” (Train, 2009). See (Overgoor et al., 2020) for
a recent discussion of negative sampling for relational social data.
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that have a non-negative support, and a log-normal one has convenient properties18. The
notion that node degree affects future edge formation is a major focus of the PA models
(Newman, 2018), and it seems relevant for our application.
The binary variable ‘Sub-Category’ indicates whether a new patent and old patent belong
to the same technology sub-category19. (For details, see Hall et al. (2001).) The idea that
patents prefer to cite similar patents is conceptually similar to homophily. We assume that
the choice parameter is log-normal because it is computational convenient.
The time difference is equal to the difference in grant years of the new and old patents.
We assume that the choice parameter for time difference is normally distributed. The
normal distribution is computationally convenient, and it allows the age of a patent to
affect citation probability either positively or negatively.
Combing all of the above factors yields the following utility function:
Vn jt = β1nCReceivedn jt+β2nSubCatn jt +β3nTimeDiffn jt + εn jt , (10)
where ‘CReceived’ is the number of citations received, ‘SubCat’ is a Boolean variable
that is true if both patents are in the same technology sub-category, and ‘TimeDiff’ is
the difference in the grant years of the new patent and the cited patent. The subscript
n jt denotes the jth alternative for the tth choice in node n’s choice sequence. From our
assumptions, β1n ∼ LogNormal(m1,s
2
1), β2n ∼ LogNormal(m2,s
2
2), β3n ∼N (m3,s
2
3), and
we draw εn jt from an IID Gumbel distribution.
We allow correlations between different choice parameters and report the correlation
parameters. We denote the correlation between choice parameters βin and β jn by cori j.
We estimate the parameters m1, m2, m3, s1, s2, s3, cor12, cor13, and cor23 using the
MLOGIT package in R. Our estimation procedure, which took approximately 2 hours, is the
same as what we described in Section 5.2.
7.3 Results
We summarize our results in Table 5. These estimates indicate that β1n∼LogNormal(−1.4749,1.5329
2),
β2n ∼ LogNormal(1.0956,0.1017
2), and β3n ∼ N (−0.0090,1.3405
2). All of the esti-
mates for the distribution parameters are statistically significant. This suggests that there is
a strong correlation between attachment probability and the factors that we are studying.
Additionally, the correlation parameters are not statistically significant and they have small
magnitudes, so any correlations between the choice parameters appear to be weak ones. See
Section 7.3.3 for a detailed discussion of the correlation parameters. The standard devia-
tions of all of the choice parameters are statistically different from 0, so these parameters
are random with a large probability.
18 Specifically, it is easy to compute the unconditional probability defined in Equation 7.
19 Hall et al. (2001) classified each patent into a category, which they further sub-classified
into sub-categories. For example, the category ”Drugs and Medical” was further sub-classified
into ”Drugs”, ”Surgery and Medical Instruments”, ”Biotechnology”, and ”Miscellaneous-
Drug&Med”. We use the category level of classification to construct the alternative set 7.1. We
use the sub-category level of classification as a variable that affects the choice probability.
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Our estimates give distributions of the choice parameters, but these distributions are
difficult to interpret directly. We interpret the results using different methods in Sections
7.3.1, 7.3.2, and 7.3.3.
7.3.1 Inference: Example using Median Values
Similar to Section 6.4.1, we compute median values from the distributions of βin to obtain
point estimates for the choice parameters.
We interpret the median value of the choice parameters in the same way as the results
of the MNL model. For instance, by dividing β2n by β1n, we obtain a “substitution rate”
between citations received and patent sub-category.With our model specification, this rep-
resents the number of additional citations that a patent of a different sub-category from the
new patent needs to have for it to have the same choice probability as a patent from the same
category as the new patent.20 Specifically, β2n/β1n ≈ 13 additional citations received can
compensate for not being in the same sub-category as the new patent. Similarly, receiving
β3n/β1n ≈ 0.03 additional citations has the same effect as a one-year decrease in time
difference. This implies that age has a weak affect on choice probability, whereas citations
received and sub-category have strong affects.
7.3.2 Inference: Intervals
We conduct analysis similar to Section 6.4.2, although we consider somewhat different
questions for this case study. In Section 6.4.2, we calculated the percentage of individuals
who have a parameter value in a specified range. In the present section, we are interested in
the range of parameter values for a specific percentage of individuals. The key difference
is that we fixed the parameter-value range in our earlier discussion is fixed, whereas we
now fix the percentage of individuals.
As an illustration, we construct a 90% interval for the parameter for time difference. Un-
der our distributional assumptions, the parameter for time difference is distributed normally
β3n ∼ N (−0.0090,1.3405
2). From a direct computation, we see that P(−2.278< β3n <
2.260)≈ 0.9095. Therefore, the time-difference parameter value ranges from −2.2782 to
2.260 for approximately 90% of the nodes. One can also construct intervals of different
precisions.
7.3.3 Inference: Correlation Analysis
We also use the RC model to study correlations between choice parameters. Such an inves-
tigation helps for examining if a strong affinity for one choice parameter implies a strong
affinity for another choice parameter. For instance, do individuals who cite more popular
patents also tend to cite older patents? Under the assumptions of our framework, the answer
to this question is “yes” if the correlation between β1n and β3n is negative, statistically
significant, and has value that is practically significant. From Table 5, we see that the value
20 The units are representative of the variables CReceived and SubCat. The choice parameters are
unitless, by definition.
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is negative but is not statistically significant. Therefore, correlations between citations
received and time difference does not differ significantly from 0. Additionally, we conduct
statistical tests (such as Wald tests) to evaluate our hypothesis (Fahrmeir et al., 2013). We
conduct a Wald test and likelihood-ratio test to examine the presence of correlations be-
tween the choice parameters. Both tests imply that the correlation between the variables is
statistically significant. (For example, the p-value ofWald test is less than 0.001.) However,
the correlation is small, as indicated by the likelihood-ratio test. Therefore, although we
find a correlation between the choice parameters, it is not of practical significance.
7.3.4 Discussion
Our results suggest that attachment probability in the patent citation network has a strong
statistical association with the factors that we study. The positive association of the variable
SubCat with the attachment probability suggests that there is homophily in the network.
Similarly, the positive association of CReceived with the attachment probability is docu-
mented by several papers in the PA literature (Jeong et al., 2003; Overgoor et al., 2019).
It is worth noting that were able to examine homophily and PA simultaneously using
the RC model. As we discussed in Section 3.1, this is a substantive advantage of discrete-
choice models. We were able to statistically study homophily and PA by choosing ap-
propriate parameters in the RC model without having to make large changes in the RC
model. This underscores the flexibility of the RC model that we discussed in Section 3.1.
Our results for the patent citation network suggest that PA occurs even if we control for
homophily (and vice versa).
7.4 Robustness of Our Results: Different Years and Different Sampling Methods
We now examine patent citation networks from different years and using different sampling
methods.
In the beginning of our case study of patent citation networks, we described how we
sampled data to reduce computational complexity. For example, we considered new patents
only from 1975. In Section 7.4.1, we examine patent citation networks for different years
and compare the inferred parameter values across years.
In our previous calculations, after restricting the year of awarded patents, we sampled
our data further to reduce its size. First, we sampled 10,000 new patents uniformly at
random from all new patents in 1975. Second, we sampled 6 alternatives (in addition to the
chosen alternative) uniformly at random to construct the alternative set for each choice in
each choice sequence. Third, we only considered patents in the same technology category
as valid alternatives.
In the last paragraph of Section 7.1, we argued that applying the RC model on this sam-
pled subset of the data provides statistically consistent parameter estimates (Train, 2009;
McFadden, 1978). However, there may be qualitatively important differences in the param-
eter estimates when considering different years or sampling choices. In Section 7.4.2, we
apply the RC to different sampling choices of the data and compare the resulting parameter
estimates.
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7.4.1 Different Years
In Table 7, we show our parameter estimates for 1975, 1980, 1985, 1990, and 1995. We
further sample the data in same way that we described in Section 7.1, and our model
specification is the same as the one that we described in Section 7.2.
For each of the years that we consider, the distribution parameters are similar in magni-
tude and have the same level of statistical significance. The distribution of β1n is qual-
itatively similar for all of the examined years. For the examined years, we observe a
decreasing trend for the parameters m2 and m3. The trend in m2 suggests that the im-
portance of sub-category has decreased over time. We also observe a decrease in s2 over
time. These observed trends are suggestive of general ones, and examining all years in the
patent citation network using temporal network analysis is an important direction for future
research (Holme & Sarama¨ki, 2012; Holme, 2015; Holme & Sarama¨ki, 2019).
The correlation (cor12) between β1n and β2n is statistically insignificant for each of the
examined years. Similarly, cor23 is statistically insignificant for all years except 1995. The
associated correlation parameters are small in magnitude for all of these years.
7.4.2 Different Sampling Methods
We now examine the distribution parameters for different numbers of new patents that we
sample from the data, different numbers of alternatives in the alternative set of each choice,
and without the restriction that valid alternatives must be in the same technology category
as the new patent. We report our results in Table 8.
The citations-received, sub-category parameters (i.e., m1, s1, m2, and s2), and the stan-
dard deviation of the time difference (i.e., s3) are all statistically significant for all of the
sampling methods. In the first four columns of Table 8, we observe that the values of these
parameters are mostly very similar to each other, although cor13 has a larger magnitude
in the fourth column than it does in the other columns. Broadly speaking, the parameter
values appear to be robust with respect to the choices in these four columns.
In the fifth column of Table 8, we observe that m1, m3, s2, and s3 have similar magni-
tudes as in the other columns. In the fifth column, we also observe that s1 has a smaller
magnitude than it does in the other columns. However, m2 has a larger value than in the
other columns. Because we no longer require that the new patent and its alternatives be
in the same technology category, one possible explanation for this difference is that we
are now measuring field relatedness between patents with the sub-category variable. By
definition, if two patents are in the same technology sub-category, they must be in the
same technology category, but the converse is not true. Consequently, two patents being
in the same technology sub-category is a stronger measure of relatedness when we do not
control for technology category. This increases the relative importance of the sub-category
variable and helps explain the larger mean of the distribution of β2n.
The correlation parameters in Table 8 are not statistically significant, and they have a
small magnitude (with an absolute value less than 0.2) in most cases. This supports our
prior conclusions that the correlation between choice parameters is not of practical signifi-
cance. The mean parameter for time difference (m3) is not statistically significantly differ-
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ent from 0 in three different sampling methods (see the second, third, and fifth columns),
and it is close to 0 in magnitude in all cases.
Althoughwe were not exhaustive in our different examples of sampling, the ones that we
examined suggest that our qualitative interpretation of the parameter estimates appear to
be mostly robust with respect both to differences in the number of new patents we sample
and to our different sampling methods.
7.5 Comparison with the MNL Model
We compare our results from the RC model to ones from the MNLmodel. As we discussed
in Section 7.1, our setup violates several assumptions of the MNL model. However, we
ignore those violations and fit the data to the MNL model to obtain point estimates for our
comparison. Our first observation is that the RC model achieves a much higher likelihood
than the MNL model. In a likelihood-ratio test, we see that the difference is significant
(with a p-value that is less than 0.001). This highlights that the RC model is a better
statistical fit for our data.
The point estimates of the choice parameters in Table 9 and the median values of the
distribution of the choice parameters in Table 6 have similar magnitudes. As we saw in
Section 5.4.1, this is not always the case. Moreover, the interpretation of results from the
RC and MNL models differ substantially. In particular, in the MNL model, we obtain point
estimates, which gives the impression that the choice parameters vary less than is actually
the case.
The MNL model essentially ignores the heterogeneity of choice parameters across indi-
viduals. By treating the choices of an individual across different choices and the choices of
two different individuals as the same, the MNL model ignores an important aspect of the
data-generation process. In reality, these parameters are heterogeneous across nodes, and
the network growth process is stochastic in two aspects. First, the nodes form edges with
other nodes via a random process. Second, the importance of factors that affect attachment
probability is different for different nodes. The second stochastic aspect is captured by the
RC model but ignored by the MNL model.
Additionally, as we discussed in Section 5.4.2, we can use the RC model to detect
whether the choice parameters are deterministic or random. In the patent citation case
study (see Table 8), we found that the standard deviations of all of the choice parameters
are different from 0 with a large probability; this suggests that the choice parameters are
random with a large probability. The MNL provides no information about this aspect of
the data-generation process. Therefore, the RC model is a more appropriate choice than
the MNL model for this case study.
8 Limitations and Applicability
In this section, we highlight several limitations of the RC model.
First, recall that we assumed that the choice parameters follow a particular distribution
type, and we cannot test this assumption because the true distribution is unknown in
most situations. Consequently, there is a risk of mis-specifying these distributions. How-
ever, as we pointed out in Section 5.1, this limitation is not unique to our model. Distri-
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butional assumptions are common in discrete-choice models (Kleinbaum & Klein, 2002;
Train, 2009). For example, the MNL model assumes implicitly that its parameters are
deterministic (Train, 2009).
Another major limitation of the RCmodel is the computational complexity of using it for
distribution parameter estimation. In our applications, the RC model took approximately
ten times longer than the MNL model to estimate the relevant parameters. This has two
important implications. First, we cannot use the RC model to study large networks without
drastic sampling (see Section 7.1). Second, we also need to consider a “convenient” choice
parameter distribution because the computational complexity depends on the distribution
of the choice parameters. The number of convenient distributions may also be limited,
as many researchers desire to use existing statistical packages, and most such packages
only allow parameters to have normal, log-normal, uniform, or triangular distributions
(Croissant, 2012; Hole, 2007). Given this convenience,we choose to use these distributions
for our considerations with the RC model. In theory, the RC model is applicable in more
general settings, but it will be helpful for them to be implemented in statistical packages.
In the RC model, we obtain distributions of the choice parameters, instead of point
estimates. Unfortunately, it is difficult to directly interpret the qualitative nature of these
distributions. In Sections 6.4.1, 6.4.2, 7.3.1, and 7.3.2, we examined different approaches
for interpreting distributions of the choice parameters.
The limitations that we have just discussed and the assumptions that we discussed in
Section 4.1 inform us about the applicability of the RC model. We posit that the RC model
is particularly appropriate for directed, unweighted networks in which a large number of
nodes have an out-degree that is larger than 1, the preferences are heterogeneous across
nodes, and the choice set is heterogeneous across nodes. These features are common
to many networks (Newman, 2018). The RC model is also particularly appropriate for
networks in which it is possible to construct the choice set for each node. Small networks
(see Section 6) or networks in which nodes appear in a sequential order (see Section 7) are
examples of such networks. In the RC model, we assumed that edge formation is affected
by deterministic features, and we expect the RC model to be applicable when the features
that we seek to study are plausibly deterministic.
9 Conclusions and Discussion
We employed discrete-choice models to study network formation. We argued that the
repeated-choice (RC) mixed logit model is more appropriate than the previously employed
multinomial logit (MNL) model for studying network formation, and we illustrated this
view with case studies of both synthetic and empirical networks. A key difference between
the MNL and the RC is that the RC model allows heterogeneous choice parameters.
We also highlighted several characteristics of the RC model that make it well-suited to
studying network formation. In particular, the RC model can account for heterogeneity
in the “preferences” of nodes that are associated with network’s structure. Moreover, the
existing literature on discrete-choice models provides tools for estimation, testing, and
parameter selection in the RC model.
We considered case studies with both synthetic and empirical networks. We applied the
RC model to synthetic networks in the form of an ensemble of random graphs. Using
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this example, we illustrated that the RC model can produce accurate estimates of either
homogeneous or heterogeneous “preferences” of the nodes of a network. We also applied
the RC model to a small friendship network and a large patent citation network, and we
compared our results from the RC model with those from the MNL model. In the latter, we
also compared results from a variety of sampling procedures, which we needed to employ
because of the significant computational cost of the RC model. In this comparison, we
obtained qualitative results that are largely robust with respect to these different sampling
procedures.
In Section 5.4.2, we discussed a statistical test to determine whether the choice parame-
ters are random or deterministic. We did not fully develop the test in this paper. Moreover,
as we discuss in Section A.2, the test may yield incorrect results. Investigating these errors
and further developing the test is an important avenue for future research.
An important limitation of the RC model is that it is computationally expensive. In this
paper, we were restricted to using “convenient” distributions for choice parameters and
needed to sample large networks very drastically to be able to study them. Future research
in computation and simulation methods is necessary to be able to employ a larger set of
distributions for choice parameters and study large networks without such sampling. Over-
goor et al. (2020) recently proposed a technique to improve the computational efficiency of
MXmodels. Another potential approach is to attempt to use Gibbs sampling (Lynch, 2007)
to estimate posterior distributions of the choice parameters.
Attachmentmodels are a popular and important type of networkmodel (Newman, 2018),
and it is worth developing approaches like the present one further to obtain insights into
the properties of networks that are produced by such generative models. Given empirical
network data, it will be particularly interesting to try to use such approaches to help infer
which mechanisms may have produced it.
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A Appendix
A.1 Random Parameters
In Section 5.4.1, we showed results of applying the MNL model on a network (which we
call a “sampled network”) that was generated using the RC model described in Section 5.
In this section, we provide summary statistics of our results from applying the MNL model
on a set of 50 networks that were independently generated using the RC model. The model
specification for the MNL model is the same as in Sections 5.1 5.4.1. We show our results
in Table A 1.
The central values (both mean and median) are similar in magnitude to the estimated
values of the sampled network, suggesting that the sampled network is not an outlier. The
small standard errors suggest that the results from Section 5.4.1 are reflective of most of
the networks in the ensemble.
A.2 Deterministic Parameters
In Section 5.4.2, we showed the results of applying the MNL model and RC model on a
sampled network that generated using the MNL model described in Section 5.4. In this
section, we provide summary statistics of the results of applying the MNL model and the
RC model on a set of 50 networks that were independently generated using the MNL
model. The model specification for the RC model and the MNL is the same as in Section
5.1. We show our results in Table A 2.
For all of the parameters, the central values (both mean and median) are similar in
magnitude to the estimated values of the sampled network, suggesting that the sampled
network is not an outlier. The small standard errors of β1, β2, m1, and m2 support the
results — that the RC model gives accurate estimates of the parameters when we generate
data using the RC model — that we observed in Section 5.4.2.
However, the standard errors for s1 and s2 are relatively large. Given the large standard
deviation values, the test that we ran in 5.4.2 suggests that the parameters are random.
Specifically, for approximately 40% of the networks in our simulations, the test suggests
that the parameters are random. Because the parameters are deterministic (by construction),
the test leads us to an incorrect conclusion for these networks. We do not study this test in
a formal mathematical way in the present paper; further development of it is an important
avenue for future research.
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Table 1. Summary Statistics of the Estimated Values of the Distribution Parameters
for the Synthetic Networks that we Described in Section 5.3. The first column specifies
the distribution parameters, the second column gives the true values of the parameters,
the third column gives the mean estimated values of the parameters, the fourth column
gives the median estimated values of the parameters, the fifth column gives the minimum
estimated values of the parameters, the sixth column gives the maximum estimated values
of the parameters, and the last column gives the standard errors of the estimated values of
the parameters.
Parameter True Value Mean Median Minimum Maximum Standard Error
m1 3 2.975 2.977 2.748 3.240 0.100
s1 2 2.035 2.033 1.771 2.284 0.042
m2 0 0.002 −0.004 −0.097 0.103 0.093
s2 1 1.004 1.002 0.898 1.147 0.050
Table 2. Point Estimates from the MNL Model for the Synthetic Networks that we
Described in Section 5.3. The first column specifies the parameters, the second column
gives the estimated values of the parameters, the third column gives the standard errors of
these estimates, and the last column gives the p-values. For values that are larger than the
p-value, the coefficient is significantly different from 0.
Parameter Coefficient Standard Error p-value
β1 1.9258 0.0094 < 0.001
β2 0.8052 0.0038 < 0.001
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Table 3. Point Estimates from the MNL Model (with Parameters β1n and β2n) and the
RC Model (with Parameters m1, m2, s1, and s2) for the Synthetic Networks that we
Generated using the MNL model that we Described in Section 5.4.2. The first column
specifies the distribution parameters, the second column gives the estimated values of the
parameters, the third column gives the standard errors of these estimates, and the last
column gives the p-values. For values that are larger than the p-value, the coefficient is
significantly different from 0.
Parameter Coefficient Standard Error p-value
β1 −0.988 0.035 < 0.001
∗∗∗
β2 2.963 0.045 < 0.001
∗∗∗
m1 −0.807 0.108 < 0.001
∗∗∗
s1 −0.054 0.321 0.866
m2 1.015 0.051 < 0.001
s2 0.084 0.139 0.546
‘***’, ‘**’, ‘*’, and ‘•’ represent statistical significances of 0, 0.1%, 1%, and 5%, respectively. The
absence of asterisks or ‘•’ indicates that the parameters are not significantly different from 0.
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Table 4. Results from the RC Model for the Girl Friendship Network that we
Described in Section 6. The first column specifies the distribution parameters, the second
column gives the estimated values of the parameters, the third column gives the standard
errors of the estimates, and the last column gives the p-values. For values that are larger
than the p-value, the coefficient is significantly different from 0.
Parameter Coefficient Standard Error p-value
m1 −0.2339 0.1379 0.090 •
s1 0.1945 0.5316 0.7145
m2 0.1443 0.2706 0.5937
s2 0.8810 0.3565 0.1344
∗
m3 −1.2419 0.3431 0.0003
∗∗∗
s3 0.7396 0.4481 0.098 •
m4 0.5461 0.3760 0.1464
s4 1.6423 0.6261 0.0087
∗∗
‘***’, ‘**’, ‘*’, and ‘•’ represent statistical significances of 0, 0.1%, 1%, and 5%, respectively. The
absence of asterisks or ‘•’ indicates that the parameters are not significantly different from 0.
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Table 5. Results from the RC model for the Patent Citation Network that we
Described in Section 7. The first column specifies the distribution parameters, the second
column gives the estimated values of the parameters, the third column gives the standard
errors of these estimates, and the last column gives the p-values. For values that are larger
than the p-value, the coefficient is significantly different from 0.
Parameter Coefficient Standard Error p-value
m1 −1.4749 0.0269 < 0.0001
∗∗∗
s1 1.5329 0.0096 < 0.0001
∗∗∗
m2 1.0956 0.0121 < 0.0001
∗∗∗
s2 0.1017 0.0063 < 0.0001
∗∗∗
m3 −0.0090 0.0031 0.0042
∗∗
s3 1.3045 0.0245 < 0.0001
∗∗∗
cor12 −0.1730 0.1064 0.1042
cor23 0.2058 0.2426 0.3962
cor13 −0.0275 0.02756 0.3188
‘***’, ‘**’, ‘*’, and ‘•’ represent statistical significances of 0, 0.1%, 1%, and 5%, respectively. The
absence of asterisks or ‘•’ indicates that the parameters are not significantly different from 0.
Table 6. Median Values of the Choice Parameters for the Patent Citation Network
that we Described in Section 7. The first column specifies the choice parameters, and the
second column gives their median values.
Choice Parameter Median
β1n 0.2287
β2n 2.9909
β3n −0.009
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Table 7. Estimated Parameters for the Patent Citation Network that we Described in
Section 7 for 1975, 1980, 1985, 1990, and 1995. We specified the indicated parameters in
Section 7.2.
(1) (2) (3) (4) (5)
Year 1975 1980 1985 1990 1995
m1 −1.474
∗∗∗−1.182∗∗∗−1.139∗∗∗−1.160∗∗∗−1.250∗∗∗
s1 1.533
∗∗∗ 1.521∗∗∗ 1.530∗∗∗ 1.546∗∗∗ 1.436∗∗∗
m2 1.096
∗∗∗ 1.064∗∗∗ 0.887∗∗∗ 0.817∗∗∗ 0.734∗∗∗
s2 0.102
∗∗∗ 0.108∗∗∗ 0.084∗∗∗ 0.073∗∗∗ 0.068∗∗∗
m3 −0.001
∗∗∗−0.034∗∗∗−0.050∗∗∗−0.062∗∗∗−0.078∗∗∗
s3 1.305
∗∗∗ 1.225∗∗∗ 1.231∗∗∗ 1.227∗∗∗ 1.339∗∗∗
cor12 −0.173 −0.097 −0.028 −0.044 −0.008
cor13 −0.027 0.088
∗∗∗ 0.065∗∗∗ 0.013 −0.117∗∗∗
cor23 0.206 −0.046 0.050 −0.093 −0.168
∗
‘***’, ‘**’, ‘*’, and ‘•’ represent statistical significances of 0, 0.1%, 1%, and 5%, respectively. The
absence of asterisks or ‘•’ indicates that the parameters are not significantly different from 0.
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Table 8. Estimated Parameters for the Patent Citation Network that we Described
in Section 7 for Different Sampling Methods. In the first column, we give our baseline
sampling method with 10,000 new patents and 6 alternatives. In the second column, we use
other sampling methods to sample 10,000 new patents. In the third and fourth columns, we
sample 5,000 and 20,000 new patents, respectively; the number of alternatives is 6. In the
fifth column, we consider the same sampling method as in the first column, but we no
longer require the alternatives to be patents from the same technology category as the new
patent. We specified the model parameters in Section 7.2.
(1) (2) (3) (4) (5)
Number of New Patents 10,000 10,000 5,000 20,000 10,000
Number of Alternatives 6 3 6 6 6
Restricted Alternatives Yes Yes Yes Yes No
m1 −1.474
∗∗∗−1.299∗∗∗−1.360∗∗∗−1.469∗∗∗−1.308∗∗∗
s1 1.533
∗∗∗ 1.524∗∗∗ 1.496∗∗∗ 1.510∗∗∗ 0.965∗∗∗
m2 1.096
∗∗∗ 1.274∗∗∗ 1.112∗∗∗ 1.078∗∗∗ 1.963∗∗∗
s2 0.102
∗∗∗ 0.111∗∗∗ 0.093∗∗∗ 0.101∗∗∗ 0.093∗∗∗
m3 −0.009
∗∗ −0.003 −0.007 −0.005∗ −0.005
s3 1.305
∗∗∗ 1.281∗∗∗ 1.287∗∗∗ 1.298∗∗∗ 1.032∗∗∗
cor12 −0.173 −0.129 −0.216 −0.160
∗ −0.127
cor13 −0.027 −0.270
∗∗∗ −0.033 −0.339 0.006
cor23 0.206 0.145 0.178 0.073 −0.053
‘***’, ‘**’, ‘*’, and ‘•’ represent statistical significances of 0, 0.1%, 1%, and 5%, respectively. The
absence of asterisks or ‘•’ indicates that the parameters are not significantly different from 0.
ZU064-05-FPR main10-arxiv 1 July 2020 1:54
Network Science 37
Table 9. Point Estimates of the Choice Parameters from the MNL Model for the
Patent Citation Network that we Described in Section 7. The first column specifies the
distribution parameters, the second column gives the estimated values of the parameters,
the third column gives the standard errors of these estimates, and the last column gives the
p-values. For values that are larger than the p-value, the coefficient is significantly different
from 0.
Parameter Coefficient Standard Error p-value
β1 0.2004 0.0040 < 0.0001
∗∗∗
β2 2.1422 0.0161 < 0.0001
∗∗∗
β3 −0.0186 0.0022 < 0.0001
∗∗∗
‘***’, ‘**’, ‘*’, and ‘•’ represent statistical significances of 0, 0.1%, 1%, and 5%, respectively.
Table A1. Summary Statistics of the Estimated Values of the Choice Parameters from
the MNL Model for the Synthetic Networks that we Described in Section 5.2. The first
column specifies the distribution parameters, the second column gives the mean estimated
values of the parameters, the third column gives the median estimated values of the
parameters, the fourth column gives the minimum estimated values of the parameters, the
fifth column gives the maximum estimated values of the parameters, and the last column
gives the standard errors of these estimated values.
Parameter Mean Median Minimum Maximum Standard Error
β1 1.845 1.844 1.424 2.310 0.227
β2 0.806 0.807 0.573 0.966 0.085
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Table A 2. Summary Statistics of the Estimated Values of the Choice Parameters
from the MNL and the RC Models for the Synthetic Networks that we Described
in 5.1. The first column specifies the distribution parameters, the second column gives
the mean estimated values of the parameters, the third column gives the median estimated
values of the parameters, the fourth column gives the minimum estimated values of the
parameters, the fifth column gives the maximum estimated values of the parameters, and
the last column gives the standard errors of these estimated values.
Parameter Mean Median Minimum Maximum Standard Error
β1 −1.010 −1.014 −1.324 −0.754 0.114
β2 3.035 3.053 2.716 3.486 0.142
m1 −1.020 −1.020 −1.341 −0.773 0.115
s1 0.053 0.063 −0.363 0.495 0.236
m2 1.122 1.130 1.000 1.251 0.049
s2 0.041 0.028 −0.101 0.208 0.079
