Abstract| The search for low autocorrelated binary sequences is a classical example of a discrete frustrated optimization problem. We demonstrate the e ciency of a class of evolutionary algorithms to tackle the problem. A suitable mutation operator using a preselection scheme is constructed and the optimal parameters of the strategy are determined.
. Furthermore, ultrametricity analysis and a comparison of these results with the few analytical results available con rmed that the search for the least autocorrelated binary sequence (LABS) resembles the search of the needle in the haystack. LABS also provides a nice example of a frustrated problem. For this class of problems, for example the TSP or spin-glass systems, several contradictory requirements need to be optimized. In fact the search for LABS is equivalent to the search for the ground state of an Ising-spin system with long-range 4-spin interaction 2]. For low temperatures the escape time from local extrema grows dramatically and the system shows a spin-glass behavior, as explained in 7] . Although the quick improvement of modern computers has lately allowed an exhaustive search for relatively high dimensions 6], 8], recent e orts have concentrated on still higher values thus enlarging the search space to more than 10 30 , for which an exhaustive search is impractical.
II. LABS
The optimization problem can be introduced as follows: let us consider a binary sequence of length L s = fs 1 ; s 2 ; : : :; s L g ;
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The quadratic sum of all autocorrelation functions
is called energy because of the relation to an Ising-spin system with long-range 4-spin interaction (cf. 2]). The aim of nding sequences with low autocorrelation can then be formulated in two di erent ways: one either searches for low values of maxfjR k jg or maximizes the so called merit factor F = L 2 2E : (4) The merit factor, which will be used as tness function throughout this work, was introduced by Golay 4 ] as a qualitative measure for a sequence on the grounds that it lends itself to better analytical treatment. It is also closely related to the signal-to-noise ratio used in signal processing applications 1].
All sequences can be divided into equivalence classes, if one considers that the operations of inversion (s i := ?s i ) and reversal (s i := s L?i ) leave the R k , and therefore F, unchanged. For odd L, only the particular subclass of the skew-symmetric sequences is usually considered. Ful lling s n+i = (?1) i s n?i ; n = (L + 1)=2 (5) for i = 1; : : :; n ? 1, these sequences have the property that R k = 0 for all odd k. Since in the skew-symmetric case the right half of the sequence is determined by the left half, the problem of nding the best skew-symmetric sequence for length L is only as tedious as nding the general LABS for (L + 1)=2. For a given L, the energies E of any pair of sequences di er by multiples of 4. For two skewsymmetric sequences, the energy di erence is a multiple of 8. This leads to a further discretization of the merit factor F. Though most authors have concentrated on odd lengths using the skew-symmetric sequences as a sieve, there is no guarantee that the best sequences for odd L are skewsymmetric. Known exceptions are, to date, L = 19, 23, 25, 31, 33, 35, and 37 (cf. 6]). The advantage of restricting the search to skew-symmetric sequences can be seen by comparing the density of states for skew-symmetric and normal sequences (Figure 1) . For large tness, the number of local maxima is decreasing exponentially, and numerical tests discussed in section IV show that maxima are well separated, making the search landscape similar to a golf course with its isolated holes as optima. Because each autocorrelation function R k contributes quadratically to the energy E (3), a single large R k can reduce the tness of a sequence drastically. The R k are not independent and therefore each change in the sequence leading to an improvement of a certain R k will modify the other R k as well. This is the feature of what is normally called a frustrated problem, characterized by a rough landscape where local maxima are many, steep and narrow.
The tness uctuations in a Hamming-one neighborhood around a local maximum are shown in the right graph of Figure 2 . The left graph shows the tness of sequences obtained by inversion of up to all bits, starting from the locally optimal one. The tness decreases rapidly with the Hamming distance from the maximum, hinting at the narrowness of the local optimum.
The LABS problem gained international scienti c recognition thanks to the works of Golay 1], 4], 9], 10], where the assumption that the R k are normally distributed (the so called ergodicity hypothesis) brought about an analytical approximation for the partition sum, thus leading to an estimate for the probability distribution of F and the largest possible F for given L. The probability distribution decays exponentially for large F hinting again at the di culty of the problem 11]. This approach was later improved in 2], where the analytical predictions and the results from simulated annealing were compared, and doubts were cast about the possibility of reaching values substantially higher than 6 for L 100 with any stochastic iterative improvement method. In 8], the statistical analysis of Golay was applied to the skew-symmetric subspace in order to compare the theoretical estimates with the data from an exhaustive search for L = 55. The authors concluded that the ergodicity hypothesis provides a reasonable estimate for high F.
A serious attempt to apply evolutionary optimization Among the diversity of EAs we will concentrate on the so called evolution strategies (ES) ( ; ) and ( + ) 14]. Starting from a parent-population of individuals, children are created by mutation. Each child is generated by mutating one parent that is chosen at random out of the parent-population. After that a selection process follows. In case of the comma strategy, the children with highest tness form the next generation. In the case of the plus strategy, the best individuals out of the set of the parents and the children form the next generation. In the case of the plus strategy, the best individual is always taken into the next generation and therefore the tness of the best individual is non-decreasing.
Given the large number of local maxima, comma strategies seem to be more appropriate to the LABS problem 16]. There is no general rule for setting the optimal values for and . For the LABS problem, we will give estimations in section III-C.
Because of the long range correlations and the quadratic structure of the tness function, we decided not to use any recombination operator to generate an o spring out of parts of t sequences. Only a complex and computationally expensive procedure might prevent changes in long correlations to outweigh gains with short ones.
B. Mutation Operator
The ( ; ) strategies do not require any speci c genetic representation nor any particular mutation operator (MO). By MO we mean any procedure, which modi es a parent individual in order to create an o spring. MOs can be more or less disruptive and more or less independent from the nature of the task being optimized. For several problems though (cf. 16]) it is desirable to exploit all the knowledge available for contriving a MO, which is not as blind as mutation in nature but goes instead in a speci c direction.
The simplest MO for LABS generates the new sequence by ipping one bit, chosen at random, in the old sequence. We call this the 1-ip MO. This operator can be improved in several ways. We found it advantageous to ip more than one bit at once and to make a preselection of the created individuals. As the energy of a sequence is determined by the square of the R k it is especially advantageous to eliminate large R k . Therefore we do not consider the full tness function F but we demand that the elements of a certain subset of m especially large R k be diminished. We select each of these R k by taking the greatest out of t randomly chosen R k . After the set of R k to be reduced has been determined, we ip n > 1 bits at random and check whether all R k in the subset have been reduced. In this case, we accept this sequence. Otherwise, we reject it and mutate the original sequence again. If s max trials are unsuccessful we accept such a sequence as well. The strategy has the advantage that a certain directionality is imposed on the mutation process compared to the complete randomness of the 1-ip operator.
We obtained the best results by setting n = 2; m = 2; t = L=4, and s max L. We refer to this setting as the preselective mutation operator (PMO).
The preselection scheme tackles the frustration by fullling some requirements rst without concerning about others that are only given attention in the nal selection step. In this sense it shares some features of the democratic optimization method recently introduced in 5].
C. Measures for Population Diversity
The e ciency of an ES depends on the MO but also on the choice of and . A high value for can become computationally expensive, whereas setting it too low would not guarantee an e ective scanning of the neighborhood. Using comma strategies in combination with the PMO, we studied the number of di erent sequences N F with a tness above a certain threshold F. To do a reasonable comparison for di erent at given , we determined this number using a xed limit of tness evaluations (number of generations times ).
The results shown in Figure 3 larger than this value, two rather di erent dynamics are obtained, as can be seen from Figure 4 and 5, where the tness of the best individual in the population is plotted against the generation number. For small , one observes a stochastic pattern (Figure 4) . For large (Figure 5 ), one nds a highly correlated pattern showing the repeated occurrence of certain tness levels.
The repeated creation of the same locally optimal sequences is common to several EAs in discrete spaces 16], when reproduction chances are increased. To verify that this can explain the quantized dynamic shown in Figure 5 and to give a quantitative description of this phenomenon, we consider the probability p g , that the ttest individual in the population already occurred as such in any of the previous g generations. The upper plot in Figure 6 shows measurements of p g for di erent values of and g. Fig. 6 . The upper graph shows the probability pg( ) that the ttest individual had already occurred as such in the g previous generations. All values were averaged over the last 5000 generations of 100 separate simulations, using the PMO for L = 101 and = 10. In the middle graph, p 200 ( ) is plotted as function of in order to estimate the total reoccurrence probability. The signi cant increase shows that raising does not necessarily lead to a more successful strategy, whereas the average number of different sequences within the population N D shown in the lower graph changes only slightly with increasing .
The reoccurrence probability is signi cantly increased for high . Note by studying the slope of the curves that the biggest contributions are generated at g = 1 and g = 2. Therefore, for large enough, the chances that the ttest individual in the actual population will be found again in at most two generations are considerably high, thus explaining the quantized tness of Figure 5 . The slope of the curves decreases with g indicating that longer cycles of ttest sequences become more and more unlikely.
In the second graph of Figure 6 , we plotted p 200 as a function of in order to use it as an estimate for the total probability for the reoccurrence of the ttest individual. If > 150 the reoccurrence probability increases signi cantly and the above mentioned e ect becomes dominant causing a decrease in e ciency.
Furthermore, additional investigations of the population diversity showed that the number of di erent sequences within the same generation N D decreases only slowly, starting almost at the upper limit of N D = = 10 for small and then gradually decreasing to 8:0 at = 400 even if measured over a relatively large number of generations, 10 5 . Therefore, we do not consider the modest increase in number of duplicate individuals as the main cause for the performance decrease shown in Figure 3 .
We use the peak in the same gure to de ne the optimal value of . This opt can be determined for other values of and for di erent MOs with the same technique, as shown in Figure 7 for the PMO and for operators ipping randomly 1 and 2 bits. The slope of the graphs is related to the average size of the neighborhood that can be reached in one mutation, and for all three MOs, one nds a nearly linear dependence. The biggest neighborhood is generated by the 2-ip operator, whereas in case of one ip, the much smaller neighborhood corresponds to a reduced slope. The PMO also ts in this scheme since the preselection procedure leads to a reduction of the e ective neighborhood but still allows comparatively large jumps in Hamming space. 
IV. Results
A comparison of N F between the PMO and the other two MOs taken into consideration, shows that the PMO performs remarkably better. Setting = 10 and = opt for the 1-bit ip, 2-bit ip and the PMO and considering 2 10 6 tness evaluations, one obtains N 5:0 = 38, 6 and 153 respectively. The greater number of t sequences found by using the PMO, con rms the advantage of employing a preselection scheme. The results obtained with it ( = 10 and L) up to 2 10 6 generations are shown in table I. Due to the nondeterministic character of the ES, the size of the search space and roughness of the tness function, the results strongly depend on the initial conditions, making it unlikely to reobtain the best values in every run. For all values of L tness values to date were improved or reproduced by our strategy. In Figure 8 the results are compared with an approximation for largest possible tness 9] of skewsymmetric and general sequences. The values found for odd L from 101 to 121 are close to these predictions. For L over 121 momentous improvements were achieved. According to the approximation for the distribution of tness values given in 2], for L = 201 the sequence with F = 7:46 is 2 10 6 times rarer than the one with F = 6:29 found in 6]. For L = 100, which is as tedious as L = 201 when exploiting skew-symmetry, we found the sequence shown in table II with F = 7:84, which is a signi cant improvement compared to F = 6:39 in 12]. According to the approximation for the distribution of tness values there are only 4000 sequences with tness equal or higher within the 2 100 1:3 10 30 possible ones. A purely stochastic sampling procedure with the same amount of tness evaluations (2 10 10 ) would nd less than 10 ?16 such sequences.
Flipping two bits at a time is a compromise between the two aims of generating t o springs and sampling the con guration space e ciently. When ipping too many bits at once only mediocre o springs are generated and thus the method degenerates to a random search. The probability of escaping from the many local maximacharacterizing this search space increases dramatically by ipping several bits at a time. The impossibility of nding better sequences when exhaustively searching the neighborhood of higherthan-average sequences for up to 5 bits (F > 7, L = 100) also suggests the same conclusion. We have shown how ES can be successfully applied to the LABS problem. Checking the diversity between successive populations allowed the empirical determination of the most suitable values for the optimization parameters of the strategy. The particular form of the tness was exploited to construct a mutation method more likely to bridge the large distances between di erent local maxima. The selection procedure used in the ES is based on a computationally cheap preselection scheme that helps to handle the frustration of the problem.
