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Abstract
Let H be a Hilbert space, L(H) the algebra of bounded linear operators on H and W ∈ L(H) a positive
operator such that W 1/2 is in the p-Schatten class, for some 1 ≤ p <∞. Given A,B ∈ L(H) with closed
range and C ∈ L(H), we study the following weighted approximation problem: analize the existence of
min
X∈L(H)
‖AXB − C‖p,W , (0.1)
where ‖X‖p,W = ‖W
1/2X‖p. We also study the related operator approximation problem: analize the
existence of
min
X∈L(H)
(AXB − C)∗W (AXB − C), (0.2)
where the order is the one induced in L(H) by the cone of positive operators. In this paper we prove that
the existence of the minimum of (0.2) is equivalent to the existence of a solution of the normal equation
A∗W (AXB − C) = 0. We also give sufficient conditions for the existence of the minimum of (0.1) and
we characterize the operators where the minimum is attained.
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1. Introduction
In signal processing language, sampling is an operation which converts a continuous signal (modelled
as a vector in an adecuate Hilbert space H) into a discrete one.
Frequently the samples of a signal f ∈ H are represented in the the following way: given a frame
{vn}n∈N ⊆ H of a closed subspace S, called the sampling subspace, the samples are given by {fn}n∈N =
{〈 f, vn 〉}n∈N ∈ ℓ
2(N). On the other hand, given samples {fn}n∈N ∈ ℓ
2(N), the reconstructed signal fˆ is
given by fˆ =
∑
n∈N fnwn, where {wn}n∈N is a frame of the closed subspace R, called the reconstruction
subspace.
Suppose that, A and B are the synthesis operators corresponding to the frames {wn}n∈N and {vn}n∈N,
respectively, i.e. A,B : ℓ2(N)→ H are the operators such that, if x = {xn}n∈N ∈ ℓ
2(N), Ax =
∑
n∈N xnwn
and Bx =
∑
n∈N xnvn, which are bounded since {vn}n∈N and {wn}n∈N are frames. Observe that, the
samples of f are given by {fn}n∈N = B
∗f and, given samples {fn}n∈N the reconstructed signal is given
by fˆ = A({fn}n∈N), see [13], [25].
If we only know the samples of a signal {fn}n∈N ∈ ℓ
2(N), in general it is not possible to recover the
signal f ∈ H, even if we apply a digital filter (a bounded linear operator X : ℓ2(N) → ℓ2(N)) to these
samples. But, in some cases it is possible to find a good representation of the signal f ∈ H, i.e., a recovered
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signal fˆ = AXB∗f that has good properties. For instance, in the classical sampling scheme (where
sampling and reconstruction subspaces coincide) it is possible to reconstruct the best approximation
of the signal f , i.e., it is possible to find X such that AXB∗ = PS and then fˆ = PSf , where PS is
the orthogonal proyection onto S = R = R(A). Another interesting example, where the sampling and
reconstruction subspaces may not coincide, is the so called consistent sampling scheme, where the samples
of the reconstructed signal fˆ are equal to the samples of the original signal f , i.e. B∗fˆ = B∗f , in this
case X is such that Q = AXB∗ turns out to be an oblique projection. Consequently, the reconstructed
signal fˆ is not necessarily a good approximation of f , since the distance ‖f − fˆ‖ = ‖f −AXB∗f‖ is not
minimized. Now suppose we want to find a digital filter X ∈ ℓ2(N)→ ℓ2(N) such that AXB∗f is a good
approximation of f in R(A) = R, i.e. we want that AXB∗ approximates PR in some sense. For instance,
we may want to find X0 : ℓ
2(N)→ ℓ2(N) a bounded linear operator, such that, for every f ∈ H
‖(AX0B
∗ − PR)f‖ ≤ ‖(AXB
∗ − PR)f‖,
for every X ∈ L(H) (the algebra of linear bounded operators on H). This means that, we are interested
in the following problem,
min
X∈L(ℓ2(N))
(AXB∗ − PR)
∗(AXB∗ − PR),
with the order induced in L(H) by the cone of positive operators.
Alternatively, we can approximate PR in some convenient operator norm. For example, in the finite
dimensional setting, it is usual to consider the Frobenius norm; the associated problem becomes studying
the existence of
min
X∈L(ℓ2(N))
‖AXB∗ − PR‖2,
where ‖ · ‖2 is the Frobenius norm.
In this work we are interested in studying an extension of these problems. More specifically, given
A,B ∈ L(H) with closed range, C ∈ L(H), W ∈ L(H) positive, we study the existence of
min
X∈L(H)
(AXB − C)∗W (AXB − C), (1.1)
with the order induced in L(H) by the cone of positive operators. If W also satisfies that W 1/2 ∈ Sp, the
p-Schatten class (for some p with 1 ≤ p <∞), consider the seminorm associated to W ,
‖X‖p,W = ‖W
1/2X‖p,
for X ∈ L(H). We study the existence of
min
X∈L(H)
‖AXB − C‖p,W . (1.2)
We are also interested in giving a characterization of the set of solutions of these problems.
There are several examples of these minimization problems, in [11] a similar problem related with
frame theory is studied, in [15] the existence of minimum of ‖AX − I‖p in the finite dimensional setting
is given. In [18], [17], [20], [21] and in [5], the existence of minimum of ‖AX−C‖p in Hilbert spaces, with
suitable hypotesis to warrant that AX − C ∈ Sp, was studied using differentiation techniques and also
in [14], where a connection between p-Schatten norms and the order in L(H)+ (the cone of semidefinite
positive operators) is established. In [7], the existence of minimum of ‖AX−C‖p,W in Hilbert spaces was
stated, however the introduction of an operator B ∈ L(H) with closed range, produces notable differences
in the final results.
The existence of minimum of ‖AXB−C‖p in Hilbert spaces, with suitable hypotesis to warrant that
AXB−C ∈ Sp, was studied in [19] and in [17] using differentiation techniques. In [6], a characterization
of the critical points (and equivalently the global minima) of the map ‖AXB−C‖pp is given. However, the
introduction of a weightW ∈ L(H)+ plays an important role, since we are introducing on H a semi-inner
product associated to W for which H is no longer a Hilbert space, unless W is invertible.
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The contents of the paper are the following. In section 2, the concept of W -inverse of an operator
A in the range of an operator B is introduced, together with some properties. Some results of shorted
operators and compressions are stated. Also, definitions and properties of directional derivatives are
included.
In section 3, we study problem (1.1). We prove that if N(B) ⊆ N(A∗WC) then the infimum of
the set {(AXB − C)∗W (AXB − C) : X ∈ L(H)} (where the order is the one induced by the cone of
positive operators) exists and it is equal to C∗W/R(A)C, where W/R(A) is the shorted operator of W to
R(A). We also prove that the minimum of the previous set exists if and only if N(B) ⊆ N(A∗WC) and
R(C) ⊆ R(A) +W (R(A))⊥. Moreover, we prove that an operator X0 minimize this problem, if and only
if X0B is a W -inverse of A in R(C).
In section 4, it is shown that if W 1/2 is in the p-Schatten class, for some 1 ≤ p < ∞, then if
N(B) ⊆ N(A∗WC) and R(C) ⊆ R(A)+W (R(A))⊥, then the minimum of the set {‖W 1/2(AXB−C)‖p :
X ∈ L(H)} exists. In Lemma 4.2, we give a characterization of the critical points (and equivalently the
global minima) of the map ‖AXB − C‖pp,W , which is similar to the one considered in [6], with the
introduction of a weight W such that W 1/2 is in the p-Schatten class, for some 1 ≤ p < ∞. If p = 2 or
alternatively 1 ≤ p < ∞ and N(B) ⊆ N(A∗WC), it is proven that the existence of the minimum of the
previous set is equivalent to the existence of solution of the normal equation A∗W (AXB − C)B∗ = 0.
Finally, some examples are given to show that, in general, the existence of the minimum of the previous
set is not equivalent to the existence of the solution of the presented normal equation, showing that in
[19, Theorem 4.1] additional hypothesis should be added.
2. Preliminaries
Throughout H denotes a separable complex Hilbert space, L(H) is the algebra of bounded linear
operators from H to H, and L(H)+ the cone of semidefinite positive operators. GL(H) is the group of
invertible operators in L(H), CR(H) is the subset of L(H) of all operators with closed range. For any
A ∈ L(H), the range and the nullspace of A are denoted by R(A) and N(A) respectively. Finally, A†
denotes the Moore-Penrose inverse of the operator A ∈ L(H). For A,B ∈ L(H)+, A ≤ B if B − A ∈
L(H)+.
Given a closed subspace M, PM denotes the orthogonal projection onto M. Also, Q denotes the
subset of L(H) of oblique projections, i.e. Q = {Q ∈ L(H) : Q2 = Q}.
Given W ∈ L(H)+, 〈x, y 〉W = 〈Wx, y 〉 , x, y ∈ H defines a semi-inner product on H. There is also
a seminorm associated to W, namely ‖x‖2W = 〈Wx, x 〉 , x ∈ H.
The W -orthogonal complement of S ⊆ H is given by
S⊥W = {x ∈ H : 〈Wx, y 〉 = 0, y ∈ S} =W−1(S⊥).
We now give the definitions of W -least squares solution of the equation Az = x.
Definition. Given A ∈ CR(H), W ∈ L(H)+ and x ∈ H, u ∈ H is a W -least squares solution or W -LSS
of Az = x, if
‖Au− x‖W ≤ ‖Az − x‖W , for every z ∈ H.
The next theorem describes some properties of the W -least squares solutions of Az = x.
Theorem 2.1. Given A ∈ CR(H), W ∈ L(H)+ and x ∈ H, there exists a W -LSS of Az = x if and only
if x ∈ R(A) +R(A)⊥W .
Proof. See [10].
In [22] S. K. Mitra and C. R. Rao introduced the notion of the W -inverse of a matrix. Observe that,
in this setting it holds H = R(A) + R(A)⊥W , because H is a finite dimensional space, [9]. This concept
was extended to operators in [8] and in [7].
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Definition. Given A ∈ CR(H), B ∈ L(H) and W ∈ L(H)+, X0 ∈ L(H) is a W -inverse of A in R(B), if
for each x ∈ H, X0x is a W -LSS of Az = Bx, i.e.
‖AX0x−Bx‖W ≤ ‖Az −Bx‖W , for every x, z ∈ H.
When B = I, X0 is called the W -inverse of A. See [8].
Theorem 2.2. Given A ∈ CR(H), B ∈ L(H) and W ∈ L(H)+, the following conditions are equivalent:
i) The operator A admits a W -inverse in R(B),
ii) R(B) ⊆ R(A) +R(A)⊥W ,
iii) the normal equation A∗W (AX −B) = 0 admits a solution.
Proof. [7, Theo 2.4].
Corollary 2.3. If R(B) ⊆ R(A) + R(A)⊥W , then the set of W -inverses of A in R(B) is the set of
solutions of the equation A∗W (AX −B) = 0, or equivalently the affine manifold
(A∗WA)†A∗WB + {L ∈ L(H) : R(L) ⊆ N(A∗WA)}.
Given W ∈ L(H)+ and a closed subspace S ⊆ H the notion of shorted operator of W to S, was
introduced by M. G. Krein in [16] and later rediscovered by W. N. Anderson and G. E. Trapp who
proved in [3], that the set {X ∈ L(H) : 0 ≤ X ≤W and R(X) ⊆ S⊥} has a maximum element.
Definition. The shorted operator of W to S is defined by
W/S = max {X ∈ L(H) : 0 ≤ X ≤W and R(X) ⊆ S
⊥}.
The S-compression WS of W is defined by
WS =W −W/S .
For many results on the notions of shorted operators, the reader is referred to [2] and [3].
Next we collect some results regarding W/S and WS which are relevant in this paper.
Theorem 2.4. Let W ∈ L(H)+ and S ⊆ H a closed subspace. Then
i) W/S = inf {E
∗WE : E2 = E, N(E) = S}; in general, the infimum is not attained,
ii) R(W ) ∩ S⊥ ⊆ R(W/S) ⊆ R(W
1/2) ∩ S⊥,
iii) N(W ) + S ⊆ N(W/S) =W
−1/2(W 1/2(S)),
iv) N(WS) =W
−1(S⊥) and W (S) ⊆ R(WS) ⊆W (S).
The reader is referred to [3] and [9] for the proof of these facts.
Definition. Let T ∈ L(H) be a compact operator. By {λk(T )}k≥1 we denote the eigenvalues of |T | =
(T ∗T )1/2, where each eigenvalue is repeated according to its multiplicity. Let 1 ≤ p <∞, we say that T
belongs to the p-Schatten class Sp, if ∑
k≥1
λk(T )
p <∞,
and we note
‖T ‖p = (
∑
k≥1
λk(T )
p)1/p,
where ‖ · ‖p is called the p-Schatten norm.
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The reader is referred to [23, 24] for further details.
Proposition 2.5. Let 1 ≤ p <∞, T ∈ L(H) and S ∈ Sp. If T
∗T ≤ S∗S then ‖T ‖p ≤ ‖S‖p.
Proof. [7, Prop 2.9]. See also [14, Prop 2.5], where a more general result is given.
The following theorem characterized the existence of solution of the equation AXB = C.
Theorem 2.6. Let A,B,C ∈ L(H). If R(A), R(B) or R(C) is closed, then the equation AXB = C
admits a solution if and only if R(C) ⊆ R(A) and R(C∗) ⊆ R(B∗).
In this case, the general solution of the equation AXB − C = 0 is
A†CB† + L−A†ALBB†,
for arbitrary L ∈ L(H).
Proof. See [4, Theo. 3.1].
Finally, we give a definition for the derivative of a real-valued function on a Banach space, that will
be instrumental to prove some results of this paper.
Definition. Let (E , ‖ · ‖) be a Banach space and f : E → R. Let φ ∈ [0, 2π) and h > 0, then the
φ−directional derivative of f at a point x ∈ E in direction y ∈ E is defined by
Dφf(x, y) = limh→0+
f(x+ heiφy)− f(x)
h
.
Observe that if f : E → R, f(x) = ‖x‖, then Dφf(x, y) is a subadditive, positive functional on E , such
that
|Dφf(x, y)| ≤ ‖y‖, for every x, y ∈ E .
See [12, Prop. 1.3].
Theorem 2.7. Let Gp : Sp → R
+, 1 ≤ p < ∞, Gp(X) = ‖X‖
p
p, and let X,Y ∈ Sp. Then, for all
φ ∈ [0, 2π),
i) for 1 < p <∞, Gp has a φ− directional derivative given by
DφGp(X,Y ) = p Re [e
iφtr(|X |p−1U∗Y )],
ii) for p = 1, G1 has a φ− directional derivative given by
DφG1(X,Y ) = Re [e
iφtr(U∗Y )] + ‖PN(X∗)Y PN(X)‖1,
where Re(z) is the real part of a complex number z, tr(T ) denotes the trace of the operator T and X =
U |X |, is the polar decomposition of the operator X, with U the partial isometry such that N(U) = N(X).
Proof. See [1, Theorem 2.1] and [12, Theorem 2.1].
Lemma 2.8. Let (E , ‖ · ‖) be a Banach space and f : E → R, such that f has a φ−directional derivative
for every φ ∈ [0, 2π), at every point x ∈ E and in every direction y ∈ E. If f has a global minimum at
x0 ∈ E , then
inf
0≤φ<2π
(Dφf(x0, y)) ≥ 0, for every y ∈ E .
Proof. See [20, Theorem 2.1].
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3. Minimization results in the operator order
In this section we study the first problem mentioned in the introduction: given A,B ∈ CR(H), C ∈
L(H),W ∈ L(H)+, we analize the existence of
inf
X∈L(H)
(AXB − C)∗W (AXB − C), (3.1)
with the order induced in L(H) by the cone of positive operators.
It was proven in [7, Prop. 4.2], that if A ∈ CR(H), C ∈ L(H) and W ∈ L(H)+, then
inf
X∈L(H)
(AX − C)∗W (AX − C) = C∗W/R(A)C.
Therefore,
(AXB − C)∗W (AXB − C) ≥ C∗W/R(A)C, for every X ∈ L(H). (3.2)
The next result provides a sufficient condition for the existence of the infimum in (3.1). From now on,
consider
H(X) = (AXB − C)∗W (AXB − C).
Proposition 3.1. Let A,B ∈ CR(H), C ∈ L(H) and W ∈ L(H)+. If N(B) ⊆ N(A∗WC) then the
infimum of the set {H(X) : X ∈ L(H)} exists and
inf
X∈L(H)
H(X) = C∗W/R(A)C.
Proof. Suppose N(B) ⊆ N(A∗WC). Then, it can be checked that
H(X) = G(X) + C∗WC − PN(B)⊥C
∗WCPN(B)⊥ , (3.3)
where G(X) = (AXB − CPN(B)⊥)
∗W (AXB − CPN(B)⊥).
The set {G(X) : X ∈ L(H)} always admits an infimum. In fact, let X ∈ L(H), writing W =
W/R(A) +WR(A), it follows that
G(X) = (AXB − CPN(B)⊥)
∗W (AXB − CPN(B)⊥)
= PN(B)⊥C
∗W/R(A)CPN(B)⊥ + (AXB − CPN(B)⊥)
∗WR(A)(AXB − CPN(B)⊥)
≥ PN(B)⊥C
∗W/R(A)CPN(B)⊥ ,
because R(A) ⊆ N(W/R(A)) (see Theorem 2.4). Hence PN(B)⊥C
∗W/R(A)CPN(B)⊥ is a lower bound of
G(X).
If D ≥ 0 is any other lower bound of G(X), then
D ≤ G(X), for every X ∈ L(H).
In particular,
D ≤ PN(B)⊥C
∗E∗WECPN(B)⊥ ,
where E is any projection such that N(E) = R(A). In fact R((I − E)CPN(B)⊥) ⊆ R(I − E) = N(E) =
R(A) and R(PN(B)⊥C
∗(I − E)∗) ⊆ R(PN(B)⊥) = R(B
∗), then by Theorem 2.6, there exists X0 ∈
L(H), such that (I − E)CPN(B)⊥ = AX0B, i.e., (−E)CPN(B)⊥ = AX0B − CPN(B)⊥ . Therefore, by [7,
Lemma. 4.1]
D ≤ inf{PN(B)⊥C
∗E∗WECPN(B)⊥ : E
2 = E, N(E) = R(A)} = PN(B)⊥C
∗W/R(A)CPN(B)⊥ .
Thus,
PN(B)⊥C
∗W/R(A)CPN(B)⊥ = inf
X∈L(H)
G(X).
6
Then, it follows that the infimum of H(X) exists, moreover
inf
X∈L(H)
H(X) = inf
X∈L(H)
G(X) + C∗WC − PN(B)⊥C
∗WCPN(B)⊥
= PN(B)⊥C
∗W/R(A)CPN(B)⊥ + C
∗WC − PN(B)⊥C
∗WCPN(B)⊥
= C∗WC − PN(B)⊥C
∗WR(A)CPN(B)⊥ .
But sinceN(B) ⊆ N(A∗WC) andN(WR(A)) = N(A
∗W ) (see Theorem 2.4), we haveWR(A)CPN(B) =
0.
Therefore
inf
X∈L(H)
H(X) = C∗WC − PN(B)⊥C
∗WR(A)CPN(B)⊥ = C
∗WC − C∗WR(A)C = C
∗W/R(A)C.
Now we give an example where Problem 3.1 admits an infimum, but N(B) 6⊆ N(A∗WC), showing
that the condition in Proposition 3.1 is not necessary for the existence of infimum in (3.1).
Example 1. Let H = C2, W = I, A = C =
[
1 0
0 0
]
and B =
[
0 1
0 0
]
. Observe that N(B) 6⊆ N(A∗WC).
Let X =
[
x y
z w
]
∈ C2×2, where x, y, z, w ∈ C. Then
AXB − C =
[
−1 x
0 0
]
, and H(X) = (AXB − C)∗(AXB − C) =
[
1 −x
−x |x|2
]
.
Let u, v ∈ C then it can be checked that
〈(AXB − C)∗(AXB − C)(u, v), (u, v)〉 = |u− xv|2.
Since for any u, v ∈ C there exists x ∈ C such that u− xv = 0, it follows that
inf
X∈L(H)
H(X) = 0.
We now state conditions which are equivalent to the existence of minimum of (3.1).
Theorem 3.2. Let A,B ∈ CR(H), C ∈ L(H) and W ∈ L(H)+. Then the following conditions are
equivalent:
i) The set {H(X) : X ∈ L(H)} has a minimum, i.e., there exists X0 ∈ L(H) such that
H(X) ≥ H(X0), for every X ∈ L(H), (3.4)
ii) R(C) ⊆ R(A) +R(A)⊥W and N(B) ⊆ N(A∗WC),
iii) the normal equation
A∗W (AXB − C) = 0, (3.5)
admits a solution.
If any of these conditions holds, then
min
X∈L(H)
H(X) = C∗W/R(A)C.
Moreover, the operator X0 ∈ L(H) satisfies
min
X∈L(H)
H(X) = H(X0),
if and only if X0B is a W - inverse of A in R(C).
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Proof. i)⇒ ii) Suppose H(X) has a minimum element. Let X0 ∈ L(H) such that
H(X0) ≤ H(X), for every X ∈ L(H),
or equivalently
‖(AX0B − C)x‖W ≤ ‖(AXB − C)x‖W , for every X ∈ L(H) and x ∈ H.
If x 6∈ N(B) then y = Bx 6= 0, and given z ∈ H, there exists X ∈ L(H) such that z = Xy. Therefore
‖AX0Bx− Cx‖W ≤ ‖Az − Cx‖W , for every z ∈ H.
Then X0Bx is a W -LSS of Az = Cx, and by Theorem 2.1, Cx ∈ R(A) +R(A)
⊥W , concluding that
C(H \N(B)) ⊆ R(A) +R(A)⊥W .
Observe that since H \N(B) is a non-empty open set, and
H \N(B) ⊆ C−1(R(A) +R(A)⊥W ),
the subspace C−1(R(A) + R(A)⊥W ) has a non-empty interior, therefore
H = C−1(R(A) +R(A)⊥W ),
then,
R(C) ⊆ R(A) +R(A)⊥W .
Observe also, that since the interior of the subspace N(B) ( H is empty, then the set H \ N(B) is
a dense subset of H. Therefore given y ∈ R(C) there exists x ∈ H such that y = Cx, and there exists a
sequence {xn}n≥1 ⊂ H \N(B) such that lim xn
n→∞
= x. Then
‖AX0Bxn − Cxn‖W ≤ ‖Az − Cxn‖W , for every z ∈ H, and for every n ∈ N,
and taking limit on both sides of the inequality, we get
‖AX0Bx− Cx‖W ≤ ‖Az − Cx‖W , for every x, z ∈ H.
Therefore by Theorem 2.2, G = X0B is a W -inverse of A in R(C) such that GPN(B) = X0BPN(B) = 0.
Then by Theorem 2.2, A∗WC = A∗WAG and multiplying by PN(B) we get
A∗WCPN(B) = A
∗WAGPN(B) = 0,
and then N(B) ⊆ N(A∗WC).
ii)⇒ iii) If R(C) ⊆ R(A) +R(A)⊥W , by Theorem 2.2, there exists X0 ∈ L(H) a solution of the normal
equation
A∗W (AX0 − C) = 0. (3.6)
Since N(B) ⊆ N(A∗WC), we have that A∗WC = A∗WCPN(B) +A
∗WCPN(B)⊥ = A
∗WCPN(B)⊥ , then
multiplying (3.6) by PN(B)⊥ it follows that
A∗W (AX0PN(B)⊥ − CPN(B)⊥) = A
∗W (A(X0B
†)B − C) = 0,
and then equation (3.5), admits a solution.
iii) ⇒ i) Let X0 be a solution of the normal equation (3.5), then by Theorem 2.2, G0 = X0B is a
W -inverse of A in R(C), then we have
‖AG0x− Cx‖W ≤ ‖Az − Cx‖W , for every x, z ∈ H.
Given Y ∈ L(H), take z = Y x, therefore
‖AX0Bx− Cx‖W ≤ ‖AY x− Cx‖W , for every Y ∈ L(H), and every x ∈ H.
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In particular, if Y = XB, then
‖(AX0B − C)x‖W ≤ ‖(AXB − C)x‖W , for every X ∈ L(H), and every x ∈ H.
And
H(X0) ≤ H(X), for every X ∈ L(H).
Finally, X0 is the minimum of Problem 3.1, if and only if X0 is a solution of the equation (3.5), if and
only if X0B is a W -inverse of A in R(C) (see Theorem 2.2). Therefore, in this case
H(X0) = (AX0B − C)
∗W (AX0B − C) = C
∗W/R(A)C,
where we used [7, Theo. 4.3]. Then
min
X∈L(H)
H(X) = H(X0) = C
∗W/R(A)C.
Corollary 3.3. Let A,B ∈ CR(H), C ∈ L(H) and W ∈ L(H)+. Suppose that R(C) ⊆ R(A) +R(A)⊥W
and N(B) ⊆ N(A∗WC), then the solutions of problem (3.4) (or equation (3.5)) are
(A∗WA)†A∗WCB† + L− (A∗WA)†A∗WALBB†,
for arbitrary L ∈ L(H).
Proof. Since R(C) ⊆ R(A) + R(A)⊥W and N(B) ⊆ N(A∗WC), by Theorem 3.2, problem (3.4) (or
equation (3.5)) admits a solution. Then, by Theorem 2.6, we get to the conclusion.
4. Minimization results in Sp
In this section we study the approximation problem presented in the introduction: given A,B ∈
CR(H), C ∈ L(H) and W ∈ L(H)+ such that W 1/2 ∈ Sp for some p with 1 ≤ p < ∞, analize the
existence of
min
X∈L(H)
‖AXB − C‖p,W , (4.1)
where ‖X‖p,W = ‖W
1/2X‖p.
Observe that, from equation (3.2) and Proposition 2.5, it follows that
inf
X∈L(H)
‖AXB − C‖p,W ≥ ‖W
1/2
/R(A)C‖p.
The next proposition gives sufficient conditions for the existence of minimum of (4.1).
Proposition 4.1. Let A,B ∈ CR(H), C ∈ L(H) and W ∈ L(H)+, such that W 1/2 ∈ Sp, for some p
with 1 ≤ p <∞. If
N(B) ⊆ N(A∗WC) and R(C) ⊆ R(A) +R(A)⊥W ,
then there exists X0 ∈ L(H) such that
min
X∈L(H)
‖AXB − C‖p,W = ‖AX0B − C‖p,W = ‖W
1/2
/R(A)C‖p,W .
Proof. If N(B) ⊆ N(A∗WC) and R(C) ⊆ R(A) + R(A)⊥W , by Theorem 3.2, there exists X0 ∈ L(H)
such that H(X0) = min
X∈L(H)
H(X) = C∗W/R(A)C, i.e.
H(X0) = C
∗W/R(A)C ≤ H(X), for every X ∈ L(H).
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Since W 1/2 ∈ Sp, by Proposition 2.5, it holds that
‖W
1/2
/R(A)C‖p = ‖W
1/2(AX0B − C)‖p = ‖AX0B − C‖p,W ≤ ‖AXB − C‖p,W , for every X ∈ L(H),
then
min
X∈L(H)
‖AXB − C‖p,W = ‖AX0B − C‖p,W = ‖W
1/2
/R(A)C‖p.
The following result characterizes the set where the minimum of ‖AXB − C‖p,W is achieve as the
solutions of an equation. For the proof, we follow similar ideas as in [12, Theo. 1.4] and [17, Theo. 2.6].
Lemma 4.2. Let A,B ∈ CR(H), C ∈ L(H) and W ∈ L(H)+, such that W 1/2 ∈ Sp for some p with
1 < p <∞ and consider Fp(X) = ‖AXB − C‖
p
p,W . Then, X0 ∈ L(H) is a global minimum of Fp if and
only if X0 ∈ L(H) is a solution of
B|W 1/2(AXB − C)|p−1U∗W 1/2A = 0, (4.2)
where W 1/2(AXB−C) = U |W 1/2(AXB−C)| is the polar decomposition of the operator W 1/2(AXB−C),
with U a partial isometry with N(U) = N(W 1/2(AXB − C)).
Proof. First observe that in (4.2), U varies with X.
Suppose X0 is a global minimum of Fp. LetW
1/2(AX0B−C) = U |W
1/2(AX0B−C)| be the polar de-
composition of the operatorW 1/2(AX0B−C), with U a partial isometry with N(U) = N(W
1/2(AX0B−
C)). By Theorem 2.7, Fp has a φ−directional derivative for all φ ∈ [0, 2π). Then it is easy to check that,
for every X, Y ∈ L(H) and φ ∈ [0, 2π),
DφFp(X,Y ) = DφGp(W
1/2(AXB − C),W 1/2AY B),
where Gp(X) = ‖X‖
p
p. Then, by Theorem 2.7 and Lemma 2.8, it holds for every φ ∈ [0, 2π)
0 ≤ DφFp(X0, Y ) = p Re [e
iφtr(|W 1/2(AX0B − C)|
p−1U∗W 1/2AY B)], for every Y ∈ L(H).
Considering a suitable φ and Y, it follows that
B|W 1/2(AX0B − C)|
p−1U∗W 1/2A = 0.
Conversely, suppose that X0 ∈ L(H) is a solution of (4.2), then for any φ ∈ [0, 2π) and Y ∈ L(H) we
have
DφFp(X0, Y ) = 0.
If Fp(X0) = 0 then X0 is a minimum of Fp. Suppose that Fp(X0) 6= 0 and let fp(X) = Fp(X)
1
p , then
Dφfp(X0, Y ) = 0, for every Y ∈ L(H).
Let gp(X) = ‖X‖p, then it is easy to check that, for every Y ∈ L(H), we have
0 = Dφfp(X0, e
i(π−φ)(−Y +X0))
= Dφgp(W
1/2(AX0B − C),W
1/2Aei(π−φ)(−Y +X0)B + e
i(π−φ)W 1/2C − ei(π−φ)W 1/2C)
= Dφgp(W
1/2(AX0B − C),−e
i(π−φ)W 1/2(AY B − C) + ei(π−φ)W 1/2(AX0B − C)).
On the other hand, by [12, Theo. 1.4], if X ∈ L(H), we have that
Dφgp(X, e
i(π−φ)X) = −‖X‖p.
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Then
‖W 1/2(AX0B − C)‖p = −Dφgp(W
1/2(AX0B − C), e
i(π−φ)W 1/2(AX0B − C))+
+Dφgp(W
1/2(AX0B − C),−e
i(π−φ)W 1/2(AY B − C) + ei(π−φ)W 1/2(AX0B − C))
≤ −Dφgp(W
1/2(AX0B − C), e
i(π−φ)W 1/2(AX0B − C))+
+Dφgp(W
1/2(AX0B − C), e
i(π−φ)W 1/2(AX0B − C))
+Dφgp(W
1/2(AX0B − C),−e
i(π−φ)W 1/2(AY B − C))
= Dφgp(W
1/2(AX0B − C),−e
i(π−φ)W 1/2(AY B − C))
≤ ‖ − ei(π−φ)W 1/2(AY B − C)‖p = ‖W
1/2(AY B − C)‖p, for every Y ∈ L(H),
where we used properties of Dφgp (see the definition of Dφgp ). Then X0 is a global minimum of fp or
equivalently X0 is a global minimum of Fp.
Theorem 4.3. Let A,B ∈ CR(H), C ∈ L(H) and W ∈ L(H)+, such that W 1/2 ∈ Sp for some p with
1 ≤ p <∞ and N(B) ⊆ N(A∗WC). Then the following are equivalent:
i) There exists X0 ∈ L(H) such that
min
X∈L(H)
‖AXB − C‖p,W = ‖AX0B − C‖p,W ,
ii) the normal equation
A∗W (AXB − C) = 0, (4.3)
admits a solution.
iii) R(C) ⊆ R(A) +R(A)⊥W ,
iv) there exists X0 ∈ L(H) such that
min
X∈L(H)
(AXB − C)∗W (AXB − C) = (AX0B − C)
∗W (AX0B − C).
In this case,
min
X∈L(H)
‖AXB − C‖p,W = ‖W
1/2
/R(A)C‖p.
Moreover, X0 ∈ L(H) satisfies
‖AX0B − C‖p,W = ‖W
1/2
/R(A)C‖p,
if and only if X0 is as in Corollary 3.3.
Proof. i)⇒ ii) For 1 ≤ p <∞, consider Fp : Sp → R
+,
Fp(X) = ‖W
1/2(AXB − C)‖pp.
By Theorem 2.7, Fp has a φ− directional derivative for all φ ∈ [0, 2π). Then it is easy to check that, for
every X, Y ∈ L(H) and φ ∈ [0, 2π),
DφFp(X,Y ) = DφGp(W
1/2(AXB − C),W 1/2AY B),
where Gp(X) = ‖X‖
p
p.
Suppose that there exists X0 ∈ L(H), a global minimum of ‖AXB − C‖p,W . Then X0 is a global
minimum of Fp and, by Lemma 2.8, we have
inf
0≤φ<2π
(DφFp(X0, Y )) ≥ 0, for every Y ∈ L(H).
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Let W 1/2(AX0B−C) = U |W
1/2(AX0B−C)| be the polar decomposition of the operatorW
1/2(AX0B−
C), with U a partial isometry with N(U) = N(W 1/2(AX0B − C)), P = PN(W 1/2(AX0B−C)) and Q =
PN((W 1/2(AX0B−C))∗).
If p = 1, by Theorem 2.7 and Lemma 2.8 it holds, for every φ ∈ [0, 2π)
0 ≤ DφF1(X0, Y ) = Re [e
iφtr(U∗W 1/2AY B)] + ‖QW 1/2AY BP‖1, for every Y ∈ L(H).
Considering a suitabe φ for each Y ∈ L(H), we get
|tr(U∗W 1/2AY B)| ≤ ‖QW 1/2AY BP‖1, for every Y ∈ L(H),
or equivalently
|tr(U∗W 1/2AZ)| ≤ ‖QW 1/2AZP‖1, for every Z ∈ L(H), with N(B) ⊆ N(Z).
Observe that R(Q) = N(U∗) and R(P ) = N(U), therefore U∗Q = PU∗ = 0. Also, observe that since
N(B) ⊆ N(A∗WC), we have that
N(B) ⊆ N(A∗W (AX0B − C)(I − P )).
Let Y ∈ L(H) then
|tr(U∗W 1/2AY A∗W (AX0B − C))| = |tr((I − P )U
∗W 1/2AY A∗W (AX0B − C))| =
= |tr(U∗W 1/2AY A∗W (AX0B − C)(I − P ))| ≤ ‖QW
1/2AY A∗W (AX0B − C)(I − P )P‖1 = 0,
where we used N(B) ⊆ N(Y A∗W (AX0B − C)(I − P )). Then
tr(U∗W 1/2AY A∗W (AX0B − C)) = tr(A
∗W (AX0B − C)U
∗W 1/2AY ) = 0, for every Y ∈ L(H).
Therefore
A∗W (AX0B − C)U
∗W 1/2A = A∗W 1/2U |W 1/2(AX0B − C)|U
∗W 1/2A = 0.
Hence
|W 1/2(AX0B − C)|
1/2U∗W 1/2A = 0,
or
|W 1/2(AX0B − C)|U
∗W 1/2A = (AX0B − C)
∗WA = 0,
or equivalently
A∗W (AX0B − C) = 0.
If 1 < p <∞, by Lemma 4.2,
B|W 1/2(AX0B − C)|
p−1U∗W 1/2A = 0.
Observe that, since N(B) ⊆ N(A∗WC), we have that
N(B) ⊆ N(A∗W (AX0B − C)) = N(A
∗W 1/2U |W 1/2(AX0B − C)|). (4.4)
On the other hand we have
R(|W 1/2(AX0B − C)|
p−1U∗W 1/2A) ⊆ N(B),
and from (4.4) we have that
A∗W 1/2U |W 1/2(AX0B − C)||W
1/2(AX0B − C)|
p−1U∗W 1/2A =
A∗W 1/2U |W 1/2(AX0B − C)|
pU∗W 1/2A = 0.
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Then
A∗W 1/2U |W 1/2(AX0B − C)|
pU∗W 1/2A =
= A∗W 1/2U |W 1/2(AX0B − C)|
p/2|W 1/2(AX0B − C)|
p/2U∗W 1/2A = 0.
Therefore
|W 1/2(AX0B − C)|
p/2U∗W 1/2A = 0,
and since N(|W 1/2(AX0B − C)|
r) = N(|W 1/2(AX0B − C)|
s), for s, t > 0. We have that
|W 1/2(AX0B − C)|U
∗W 1/2A = (AX0B − C)
∗WA = 0,
or equivalently
A∗W (AX0B − C) = 0.
ii)⇒ iii) See Theorem 2.2.
iii)⇒ iv) It follows form Theorem 3.2.
iv)⇒ i) See the proof of Proposition 4.1.
Finally, X0 ∈ L(H) is such that min
X∈L(H)
‖AXB − C‖p,W = ‖AX0B − C‖p,W , if and only if X0 is
a solution of the normal equation (4.3), and then X0 is as in Corollary 3.3 and by Theorem 3.2 and
Proposition 2.5
min
X∈L(H)
‖AXB − C‖p,W = ‖AX0B − C‖p,W = ‖W
1/2
/R(A)C‖p.
Observe that the equation A∗W (AXB − C) = 0 admits a solution, if and only if the equation
A∗W (AXB − C)B∗ = 0 admits a solution and N(B) ⊆ N(A∗WC). Then when equation A∗W (AXB −
C) = 0 admits a solution, the set of solutions of equation A∗W (AXB−C) = 0 and equation A∗W (AXB−
C)B∗ = 0 coincides. Observe also, that if N(B) ⊆ N(A∗WC), then R(C) ⊆ R(A)+R(A)⊥W if and only
if R(CB∗) ⊆ R(A) +R(A)⊥W .
When p = 2, it is possible to characterize the existence of minimum of Problem 4.1, without additional
assumptions.
Theorem 4.4. Let A,B ∈ CR(H), C ∈ L(H) and W ∈ L(H)+, such thatW 1/2 ∈ S2. Then the following
are equivalent:
i) There exists the minimum of problem (4.1) for p = 2, i.e., there exists X0 ∈ L(H) such that
min
X∈L(H)
‖AXB − C‖2,W = ‖AX0B − C‖2,W ,
ii) the normal equation
A∗W (AXB − C)B∗ = 0, (4.5)
admits a solution.
iii) R(CB∗) ⊆ R(A) +R(A)⊥W .
In this case,
min
X∈L(H)
‖AXB − C‖2,W = ‖W
1/2
/R(A)C‖2.
Moreover, X0 ∈ L(H) satisfies
‖AX0B − C‖2,W = ‖W
1/2
/R(A)C‖2,
if and only if X0 is as in Corollary 3.3.
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Proof. i)⇔ ii) It follows from Lemma 4.2.
ii) ⇔ iii) R(CPN(B)⊥) = R(CB
∗) ⊆ R(A) + R(A)⊥W and N(B) ⊆ N(CPN(B)⊥) if and only if (by
Theorem 3.2), there exists a solution of the equation
A∗W (AXB − CPN(B)⊥) = 0, (4.6)
if and only if, there exists a solution of the equation
A∗W (AXB − C)B∗ = 0.
Finally, X0 ∈ L(H) is the minimum of Problem 4.1 for p = 2, if and only if X0 is a solution of the
normal equation (4.5) (or equivalently X0 is a solution of equation (4.6)), then X0 is as in Corollary 3.3
and by Theorem 3.2 and Proposition 2.5
min
X∈L(H)
‖AXB − C‖2,W = ‖AX0B − C‖2,W = ‖W
1/2
/R(A)C‖2.
The existence of solutions of (3.1) implies the existence of solutions of (4.1), Example 2 shows that the
converse it is not true, notice that N(B) 6⊆ N(A∗WC), then (3.1) has not minimum. Also this example
shows that in general, for 1 < p < ∞ a global minimum of Fp : Sp → R, Fp(X) = ‖AXB − C‖
p
p,W
is not necessarily a solution of the normal equation A∗W (AXB − C)B∗ = 0, which contradicts [19,
Theorem 4.1].
Example 2. Let H = C2, W = I, the identity matrix, A =
(
1 0
−1 0
)
, B =
(
a2 −1
a2 −1
)
and
C =
(
1 0
0 a
2
p−1
) (
−1 0
0 1
)
, with a, p > 1.
Let X0 =
(
1 −1
0 0
)
, then it is easy to verify that AX0B = 0, thus
B|AX0B − C|
p−1U∗A = B|C|p−1U∗A = B
(
−1 0
0 a2
)
A = 0,
i.e., in virtue of Lemma 4.2 X0, is a global minimum of Fp.
On the other hand,
B(AX0B − C)
∗A = −BC∗A∗ = B
(
−1 0
0 a
2
p−1
)
A =
(
−a2 + a
2
p−1 0
−a2 + a
2
p−1 0
)
6= 0,
for every p 6= 2. Then for p 6= 2, it follows that X0 is a global minimum of Fp but is not a solution of the
normal equation A∗W (AXB − C)B∗ = 0.
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