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ABSTRAeT 
Every procedure used to characterize business cycles by filtering macroeconomic series have 
sorne arbitrary elements ando therefore, they should, at least, satisfied the weak criterion of 
replicating the peaks and througbs of business cycles froro a historical perspective. In order to 
characterize Spanish business cycles froro 1970 to 1994 we propose a trend-cycle model 
characterization based on a particular class ofunobserved component models, that fulfils the 
aboye mentioned criterion (wich otherprocedure,like Hodrick-Prescott filter, do not). We carry 
out sensitivity analysis with respect to the arbitrary eIement of our procedure, in arder to check 
for the robustness of our results. 
RESUMEN 
Todos los procedimientos utilizados para caracterizar los ciclos económicos tienen elementos 
arbitrarios y, por tanto, deberían satisfacer, al menos, el débil criterio de replicar los auges y 
las recesiones desde una perspectiva histórica. Para caracterizar los ciclos de la economía 
española en el período 1970-1994, proponemos un modelo de componentes no observables, que 
cumple con el criterio mencionado (lo que no hacen algunos otros procedimientos, como el 
filtro de Hodrick-Prescott). Realizamos análisis de sensibilidad respecto al elemento arbitrario 
de nuestro procedimiento, para comprobar la robustez de nuestros resultados. 
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1. INTRODUCTION 
One cornmon feature to all business cyc1e characterizations of the econorny is the presence 
ofunohserved components. The associated problem, however, lies on the faet that a1though the key 
concepts of trend, cyc1e and seasonality are apparently easy to understand they are rather difficult to 
define in an objective way. In spite of that, a large portian of the recent empirical literature on 
business cycle have adopted the filtering procedure proposed by Hodrick and Prescott (1980) to 
extraet the trend component froro the original time series data and seek fue identificatían of the so 
caBed "stylized" faeís in arder to surnmarize certain regularities of the cyclical pattems and their 
implications for poliey. 
More recently, however, several authors have also indicated the possible distortions caused 
by the use of arbitrary fIltering procedures and the lack of robUStness of certain cycle regularities. 
It is not surprising, fuen, that much of the empirical debate on this matter is in a Tower of Babel 
stage where any outcome becomes dependent on the particular fIltering method used. Tbe question 
of precisely defining a cycle in a unique way is not an easy one, and certainly will lead to a large 
number of spurious results and sterile debates. Being fue empirical description of the Spanisb 
business cycles the main objective of this paper, our approach bere follows a difierent road by openIy 
recognizing a subjective view in our personal judgement at what constitutes a cycle. When trying to 
answer fuis question we are imposing certain subjective restrictions that we wish our cyc1e should 
comply with. These restrictions may have been derived either frorn theoretical (smootlmess and 
orthogonality restrictions) or empirical (average cycle duration) sources. In any case, whatever a 
priori infonnation we decide to impose, it is clear that our business cycle characterization should be 
able, at least, to replicate fue peaks and throughs ofthe business cycle form a historical point ofview. 
Without this basic requirement, it is very unlikely fuat our model could, later on, be used to anticipate 
cyclical movements of recessions and recoveries of the economy. 
The paper is organised as follows. Section 2 presents a roodified alternative rule (to the one 
used by the NBER) to identify a business cycle chronology of the Spanish econoroy froro 1970.1 to 
1994.4. Section 3 discusses sorne conflicting issues related to certain business cycle characterizations. 
In particular, the results of applying the Hodrick-Prescott filter to the Spanish case are discussed. 
Section 4 presents the statistical methodology and its implications to analyze the Spanish business 
cycle. Section 5 sununarizes tbe stylized facts using our trend derivative as a business cycle indicator 
and discusses how sensitive the results are to changes on the srnoothing prior parameter. FinalIy 
section 6 presents sorne conclusions. ' 
2 
2. A BUSINESS CYCLE CHRONOLOGY OF TIIE SPANISH ECONOMY 
We would like to start by identifying, using conventional wisdorn criteria, recessions periods 
in the Spanish economy from 1970 to 1994. The NBER uses one of these type of criteria to defme 
when Ihe US economy starts a recession: when the first oi at least two suceesive declines in the 
quaterly growth rate oi GNP oecurs. Correspondingly, the economy is out of a recessioo. according 
to the NBER. when the first oi at least two sueeesive increases in the growth rate oi GNP takes place. 
We are going to accept the NBER's definition for the starting of a recession, but we are going 
to add another restriction for the economy to be out of a recession. Namely. that nol on1y the GNP 
(or GDP) has two consecutive positive rates of growth, but also tbat the GDP in the last year (or four 
quarter period) grows for al least two consecutive periods. The idea behind tbis definition is that until 
the one year flow of GDP does not experience positive growth, and it does so for at least two 
consecutive periods, the econorny cannot be declared out of a recession. 
This simple and intuitive criterium can be used to define a chronology of recessions 
undergone by the Spanish economy during the 1970-94 periodo In Table 1 and in Figure 1 sbaded 
areas represent recession periods according to the former NBER's definitioo. An straight application 
of this definition generales four recessions: From 1975.1 to 1975.3, 1978.4 to 1979.3, 1980.2 to 
1981.2 and 1992.2 to 1993.4. 
It is remarkable the high variability duration of both recessions and expansion periods, a 
feature common to other economys' experiences. There has been a expansion period of 43 quarters 
(from 1982.3 to 1992.1), another ofmore than 19 quarters (from before 1970.2 to 1974.4), another 
of only 12 quarters (from 1975.4 to 1978.3) and, finaUy one ofjust 2 quarters (1979.4 and 1980.1). 
The intensity of expansions also varies greatly from one experience to anolher. Even within the same 
expansion period there are difierent sub-periods in tenns of intensity. Compare, for instance (Table 
1), the rates of growth from 1981.4 to 1984.4 with the rates of growth in the last part of the same 
expansion period, from 1985.1 to 1990.4. 
The recovery or expansion period from 1979.4 to 1980.1, lasted on1y two quarters and it 
would have been extremely mild in intensity were nOI there an abnormal behavior offixed investment 
in construction in 1980.1. Gross investment in construction had negative growfu in every quarter from 
1976.4 lo 1981.2, except in 1980.1 whenit grew a surprising 5.9%. This accounts for a 0.8% growth 
in GDP, a significant proportion of GDP's growth rate in Ihis quarter, which was 1.1 %. Looking 
carefully at all indicators of construction activity during this period (housing construction, 
employment io construction sector, construclion's businessmeo opinion on production and orders, and 
cernent consumption) they show, except the last oue, a sharp decline in construction activity during 
all these quarters, Significantly enough, cement consumption declines every quarter from 1978.2 to 
1981.2 except in 1980.1, when it jumped up. One wonders whether we could be in front of a 
measurement error induced by an outlier in cernent consumption. If tbis is so, the expansion period 
we are discussing was on1y two quarters long and extremely mildo once the eventual measurement 
error was corrected. Therefore, we could ornmit this expansion perlod and consider tbat the Spanish 
econorny was in recession from 1978.4 to 1981.2. 
In Figure 2 shaded areas show tbis oew definition of recession periods, and in Table 2 a 
business cycle chronology of the Spanish economy from 1970 to 1994 is presented. 
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3. CONFLICTING ISSUES ON BUSINESS CYCLE CHARACrnRIZATIONS 
Since. the seminal work on the characteristics, length and prediction of the business cycle by 
Burns and Mltchell (1946), tbere has heen a permanent debate in macroeconomics abaut the natufe 
and ~~ure~ent ?f economic cycles. Being basically unobserved, a cornmon attitude shared by many 
pract,ltlOner,S ID thlS field. has been to consider the trend as a "nuissance" component (that we should 
get nd 01) In arder to analyze Ihe cyelical properties of the detrended data. Computation of the so 
calIed "stylized" facts of the business cycles are derived later trom the flltered series. Behind tbe 
compilation of tbese simple f~cts are both an ¡nterest in learning aboot the set of complex 
comovements among aggregates m the economy, as well as finding certain regularities consistent with 
numerical implications derived from theoretical models. 
. However, any empirical analysis of the business cycle regularities involves the controversial 
lssue. of detrending. This quest~on is particularly important given the surprisingly seant discussion in 
the hterature on how asSumptlOns about the nature of the trend component affects business cycle 
characteristics. Since the influential paper ofHodrick and Prescott (1980) their HP filtering procedure 
has been widely used to characterize business cycle facts for different sampling interval data sets and 
a large number of countries (see.' among others, Backus and Kehoe, 1989; Danthine and Giradin, 
1989; Dolado et al., 1993; and Kmg and Rebelo, 1993). More recently, however. sorne authors (see, 
e.g. Canova, 1991; García-Ferrer and Queralt, 1995; Harvey and Jaeger, 1993; and Singleton, 1988) 
have warned us about the possible distortions induced by the use of arbitrary prefiltering procedures 
as well as on the lack of robustness of certain cycle regularitiesl . Consequently, certain qualitative 
stateme~ts Iike tbat productivity is procyclical (Mankiw, 1989) or that the. contemporaneous 
correlatlon between employment and output is small (Stock and Watson, 1988), or that money does 
not lead real GDP (Dolado et al., 1993) may not be robust across procedures and crucially depend 
on the detrending methods employed. 
To make things worse, the important work by Canova (1991) also illustrates how this 
"criticism" applies not muy to the HP procedure but it is also shared by a large number of both 
univariate and multivariate detrending altematives. Using post-World War n quarterly U.S. data, 
Canova (1991) showed how the relevant statistics, the qualitative response of aggregate variables to 
GNP sho~, the gain functions ofvarious detrending filters and the seasonal and cyclical properties 
of U .S. busmess cycles vary both qualitatively and quantitatively cross detrending methods2• More 
shoc.ldng, however, is the frnding tha~, practically, none of the nine methods used could broadly 
repllcate the features of the U.S. busmess cycIes and reproduce the NBER tuming points from a 
historical perspectiw!. 
1 In particular for ¡he HP filter, current research camed out by King and Plosser (1989). Baxter (1991). and Cogley and 
Nason (1995) have s~wn how Ihe mechanical application of Ibis fihering procedure to certain Iype of economic time series 
may ¡nelude spuriolls·tesults. 
2 The range of relative volatilities is remarkably large. For eXaInple, lhe variabUty of consumptiOIl wilh respect lo GNP 
is between 34% and 153% while lile variablity of investrnent ranges betweell 97% 10672% of Ibe variability of GNP. A 
similar wide range of results is observed in Ihe cross correJations of!he cyclical compollCIlts of tite various series willl GNP. 
See Canova (1991, Table 4). 
1 Ac~.ally, only !hrce out of nlne ~P. BN and FD 1) are tite only melhods which capture aI¡ NBER tuming points (plus 
sorne addlllOnal false alanns) altltough In sorne cases the lag in recognizing a mming point can be as /arge as tour qU(lrter,;, 
4 
Under these circumstances, there is little hope that both quantitative stylized facts and sorne 
qualitative features of the data may help in characterlzing business cycle fluctuations. As Brandolini 
(1995) points out regarding real wages cyclical patterns, it is not unfair to describe the present debate 
as revolving around the impossibility of rejecting or confinning conflicting a priori beliefs on tbe 
basis of substantially mixed factual evidence. At this stage of disrupt, it seems logical to wonder if 
there is a minimum set of requirements tha! any business cycIe characterization should comply with 
that does not depend on a particular prefiltering procedure? Our answer to this contention is clear. 
Whatever subjecnve approach we decide to use lt should have the following properties: ¡)tbe estimated 
cycle component should be able to replicate the peales and throughs of the business cycle from a 
historical point of view; and if possible, U)it should also be able to anticipate cyclical movements of 
recession and recovery of the economy. 
Given tbe predominance of the HP filter as a widely used tool in compiling business cyc1e 
statistics, it is interesting to verlfy how it behaves in reproducing recessions and recoveries of the 
Spanish economy. We have conducted this exercise on quarterly seasonally adjusted Spanish real GDP 
data for tbe perlod 1970.1 to 1994.4'. Time plots for the quarterly growth rates appear in Figure 2 
where the shaded areas indicate recessions according with the rules established in section 2. In Figure 
3 we have plotted the corresponding HP cycle (A = 1600) obtained for this particular data set. 
Several characteristics of tbese plots are wortb mentioning. First, the contemporaneous cross 
correlation between both variables is very low (r = 0.126) indicating a very weak relationship 
between thero across the sample periodo Empirical resutts remain unchanged when we split the sample 
into two equally spaced subperiods. Second, the HP cyclical component is much more volatile than 
the quarterIy GDP growth rateo The ratio of i18 standard error with respect to the GDP growth rate 
one is 1.87. This result goes against the accepted view oftbe cycle as an smooth approximation to 
the growth rate of the original variable. Third, the HP cycle identifies two spurious recession cycles 
that are not present in tbe data: 1970.2 - 1972.3 and 1984.1 - 1987.3. While the One corresponding 
to the first period might be ignored due to the problems associated with initial estimates of the 
algorlthm, the second one indicates a considerable false alann at times when the Spanish econorny 
was growing around 0.8% per quarter. To characterize the 12 months period from 1986.4 to 1987.3 
as part of a recession strikes anybody's memories. This pedod was one of the 12-month periods with 
higher growth in Spanish recent history (the highest since 1973): GDP and Private Consumption were 
in 1987.3 a 6.1 % higber than in 1986.3, Gross Fixed Investment was 13.7% higher in the latter 
quarter than in the former and non-agricultural employment grew a 4.4% from 1986.3 to 1987.3. 
Fourth, in the remaining cases where recessions are correctly identified the HP cycle always lagged 
observed recessions (by two or three quarters) and remained in a recessionary path long afier the 
econorny has already recovered. 
* Insert Figure 3 
These results for the Spanish case confinn the fmdings obtained by Canova (1991) and others 
about the dangers of using the HP filter as the solely detrending method in compiling business cyc1e 
statistics and characterizing comovements among the main economic aggregates. In the following 
section, we propose an alternative way of dealing with this problem based on a trend-cycle 
characterization that imposes certain restrictions obtained directly froro the data. 
4 Dolado et al. (1993) applied !he HP fiUer to the SaIne data, bul for!he sample 1970.1-1991.4. Comments made here are 
8pplicable to tlteir work. 
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4. THE THEORETlCAL MODEL AND ITS IMPLlCATlONS TO ANALYZE THE 
SPANISH BUSINESS CYCLE 
4.1 The Theoretical Model 
As an altemative, we have considered an univariate unobserved components (OC) fiade! of 
tbe type developed by Young (1994), where any observed time series Yt can be written as: 
(4.1) 
where T, is a low frequency ar trend component, P, is a perturbational component around the trend 
and 101 i8 a zero mean, serially uncorrelated white noise component with variance er, . It is assumed 
that the low frequency component can be represented by a local linear integrated random walk (IRW) 
model of the fonn: 
(4.2) 
where DI denotes the local slope oc derivative of the treod, and 1)1 and ~I are zero mean, seriallyand 
mutualIy uncorrelated white Dome inputs with varíances rr~ and <i"f. respectively. 
In most cases of ¡nterest, 111 can be safely constrained to zero (Ng and Young, 1989), which 
we do in what follows. Then the variance of El is the only unknown in (4.2) and it can be defined by 
the Noise Variance Ratio (NVR), wbich is the relation between a2~ and the variance of the 
observational noise a2, : NVR = a2/a2. . 
lt is also assumed tbat the sum ofthe stochastic perturbation Pt and the white noise component 
admits ao ARMA representation oC the form: 
(4.3) 
where 'Y (L) and q¡ (L) are polynomials in the lag operator L. No stationary restictions are necessarily 
imposed on (4.3) and in empirical applications we, usually, concentrate on the use of purely 
autoregressive (AR) fonn oC (4.3)_ In these cases, ao AR or subset AR fiodel is identified for the 
perturbations using the Akaike Information Criteria (AIG. 
, 
Tbis filtering technique can be shown to be equivalent to applying tbe HP filter to a series 
to obtain an estimate of its unobserved trend T t• One could then predict the perturbation around the 
trend by an ARMA modellike (4.3). There 1S a onNo·one correspondence between the NVR value 
and the choice of the single parameter (usually denoted by ~) in tbe HP methodology [Jakeman and 
Young (1984)]. 
Once we bave defined the model structures for aIl tbe components, it is then straightforward 
to assemble them into an aggregate state space forro [Young (1994)]. As regards identificatioo and 
subsequent parameter estimation, the choice of the NVR value plays a crucial role5• Garcia·Ferrer 
et al. (1993) have shown how the classical Kolmogorov ~ Wienner - Whittle approach to filtering and 
signal extraction can be applied to obtain the optimally smoothed estimate of TI at sampling instant 
t based on all N samples as, 
(4.4) 
This is a syrnmetric, two sided filter requiring only the specification of the NVR value. lt 1S easy to 
verify tbat this is a lag-free, low pass filter with a sharp cutt off for smaller values of tbe NVR and 
excellent filtering properties wbich attenuates all higber frequency noise on the data. In terms of tbe 
associated spectral density function for various NVR values, Young (1994) have shown how the NVR 
controls the bandpass of the filter, which is reduced progressively as the NVR is reduced in size. 
However, how to choose the NVR remains an open questioo since tbere are several ways in 
whicb the NVR can be selected. They aU can be interpreted as defining the bandwidth of the filter 
in spectral terroso It has been empirically shown [Young, T.J. (1987)] that the "cutt-off" frequency 
Fw (Le., the frequency at whicb the filter attenuates the signal by 50%) is related to tbe NVR by the 
empirical equation, 
(4.5) 
More recently, however, Pedregal (1995) has shown how it is possible to improve tbe approximation 
used in (4.5) by deriving the exact relationship between the bandwidth ofthe IRW filter and the NVR 
as, 
s So far, we are faced witb two altemalives. The first One can be considered ha!f Ihe way between !he obje.:tive 
optimisation approach and !he subjective bayesian 000: selecting an NVR value for !he trend so tbat its estimate does no! 
contain higher frecuency components associated wilh Ihe perturbational behaviour (García-Fener et al., 1993). This a1temative 
implies manual tuning of tbe NVR Iba! can be dangerous as tbe previous resl,llts for}.. shows. The second a1temative, recenUy 
developed by Tych and Y oung (1993) is based on optimising !he NVR values based upon !he spectra! properties of Ihe random 
walk. fiunily of models used 10 describe tbe nonstationary parameters, so Iba! the logarithm of tbe pseudospectrum matches Ihe 
logarilhm of eilher the AR speclmm or Ibe periodogram oflbe data in a least squares sense (Garcia-Ferrer el al., 1994). Given 
the nonseasonal chafacteristics of our quaterly series, this altemative may not be IIdvisable in Ibis case. 
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are CQS 1- I NVR{l-a;) 
'.J 4" 
2n 
(4.6) 
so that . the NVR that will extrae! a given band oí low frequencies can be computed from both 
expresslOns~. TabIes 3a and 3b show the implied cycles per sample and tbe cydes (in quarters and 
years) tor differen~ NVR values. Suposse, tor instance, tbat we are interested to inelude in the trend 
(oC a quarterly senes) cycles up to ten years. Then Table 3b will provide the corresponding NVR = 
0.000627. If on the contrary, we want to know what are the cycles in the trend for certain NVR 
values, we should go to Table 3a to fmd out that, tor instance, an NVR = 0.01 will leave on the 
trend cycles of five years and more. 
* ¡nsert Tables 3a .3b 
With ~s in mind, it is .~e:'1 straightforward to verify the existence of well defined cyclical 
strnctures allowmg tor the posslbllLty oC a pseudo-cycle within the trend. In a sense different NVR 
values produce estimates similar to those of cyclical trend models which reveallong ~erm oscillatory 
behaviour in the. trend 7. Al.though. large differences in the chosen NVR may, apparently, track the 
long-term behavlOur of any trme series equally well, when we ¡ook at their associated trend derivative 
plots , the picture changes dramatically. In som~ cases, estimated trends actually contain some higher 
freque~cy ~omponen~ related to the shorter penod annual cycle; components which are amplified by 
the denvatlve operatlon and show up very well on the derivative pIot 8.Confirmation ofthis evidence 
for the Spanish quarterly GDP data ís accomplished in the foIlowing section, where we show the 
properties of the trend derivative as a business cycle indicator. 
4.2 The Trend Derivative as a Business Cycle Indicator 
. . One of the. advantages .of the theoretical IRW trend ruodel exposed in the previous section, 
lS that 1t allows to mcorporate rn tbe trend those cycles wished by the analyst by a subjective choice 
of the NV~ value. If the tre~ ~erivative can be seen as an smooth approximation to the growth rate 
of the varIable, tben tbe defimtlOn of the cycle can be closely link:ed to tbe changes in the trend and 
hen~ to the derivative 9. Using the derivative as a device for anticipating peales and troughs in the 
busmess cyc1e, also allows us an altemative definition of expansions and recessions witbin our 
6 Note. howev~r, thilt using (4.6) has sorne advantages. It not only provides an exact relationship but also allow IlS lo 
~mpute the band:"ldth por any value of 0', nol necessarUy the FS<) ooe. Nevertheless, in the case of the quaterly data used in 
th!S paper, numencal diferences between lhe exac! and lhe approximate expressions are negligible. 
7 Antecedents of embeddiog the trend and lhe cycle within a single compooents are, among others, Harvey (1985), Harvey 
and Jacger (1993) and Garcfa-Ferrer and Queralt (1995). 
$ See, Garcfa-Ferrer (1992) and García Ferrer et al. (1994). 
9 One of the advan~es. of our IRW ~nd model over olher UC alternatives in that changes in the trend (derivate) are 
smooth and do not conUlm hlgher frequencles components. For a comparison with other DC altematives, see Queralt (1994). 
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theoretical framework. Following García-Ferrer et al.(1994) we define the anticipation oi a recession 
at tbat particular point when the (estimated) derivative reacbes its maximum numerical value; and the 
anticipation oi a (potential) recovery at the derívative' s minimum. Needless to say that the practical 
usefulness of these definitions are, again, strongly linked to the chosen NVR. If in the case of 
quarterly data we select a very small NVR value (like tbe 0.000625 one of the HP filier) the 
corresponding derivative will be too smooth (with long swings) and shalI, probably, miss intermediate 
cycles of shorter periods. If on the contrary, we select a large NVR, say 0.1, tbere are chances of 
identifying too many small cycles tbat actually did not occur. 
Within tbe range of hypotbetical NVR values it seems logical to use those which incorporate 
in the trend tbe cycles witb similar lengths as tbe ones shown in tbe historical chronology of the 
business cycle. Unfortunatly. for tbe Spanish case,(where we lack an NBER business cycles reference 
dates) we have to rely on1y on the cycle dating rules depicted in section 2. Also, contrary to wbat 
happened in other countries where a longer data set is available we have onIy experienced two 
complete business cycles during the last 25 years. In tbis situation, it does not malee mucb sense to 
compute average cycle durations or different expansionlcontraction ratios tbat can belp us in deciding 
a suitable NVR value. However, when similar GDP data was used for a large number of countries 
including Spain, GarcÍa-Ferrer and Queralt (1995) fOllnd sorne empirical reasons to restrict the NVR 
search within a reasonable mnge of values. More precísely, they define a long, medium and short 
term trends which include cycles greater tban mne, five and tbree years, respectively. For quarterly 
series, tbe corresponding NVR's as well as tbe cycles in quarters and years are tbe following, 
TREND NVR CYCLES QUARTERS YEARS 
SHORT 0.1 0.0888 11.26 2.81 
MEDIUM 0.01 0.0500 20.00 5.00 
LONG 0.001 0.0281 35.59 8.90 
In Figure 4, plots of tbe tbree trend derivatives of tbe Spanish GNP corresponding to the 
aboye NVR values are presented. As before, sbaded areas indicate recessions according to the rules 
establisbed earHeT. Out of tbe three candidates, only tbe medium-term trend derivative (MTOGDP) 
adequately captures tbe bistorical chronology of tbe Spanish business cycles. Points A, C and E 
correctly anticipate recessions, while points B,D and F rightly anticípate recoveries. As expected, the 
long-term trend derivative (LTDGDP) is too smootb and misses the first two recessions and tbe las! 
recovery. On the contrary, the sbort-term trend derivative (STOGDP) correctly identifies incoming 
recessions (points A', B" and n and recoveries (points B", F' and J) but generates two intermediate 
cycles Ibat did no! oeeur (points O"fE" and G"/H")IO. 
*Insert Figure 4 
According to these resuUs, the MTDGDP seems an adecuate candidate to represent the 
Spanisb business cycle chronology over the last 25 years. It not only complies witb the conditions 
establisbed in section 3.2; but it also seems to be a good approximation to the quarterly growtb rates 
LO Note, however, !hal had we choose lhe characterire lhe 78.4 - 81.2 recession as two separare recession periods (as iR 
figure 1) only tlle STDGNP would have correctly identified the event. 
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0: Spanish GDP 11. In the following secUoD, we shalI use the medium-tenn trend derivatives of the 
dlffe~ent ag~regates to analyze .certain quantltative stylized facts that may help in characterizing the 
Spamsh busmess cycle fluctuatlOns. 
5. STYUZED FACTS USING TREND DERIVATIVES AS A BUSINESS CYCLE 
INDICATOR 
We are using the medium-tenn trend derívative of GDP (MTDGP) as tbe trend-cycle indicatar 
tbat describes the Spanish econorny's business cycles from 1970 to 1994. In order to obtain the 
"stylized" faets that can be used as a benchmark to examine the validity of different theoretical 
modeIs. w~ proceed to ?btain the ~edium-tenn trend derivative (using NVR=O.Ol, the same as tbe 
one used ~Ith the ~DP In the ~revlOUS section) for a set of Spanish macroeconomic variables: private 
consumptlon, publtc consumptlon, equipment investment, construction investment, exports, imports 
net exports, employment and GDP's price detlactor. ' 
In Figure 5 the actual data for aU these variables are depicted. In Figure 6 the trend derivative 
of each of these variables together with the GDP's trend derivative are also shown. In Table 4 the 
basic statistics for all estimated trend derivatives are presented. For the complete (1970.2 _ 1994.4) 
sample, onIy public consumption i~ less volatile ~an .the ?DP. Employment has a volatllty similar 
to the one shown by the GDP. Pnvate consumptlon IS shghtly more volatile than GDP while the 
other variables show a signi.~cantly h!gher volatility than GDP. The fact that private c~nsumption 
do:s not show a lower vol.atdlty th~ IDco~e seems to contradict the pennanent income hypothesis. 
Thls fea",tre of ~~ns~tlon behavlour IDlght be explained by the presence of wealth effects in 
consumptlon declslons m a context with relatively high volatility of asset prices. 
lnsert Figures 5 and 6 
If we split the sample into two periods, the first one from 1970.2 to 1981.4 and the second 
?ne from 1982.2 to 1994.4 things change slightly. Private consumption is more volatile than GDP 
ID the s~cond sub-peri?d while it h~d a similar volatility than income in the first sub-period, a fact 
that mlght be explamed by a hlgher volatility of asset prices in the second sub-periodll. 
~~loyment, ?n the oth~~ hand, is less volatile than GDP in the first sub-period whereas has a 
Slgrufic~ntl~ htgher v?latIhty through tbe second sub-periodo This difference can be explained by 
lower dlsmlssal COSts m the second sub-periodo Higher dismissal costs produces a lower ¡ncrease of 
e~ployme~t in ."g~Od" times ~d a lower job .destruction in ''bad'' times (see Rogerson, 1990). The 
dlfferen~e ID dlsmls~al ~osts ID ?oth sub-penods are due to two factors: a) in 1984 a significant 
~hange. m labour leglslatlOn was. mtroduced by which the use of temporary contracts (as opposite to 
mdefintte contracts) was generahzed; and b) from 1975 to 1978 actual dismissal costs were high not 
onIy because severrce payments were high (being most of the labour contracts pennanent), but also 
:5 
11 Conlrary to what happened in tbe case of the HP cycle, the contemporaneous corrclation betwcen the MTDGDP and 
Ihe qualerly GDP growth mIes is quite high (r=0.861). Abo, tbe MTDGDP cyclical compOnents is less volatile titan !he GDP 
growth rateo The ratio of Iheir respective standard errors Is 0.83. 
I~ ~e only relevant assel ror ~hom data is available for tbe whole sample are stocks. Slocks' prices are indeed more 
volatile ro tbe sccond period tban ro tbe fiml one. The standard deviation cf tbe firsl difference of the natl.lral logarithrn of 
Madrid's Stock Market Index (montbly data) was .07 between 1982 and 1994, while in tbe 1970-81 period was .05. 
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• 
because of the conjunction of sorne political and economic factors. Namely, the political transition 
from dictatorship to democracy generated high social uncertainties that discouraged employment 
adjustment and, on tite other hand, this lack of adjustment was made easier by the presence of 
negative real interest rate from 1975 to 1978 (see Sebastián and Servén, 1986). 
lnsert Table 4 
In Table 5 cross correlations between the trend derivative of GDP and the trend derivatives 
of the macroeconomic variables chosen are shown. Again, computations have been made for tite 
whole sample and for the two sub-periods defined aboye. Private consumption, publíc consumption, 
both types of investment, imports and employment show a high positive correlation with GDP in tbe 
three sample periods. One would then say that these variables show a strong pro-cyclical behaviour. 
Exports seem to be uncorrelated with GDP along the cycle when the whole sample is considered. Its 
cross correlation coefficients (at all leads and lags) are not different from zero. Things change 
completly between the two sub-samples. Exports show a positive correlation in the first sub-period 
and strong negative correlation in the second sub-periodo Qne of tbe factors behind this difference is 
that in the second period real excbange rate was markedly pro-cyclical, experiencing a strong 
apreciation through the long expansion period, especially fIom 1983.4 to 1992.1, and undergoing a 
strong depreciation in the last recession, from 1992.2 to 1993.4. Real exchange rate behaviour in the 
first sub-period was much less pro·cyclical. A strong negative relationship between real exchange rate 
and exports is well established using Spanish data. 
lnsert Table 5 
Price level, represented by GDP's deflactor is uncorrelated with GDP when the whole sample 
is considered, but, again, we obtatn a different picture when we split the sample periodo It is still 
uncorrelated in the second sub-period, but show negative correlation in the first sub-periodo This 
seems consistent with the idea tbat fluctuactions in the first sub-period were mainly caused by supply 
factors (oil shocks, wage shocks, etc.) while in the second sub-period both demand and suply factors 
were present. 
Af; shown by Canova (1991), the characterization of a variable as pro-cyclical or counter-
cyclical or as having a higher or lower volatility is not independent of the detrending procedure used, 
being arbitrary tite choice of a specific procedure. In our case, the arbitrarieness exists in the choice 
of the trend-cycle, by the use of a specific value of the NVR. The discussion above on the cyclical 
properties of selected macroeconomic variables was based on trend cycles estimated with a NVR equal 
to 0.01. The reasons to choose such value were stated in the previous section. But in order to be sure 
tbat we are maldng a consistent characterization of the cyclical properties of the variables, we should 
check whether different trend-cycles characterizations, obtained using different values of the NVR, 
generate similar cyclical properties of the variables. For this purpose, we have carried on a sensitivity 
anaIysis using trend-cycles derived for different NVR values, say 0.1 and 0.001, and compare the 
results obtained with those corresponding with the medium tenu one. (NVR= 0.01). M regards 
relative volatilities, the resulls are considerable robust across different NVR values. In sorne cases, 
like private and public consumption numerical differences are onIy found in the third decimal poiut. 
Qnly in net exports, imports and construction investment sorne numerical differences are found. As 
regards cyclical behaviourthe cross-correlation function results between the GDP trend-cycle and the 
ones corresponding to the otber selected macroeconomic variables are extremely robust across NVR 
values. Not oruy, the same qualitative message hold for the three NVR values, but also tite 
II 
quantitative results are remarkably similar!3. 
6. CONCLUSIONS 
In this paper we have analysed an alternative characterization of the Spanish business cyc1es 
using available quaterly data from 1970 to 1994. In order to accomplish this goal, we have 
established a restricted altemative criteria to the one used by the NBER to decide a business cyc1e 
chronology of the Spanish economy during the last 25 years. The dates of recessions and expansions 
show a remarkable high variability duration of both type of movements, a feature cornmon to other 
economy's experiences for the same time periodo Once the reference dates were constructed, our 
statistical model is later applied to verify if it could broadly replicate the features of the Spanish 
business cycles and reproduce tbe turning points from a historical perspective. 
A few conclusions can be derived from this exercise. First, blind use of certain prefiltering 
procedures as the solely detrending method in compiling business cycle statistics and characterizing 
comovements among economic aggregates could be dangerous and misleading. fu particular, the 
results of applying the HP filter to the Spanish case are revealing: two recessions periods are 
identified that are not present in the data. Tbe second Ofie indicates a considerable faIse alann at 
times wben the Spanish economy was growing around 0.8% per quarter. Second, out ofthe three 
subjective priors considered. the medium~tenn cyc1ical trend model (NVR = 0.01) was an adequate 
candidate to represent the Spanish business cycle chronology for this particular time periodo It not 
onIy complied with the conditions established in section 3.2; but also seems to be a good 
approximation to tbe quaterly growth rates of Spanish GDP. Tbe other alternatives, either miss 
recessions and recoveries or generates cyc1es tbat did no occur. 
Third, using trend derivatives (for the medium-tenn model, NVR=O.01) of seIected 
macroeconomic variables, a characterization of Spanisb business cycles along the period of reference 
is roade. In particular, volatility of macroeconomic variables relative to GDP and pro-cyclicity or 
counter-cycHcity of these variable are computed; both for the whole sample and for different sub-
samples. An explanation of the most striking results is put forward. Fourth, given the relevance of 
Canovas' (1991) warning about the existence of arbitrariness in any procedure to characterize business 
cycles, sensitivity analysis using alternative values of the NVR is carried out, concluding that relative 
volatility and cross-correlation functions are hardly affected by the particular NVR used. 
" Numerical results ror the sensitivity analysis are available from the authors upon request. 
12 
References 
Bac!ulS, D. and Kehoe, P. (1989). 'Intemational Evidence on the Historieal Properties of Business 
Cycles'. Working Paper 402R, Federal Reserve Bank of Minneapolis. 
Baxter, M. (1991). 'Business Cycles, Stylized Facts and the Exchange Rate Regime: Evidence from 
the United States'. Journal of International Money and Finace. 
Brandolini, A. (1995). 'In Search of a Stylised Fact: Do Real Wages Exhibit a Consistent Pattern of 
Cyclical Variability'. Journal of Economic Surveys, 9(2), 103-164. 
Burns, A. and Mitchell W. (1946) Measuring Business Cycles, New York: NBER 
Canova, F. (1991) 'Detrending and Business Cycle Faets'. European University Institute, Florence, 
Working Paper ECO, No. 91/58. 
Cogley, T. and Nason, J.M. (1995). Effects ofthe Hodrick-Prescott Filter on Trend and Difference 
Stationary Time Series: hnplications for Business Cycle Research. JournaJ ofEconomic Dynamics and 
Control. 19, 253~278. 
Danthine, J.P. and Girardin, M. (1989) 'Business Cycles in Switzerland: A Comparative Study'. 
European Economic Review, 33, 31-50. 
Dolado, J.J; Sebastián, M. and Vallés, J. (1993) 'Cyclical Patterns oí the Spanish Economy'. 
Investigaciones Económicas, 17(3),445-473. 
García-Ferrer, A. (1992) 'Comentario sobre el Crecimiento Subyacente en Variables Económicas' 
Estadística Española, 34, 347-362. 
García-Ferrer, A.; del Hoyo, J.; Novales, A. and Young, P.C. (1993) 'Recursive Identification, 
Estimation and Forecasting of Non-8tationary Time Series with Applications to GNP Intemational 
Data', forthcoming in Berry et al. (eds) Bayesian Analysis in Statistics and Econometrics: Essays in 
Honour oi ArnoldZellner, New York: Jobn Wiley 
García-Ferrer, A.; del Hoyo, J.; Novales, A. and Sebastián, C. (1994). 'The Use of Economic 
Indicators to Forecast the Spanish Economy: Preliminary Results from the BRlSTE Project'. Paper 
presented at the XIV International Symposium on Forecasting, Stockholm, june. 
García~Ferrer, A. and Queralt, R (1995). 'Using Long, Medium and Short Tenn Trends to Forecast 
Tuming Points in the Business Cycle: An Intemational Evidence'. Working Paper 3/95, D.A.E., 
Universidad Autónoma de Madrid. 
Harvey, A.C. and Jaeger, A. (1993). 'Detrending, Stylized Facts and the Business Cycle'. Journal 
oi Applied Econometrics, 8, 231~247. 
Hodrick, RJ. and Prescott, E.S. (1980). 'Postwar U.S. Business Cyc!es: An Empirical Investigation'. 
Discussion Paper No. 451, Camegie MeIlon University. 
Jakeman, A.J. and Young, P.C. (1984). 'Recursive Filtering and the Inversion of Ill-posed Causal 
Problems'. Utilitas Mathematica, 35, 351-376. 
13 
King, R. and Plosser, C. (1989). 'Real Business Cycles and the Test of the Adebnans', Rochester 
Center for Economic Research, Working paper No. 204. 
King, R. and Rebelo, S. (1993). 'Low Frequency Filtering and the Business Cycles'. Journal oi 
Economics Dynamics and Control, 17,207-232. 
Mankiw, G. (1989). 'Real Business Cycles: A New Keynesian Perspective'. Journal oi Economic 
Perspectives, 3(3), 79-90. 
Ng, C.N. and Young, P.C. (1990). 'Recursive Estimation and Forecasting ofNon-stationary Time 
Series'. Journal of Forecasting,9, 173-204. 
Pedregal, D. (1995). 'Comparación Teórica, Estructural y Predictiva de Modelos de Componentes 
no Observables y Extensiones del Modelo de Young'. Ph.D. Thesis. Universidad Autónoma de 
Madrid. 
Queralt, R. (1994). 'Análisis y Predicción del Ciclo Económico Utilizando Modelos de Componentes 
no Observables'. Ph.D. Thesis. Universidad Autónoma de Madrid. 
Rogerson, R. (1990). 'Restricciones al despido, inversión y empleo, con una aplicación a la industria 
española', in Estudios sobre Participación Activa, Empleo y Paro en España, Fedea, Madrid. 
Sebastián, C. and Servén, L (1986). 'La evolución del empleo industrial 1973-1984: Un análisis de 
simulación", en Análisis de Simulación en la Industria Española, Fedea, Madrid. 
Singleton, K. (1988). 'Econometric Issues in the Analysis of Equilibrium Business Cycle Models'. 
Journal of Monetary Economics, 21, 361-386. 
Stock, J. and Watson, M. (1988). 'Testing for Common Trends'. Journalofthe American Statistical 
Association, 83, 1097-1107. 
Tych, W. and Young, P.C. (1993). 'Dynamic Hannonic Regression, Trend Estimatíon and Optimal 
Seasonal Adjustment'. Centre for Research on Environmental Systems: Lancaster University. 
Young, P.e. (1994). 'Time-variable Parameter and Trend Estimation in Non-stationary Economit 
Time Series'. JournaI 01 Forecasting, 13, 179-210. 
Young, T.C. (1987). 'Recursive Methods in the Analysis of Long Time Series in Meteorology and 
Climatology'. Ph.D. Thesis. Centre for Research on Environmental Systems: Lancaster University. 
14 
70 
71 
72 
73 
74 
75 
76 
77 
78 
79 
80 
81 
82 
83 
84 
85 
86 
87 
88 
89 
90 
91 
92 
93 
94 
0.010 
0.022 
0.019 
0.007 
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0.008 
0.005 
0.015 
0.012 
0.012 
0.008 
0.014 
0.022 
0.017 
0.007 
0.003 
0.007 
0.009 
0.016 
0.013 
0.013 
0.008 
TABLE 1 
GDP 1970-1994 
CHANGE RATE 
0.009 0.009 
0.015 0.018 0.009 
0.020 0.020 0.017 
0.015 0.017 0.020 
0.004 0.004 0.005 
0.004 0.005 0.004 
0.008 0.007 0.005 
0.011 0.012 0.007 
0.015 0.013 0.012 
0.010 0.010 0.014 
0.012 0.010 0.011 
0.007 0.007 0.011 
0.010 
0.019 
0.019 
0.006 
0.003 
0.006 
0.007 
0.014 
0.013 
0.011 
OF ONE YEAR FLOW 
0.012 0.014 
0.021 0.021 
0.018 0.017 
0.009 
0.001 
0.006 0.005 
0.003 0.004 
0.007 0.007 
0.008 0.009 
0.015 0.015 
0.012 0.011 
0.012 0.012 
0.009 0.008 
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TABLE 2 
Table 3a. NVR values and cycles per sample. 
SPANISH ECONOMY BUSINESS CYCLES 1970 - 1994 
NVR CYCLES QUARTERS YEARS 
1 0,1.580 6,33 1,58 
PERlOD PHASE DURATION 
Quarters 0,1 0,0888 11,26 2,81 
- 1974.4 EXPANSION 
0,05 0,0747 13,39 3,35 
1975.1 ~ 1975.3 RECESSION 3 
0,01 0,0500 20,02 5,00 
0,005 0,0420 23,80 5,95 
1975.4 - 1978.3 EXPANSION 12 
1978.4 - 1981.2 RECESSION 11 I 0,001 0,0281 35,59 8,90 0,0005 0,0236 42,33 10,58 
1981.3 - 1992.1 EXPANSION 43 0,0001 0,0158 63,29 15,82 
1992.2 - 1993.4 RECESSION 7 0,00005 0,03.33 75,27 18,82 
1994.1 - EXPANSION 0,00001 0,0089 :n2,56 28,14 
0,000001 0,0050 200,16 50,04 
Table 3b. Cycles (in years and quarters) and NVR Values. 
YEARS QUARTERS CYCLE NVR 
1 4 0,2500 6,2695 
2 8 0,1250 0,3918 
3 12 0,OS33 0,0774 
4 16 0,0625 0,02449 
5 20 0,0500 O,OlO03 
6 24 0,0427 0,004838 
7 28 0,0357 0,002611 
8 32 0,0313 0,001531 
9 36 0,0278 0,000956 
10 40 0,0250 0,0006270 
15 60 0,0167 0,0001238 
20 80 0,01.25 0,00003918 
TABLE4 
TREND DERIVATES OF SELECTED MACROECONOMIC VARIABLES 
Basic Statistics 
1970.2 - 1994.4 1970.2 - 1981.4 1982.1 - 1994.4 
"'MEAN STD RELATIVE MEAN STD RELATIVE MEAN STD RELATIVE 
VOLATILlTY VOLATILlTY VOLATILlTY 
GDP 0.7 0.52 1.00 0.8 0.61 1.00 0.6 0.42 1.00 
PRIVATE CONSUMPTION 0.7 0.61 1.17 0.8 0.67 1.10 0.6 0.53 1.28 
PUBLlC CONSUMPTI0N 1.2 0.40 0.77 1.3 0.27 0.44 1.1 0.14 0.34 
EQUlPMENT lNVESTMENT 0.6 1.87 3.60 0.7 1.41 2.31 0.5 2.22 5.33 
CONSTRUCTION INVESTMENT 0.5 1.36 2.62 1.5 1.02 1.67 0.8 1.55 3.74 
EXPORTS 1.7 0.86 1.65 1.8 0.97 1.59 1.7 0.75 1.81 
lMPORTS 1.6 1.38 2.65 1.4 1.28 2.10 1.9 1.43 3.43 
NETEXPORTS 0.08 1.77 3.40 0.4 1.39 2.28 -0.2 2.02 4.86 
GDP's PRICE DEFLACTOR 2.6 1.11 2.13 3.4 0.91 1.49 1.8 0.57 1.37 
EMPLOYMENT -0.02 0.55 1.06 -0.2 0.40 0.66 0.1 0.63 1.52 
TABLE5 
CROSS CORRELATIONS OF GDP', TREND DERIVATE 
WITH SELECTED MACROECONOMIC VARIABLE', TREND DERIVATES 
1970.2 - 1994.4 1970.2 - 1981.4 1982.1 - 1994.4 
... -
1 O -1 1 O -1 1 O -1 
PRIVATE CONSUMPTlON 0.95 0.96 0.93 0.95 0.96 0.93 0.93 0.94 0.89 ' 
PUBLlC CONSUMTI0N 0.71 0.66 0.59 0.61 0.52 0.43 0.90 0.87 0.80 
EQUIPMENT INVESTMENT 0.78 0.81 0.82 0.85 0.86 0.85 0.85 0.91 0.94 
CONSTRUCTION INVESTMENT 0.79 0.81 0.80 0.92 0.94 0.93 0.96 0.98 0.96 
EXPORTS 
-0.10 -0.02 0.04 0.32 0.43 0.49 -0.82 -0.81 
-0.75 
IMPORTS 0.80 0.80 0.80 0.87 0.88 0.85 0.86 0.89 0.88 
NETEXPORTS 
-0.67 -0.64 -0.60 -0.58 -0.51 -0.44 
-0.91 -0.93 -0.90 
GDP's PRICE DEFLACTOR 
-0.08 -0.12 -0.16 -0.48 -0.57 -0.63 0.06 0.06 0.07 
EMPLOYMENT 0.83 0.83 0.82 0.98 0.99 0.96 0.98 0.99 0.96 
., 
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