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This paper concerns an investigation of the spin wave excitations in magnetic nanoparticles. We provide a de-
tailed derivation of the theoretical method for the determination of the normal modes of confined magnetic sys-
tems based on a discrete lattice of magnetic moments. The method is based on the damping-free Landau–Lifshitz 
equation and general enough to be utilized for the magnetic system of any dimensionality, magnetic structure, 
shape, and size. As an example we explore the influence of the competition between exchange and dipolar inter-
actions on the spectrum of normal modes as well as on the stability of the vortex state in two-dimensional 
nanorings. We show the lowest-frequency mode to be indicative of the dipolar-to-exchange iterations ratio. 
We also study behavior of the fundamental mode and present the influence of both, the discreteness of the lattice 
and the dipolar-to-exchange iterations ratio, on its hybridization with azimuthal modes. We complete the paper with 
a selective review of the spin wave excitations in circular dots to compare with the results obtained for the rings. 
PACS: 75.10.Hk Classical spin models; 
75.75.Jn Dynamics of magnetic nanoparticles; 
73.90.+f Other topics in electronic structure and electrical properties of surfaces, interfaces, thin films, 
and low-dimensional structures. 
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1. Introduction 
Coexistence of the short- and long-range interactions re-
sults in a variety of interesting effects. In thin magnetic films 
with natural surface it results in surface and subsurface 
localization [1–3], in patterned magnetic films is responsi-
ble for the splitting of the spectrum into subbands [4,5], 
and in magnonic crystals causes the complete bandgap to 
open [6–10]. In particular the competition between ex-
change and dipolar interactions has a significant influence 
on the spin-wave spectrum and leads to a variety of stable 
and metastable magnetic configurations. For example, in 
magnetic nanodots with a thickness small enough with 
respect to the diameter one of these configurations is the 
vortex state [11–15]. 
In the vortex configuration the in-plane components of 
the magnetic moments form a closed system (Fig. 1(a)). 
Circular dots and rings are circularly magnetized while in 
square rings magnetic moments form so called Landau 
state (a closure domain system) [16,17]. In square dots, as 
shown by simulations, the arrangement of the magnetic 
Fig. 1. (a) In-plane magnetization component in the vortex state 
for circular and square dot, and square ring. In the square dot 
there is a circular magnetization around the centre and Landau 
state near the edges. (b) Vortex with core vs in-plane vortex. 
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moments combines both Landau state near the borders and 
circular magnetization near the centre of the vortex [18]. 
This is a consequence of two competing effects. On the 
one hand, the center of the vortex tends towards the circu-
lar magnetization as a result of minimizing the (local) ex-
change interaction at the meeting point of four domains. 
On the other hand, the tendency to minimize the magnetic 
charges at the surface causes the magnetization to follow 
the edges of the dot. The circular magnetization appears in 
rather small area thus in large square dots the domain 
magnetization prevails in the major part of the dot, but in 
small dots only in minor corner regions the circular con-
figuration fails to fit the geometry of the system. 
In full dots made of usual ferromagnetic materials like 
cobalt or permalloy exchange interactions are strong 
enough to form so called vortex core in the centre of the 
vortex (which does not necessarily coincide with the centre 
of the dot, though is close to it in stable vortices) [19–21]. 
The core of the vortex is a small region with nonzero out-
of-plane component of static magnetization (Fig. 1(b)). In 
the rings the core does not appear because the central part 
of the dot is removed and thus the vortex centre lies out-
side of the system. In such case the static magnetization 
lies in the plane of the dot throughout its volume [22]. In 
fact, in full dots the in-plane (coreless) vortex can exists as 
well but for very weak exchange interactions [23]. 
Magnetic vortices are systems with the great potential 
applicability. They serve as microwave-frequency oscilla-
tors [24,25], can be used in frequency multiplication [26], 
or for data storage and information processing [27,28]. In 
all of these applications a crucial role is played by spin 
waves. They also have a significant influence on the stabil-
ity of the magnetic configuration [29,30], even if the sys-
tem is smaller than the characteristic exchange length [31]. 
Because of their importance spin wave excitations in mag-
netic dots have been widely studied in numerous papers 
experimentally [32–37], theoretically [38–43], and by means 
of numerical simulations [44–49]. On the other hand, the 
properties of spin waves in circularly magnetized rings are 
much less explored [50–52]. 
In the literature different types of modes are reported to 
be observed. For example, the observed lowest-frequency 
mode is an azimuthal mode of different order [53–56], 
a localized mode [45,57–59], or even the fundamental 
mode [37]. In Ref. 60 we use very effective method based 
on discretized version of Landau–Lifshitz equation to 
study this topic. We show that this diversity is related to 
the competition between the dipolar and exchange interac-
tions. In the present paper we provide a detailed descrip-
tion of this method and show its usefulness with an exam-
ple of magnetic rings, but the method is general enough to 
be applicable to any confined magnetic system regardless 
its dimensionality, internal structure, shape, or size. 
The paper starts with a selective review of the proper-
ties of spin waves in circular dots with special attention 
paid on the lowest frequency mode (Sec. 2). In Sec. 3 we 
derive the theoretical method used in our approach and 
discuss its strong and weak points in comparison to the 
simulations. Next sections show our results obtained for 
magnetic rings: the spectrum of normal modes (Sec. 4), its 
dependence on the dipolar-to-exchange interaction ratio 
(Sec. 5), and the stability of the magnetic vortex vs the size 
and shape of the ring (Sec. 6). Finally, we close the paper 
with conclusions provided in Sec. 7. 
2. Spin wave excitations in circular dots 
In magnetic dots in the core-vortex state two types of 
excitations can be distinguished, namely gyrotropic motion 
of the core and spin waves [61,57]. The gyrotropic mode is 
low-frequency excitation (in the range of hundreds of MHz) 
related to the precession of the vortex core as a whole in 
the effective magnetic field. Whereas spin waves are sta-
tionary excitations (normal modes) of the system of mag-
netic moments. Depending on the size of a dot their fre-
quencies start at several GHz. In circular dots their profiles 
are similar to those of vibrations of the circular membrane 
and the same labeling ( , )k m  is useful to describe them, 
where the radial number k  is the number of nodal lines in 
the radial direction and the azimuthal number m in azi-
muthal direction. 
The occurrence of the nodal line means a phase shift 
along particular direction (radial or azimuthal). We will 
call azimuthal modes the spin waves which have radial 
number = 0k , i.e. with no phase shift as we move from the 
dot centre to its boundary. In the literature there is some 
inconsistency in the labeling of such modes. In some pa-
pers they are labeled as = 0k  [33,35,57] while in others as 
= 1k  [53–55] (probably because of the vanishing ampli-
tude of oscillation at the dot boundary or the vortex core). 
This inconsistency is not of appreciable importance unless 
the results are compared with analytical models and even 
in this case the most important thing is to remember that it 
exists in the literature. 
The results obtained in experimental and micromag-
netic studies depend significantly on the method of the spin 
waves excitation and the observation technique. For exam-
ple, if spin waves are excited by a short pulse of magnetic 
field the observed spectrum depends on the orientation of 
the pulse with respect to the plane of the dot. (A similar 
dependence has been observed in micromagnetic simula-
tions.) For the pulse oriented in the dot plane (in-plane 
pumping) only modes with non-zero azimuthal number m 
are excited (they can have non-zero radial number as well) 
while for the pulse perpendicular to the dot (perpendicular 
pumping) the excited modes are = 0m  modes [37,54–57]. 
In the last case the observed lowest-frequency mode is 
usually fundamental mode (0,0) [37,54–56]. On the other 
hand, for in-plane pumping a first order azimuthal mode is 
usually reported as the lowest one [33,35,54,55,57]. 
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An exception is reported by Zhu et al. [57]. For perpen-
dicular pumping they observe an extra mode with a much 
lower frequency than fundamental one, however, higher 
that the gyrotropic mode. This mode does not occur in 
the micromagnetic simulations presented in [57] but the 
authors suppose that this could be edge-localized mode. It 
is also absent for in-plane pumping which suggests strong 
out-of-plane component of the dynamical magnetization. 
In our theoretical investigation we found the edge modes 
usually tend to occur higher in the spectrum [60], although 
the centre-localized mode appears as the lowest if it be-
come soft-mode, i.e. for metastable magnetic configura-
tion. In the case of strong exchange interactions it oscil-
lates almost purely out-of-plane. Rivkin et al. [42]. found 
theoretically the lowest mode to be localized at the centre 
of the dot (the vortex core), but with non-negligible both 
in-plane and out-of-plane oscillations. In micromagnetic 
simulations the lowest mode was found to be localized at 
the vortex core by Boust et al. [58]. In this case the oscilla-
tions are purely in-plane which, together with the low fre-
quency, might suggest a gyrotropic mode. On the other 
hand, according to our own results, spin waves with similar 
profile occur in in-plane vortices for strong dipolar interac-
tions (weak exchange). Also the edge anisotropy could 
reduce the frequencies of the localized modes. The edge-
localised mode is reported to be the lowest by Novosad 
et al. [45]. and by Liu et al. [59]. 
The lowest-frequency mode has been identified as an 
azimuthal mode of different order by Buess et al., even if 
they use the perpendicular pulse [53]. A (0,2) mode was 
found to be the lowest in dots of 4 µm and 6 µm in a diam-
eter and 15 nm thick. In smaller dots (2 and 3 µm in di-
ameter) the (0,1) mode is reported to be the lowest one. 
This experimental result supports theoretical studies provid-
ed by Ivanov and Zaspel [40], by Ziveri and Nizzoli [62] 
and by ourselves [60]. In papers [40] and [62] using analyt-
ical methods authors show that in dots of large enough 
diameter second order azimuthal mode has the lowest fre-
quency while for smaller diameter first order one. Our own 
results [60] also agree with this statement: higher-order 
azimuthal modes descend the spectrum as an effect of in-
creasing the diameter of the dot. Moreover, we observe the 
same effect with increasing dipolar-to-exchange interaction 
ratio. The general conclusion is that in circular dots in the 
vortex state the competition between the dipolar and ex-
change interactions is reflected by the character of the low-
est-frequency spin-wave excitation. The exchange interac-
tions favour = 1m  modes while the dipolar interaction 
higher-order azimuthal modes, regardless of whether their 
predomination is due to the size or material of the dot. 
If dipolar interactions are strong enough the above rule 
leads to the negative dispersion relation, i.e. decreasing 
frequency with increasing azimuthal number. Such effect 
was found analytically in already cited papers [40] and [62] 
as well as experimentally in [53]. 
3. Dynamical matrix method 
The system being the subject of this study is a circular 
ring cut out from a 2D discrete lattice with elementary 
magnetic moments (spins) in lattice sites. An example of 
the ring based on the square lattice is shown in Fig. 2. Ob-
viously, the boundaries of such ring are not perfectly circu-
lar and by “circular” we understand a system cut out by 
means of circles. The system is naturally discrete therefore 
its edges cannot be smoothed (as it is in continuous sys-
tems with artificial discretization, e.g., in micromagnetic 
simulations) [63]. Of course, the edge smoothness increas-
es with the size of the ring (measured in lattice constants). 
The dynamics of a single magnetic moment RM , R  be-
ing the position vector, is considered in the linear approx-
imation, assuming | | | |<<R Rm M , 0,| | | |R RM M  and 
0,⊥R Rm M , where 0,RM  and Rm  are the static and dy-
namic component of the magnetic moment, respectively. 
The static component defines one of the axis of a local 
Cartesian coordinate system, Ri  (see Fig. 2). Second unit 
vector, Rj , lies in the plane of the dot and is oriented to-
wards its centre. In the case of an in-plane vortex studied 
here, the third basis vector, Rk , is perpendicular to the dot 
plane at each lattice site. Thus, the dynamic component of 
the magnetic moment is given by , ,= ,j km m+R R R R Rm j k  
where ,jm R and ,km R  are the in-plane and out-of-plane 
coordinates, respectively. 
Equations of motion 
To describe the time evolution of RM  we use the dis-
crete damping-free Landau–Lifshitz (LL) equation: 
 eff0= ,t
∂
γµ ×
∂
R
R R
M M H  (1) 
Fig. 2. (Color online) Schematic plot of a circularly magnetized 
ring based on a 2D square lattice. Magnetic moments (represent-
ed by the arrows) are arranged in the lattice sites within the ring. 
The external size L is defined as the number of lattice constants 
in the diameter of the circle used for cutting out the ring (the dot-
ted circle). Similarly, the internal size L′ is the radius of the inner 
circle (in units of the lattice constant). To the right, the local co-
ordinate system associated with the magnetic moment indicated 
by the arrow. 
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where γ  is the gyromagnetic ratio, 0µ  is the vacuum per-
meability, and effRH  the effective magnetic field acting on 
the magnetic moment at the position R . In the linearized 
form the LL equation reads: 
 0,
0
= ,i ω × + ×
γµ R R R R R
m M h m H  (2) 
where i  is the imaginary unit, ω is the frequency of har-
monic oscillation of Rm , RH  and Rh  are static and dy-
namic components of the effective field, respectively. In 
our model we will include four terms of the effective field: 
external field, dipolar and exchange interactions, as well as 
uniaxial anisotropy. 
Assuming the external field to be uniform and time-
independent it has only static component: 0 0 0= / µH B . 
The dipolar field acting on a lattice site R  is given by: 
( )
3 5 3
3( ) ( )1= ,
4
d
a
′ ′
′≠
 ′ ′− ⋅ − −
 π ′ ′− − 
∑ R RR
R R
R R M R R MH
R R R R
 
where a is the lattice constant and the summation ′≠∑R R  
runs over all the lattice sites except that indicated by R . 
The position vectors are expressed in the units of a. 
Assuming the exchange interaction uniform and limited 
to nearest neighbors (NN) only, the exchange field is given 
by the formula: 
 ex
2
0
2= ,
( ) NNB
J
g
′
′∈µ µ
∑R R
R
H M   
J  being the exchange integral. The summation runs over 
all ′R  being the position vectors of NN of the spin indicat-
ed by R . 
The uniaxial anisotropy field reads: 
 
( )
( )2
0
2
= ,a
B
D
g
⋅
µ µ
R
R R R RH M K K   
where RK  is the unit vector in the direction of the anisot-
ropy easy axis and DR  is the anisotropy coefficient, both in 
position R . 
Assuming that all spins S  within the dot are the same 
the length of the static component of the magnetic moment 
is independent on the position in the dot, so 0, = .Bg SµR RM i  
Thus the components of the effective field can be written as: 
 2
0 0
2 2= a = ,
( )B B
S nd
g gµ µ µ µ
R R R RH H h h   (3) 
where 
 ( )0=
NN
b J D′
′∈
+ + ⋅ +∑R R R R R
R
H B i i K K   
 5 3
3 ( )( ( ))d ′ ′
′≠
 ′ ′− ⋅ − + −
 ′ ′− − 
∑ R R
R R
R R i R R i
R R R R
  (4) 
and 
 ( )=
NN
J D′
′∈
+ ⋅ +∑R R R R R
R
h m m K K   
 5 3
3 ( )( ( ))
.d ′ ′
′≠
 ′ ′− ⋅ − + −
 ′ ′− − 
∑ R R
R R
R R m R R m
R R R R
  (5) 
The coefficients are: the external field coefficient 
= / 2Bb g Sµ  and the dipolar coefficient 
2= ( )Bd gµ ×
3
0 / 8 a× µ π . 
Dividing (2) by 02 / BS gµ µ  and introducing 
= / 2Bg SΩ µ ω γ  one can obtain the equation of motion in 
the compact form: 
 = .iΩ × + ×R R R R Rm i h m H    
This vector equation can be rewritten as a set of equa-
tions for three coordinates of the magnetic moment: 
 , , , ,0 = ,j k k jm H m H+R R R R    
 , , , ,= ,j k k ii m h m HΩ − +R R R R    
 , , , ,= ,k j j ii m h m HΩ −R R R R    
where the subscripts i , j , and k  denote respective coordi-
nates of the vectors (in local coordinate system). 
Finally, the system of equations of motion for the dy-
namic components of magnetic moments is following: 
( )2, , 0=j k
NN
i m m b J D′
′∈

Ω ⋅ + ⋅ + ⋅ +

∑R R R R R R R R
R
B i i i i K  
 
( ) ( )
5 3
3
'
d ′ ′
≠
 ′ ′− ⋅ − ⋅    ⋅     + − −
 ′ ′− − 
∑ R R R R
R R
R R i R R i i i
R R R R
  
 ( )( )
NN
J D′
′∈
− ⋅ − ⋅ ⋅ −∑ R R R R R R R
R
k m m K k K   
 
( ) ( )
5 3
3
d ′ ′
′≠
 ′ ′− ⋅ − ⋅    ⋅    − −
 ′ ′− − 
∑ R R R R
R R
R R k R R m k m
R R R R
 ,  
( )2, , 0=k j
NN
i m m b J D′
′∈

Ω − ⋅ + ⋅ + ⋅ +

∑R R R R R R R R
R
B i i i i K  
 
( ) ( )
5 3
3 '
'
d ′
≠
  ′ ′− ⋅ − ⋅   ⋅   + − + 
′ ′− −  
∑
R R R R
R R
R R i R R i i i
R R R R
  
 ( )( )
NN
J D
′∈
′+ ⋅ + ⋅ ⋅ +∑ R R R R R R
R
j mR m K j K  
 
( ) ( )
5 3
3
.d ′ ′
′≠
 ′ ′− ⋅ − ⋅    ⋅    + −
 ′ ′− − 
∑ R R R R
R R
R R j R R m j m
R R R R
  
  (6) 
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Dynamical matrix 
The system of Eqs. (6) can be represented as a follow-
ing eigenvalue problem: 
 = ,j j
k k
m m
m m
   
Ω    
   
M  (7) 
where jm  and km  are column vectors containing in-plane 
and out-of-plane amplitudes of magnetic moment preces-
sion, respectively, for every lattice site within the system. 
Numerical diagonalization of the matrix M , which is 
called dynamical matrix, yields the reduced frequencies Ω  
of the spin-wave excitations as well as their profiles, i.e. 
the distribution of amplitudes of the magnetic moments 
precession jm  and km . It is worth to notice that derivation 
of Eqs. (6) is general enough to apply the model to the 
magnetic periodic system of any dimensionality, internal 
structure, shape, size or configuration of magnetic mo-
ments. For example in Ref. 18 we use this model to ex-
plore the spin wave profiles for core-vortices in square dots 
with the magnetic configuration obtained from simulations. 
Moreover, neglecting the exchange interaction made the 
model useful also for nonperiodic structures. Another ad-
vantage of the dynamical matrix method is that its 
diagonalization yields directly the spin-wave frequencies 
and profiles, without recourse to the Fourier transformation 
used in time-domain simulations. 
In our approach we do not involve any simulations; the 
magnetic configuration is assumed concerning the size and 
shape of the system along with the interactions taken into 
account. Such assumed configuration may be unstable, but 
in this case in the spin-wave spectrum will occur nuclea-
tion modes with frequency equal zero which are responsi-
ble for reconfiguration of the magnetization. In other 
words, the lack of zero-frequency modes is indicative of 
the stability (or metastability) of the assumed magnetic 
configuration [64]. In comparison with the simulation 
methods this approach allows quick exploration of various 
configurations, the stability of which is inferred from the 
obtained spin-wave spectrum. 
The assumption, rather than simulation, of the magnetic 
configuration is the main disadvantage of the method. Thus 
this approach can only be used for studying relatively sim-
ple magnetic configurations involving as few assumptions 
as possible. For example, the study of a core vortex will 
require additional assumptions regarding the shape and 
size of the core. In such cases a combined method seems to 
be the best solution, with simulations used for finding the 
stable configuration, and the dynamical matrix technique 
for calculating the corresponding spin-wave modes. On the 
other hand, for simple magnetic configurations such in-
plane vortex in circular dots our results are in perfect 
agreement with simulations (compare, e.g., Refs. 23, 25). 
The time dependence of the dynamical component is 
given by ( ) = exp ( )t i tωm m . Eigenvectors obtained from 
diagonalization of the dynamical matrix M  are complex 
and the phase shift between the real (Re) and imaginary 
part (Im), i.e. / 2π , gives / 4T  shift in time, where 
= 2 /T π ω  is a period of oscillations for a given mode. 
Thus for the given time t  we have: 
 ( ) = [Re ( ) Im ( )] exp ( )j j jm t m i m i t+ − ω +   
 [Re ( ) Im ( )] exp ( ),j jm i m i t+ − ω   
 ( ) = [Re ( ) Im ( )] exp ( )k k km t m i m i t+ − ω +   
[Re ( ) Im ( )] exp ( )k km i m i t+ − ω . 
In other words, for time = 0t  all dynamic components 
are given by their real parts but after = / 4t T  by imaginary 
parts. 
Dipolar-exchange case 
The vortex magnetic configuration is a result of the 
competition of dipolar and exchange interactions. Thus in 
the next part of our study we will restrict ourselves to these 
two terms in the effective field assuming no external field 
nor uniaxial anisotropy. In this case dividing resulting 
equations by J  changes the definition of reduced frequen-
cy and dipolar coefficient to the following: 
 =
2
Bg
SJ
µ
Ω ω
γ
 (8) 
and 
 
2
0
3
( )
= .
8
Bgd
a J
µ µ
π
 (9) 
New coefficient d  is the dipolar-to-exchange interaction 
ratio and this is the only material parameter in the dipolar-
exchange case of our model. In typical ferromagnets strong 
exchange interaction results in very low values of d . For 
example, in the SPEELS experiments reported in Ref. 66 
the exchange integral in an ultrathin film of Co on a 
Cu(001) substrate is estimated at 15 meV. From the defini-
tion (8) we get = 0.00043d . 
4. Normal modes in circular rings 
Let us consider the circular ring of size = 63L  and 
= 32L′  cut from the square lattice. Such ring consists of 
2284 spins. Assuming an in-plane vortex (circular magnet-
ization) as a magnetic configuration and the dipolar-to-
exchange interaction ratio = 0.022d  we obtain the spin-
wave frequency spectrum shown in Fig. 3. There are no 
zero-frequency modes in the spectrum which, according to 
the above discussion, is indicative of the (meta)stability of 
assumed magnetic configuration. The overall shape of the 
spectrum is typical for dipolar-exchange systems: for low 
mode numbers the shape is determined by dipolar interac-
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tions while by exchange interactions for high mode num-
bers. Another interesting feature is that some modes de-
generate in pairs (see the inset). 
Before we go to the analysis of the spin wave profiles 
lets look at different ways of their presentation shown in 
Fig. 4. Since both dynamic coordinates of the magnetic 
moment, namely in-plane and out-of-plane, are complex 
they can be expressed as real and imaginary part or as 
modulus and phase. As we can see for both components 
the profiles are similar. Moreover, one part (real or imagi-
nary) is sufficient to fully describe the distribution of the 
oscillation amplitude. Therefore in the later if the situation 
is clear we show only one part (Re or Im) of the one com-
ponent (in-plane or out-of-plane). To describe the type of 
the mode we will use following notation: ( , )k m , where the 
radial number k  and the azimuthal number m specify the 
number of nodal lines in the respective directions. In this 
notation the exemplar mode in Fig. 4 is radial mode (1,2). 
In Fig. 5 we show spin-wave profiles of some selected 
modes from the spectrum shown in Fig. 3. These are 18 
lowest modes and two additional modes 43rd and 46th. 
Between the lowest modes the majority are azimuthal 
modes, i.e. the modes with no nodal lines in the radial di-
rection. In this group modes come in pairs having the same 
absolute value of the azimuthal number. (For our purpose 
Fig. 3. Spin wave spectrum for a 2D circularly magnetized ring 
of size = 63L  and = 32L′  (2284 spins). Dipolar-to-exchange 
interaction ratio d  is set to 0.022. In the inset lowest 25 modes 
are shown. The lack of zero-frequency modes is indicative of 
the stability of the assumed magnetic configuration. 
Fig. 5. (Color online) The spin-wave profiles of selected modes for a ring of size = 63L  and = 32L′  in the in-plane vortex state for 
= 0.022d  (the same ring as in Fig. 3). In brackets radial and azimuthal numbers are given; modes are also labelled with their mode 
number n. 
Fig. 4. (Color online) Different ways of presentation of a spin 
wave profile: real and imaginary part vs modulus and phase of 
the distribution of the in-plane ( jm ) and out-of-plane ( km ) ampli-
tude of precession of magnetic moments. An exemplar profile 
calculated for a ring of size = 63L  and = 32L′  (2284 spins) in the 
in-plane vortex state. 
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the sign of the azimuthal number is of no importance and 
the azimuthal number should be understood as | |m .) Some 
of these pairs are degenerated with both modes having the 
same frequency. In fact, this is quite typical and the ques-
tion arises why for some pairs degeneration is lifted. The 
pairs of modes with an even azimuthal number, i.e. the 
modes (0,2), (0, 4) and (0,6), are not degenerate. This fact 
is related to their symmetry, the same as that of the lattice 
from which the dot has been cut out. For example, one of 
the (0,2) modes (n = 4) has nodal lines along the high spin 
density lines (x and y axis in Fig. 2). In contrast, in the 
other (0, 2) mode (n = 5) the high spin density lines coin-
cide with anti-nodal lines. An analogical situation occurs in 
periodic structures, in which a band gap forms between 
two states at the boundary of the Brillouin zone if one state 
has nodes and the other anti-nodes in the potential wells. 
In the literature there are reports of lifted degeneracy of 
azimuthal modes in core vortices due to the coupling of the 
spin waves with the gyrotropic motion of the core [67,68]. 
Since in the ring the coreless vortices exist, coupling with 
the motion of the core is out of the question. The non-
degeneracy is due to the fact that the dot has been cut out 
from a discrete lattice and it is the symmetry of the lattice 
that determines which modes have lifted degeneracy. For 
example in the case of hexagonal lattice the frequency 
splitting occurs for the modes with azimuthal number di-
visible by 3 (see our paper [69] concerning hexagonal lat-
tice). 
Next group are radial modes, the modes with non-zero 
radial number. Modes 14th to 18th are first order radial 
modes with increasing azimuthal number. Similarly to az-
imuthal modes pairs of radial modes with even azimuthal 
number have lifted degeneracy while these with odd m are 
degenerated. Additionally we show two examples of se-
cond order radial modes: (2, 1) (43rd mode) and (2, 2) 
(46th mode). 
Within every group of modes with the same radial 
number we observe positive dispersion, i.e. the azimuthal 
number increases with increasing mode number (whit an 
exception of (0, 0) mode, n = 3). As we discuss in Sec. 2 
this is indicative of predominant exchange interaction. 
The 3rd mode presented in Fig. 5 (n = 3) is so called 
fundamental mode, which is the analogue of the uniform 
excitation. Its profile is not perfectly uniform but there are 
no nodal lines in any direction, azimuthal nor radial, so the 
mode is labeled as (0, 0). This nonuniformity is inherited 
form the symmetry of the lattice from which the dot has 
been cut out and results from the fact that the circular 
symmetry of the dot is broken by the symmetry of the dis-
crete lattice. In our model the lattice discreteness is an in-
trinsic feature of the system and the nonuniformity of the 
fundamental mode profile is its natural consequence. Quite 
similar effect has been observed in micromagnetic simula-
tions [56,70,71], in which, however, it stems from the arti-
ficial discretization of a continuous system into cubes 
(e.g. in the very popular OOMMF simulations) and this 
effect should not occur if the discretization is based on 
tetrahedral, e.g. in the NMAG approach [72]. 
5. Influence of dipolar interactions 
In Sec. 4 we discuss the spin waves spectrum for par-
ticular value of the dipolar-to-exchange interaction ratio d . 
In Fig. 6 we show the dependence of the spectrum vs d  for 
the ring concerned previously ( = 63L , = 32L′ , 2284 spins). 
In the figure only 40 lowest modes are plotted and the fre-
quency range is cut at 120 GHz. The dependence clearly 
indicates the existence of three ranges of d . In two of 
them, i.e. below 1d  and above 2d , the frequency of the low-
est mode is zero which means the assumed magnetic con-
figuration in unstable. On the other hand, for 1 2< <d d d  
the absence of the zero-frequency modes indicates that 
the in-plane vortex is (meta)stable. This picture reflects 
the nature of the magnetic in-plane vortex, which appears 
as a compromise between the exchange and dipolar inter-
actions. When the exchange interaction is strong enough 
(d is too low) they lead to the exchange-driven reorienta-
tion usually evidenced by appearing of the out-of-plane 
component of the static magnetic moment. If the exchange 
interaction is too weak (d  is too large) the dipolar inter-
action leads to a multi-domain or multi-vortex state and 
a dipolar-driven reorientation occurs. The stability of the 
in-plane vortex vs the size and the shape of the system is 
discussed in Sec. 6. 
In the in-plane vortex stability regime for the majority 
of modes the frequency decreases significantly with de-
creasing exchange interaction (increasing d ). These modes 
can be divided into two classes: starting from the (0,1) 
mode, the rate of frequency decrease grows with increasing 
azimuthal number. However, above 80 GHz this rate is 
Fig. 6. (Color online) The frequency of 40 lowest modes as a 
function of the dipolar-to-exchange interaction ratio d  (in loga-
rithmic scale) for a 2D circular ring of size = 63L  and = 32L′ . 
The lack of zero-frequency modes is indicative of the stability of 
the assumed magnetic configuration (an in-plane vortex) for 
1 2< <d d d . The color assignment of the first seven mode lines is 
indicated at the right; the colors repeat cyclically for successive 
modes. 
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sensibly lower for some modes. These modes have a low 
azimuthal number and the radial number 1. In other words, 
the situation repeats: starting from the (1, 1) mode, for 
which the rate of frequency decrease is almost the same as 
for the (0, 1) mode, the frequency decrease rate grows with 
increasing m. Thus, the influence of the dipolar-to-ex-
change interaction ratio on the frequency of a mode is 
mainly determined by its azimuthal number, the radial 
number being of little impact. 
Lowest mode evolution 
Since the frequencies of different spin-wave modes de-
crease at different rates with increasing d  the order of 
modes in the spectrum changes dynamically. In particular, 
the character of the lowest-frequency mode changes as 
a result of mode crossing. In Fig. 7 we show the spin wave 
profiles of the lowest frequency mode for different values 
of d . For d  close to 1d  the lowest mode is a soft mode; its 
frequency reaches zero for 1=d d , and the mode becomes 
a nucleation mode, responsible for the magnetic reconfigu-
ration of the system. In the case considered this mode is 
the fundamental mode with a nearly uniform profile of the 
dynamic component of magnetization ( = 0.005d  in 
Fig. 7). After mode crossing for 0.02d ≈  two degenerated 
azimuthal modes (0,1) are the lowest in the spectrum 
( = 0.035d ) until second mode crossing at about 0.048, 
when one of the second order azimuthal modes become the 
lowest ( = 0.1d ). Next mode crossings cause higher order 
azimuthal modes to have the lowest frequency at 0.164d ≈ , 
0.192, 0.288 and 0.324 (see mode profiles for = 0.18d , 
0.25, 0.3 and 0.5 in Fig. 7). Another feature is the tenden-
cy of the profile to concentrate the high amplitude in 
smaller area of the ring while d  increases (compare the 
profiles for azimuthal number = 2 6m −  presented in 
Figs. 5, 7). Finally, its results in strong concentration of the 
profile around the lines of the highest spin density lines for 
> 1d  ( = 4.0d  in Fig. 7). 
Fundamental mode evolution 
When the fundamental mode is no longer soft mode 
( > 0.001d ) its frequency start to be only little dependent 
on d  (Fig. 8(a)). As we have already mentioned this weak 
dependence on d  results from its profile which is not per-
fectly uniform. The non-uniformity is inherited from the 
discreteness of the lattice thus the profile has the same 
symmetry (Fig. 8(b), = 0.05d ). While azimuthal modes 
frequencies decrease with growing d  the fundamental 
mode ascend the spectrum due to the modes crossings until 
it meets the azimuthal mode of the same symmetry. For d  
in the range 0.07–0.10 fundamental mode frequency signif-
icantly depends on d  due to the repulsion with one of the 
(0, 4) modes. This is the result of the mode hybridization 
shown in Fig. 8(c) where the profiles of three modes are 
shown: fundamental one and both fourth order azimuthal 
(marked with black dots in Fig. 8(a)). The hybridization is 
a consequence of the symmetry of hybridizing modes: both 
profiles, for (0, 0) and (0, 4) modes, have four-fold sym-
metry. On the other hand, only one (0, 4) mode (n = 5) is 
involved in the hybridization — its profile is mixed with 
the profile of the fundamental mode. The second (0, 4), 
n = 8, is not affected by the vicinity of the fundamental 
one. This means there is the second condition for the hy-
bridization: the matching of the in-phase anti-nodes in the 
azimuthal mode with the maximums in the fundamental 
Fig. 7. (Color online) Spin-wave profiles of the lowest mode for 
different values of d  for the same ring as in Fig. 6. 
Fig. 8. (Color online) (a) Evolution of the fundamental mode 
frequencies as a function of the dipolar-to-exchange interaction 
ratio d . (b) Profiles of the fundamental mode for points marked 
with black squares in (a). (c) Profiles of selected modes (marked 
with black circles in (a)) for = 0.1d : hybridizing ones, fundamen-
tal and one of two (0, 4) modes, and the second (0, 4) mode 
which is not involved in the hybridization. 
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mode. Only one of the two (0, 4) modes, namely that with 
anti-nodal lines in the same phase coinciding with the am-
plitude maximums in the fundamental mode, is involved 
in the hybridization, and consequently repulsion. The other 
(0, 4) mode is “ignored” by the fundamental mode, in spite 
of the same symmetry of the two. This is because the am-
plitude maximums of the fundamental mode match the 
nodal lines in the profile of this (0, 4) mode. 
After the hybridization as d  continues to grow the max-
ima of the precession amplitude split and the symmetry of 
the fundamental mode is doubled ( = 0.17d  in Fig. 8(b)). 
In the same time its frequency changes only little thus it 
crosses descending azimuthal modes (0, 5), (0, 6) and (0, 7), 
i.e. those which profiles do not match its own symmetry. 
(Modes of 5th and 7th order degenerate in pairs while 
modes (0, 6) are split due to the coincidence with the sym-
metry of the lattice.) Now the fundamental mode has 8-fold 
symmetry thus it matches the (0, 8) azimuthal modes. As 
a consequence another hybridization occurs for d  between 
0.20 and 0.25. Again, one of these modes is ignored and 
the other hybridize with (0, 0) mode. Afterwards situation 
is repeated for = 0.35 0.40d −  and = 0.55 0.57d −  when 
fundamental mode hybridizes with one of modes (0, 12) 
and (0, 16), respectively. For > 0.75d  the mode under 
the question loses its fundamental character; its profile 
has pronounced maximums and minimums ( = 1.0d  in 
Fig. 8(b)), and its frequency noticeably depends on d . 
There is no more fundamental mode in the spectrum. 
6. Stability of the vortex configuration 
According to the discussion in Sec. 3 even without per-
forming any simulations our method gives an information 
about stability of the assumed magnetic configuration. It is 
clearly seen in Fig. 6 where in the frequency vs dipolar-to-
exchange interaction ratio dependence three regions can be 
distinguish: two with zero-frequency modes and one with-
out. If 1<d d  the exchange interaction drives the magnetic 
moments out of the plane of the ring. On the other hand, 
the dipolar interaction tends to split magnetic vortex into 
multi-vortex (or multi-domain) configuration, which appears 
for 2>d d . The dependence of these two critical values on 
the size and the shape of dots and rings was already the 
subject of our previous studies [23,69,73,74] so here we 
only recall main results. 
For the dipolar-driven reorientation the dependence of 
2d  on the size of the system is very similar in circular and 
square rings as well as in full circular dots. In Fig. 9 we 
show this dependence for rings: in (a) for circularly mag-
netized circular rings and in (c) for square rings in the 
Landau state. In figures (b) and (d) spin wave profiles of 
the lowest modes are shown, respectively. In both cases for 
full dots ( = 0L′ ) the profile is strongly localized at the 
centre of the dot. The elimination of only four central spins 
destroys the central localization of the lowest mode 
( = 2)L′ . Now for the square rings the maximum amplitude 
occurs along the lines between the corners of the hole and 
Fig. 9. (Color online) (a), (c) Critical value 2d  vs the internal size L′ of the (a) circular and (c) square ring for different external sizes L. 
(b), (d) Spin wave profiles of the lowest-frequency mode in the (b) circular and (d) square ring in the in-plane vortex state for 2d d≈  for 
three internal sizes L′. The external sizes of rings are fixed at = 22L . Above each profile, its section along the indicated line. Fi-
gures (a), (b) are from [73] and (c), (d) from [74]. 
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the external edges of the ring. For the circular rings 
the maximum amplitude lies along high spin density lines. 
In both types of ring the change in the profile of the lowest 
mode results in a drastic change in the critical value 2d . 
Further increasing of the internal size of the ring brings 
continuous change of the profile which results in the 
smooth increasing of 2d . This means with increasing of the 
hole in the ring the stability of the vortex increases as well 
(the vortex in stable for weaker exchange interactions). 
In Fig. 10 we show the critical d  for exchange driven 
reorientation ( 1d ) for similar rings as in Fig. 9 but now 
dependencies for square and circular rings are completely 
different. First of all, for full dots critical value of d  is very 
high, i.e. the in-plane vortex could be stable for very weak 
exchange interactions. For circular rings 1d  smoothly de-
creases with increasing the internal size of the ring starting 
from full dot. This behavior is related to the change of the 
profile of the lowest mode. For full dot the profile is local-
ized at the centre. Removing of the central part of the dot 
results in decreasing localization at the internal edge of the 
ring. For larger hole in the ring the profile is almost uni-
form in radial direction and 1d  is very little dependent on 
the L′. Decreasing 1d  means increasing stability of the vor-
tex, stronger exchange interactions are necessary to destroy 
it and for rings large enough the in-plane vortex is stable 
even for such strong magnetic materials as cobalt 1 Co( < )d d . 
Completely different is the dependence for square dots. 
In this case introducing of the hole in the middle of the dot 
results in rapid fall of 1d  but afterwards its value is con-
stant for the wide range of L′. Again this behavior is an 
effect of the change in the spin wave profile. Introducing 
of a hole destroy centre localization, similarly to the 2d  
cases, but now the localization is shifted to the corners of a 
ring and such profile stands unchanged until the hole is 
sufficiently large. 
In Fig. 11 we show the influence of the lattice the ring 
is cut from on the stability of the in-plane vortex (figure 
taken from Ref. 69). For both lattices, square and hexago-
nal, change in the size of the ring leads to the same results: 
1d  decreases as the diameter (internal or external) increases 
which is related to dipolar interactions gaining of impor-
tance. The critical value of d  is larger for the hexagonal 
lattice than for the square lattice, i.e. for the hexagonal 
lattice the in-plane vortex is destabilized by weaker ex-
change interaction. This is due to the number of nearest 
neighbors, greater in the hexagonal lattice, implying increas-
ed impact of the exchange interaction. Also in Monte Carlo 
simulations similar effect was observed for full dots [65]. 
The feature weakens substantially with increasing of any 
of the diameters of the ring as a consequence of the in-
crease in the impact of the dipolar interaction, which reduces 
the effect of the change in the number of nearest neighbors. 
Fig. 10. (Color online) (a), (c) Critical value 1d  vs the internal size L′ of the (a) circular and (c) square ring for different external sizes L. 
The dashed line in (a) indicates the value of d for Co/Cu(001) calculated from experimental results reported in [66]. (b, d) Spin wave 
profiles of the lowest-frequency mode in the (b) circular and (d) square ring in the in-plane vortex state for 1d d≈  for three internal sizes 
L′. The external sizes of rings are fixed at = 22L . Above each profile, its section along the indicated line. Figures (a), (b) are from [73] 
and (c), (d) from [74]. 
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7. Conclusion 
In this paper we have shown detailed derivation of 
the theoretical method, based on the discrete version of the 
damping-free Landau–Lifshitz equation, useful to study 
confined systems cut out from a discrete lattice of mag-
netic moments. The method is general enough to be used 
for the system of an arbitrary size or shape as well as the 
magnetic configuration and the lattice the system is based 
on. If exchange interactions are omitted the method is ap-
plicable also for nonperiodic systems. Two main advent-
ages of this approach are the spin wave spectrum obtained 
directly form diagonalization of the dynamical matrix and 
very short time of calculations in comparison with time-
domain simulations. On the other hand, the lack of simula-
tions is the weakest point of the method: it is useful for 
very simple magnetic configurations such as uniform mag-
netization or in-plane vortices. The method can be used for 
more complicated configurations as well but for magnetic 
state simulated rather then assumed. In such case the total 
time of calculation is similar to simulation methods but 
the frequencies and profiles of the spin waves are obtained 
directly from the diagonalization without the usage of the 
Fourier transformation. For the dipolar-exchange case we 
introduce the dipolar-to-exchange interaction ratio d  and 
study how this parameter, the only parameter of the model, 
influences the spin wave spectrum of the system. 
As an example we use a circularly magnetized ring cut 
from a square lattice. We show that internal structure of the 
discrete lattice has a significant impact on the spin wave 
spectrum. The symmetry of the lattice cause frequency 
splitting of the pair of azimuthal modes if it match the 
symmetry of the mode profiles. For the square lattice the 
frequencies of modes with even azimuthal number are split 
while in the case of hexagonal lattice for azimuthal number 
divisible by 3. The symmetry of the lattice is reflected also 
in the non-uniformity of the fundamental mode profile. 
This effect has two consequences: there is a weak depend-
ence of the fundamental mode frequency on d  and the hy-
bridization with the azimuthal mode occurs if its profile 
meets two conditions. The first one is the same symmetry 
of the profiles of both hybridizing modes. The second one 
is the matching of the in-phase anti-nodes in the azimuthal 
mode with the maximums in the fundamental mode. 
We also elucidate the influence of the competition be-
tween dipolar and exchange interactions of the spin wave 
spectrum. We found that not only stable magnetic configu-
ration but also the lowest-frequency mode is indicative of 
this competition. Far from the critical values of d  ex-
change interactions prefer lower azimuthal number while 
dipolar interactions favour higher ones, regardless of 
whether their predomination is due to the material or size 
of the dot. The profile of the lowest mode carry infor-
mation on the stability of the magnetic configuration as 
well. The lowest mode is quasi-uniform close to the ex-
change driven reorientation or localized along the high 
spin density lines close to the dipolar one. 
We also provide a selected review concerning the spin 
wave excitations in full circular dots with a special atten-
tion paid on the lowest-frequency mode. In this case this 
mode is localized at the vortex centre if it is a soft mode, 
i.e., one type of interaction prevails (d  close to one of its 
critical values). Otherwise the lowest mode is an azimuthal 
mode of different order and reflects the competition be-
tween the dipolar and exchange interactions, similarly to 
the rings. These findings help us to explain the diversity of 
the results reported in numerous experimental and micro-
magnetic studies. 
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