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Motivated by the recent growing interest about the thermodynamic cost of Shortcuts to Adia-
baticity (STA), we consider the cost of driving a classical system by the so-called Counterdiabatic
Driving (CD). To do so, we proceed in three steps: first we review a general definition recently
put forward in the literature for the thermodynamic cost of driving a Hamiltonian system; then we
provide a new complementary definition of cost, which is of particular relevance for cases where the
average excess work vanishes; finally, we apply our general framework to the case of CD. Interest-
ingly, we find that in such case our results are the exact classical counterparts of those reported
in [1]. In particular we show that a universal trade-off between speed and cost for CD also exists in
the classical case. To illustrate our points we consider the example of a time-dependent harmonic
oscillator subject to different strategies of adiabatic control.
I. INTRODUCTION
Shortcuts to Adiabaticity (STA) is the design of nona-
diabatic processes that reproduce in a finite time the
same final state that would result from an adiabatic, in-
finitely slow, protocol. Due to their importance in de-
veloping techniques for nanoengineering, such strategies
have called the attention of the scientific community dur-
ing the last years both at the theoretical and at the ex-
perimental level [2–13]. Although the main practical mo-
tivation for STA is related to their quantum applications,
there is a growing interest in understanding their classical
counterparts, both because the classical scheme can be
useful for new quantum strategies and because STA can
be exploited for the design of protocols that can speed
up the convergence in Jarzynski’s equality [5, 14–19].
One of the most noteworthy techniques for STA is
Counterdiabatic Driving (CD). In CD one uses an aux-
iliary Hamiltonian appropriately tailored so that the dy-
namics generated by the original Hamiltonian plus the
auxiliary term preserves exactly the adiabatic invariant
of the system [5, 6, 14–17, 20]. Moreover, since the aux-
iliary term vanishes at the beginning and at the end of
the CD, one can show that the work distribution at the
end of the protocol is the same as that of the bare adi-
abatic process [14]. Therefore it would seem that such
driving effectively boosts the adiabatic dynamics at a fi-
nite rate without any extra cost and that the duration of
the CD process can be pushed to zero with no a priori
bound [21, 22], besides those set by quantum mechan-
ics [23]. This seems to be suspicious from a thermo-
dynamic perspective. Indeed, recently there has been a
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surge of interest in trying to quantify the real cost of driv-
ing systems by CD and more in general by STA [1, 24–28].
In particular, in [1] a sensible definition of the thermody-
namic cost for CD in the quantum case has been given,
based on a universal trade-off between the speed and the
excess of work fluctuations at any intermediate time dur-
ing the protocol, and it has been shown that such cost
can be further related to the geometric structure of the
Hilbert space.
In this work we revisit such results for classical sys-
tems and we set them into the more general perspective
of the thermodynamic cost for driving a Hamiltonian sys-
tem out of equilibrium put forward in [29]. Remarkably,
we obtain that the most natural extension of the ther-
modynamic cost introduced in [29] when applied to CD
provides the exact classical counterpart of the analysis
in [1], including the existence of a universal bound on
the speed of CD. Moreover, as a by-product we obtain
the classical equivalent of the geometric tensor proposed
by Provost and Vallee [1, 30]. We conclude with two ex-
amples, the first one illustrating the bound for CD and
the second one focusing on the importance of consider-
ing the excess of work fluctuations also for STA different
from CD.
II. THERMODYNAMIC COST OF DRIVING
In this section we briefly review the definition of the
thermodynamic cost for driving a Hamiltonian system
out of equilibrium given in [29] (see also [31–33]) in terms
of the average excess work and then we extend it to con-
sider fluctuations of the excess work, in order to be able
to deal with cases where the average excess work van-
ishes, as it happens e.g. in CD.
Let us consider a driven Hamiltonian system with
Hamiltonian H0(z,λ(t)), where z = (p, q) denotes a
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2point in phase space and λ(t) represents a set of time-
dependent parameters that can be externally moved ac-
cording to a predetermined protocol. One can define the
conjugate forces and their deviations from the equilib-
rium values as
X :=
∂H0
∂λ
and ∆X := X− 〈X〉λ . (1)
Here the notation is the same as in [29] (up to a sign in
the first definition) and 〈. . .〉λ stands for the equilibrium
average at fixed values of the control parameters λ(t).
Accordingly, the (instantaneous) average power and the
average power excess are
〈P〉λ := λ˙ · 〈X〉λ and 〈Pex〉Λ := λ˙ · 〈∆X〉Λ , (2)
where the subscript Λ denotes the average over the en-
semble following the dynamics. Using the standard def-
inition of work [34], the average excess work can be cal-
culated to be [29]
〈Wex(t)〉Λ =
〈∫ t
0
λ˙ ·
(
∂H0
∂λ
−
〈
∂H0
∂λ
〉
λ
)
dt′
〉
Λ
=
∫ t
0
〈Pex〉Λ dt′ , (3)
and thus
〈Wex〉(1)τ := τ−1
∫ τ
0
〈Wex(t)〉Λ dt . (4)
represents a good general definition for the thermody-
namic cost of performing the nonequilibrium protocol on
the system.
However, differently from [29], here we want to con-
sider not only the possibility of arbitrarily moving the
parameters λ, but also that of using auxiliary fields to
control the evolution of the system over a predetermined
path, as it happens in the case of STA. As we will see,
in such case the average excess work vanishes. Therefore
it is important to generalize the above construction and
define a thermodynamic cost which applies to the case of
vanishing average excess work. This is the task of the re-
mainder of this section. The most natural generalization
of the cost (3) is provided by considering the fluctuations
of the excess work. From the definitions above it follows
that 〈Pex2〉Λ = λ˙iλ˙j 〈∆Xi∆Xj〉Λ (5)
and accordingly one can compute〈
W 2ex(t)
〉
Λ
=
∫ t
0
∫ t
0
〈P2ex〉Λ dt′dt′′
=
∫ t
0
∫ t
0
λ˙iλ˙j 〈∆Xi∆Xj〉Λ dt′dt′′ , (6)
together with the associated thermodynamic cost
〈Wex〉(2)τ := τ−1
∫ τ
0
√
〈W 2ex(t)〉Λdt . (7)
This definition is completely general and applies to any
system for which the combined action of the driving pro-
tocol and of the external fields makes the average excess
work vanish at any moment of time. In the following we
consider one such case, i.e. CD.
III. THE COST OF CD
Let us now apply the above general discussion to the
case of STA and in particular to CD. The strategy of CD
is to add an auxiliary term H1(z,λ(t)) to the bare Hamil-
tonian of the system, in such a way that the dynamics
under the total Hamiltonian function HCD = H0 + H1
preserves the adiabatic invariant
Ω(E,λ) :=
∫
dzΘ[E(λ)−H0(z,λ)] (8)
exactly for all t ∈ [0, τ ], with τ being the duration of the
protocol [5, 17]. From now on we consider only systems
with one degree of freedom, as it is usual in the analysis
of classical STA. In such case, it has been shown that
H1(z,λ) can be written as
H1(z,λ) = λ˙ · ξ = λ˙iξi(z,λ) , (9)
where ξ is the generator that converts displacements in
the space of parameters λ → λ + δλ into displacements
in the phase space z → z + δz according to [5, 15, 17]
δz = δλ · {z, ξ} . (10)
The invariance of (8) may be restated in terms of
the adiabatic energy shell E(t) := {z|H0(z,λ(t)) = E(t)}
as follows: the CD guarantees that points starting on the
same energy shell remain on the corresponding adiabatic
energy shell during the evolution [16]. Considering this
fact, it is natural to introduce a microcanonical measure
associated with the dynamics under the CD control [5]
〈. . .〉E,λ := 1
∂EΩ
∫
dz δ(E −H0) . . . , (11)
where E is the instantaneous energy of the adiabatic en-
ergy shell E(t). It follows that [5]
〈ξ〉E,λ = 0 , (12)
and that, for any initial distribution of points over the
phase space ρ(z0) that evolve under HCD, the mean value
of an observable f(z) at time t is given by
〈f(z)〉Λ :=
∫
dz0ρ(z0) 〈f(z)〉E,λ . (13)
Using (13), a natural definition of the instantaneous av-
erage of excess work is
〈Wex(t)〉Λ := 〈W (t)−Wad(t)〉Λ , (14)
3where
W (t) = HCD(zt,λt)−H0(z0,λ0) (15)
is the work done by the CD up to time t and
Wad(t) = H0(zt,λt)−H0(z0,λ0) (16)
is the corresponding work done by the bare adiabatic
protocol. Note that in (14) we use the same notation as
in (3) because they coincide, as we now show. From the
definitions (14)–(16), one immediately arrives at
〈Wex(t)〉Λ = 〈H1(zt,λt)〉Λ = λ˙i 〈ξi〉Λ . (17)
On the other side, starting from (3) we have
〈Wex(t)〉Λ =
∫ t
0
λ˙ ·
〈
∂HCD
∂λ
−
〈
∂HCD
∂λ
〉
λ
〉
Λ
dt′
=
∫ t
0
λ˙ ·
〈
∂HCD
∂λ
− ∂H0
∂λ
〉
Λ
dt′
=
〈∫ t
0
λ˙a
∂λ˙iξi
∂λa
dt′
〉
Λ
= λ˙i 〈ξi〉Λ , (18)
where in the second equality we used (12) and
〈∂H0/∂λ〉λ = 〈∂H0/∂λ〉Λ, which follows from observ-
ing that the dynamics with the CD forces each point to
follow the equilibrium trajectory of the bare system.
Clearly, from (12) and (13), the above equations imply
that on average the CD does no extra work with respect
to the bare adiabatic protocol, as in the quantum case [1].
Since the average excess work vanishes, to study the
cost of CD we now focus on the excess of work fluctua-
tions according to (6). Repeating the steps in (18), we
arrive at the expression
〈
W 2ex(t)
〉
Λ
=
∫ t
0
∫ t
0
λ˙aλ˙b
〈
∂λ˙iξi
∂λa
∂λ˙jξj
∂λb
〉
Λ
dt′dt′′
=
〈∫ t
0
∫ t
0
λ˙aλ˙b
∂λ˙iξi
∂λa
∂λ˙jξj
∂λb
dt′dt′′
〉
Λ
= λ˙iλ˙j 〈ξiξj〉Λ . (19)
This increase in the work fluctuations is the price to be
paid in the case of CD and it has a thermodynamic cost
quantified by (7). Indeed, in the following we show that
this definition of the thermodynamic cost is exactly the
classical counterpart of the one proposed in [1].
Following [1], we now define the difference in the in-
stantaneous work fluctuations as
δ(∆W )2 := Var[W (t)]−Var[Wad(t)] . (20)
where ‘Var’ stands for the variance. Expanding each term
on the right hand side and then using (17), we arrive at
the following result
δ(∆W )2 =
〈
W (t)2
〉
Λ
− 〈W (t)〉2Λ −
〈
Wad(t)
2
〉
Λ
+ 〈Wad(t)〉2Λ
=
〈
HCD(zt,λt)
2 −H0(zt,λt)2
〉
Λ
=
〈
H1(zt,λt)
2
〉
Λ
= λ˙iλ˙j 〈ξiξj〉Λ , (21)
that is, the instantaneous modifications in the work fluc-
tuations due to the CD coincide with the second moment
of the excess work (cf. eq. (19)). Moreover, from (21)
and (13), we obtain
δ(∆W )2 =
∫
dz0ρ(z0) 〈ξiξj〉E,λ λ˙iλ˙j , (22)
and from comparison with [1] we conclude that
gEij := 〈ξiξj〉E,λ (23)
is the classical equivalent of the quantum geometric ten-
sor
g
(n)
ij = 〈n(t)|ξˆ†i ξˆj |n(t)〉 . (24)
This metric induces a natural distance between the initial
and final statistical states of the system under the CD
dynamics, ρ(z0) and ρ(zτ ), given by
l(ρ(z0), ρ(zτ )) :=
∫ τ
0
√
δ(∆W )2 dt . (25)
Notice that such distance is well defined because
δ(∆W )2 ≥ 0.
IV. A CLASSICAL SPEED LIMIT FOR CD
In this section we use the results in the previous section
to show that there exists a universal trade-off between
speed and cost for CD in the classical case.
From (7), (19), (21) and (25) it follows that
〈Wex〉(2)τ =
1
τ
l(ρ(z0), ρ(zτ )) = 〈δ∆W 〉τ , (26)
where δ∆W :=
√
δ(∆W )2. Therefore we have expressed
the thermodynamic cost (7) in terms of the statisti-
cal length between the initial and final distribution in
phase space. Furthermore, considering that δ(∆W )2 =〈
H2CD
〉
Λ
− 〈H20〉Λ (cf. equation (21)), and noting that〈
H20
〉
Λ
≥ 〈H0〉2Λ = 〈HCD〉2Λ, we obtain the following in-
equality
δ(∆W )2 ≤ 〈H2CD〉− 〈HCD〉2 = Var[HCD] (27)
and hence, using (25), we get
τ ≥ l(ρ(z0), ρ(zτ ))〈Std[HCD]〉τ
, (28)
4where ‘Std’ is the standard deviation. This result pro-
vides the same bound on the duration of the process as
the one obtained in [1] (although in [1] it is further re-
duced with the use of the Bures distance in the Hilbert
space). The remarkable point about our derivation of
such relation is the fact that we showed explicitly that it
does not depend on any quantum property. We conclude
that this bound depends solely on the nature of the coun-
terdiabatic control and it sets a limit on the duration of a
CD exactly in the same way as its quantum counterpart.
V. EXAMPLES
In this section we illustrate the above results using a
paradigmatic example, namely the driven harmonic os-
cillator, with bare Hamiltonian
H0(p, q, ω(t)) =
p2
2
+ ω2(t)
q2
2
. (29)
We analyze first the CD, showing that the bound (28)
forbids drivings at any speed, and then we consider a
different type of driving, which is not CD but still realizes
a STA for this system. We use this latter case to argue for
the need of taking into account the cost provided by the
average excess of work fluctuations also in cases different
from CD.
A. With CD
The auxiliary Hamiltonian (9) in this case reads [15]
H1(p, q, ω(t)) = − pq
2ω(t)
ω˙(t) . (30)
For a general protocol ω(t) we have that the adiabatic
energy shell is described by the ellipse
E(t) =
{
(p, q) :
p2
2
+
ω(t)2
2
q2 =
E0
ω0
ω(t)
}
, (31)
where in the last equality we used the adiabatic invari-
ant for the harmonic oscillator [35]. In this case there is
only one parameter ω and thus there is only one metric
component in (23), which can be calculated at any time
t using the energy shell (31), to obtain
g11 =
E20
(
2
(
ω4 − ω2 + 1)F (X)− (ω2 + 1)K (X))
15ω2 (ω2 − 1)2 F (X) .
(32)
Here ω := ω(t), X := 1−1/ω2, F (X) and K (X) are the
complete elliptic integral of the second and first kind re-
spectively, and we are using ω0 = 1 throughout the rest of
the paper. Considering an initial canonical distribution
with β = 1, together with the protocol
ω(t) = 1 + 20s3 − 30s4 + 12s5 , (33)
(cf. [1]), where s := t/τ , we can compute numerically the
instantaneous excess of work fluctuations (22) and the
thermodynamic cost (26) for different values of τ . The
results are displayed in Fig. 1. As expected, the shorter
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FIG. 1: Instantaneous excess of work fluctuations (a)
and thermodynamic cost (b) for different durations τ of
the protocol (33) for a time-dependent harmonic
oscillator.
the protocol the larger the instantaneous excess of work
fluctuations; this affects the thermodynamic cost of the
CD, which diverges in the limit τ → 0, in agreement
with (28).
B. With STA from linear response theory
In [18], the authors found a whole class of degener-
ate protocols which realize a STA for the harmonic os-
cillator (29) under weak driving, obtained from linear
response theory (see also [19]). The relevance of such
protocols here is the fact that, unlike CD, they have
〈Wex(t)〉Λ 6= 0 for 0 < t < τ , while they all have〈Wex(τ)〉Λ = 0 for appropriate values of τ . Thus we can
use these examples to illustrate the importance of com-
paring the excess of work fluctuations during the proto-
col with the mean excess work, by showing that there are
further cases (beside CD) in which the former term can-
not be neglected. We remark that this is something one
would intuitively expect for small systems. We consider
here in particular two protocols: the linear one
ω2lin(t) = 1 +
1
10
s , (34)
and the sine protocol
ω2sin(t) = 1 +
1
10
(s+ sin (2pis)) , (35)
(cf. [18]). Taking a canonical initial distribution with
β = 1 as in the CD case (cf. Sec. V A) and using values
of τ for which such protocols effectively provide a STA
(τ = pi for the linear case and τ ≈ 1.2 for the sine pro-
tocol), we can compute numerically both the thermody-
namic cost stemming from the average excess work at any
intermediate time – equation (4) – and its analogue stem-
ming from the excess of work fluctuations, equation (7).
In Table I we show the results. In both cases 〈Wex〉(2)τ is
greater than 〈Wex〉(1)τ by two orders of magnitude. There-
fore we consider that estimates of the thermodynamic
5cost of a protocol based on the average work excess alone
cannot be fully precise in such cases. This aspect has
Protocol 〈Wex〉(1)τ 〈Wex〉(2)τ
ω2lin 1.27× 10−4 2.75× 10−2
ω2sin 4.78× 10−4 5.84× 10−2
TABLE I: Comparison between the thermodynamic
costs based on the first two moments of average excess
work for the protocols (34) and (35).
been somehow overlooked in the literature and further
research in this direction is required in all cases where
similar controls are proposed.
VI. CONCLUSIONS
In this work we have formulated a general framework
to analyze the thermodynamic cost of driving a Hamilto-
nian system by using the combined action of moving its
parameters and possibly also adding extra fields. Inter-
estingly, in the particular case of CD our results provide
the classical counterpart of the findings in [1]. Besides,
the metric (23) is completely new in the classical case (see
also the related discussion in [36]). For instance, we re-
mark that this tensor is different from the one proposed
in [29], because there the metric quantifies the average
excess power, which vanishes in the case of CD. In addi-
tion, we showed that there exists a speed limit (28) for
CD stemming from (23), which provides a bound on the
speed at which CD can be performed, exactly in the same
way as in the quantum case. However here the analysis
is completely classical. Based on this argument, we ar-
gued that (23) is a relevant object for the analysis of the
thermodynamic cost of CD, and that more in general one
should consider both the cost based on the average excess
work and that based on the average excess of work fluc-
tuations according to the definitions (4) and (7) above.
Although we worked here only with systems with one
degree of freedom and the extension of all the results to
interacting many-body systems is not direct (see e.g. the
discussion in [37]), we expect that these tools will provide
useful complementary information for assessing the ther-
modynamic cost of general driving protocols for classical
systems.
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