Abstract. Let A be a vector space of real valued functions on a non-empty set X and L : A −→ R a linear functional. Given a σ-algebra A, of subsets of X, we present a necessary condition for L to be representable as an integral with respect to a measure µ on X such that elements of A are µ-measurable. This general result then is applied to the case where X carries a topological structure and A is a family of continuous functions and naturally A is the Borel structure of X. As an application, short solutions for the full and truncated K-moment problem are presented. An analogue of Riesz-Markov-Kakutani representation theorem is given where Cc(X) is replaced with whole C(X). Then we consider the case where A only consists of bounded functions and hence is equipped with sup-norm.
Introduction
A positive linear functional on a function space A ⊆ R X is a linear map L : A −→ R which assigns a non-negative real number to every function f ∈ A that is globally non-negative over X. The celebrated Riesz-Markov-Kakutani representation theorem states that every positive functional on the space of continuous compactly supported functions over a locally compact Hausdorff space X, admits an integral representation with respect to a regular Borel measure on X. In symbols L(f ) = X f dµ, for all f ∈ C c (X). Riesz's original result [12] was proved in 1909, for the unit interval [0, 1] . Then in 1938, Markov extended Riesz's result to some non-compact spaces [9] . Later in 1941, Kakutani [8] proved the result for compact Hausdorff spaces. Some authors such as Pedersen [11, §6.1] , take the reverse approach. Instead of defining an integral operator based on a pre-existing measure, he starts with a special type linear functionals. He calls the class of positive linear functionals on C c (X), the "Radon integrals" and then fixing such a functional, defines integrable functions and the measure which corresponds to L. This approach has introduced and studied by P. J. Daniell in 1918 [4] and nowadays is known as Daniell integral theory.
Perhaps one of the most well-known consequences of Riesz'z result is its application to solve the classical moment problem, given by Haviland in 1936. Haviland published series of two papers [6, 7] , and gave a complete solution for the K-moment problem. Let L : R[X] = R[X 1 , . . . , X n ] −→ R be a linear functional on the space of real polynomials in n variables and K ⊆ R n a closed set. The classical K-moment problem asks when L admits an integral representation with respect to a Borel measure supported on K. Haviland proved that such a measure exists if and only if L maps every non-negative polynomial on K to a non-negative real number. Let us demystify the connection and similarity between these to results. Fix a subspace A ⊆ R X where X is a locally compact Hausdorff space and K ⊆ X, a closed set. The set of all functions f ∈ A that are non-negative on K will be denoted by Psd A (K):
Let L : A −→ R be a linear functional. For A = C c (X), Riesz-Markov-Kakutani's result is the following statement:
Also, for K ⊆ R n = X and A = R[X], Haviland's theorem is the following:
The proof of Haviland's theorem relies on Riesz-Markov-Kakutani's result and involves the following steps:
(1) Extend L positively to the algebraǍ consisting of all continuous functions, bounded by a polynomial on K. Suppose that µ is a finite Borel measure on X and let · µ,1 be the seminorm induces by µ on L 1 (µ). One can show that the characteristic function of every Borel set, can be approximated by compactly supported functions in · µ,1 . Therefore C c (X) is dense in C c (X)⊕S B(X) where S B(X) is the algebra of the simple functions, generated by characteristic functions of all Borel subset of X. On the other hand, simple functions are dense in L 1 (µ) which implies the denseness of C c (X) in L 1 (µ).
In section 2, we generalize this idea to any abstract measure structures on X. In lemma 2.3(4) we prove an analogue of theorem 1.1 and will use this result to prove theorem 2.5 which is a general version of Haviland's theorem 1.2.
In section 3, we consider perhaps the most interesting case, where the underlying domain consists of continuous functions. We presents short proofs for results of Choquet (Corollary 3.1) and Marshall (Corollary 3.3). Also we apply the results of section 2 to give a simple solution for truncated moment problem in §3.2. The Riesz-Markov-Kakutani representation theorem is stated for C c (X) which easily generalizes to C 0 (X), the space of functions vanishing at infinity. In §3.3 we investigate the case where the domain is extended to whole C(X) and show that in this case, the support of representing measure has to be compact set (Theorem 3.8).
In section 4, we focus on subalgebras of ∞ (X), the algebra of globally bounded functions. This algebra naturally is equipped with a norm topology, where the norm is defined by f X = sup x∈X |f (x)|. We prove that every continuous positive functional on a subalgebra A of ∞ (X), admits an integral representation with respect to a unique Radon measure on the Gelfand spectrum sp · X (A) of (A, · X ).
We also consider the possibility of existence of a representing measure on X, where X can be realised as a dense subspace of sp · X (A).
Integral Representation of a Positive Functional
In this section we study integral representation of a linear functional on a subalgebra of R X . We also prove a variation of Riesz representation theorem which holds for σ-compact, locally compact spaces and replaces C 0 (X) with C(X) (Theorem 3.8).
The following result plays a key role in this section.
Here
Proof. It is clear that W C is a subspace of V containing W . We show that the function p(v) = − sup{L(w) : w ∈ W ∧ v − w ∈ C} which is defined on W C is a sublinear function such that p| W = −L. To see this note that there are w, w ∈ W and c, c ∈ C such that v = w +c = w −c . Thus w −w = c+c ∈ C ∩W and hence (1) The set of all elements of A that are positive on X is denoted by Psd A (X).
(2) The lattice hull of A denote byǍ is defined to bě
A is said to be lattice complete ifǍ = A.
we say g is dominated by f with respect to B and write g B f if
We say A is B-adapted if ∀g ∈ A ∃f ∈ A such that g B f . (4) For an algebra A of subsets of X, we denote by S A , the algebra generated by characteristic functions of elements of A
1
. (5) The set of all (infinite) sums of simple functions that are bounded above by an element of A in absolute value will be denoted by S A A ,
It is clear that S A
A is a vector space.
Lemma 2.3. Let A be a σ-algebra of subsets of X, B a lattice complete algebra of A-measurable functions for which every χ Y , Y ∈ A is bounded above in B and
(1) L extends positively to a linear functionalL : B + S A −→ R (and also to B + S A B );
Proof.
(1) Let V = B + S A and C = Psd V (X). It suffices to show that V = B + C, then the conclusion follows from theorem 2.1. A typical element of V is of the
and the conclusion follows from theorem 2.1.
(2) This is clear. Since B is lattice complete, it contains absolute value of its elements (note that absolute value of an A-measurable function is A-measurable as well). Therefore by positivity of L we see
(3) Fix f ∈ B and > 0. First suppose that f (X) is bounded. This means that there are a < b ∈ R such that for every x ∈ X, a ≤ f (x) < b. Let n ≥ 1 be an integer and define
Choose n big enough such that b−a nL (1) < , we will have ρL(f −φ) =L(f −φ) < . Now take an arbitrary f ∈ B and let {[a i , b i )} i∈N be a partition of R and > 0. Since B is lattice complete and |χ [ai,bi) 
(4) LetL be the functional from part (1) and
) n is positive and decreasing and hence convergent. Thus for any > 0, there exists N > 0 such that for any n > m > N ,
Now, for any µ-measurable function f ≥ 0, f dµ = sup{ φ dµ : φ ∈ S A and φ ≤ f } = sup{L(φ) : φ ∈ S A and φ ≤ f }.
By density of B in (B + S A , ρL) and applying part (3), for any f ∈ B we have: Proof. Note that for g ∈ A, |g| ≤
2 . Therefore, for every f ∈Ǎ there exists g ∈ Psd A (X) such that |f | ≤ g and hence f = −g + (g + f ) ∈ A + PsdǍ(X). Applying theorem 2.1 the conclusion follows.
Theorem 2.5. Let A a σ-algebra of subsets of X, A ⊆ R X an algebra of Ameasurable functions, L : A −→ R, a positive functional and B ⊆Ǎ a lattice complete subspace, such that
(1) A is B-adapted and, (2) B is ρL dense in B + S A . Then there is a measure µ on X such that (X, A, µ) is a measure space and
Proof. Since L is positive by theorem 2.1 and proposition 2.4, it extends positively toL :Ǎ −→ R. Abusing the notations, we also denote the extension ofL| B to B +S A byL. Since B is dense in (B +S
Since A is B-adapted, for every g ∈ PsdǍ(X) there exists f ∈ PsdǍ(X) such that
. Letting → 0, we get T (g) = 0 for all g ∈Ǎ and hence for all g ∈Ǎ,L(g) = g dµ.
Remark 2.6. In theorem 2.5, suppose that A ⊆ V ⊆ R X are just vector spaces and L : V −→ R a positive linear functional and there is a lattice complete subspace B ⊆Ǎ which is dense in (B + S A , ρ L ) and for every g ∈ A there exists f ∈ V such that for all > 0, |g| ≤ |f | + h for some h ∈ B, then the same argument proves that L admits an integral representation on A.
Algebra of continuous functions
Perhaps the most interesting case happens when the function algebra is considered to be a subalgebra of continuous functions with respect to a given topology on X. A natural question in this case is when the resulting measure is Radon or Borel? The main motivation to study representation of a positive functional on a subalgebra of continuous functions to us is the classical moment problem, where the subalgebra is taken to be polynomials on a subset of R n . In this section we restate a slightly more general version of Haviland's solution for multidimensional moment problem. Corollary 3.1 (Choquet [2] ). Let X be a locally compact Hausdorff space, A ⊆ C(X) a C c (X)-adapted space which separates points of X and L : A −→ R a positive linear functional. Then L is representable via a positive Borel measure on X.
Proof. Take A = B(X), the Borel algebra of X. Let g ∈ C c (X), we show that g ∈Ǎ. Since A separates points of X, for every x ∈ X, there exists g x ∈ Psd A (X) such that |g(x)| < g x (x) holds on an open neighbourhood V x of x. The family (V x ) x∈X forms an open cover for supp(g) which is compact, hence there exist x 1 , . . . , x n , such that supp(g) ⊆ ∪ n i V xi . Therefore |g| < n 1 g xi and g ∈Ǎ. ThusL is positive on C c (X) and by Riesz-Markov-Kakutani representation theorem, there exists a positive Borel measure µ on X such thatL(f ) = f dµ on C c (X) and since A is C c (X)-adapted, theorem 2.5 implies thatL(f ) = f dµ for all f ∈Ǎ. Remark 3.2. In Corollary 3.1, one could easily show that for every compact subset K of X, χ K is a uniform limit of a sequence in C c (X) and hence C c (X) is dense in C c (X) + S B(X) . Therefore the measure obtained from lemma 2.3(4) has to be a Borel measure. [10] ). Suppose A is an R-algebra, X is a Hausdorff space, andˆ: A −→ C(X) is an R-algebra homomorphism such that for some p ∈ A, p ≥ 0 on X, the set Proof. It suffices to show thatÂ is a C c (X)-adapted space. Take g ∈ A withĝ ≥ 0 on X and let f = g + p. The set
Corollary 3.3 (Marshall
is compact and X n ⊆ X n+1 . Also for each n, the set Y n = X n+1 ∩f −1 ([n + 1 2 , ∞)) is closed and disjoint from X n . By Urysohn's lemma there exists a continuous function e n : X n+1 −→ [0, 1] such that e n | Yn = 0 and e n | Xn = 1. Extending e n to X by defining e n (x) = 0 off X n+1 , we have g n =ĝe n ∈ C c (X).
Fix > 0 and N > 0 with
on X orĝ ≤ f 2 + g N and henceĝ Cc(X)f 2 as desired. Now, theorem 2.5 applies and the existence of such a measure follows. 
is compact for each n. Thus Corollary 3.3 applies.
Application to Truncated Moment Problem.
Let A be a subspace of C(X) and B ⊂ A a basis for A. Let V = A + Span{1 + p 2 : p ∈ B} and suppose that for every g ∈ A there exists f ∈ V such that for every > 0 there is h ∈ C c (X) satisfying |g| ≤ |f | + h. Then according to Remark 2.6, any positive functional L : V −→ R, admits an integral representation with respect to a Borel measure on X over A. One can improve this situation in the case where A is a finite dimensional subspace of the polynomials R[X].
Here R[X] m denotes the set of all polynomials of degree at most m.
Proof. Every polynomial p ∈ R[X] 2d−1 , is bounded by a polynomial of degree 2d outside of a compact set. In other words, there exists h ∈ R[X] 2d and h ∈ C c (K) such that |p| ≤ |f | + h. Therefore Remark 2.6 applies and hence L| R[X] 2d−1 is representable by a Radon measure on K.
As it is proved in [3, Theorem 2.2], the combination of proposition 3.5 and Bayer-Teichmann [1, Theorem 2], implies the following: 3.3. Representation of a Functional on C(X). Now we state a variation of Riesz-Markov-Kakutani representation theorem where C c (X) is replaced by C(X) and X is assumed to be a σ-compact space. We show that a positive linear functional on C(X) is representable via a Radon measure on X, but it has to have a compact support.
Theorem 3.8. Let A be a σ-complete subalgebra of C(X) which separates points of X. Suppose that X is a σ-compact, locally compact and Hausdorff space and L : A −→ R is a positive linear functional. Then there exists a Radon measure µ on X with compact support, such that L(f ) = X f dµ for all f ∈ A.
Proof. We break the proof into three steps.
Step 1. There is a sequence (X n ) n∈N of compact subsets of X such that X = ∪ n X n and X n ⊆ X • n+1 . To see this, choose a countable compact cover (C n ) n∈N for X and set D n = ∪ n i=1 C i . For every n, the set D n is compact and since X is locally compact, every x ∈ D n has a neighbourhood V x where V x is compact. The collection {V x : x ∈ D n } is an open cover for D n and hence there are
V xi , the collection (X n ) n∈N is the desired sequence.
Step 2. There exists a compact K ⊆ X such that f | K = 0 implies L(f ) = 0. Assume that such K does not exist. So for every compact C ⊆ X, there exists
C if necessary, we can assume that f C ≥ 0 and hence L(f C ) > 0. Thus for sufficiently large N C , L(N C f C ) > 1. Take a compact cover (X n ) n∈N of X with X n ⊆ X • n+1 and denote N Xn f Xn by g n . For every x ∈ X, n g n (x) is finite and is continuous according to the choice of (X n ) n∈N . Therefore g = n g n ∈ C(X) and since A is σ-complete, g ∈ A. Computing L(g), we get
a contradiction. This proves that such a compact K ⊆ X must exists.
Step 3. There exists a linear functionalL on C(K) such that
Applying Titze extension theorem, we can identify
is well-defined and injective. Since A separates points of X, A I A (K) also separates points of K and by Stone-Weierstrass theorem, image of ϑ is dense in C(K). HenceL admits an extensionL : C(K) −→ R which respects positivity andL(f | K ) = L(f ) for all f ∈ A (see Figure 1) . Now Riesz-Markov-Kakutani representation theorem guarantees the existence of a
Extend ν to a measure µ on X by defining µ(E) = ν(E ∩ K), we have ∀f ∈ A L(f ) = f dµ, as desired.
Representation of a Functional over a subalgebra of ∞ (X)
In this section we consider a functional L : A −→ R where A is a unital commutative R-algebra for which there exists an R-algebras homomorphism ι : A −→ ∞ (X), and investigate the possibility of representing L as an integral with respect to a measure µ on X such that
The algebra ∞ (X) is naturally equipped with a norm defined as
for every f ∈ ∞ (X). This induces a seminorm · on A defined by a = ιa X . The relation between locally multiplicatively convex topologies (such as · X ), positive cones and integral representation of continuous functionals has been studied in [5] . What follows, is a consequence of [5, Theorem 3.7] .
Let d ≥ 1 an integer number. We denote by A 2d , the cone of all finite sums of 2d th powers of elements of A; i.e.,
. . , a m ∈ A, m ≥ 1}. We denote the set of all · -continuous real valued algebra homomorphisms on A by sp · (A) which is known as the Gelfand spectrum of the seminormed algebra (A, · ). Proof. The map ι induces a function ι * : X −→ sp · (A) by ι * (x)(a) = ιa(x). Claim. ι * X is dense in sp · (A). Every element a ∈ A corresponds to a continuous mapâ : sp A (−→)R defined asâ(α) = α(a). If ι * X is not dense in sp · (A), then we can take α ∈ sp · (X)\ι * X .
Since sp · (A) is compact and Hausdorff, there exists f ∈ C(sp · (A)) such that f (α) = 1 and f | ι * X = 0. Clearly, A separates points of sp · (A), by StoneWeierstrass theorem it is dense in C(sp · (A)). Therefore, for > 0, there exists a ∈ A with f − a < . Take > 0 such that
and hence |α(a )| < 1 − , a contradiction. This proves the claim.
By [5, Theorem 3.7] ,
. By the above claim ι * X, is dense in sp · (A) and thereforeâ ≥ 0 on sp · (A) if and only ifâ ≥ 0 on ι * X or equivalently ιa ≥ 0 on X.
An application of Banach separation theorem shows that
A 2d
holds, if and only if every · -continuous functional L : A −→ R that is non-negative on A 2d , admits an integral representation with respect to a Radon measure µ supported on sp · (A) ([5, Corollary 3.8]), such that:
Since we are representing A as a subalgebra of ∞ (X), it is natural to ask if L comes from a positive measure ν on X such that L(a) = X ιa dν.
The answer to the above question is negative in general. We consider the case where A separates points of X and hence sp · (A) contains X as a dense subspace, according to the claim proved in proposition 4.1.
Example 4.2. Suppose that X is equipped with a non-compact completely regular topology and A = C b (X). Then βX \ X = ∅. Every homomorphism α ∈ βX \ X is a continuous functional which corresponds to the point-measure δ α supported at α itself. Clearly α(f ) = f dδ α , and it is not representable with respect to any measure supported on X.
The next example shows that there might exist a non-extremal functional which is representable by a measure on sp · (A) but not on X. (2) Let X be a compact Hausdorff space, A ⊆ C(X) a unital separating subalgebra and µ and ν radon measures on X such that a dµ = a dν for all a ∈ A. Then one can prove that µ = ν, almost every where. To see this, we first prove that supp(µ) = supp(ν). Otherwise, there exists a compact set Z ⊆ X \ suppµ with ν(Z) > 0. We can choose such that 0 < < ν(Z) µ(X)+ν(Z) . Since supp(µ) and Z are compact, there exists a continuous function on X such that f | Z = 1 and f | supp(µ) = 0. By Stone-Weierstrass theorem, ∃a ∈ A such that |f − a| ≤ on Z and |a| ≤ on supp(µ). Replacing a by a 2 if necessary, we can assume that a ≥ 0. Therefore a dµ ≤ µ(X) and
Thus ν(Z) ≤ (µ(supp(µ)) + ν(Z)) , a contradiction. Similarly, we can prove that g dµ = g dν for all g ∈ C(supp(µ)) and hence µ = ν, almost everywhere.
