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The equivariant coarse Novikov conjecture and
coarse embedding∗
Benyin Fu Xianjin Wang Guoliang Yu
Abstract
The equivariant coarse Novikov conjecture provides an algorithm for de-
termining nonvanishing of equivariant higher index of elliptic differential
operators on noncompact manifolds. In this article, we prove the equiv-
ariant coarse Novikov conjecture under certain coarse embeddability con-
ditions. More precisely, if a discrete group Γ acts on a bounded geometric
space X properly, isometrically, and with bounded distortion, X/Γ and Γ
admit coarse embeddings into Hilbert space, then the Γ-equivariant coarse
Novikov conjecture holds for X. Here bounded distortion means that for
any γ ∈ Γ, supx∈Y d(γx, x) <∞, where Y is a fundamental domain of the
Γ-action on X.
1 Introduction
Let X be a proper metric space, let Γ be a countable discrete group. Assume
that Γ acts on X properly and isometrically. One can define an equivariant higher
index map (see [4, 31, 33])
IndΓ : lim
d→∞
KΓ∗ (Pd(X))→ K∗(C
∗(X)Γ),
where KΓ∗ (Pd(X)) is the Γ-equivariant K-homology group of Rips complex Pd(X)
and C∗(X)Γ is the equivariant Roe algebra, K∗(C
∗(X)Γ) is the receptacle of
higher index for elliptic differential operators. The equivariant coarse Novikov
conjecture states that the equivariant higher index map is injective. This conjec-
ture provides an algorithm for determining the nonvanishing of equivariant higher
index of elliptic differential operators. Nonvanishing of equivariant higher index
has important applications to geometry and topology such as the positive scalar
∗The first author is supported by NSFC (No. 11871342, 11771143). The second author
is supported by NSFC(No. 11771061). The third author is supported by NSF(No. 1564398,
1700021).
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curvature problem (see [16, 13, 28, 12, 20, 35]). When the Γ-action is cocom-
pact, i.e., X/Γ is compact, C∗(X)Γ is Morita equivalent to C∗r (Γ), the reduced
C∗-algebra of Γ, then the equivariant higher index map is the Baum-Connes
map introduced by Baum, Connes and Higson (see [1, 2]). When Γ is trivial, the
equivariant higher index map is the coarse Baum-Connes map introduced by Roe,
Higson and Yu (see [20, 26, 27, 37, 5, 8, 9, 10]).
Gromov [14] introduced the following definition of coarse embedding.
Definition 1.1. Let X and Y be two metric spaces. A map f : X → Y is
said to be a coarse embedding if there exist non-decreasing functions ρ+, ρ− from
R+ := [0,+∞) to R+ such that
(1) ρ−(d(x, y)) ≤ ‖f(x)− f(y)‖ ≤ ρ+(d(x, y)) for all x, y ∈ X ;
(2) lim
r→+∞
ρ±(r)→ +∞.
Coarse embeddability into Hilbert space implies the coarse Novikov conjec-
ture [39]. This result can be extended to spaces coarsely embeddable into other
spaces with certain uniform geometric properties [3, 23, 33, 34]. We also remark
that the coarse Novikov conjecture still holds for certain expanders which are not
coarsely embeddable into Hilbert space [15, 11, 24, 29, 30].
Recall that a discrete metric space X is said to have bounded geometry if for
any r > 0, there exists N > 0, such that the ball in X with radius r contains
at most N elements. A subset Y of X is called a fundamental domain for the Γ-
action on X if X is the disjoint union X = ⊔γ∈ΓγY . We say that X has bounded
distortion if for any γ ∈ Γ,
sup
x∈Y
d(γx, x) < +∞,
where Y is a fundamental domain for X . In this paper, we want to prove the
following result:
Theorem 1.2. Let Γ be a countable discrete group, let X be a discrete metric
space with bounded geometry. Assume that Γ acts on X properly, isometrically,
and with bounded distortion. If both X/Γ and Γ admit coarse embeddings into a
Hilbert space H, then the equivariant higher index map
IndΓ : lim
d→∞
KΓ∗ (Pd(X))→ K∗(C
∗(X)Γ)
is injective.
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When the group Γ is trivial, this theorem has been proved by Yu in [39].
In fact, he proved that this index map is an isomorphism. When X = Γ, this
conclusion has been proved by Skandalis, Tu and Yu in [32] by using the Higson’s
descent technique in [17].
Theorem 1.2 has important application to the existence of Γ-invariant Rie-
mannian metric with positive scalar curvature for a Riemannian manifold. Let
M be a spin Riemannian manifold with a proper and isometrical action of a dis-
crete group Γ. Recall that a discrete subset X ⊂ M is called a ε-net for M if
d(x, x′) ≥ ε for any x, x′ ∈ X and for all y ∈ M there is x ∈ X with d(y, x) < ε.
Assume that M has a Γ-invariant ε-net X with bounded geometry. Let {ϕx}x∈X
be a partition of unity subordinate to a Γ-equivariant open cover {Ux}x∈X of M
with x ∈ Ux and sup(diam(Ux)) < ∞, where the “Γ-equivariance” of {Ux}x∈X
means that if Ux0 ∈ {Ux}x∈X and γ ∈ Γ, then γUx0 ∈ {Ux}x∈X . In this case, we
can define a Γ-invariant map
φ :M → Pd(X), z 7→
∑
x∈X
ϕx(z)x
when d is large enough. The map φ induces a homomorphism φ∗ : K
Γ
∗ (M) →
KΓ∗ (Pd(X)), where d is large enough. If D is a Γ-invariant Dirac operator on M ,
then IndΓ(φ∗([D])) is called the equivariant higher index of D. If this equivariant
higher index is nonzero, then M has no Γ-invariant Riemannian metric with
uniformly positive scalar curvature by the Lichnerowicz formula. So we have the
following corollary.
Corollary 1.3. Let M be a complete spin manifold with bounded geometry and
let Γ act on M properly, isometrically and with bounded distortion. Assume that
X is a Γ-invariant ε-net of M . If M/Γ and Γ admit coarse embeddings into
a Hilbert space, φ∗([D]) 6= 0 in lim
d→∞
KΓ∗ (Pd(X)), then M can not have any Γ-
invariant Riemannian metric with uniformly positive scalar curvature.
We remark that lim
d→∞
KΓ∗ (Pd(X)) and φ∗([D]) in the above Corollary 1.3 are
computable. Hence the injectivity of IndΓ provides an algorithm of determining
nonvanishing of the equivariant higher index of D.
The paper is organized as follows. In section 2, we recall the equivariant
higher index map for a metric space with proper and isometrical group action. In
section 3, we define an equivariant π-localization algebra. There is an evaluation
map from this equivariant π-localization algebra to the equivariant Roe algebra.
This evaluation map induces a homomorphism at their K-theory level. We prove
that this homomorphism is injective. The proof for this uses the twisted equiv-
ariant Roe algebras and twisted equivariant π-localization algebras, which are
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constructed in a way similar to those in [39] by using the coarse embedding of
the quotient space X/Γ. In section 4, we introduce two variations of the twisted
equivariant localization algebras and the twisted equivariant π-localization alge-
bras by using the coarse embeddings of Γ and X/Γ. We discuss the relations
between their K-theory level. In section 5, we introduce two Bott maps by using
the coarse embeddings of Γ and X/Γ and give the proof of the main theorem.
2 The equivariant higher index map
In this section, we shall first recall the concepts of equivariant K-homology and
equivariant Roe algebras and then construct the equivariant higher index map.
Let X be a proper metric space (a metric space is called proper if every closed
ball is compact) and let Γ be a countable discrete group acting on X properly
and isometrically. The action of Γ on X is proper in the sense that the map
X × Γ→ X ×X, (x, γ) 7→ (γx, x)
is proper, i.e., the preimage of a compact set is compact. Γ acts onX isometrically
if d(x, y) = d(γx, γy) for all γ ∈ Γ and x, y ∈ X . In this case, we call X a Γ-
space. An X-module is a separable Hilbert space H equipped with a faithful and
non-degenerate ∗- representation φ : C0(X) → B(H) whose range contains no
nonzero compact operators, where C0(X) is the algebra of all complex valued
continuous functions on X which vanish at infinity.
Definition 2.1. Let X be a Γ-space. For γ ∈ Γ and f ∈ C0(X), define γ(f) ∈
C0(X) by
γ(f)(x) = f(γ−1x).
Definition 2.2. Let H be an X-module. We say that H is a covariant X-
module if it is equipped with a unitary action ρ of Γ, i.e., ρ : Γ → U(H) is a
group homomorphism from Γ to the set of unitary elements in B(H), compatible
with the action of Γ on X in the sense that for v ∈ H , T ∈ B(H) and γ ∈ Γ,
γ(T )(v) = ρ(γ)Tρ(γ)∗(v),
we call such a triple (C0(X),Γ, φ) a covariant system.
Definition 2.3 ([23]). A covariant system (C0(X),Γ, φ) is admissible if there
exists a Γ-Hilbert space HX and a separable and infinite dimensional Γ-Hilbert
space H ′ such that
(1) H is isomorphic to HX ⊗H
′;
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(2) ϕ = ϕ0 ⊗ I for some Γ-equivariant ∗-homomorphism ϕ0 from C0(X) to
B(HX) such that ϕ0(f) is not inK(HX) for any nonzero function f ∈ C0(X)
and ϕ0 is nondegenerate in the sense that {ϕ0(f)HX : f ∈ C0(X)} is dense
in HX ;
(3) for each finite subgroup F of Γ and every F -invariant Borel subset E of X ,
there exists a trivial F -representation HE such that
χEH
′ ∼= l2(F )⊗HE .
In the above definition, the F -action on l2(F ) is regular, i.e., (γξ)(z) = ξ(γ−1z)
for every γ ∈ F, ξ ∈ l2(F ) and z ∈ F .
Definition 2.4. Let (C0(X),Γ, φ) be an admissible covariant system.
(1) The support Supp(T ) of a bounded linear operator T : H → H is the
complement of the set of points (x, y) ∈ X ×X for which there exist f and
f ′ in C0(X) such that
φ(f ′)Tφ(f) = 0, f(x) 6= 0, f ′(y) 6= 0.
(2) A bounded operator T : H → H has finite propagation if
sup{d(x, y) : (x, y) ∈ Supp(T )} <∞.
This number is called the propagation of T .
(3) A bounded operator T : H → H is locally compact if the operators φ(f)T
and Tφ(f) are compact for all f ∈ C0(X).
(4) A bounded operator T : H → H is Γ-invariant if γ(T ) = T for all γ ∈ Γ.
Definition 2.5. The equivariant Roe algebra C∗(X)Γ is the operator norm clo-
sure of the ∗-algebra of all locally compact and Γ-invariant operators with finite
propagation.
The equivariant Roe algebra C∗(X)Γ is Morita equivalent to the reduced group
C∗-algebra C∗r (Γ) when X/Γ is compact. This result is essentially due to John
Roe.
Proposition 2.6 ([27, Lemma 5.14]). Let (C0(X),Γ, φ) is an admissible co-
variant system, moreover if the Γ-action on X is cocompact, then C∗(X)Γ is
∗-isomorphic to C∗r (Γ)⊗ K, where C
∗
r (Γ) is the reduced group C
∗-algebra and K
is the algebra of all compact operators on a separable and infinite dimensional
Hilbert space.
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Let us briefly recall the definition of equivariant K-homology introduced by
Kasparov [21, 37] for a covariant system (C0(X),Γ, φ).
Definition 2.7. KΓi (X) = KK
Γ
i (C0(X),C) for i = 0, 1.
To be more precise, KΓi (X) = KK
Γ
i (C0(X),C) (i = 0, 1) are generated by
certain cycles module a certain equivalent relation:
(1) a cycle for KΓ0 (X) is a triple (H, φ, F ), where φ is the covariant representa-
tion from C0(X) to B(H) and F is a Γ-invariant bounded linear operator
acting on H such that φ(f)F − Fφ(f), φ(f)(FF ∗ − I) and φ(f)(F ∗F − I)
are in K(H) for all f ∈ C0(X), γ ∈ Γ;
(2) a cycle for KΓ1 (X) is a triple (H, φ, F ), where F is a Γ-invariant and self-
adjoint operator acting on H such that φ(f)(F 2 − I), and φ(f)F − Fφ(f)
are compact for all f ∈ C0(X), γ ∈ Γ.
In both cases, the equivalence relation on cycles is given by homotopy of operator
F .
We remark that every class in KΓ∗ (X) is equivalent to a cycle (H, φ, F ) such
that (C0(X),Γ, φ) is an admissible covariant system [23]. This can be seen as
follows. We define a new K-homology group K˜Γ∗ (X) by using cycles such that
(C0(X),Γ, φ) is an admissible covariant system. By the proof of [22, Proposition
5.5] by Kasparov and Skandalis, we can show that there exists a Γ-Hilbert space
HX satisfying the conditions of Definition 2.3 such that H ⊕ (HX⊗ˆl
2(Γ)) is iso-
morphic to HX⊗ˆl
2(Γ) as Γ-Hilbert space. Using this stabilization result, we can
prove that the nature homomorphism from K˜Γ∗ (X) to K
Γ
∗ (X) is an isomorphism.
For any cycle (H, φ, F ) in KΓ0 (X), let {Ui}i∈I be a locally finite, Γ-equivariant
and uniformly bounded open cover of X . Let {ψi}i∈I be a Γ-equivariant partition
of unity subordinate to {Ui}i∈I . Define
F ′ =
∑
i∈I
φ(
√
ψi)Fφ(
√
ψi),
where the infinite sum converges in strong topology. There is no difficulty to
check that (H, φ, F ′) is equivalent to (H, φ, F ) in KΓ0 (X). Note that F
′ has finite
propagation so that F ′ is a multiplier of C∗(X)Γ and is invertible modulo C∗(X)Γ.
Hence F ′ gives rise to an element inK0(C
∗(X)Γ), denoted by ∂([F ′]). So we define
the equivariant index map IndΓ from K
Γ
0 (X) to K0(C
∗(X)Γ). Similarly, we can
define the equivariant index map from KΓ1 (X) to K1(C
∗(X)Γ).
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Definition 2.8. Let X be a discrete Γ-space with bounded geometry. For any
d > 0, the Rips complex Pd(X) is the simplicial polyhedron whose set of vertices
equals to X and where a finite subset Y ⊆ X spans a simplex if and only if the
distance between any two points in Y is less than or equal to d.
For each d > 0, the proper and isometrical action on X induces a proper and
isometrical action on Pd(X) by γ ·
k∑
i=1
cixi =
k∑
i=1
ci(γ ·xi) for xi ∈ X, i = 1, 2, · · · , k
and
k∑
i=1
ci = 1. Endow Pd(X) with the spherical metric. Recall that on each path
connected component of Pd(X), the spherical metric is the maximal metric whose
restriction to each simplex {
n∑
i=0
tiγi : ti ≥ 0,
n∑
i=0
ti = 1} is the metric obtained by
identifying the simplex with
Sn+ :=
{
(s0, s1, · · · , sn) ∈ R
n+1 : si ≥ 0,
n∑
i=0
s2i = 1
}
via the map
n∑
i=0
tiγi 7→
( t0√∑n
i=0 t
2
i
,
t1√∑n
i=0 t
2
i
, · · · ,
tn√∑n
i=0 t
2
i
)
,
where Sn+ is endowed with the standard Riemannian metric. The distance of a
pair of points in different connected components of Pd(X) is defined to be infinity.
The following conjecture is called the equivariant coarse Novikov conjecture:
Conjecture 2.9. If X is a discrete metric space with bounded geometry and Γ
acts on X properly and isometrically, then the equivariant index map
IndΓ : lim
d→∞
KΓ∗ (Pd(X))→ lim
d→∞
K∗(C
∗(Pd(X))
Γ) ∼= K∗(C
∗(X)Γ)
is injective.
Now we shall recall the definition of the localization algebra C∗L(X)
Γ for a
Γ-space X .
Definition 2.10. The equivariant localization algebra C∗L(X)
Γ is the norm-closure
of the algebra of all bounded and uniformly norm-continuous functions
f : [0,+∞)→ C∗(X)Γ
such that
propagation(f(t))→ 0 as t→∞
with respect to the norm defined by ‖f‖ = sup
t∈[0,+∞)
‖f(t)‖.
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Let us define the associated local Γ-index map. For each positive integer n,
let {Un,i}j be a locally finite and Γ-invariant open cover for X such that diameter
(Un,i) <
1
n
for all i. Let {φn,i}j be a continuous partition of unity subordinate to
{Un,i}j. Let [(H, φ, F )] ∈ K
Γ
0 (X). Define a family of operators F (t)(t ∈ [0,∞))
acting on H by
F (t) =
∑
i
(
(1− (t− n))φ
1
2
n,iFφ
1
2
n,i + (t− n)φ
1
2
n+1,iFφ
1
2
n+1,i
)
for all t ∈ [n, n+ 1], where the infinite sum converges in strong topology. Notice
that the propagation of (F (t)) → 0 as t → ∞. Using this it is no difficult to
see that F (t) is a multiplier of C∗L(X)
Γ and F (t) is a unitary modulo of C∗L(X)
Γ.
Hence F (t) gives rise to an element ∂[F (t)] in K0(C
∗
L(X)
Γ). So we define the
local index map IndΓ,L from K
Γ
0 (X) to K0(C
∗
L(X)
Γ). Similarly, we can define the
local index map from KΓ1 (X) to K1(C
∗
L(X)
Γ).
Now we have the following theorem which is an equivariant version of Theorem
3.2 in [38] or Theorem 3.4 in [25].
Theorem 2.11. If X is a discrete metric space with bounded geometry and Γ is
a discrete group acting on X properly and isometrically. Then for any d > 0,
IndΓ,L : K
Γ
∗ (Pd(X))→ K∗(C
∗
L(Pd(X))
Γ)
is an isomorphism, where Pd(X) is the Rips complex.
For any d > 0, let e be the evaluation map from C∗L(Pd(X))
Γ to C∗(Pd(X))
Γ
by e(f) = f(0) for f ∈ C∗L(Pd(X))
Γ, we have the following commutative diagram:
lim
d→∞
K∗(C
∗
L(Pd(X))
Γ)
e∗

lim
d→∞
KΓ∗ (Pd(X))
IndΓ,L
55
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
❦
IndΓ
// lim
d→∞
K∗(C
∗(Pd(X))
Γ).
So in order to prove that IndΓ is an isomorphism or an injectivity, it suffices to
prove that
e∗ : lim
d→∞
K∗(C
∗
L(Pd(X))
Γ)→ lim
d→∞
K∗(C
∗(Pd(X))
Γ)
is an isomorphism or an injectivity.
3 Equivariant π-localization algebra
In this section, we shall define an equivariant π-localization algebra for a Γ-space
X with bounded geometry and we prove that if the quotient space X/Γ admits a
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coarse embedding into a Hilbert space, then there is an injective homomorphism
from the K-theory of the equivariant π-localization algebra to the K-theory of
the equivariant Roe algebra for the Γ-space X .
Let Γ be a countable discrete group, and let X be a Γ-space with bounded
geometry. Assume that X/Γ is coarse embeddable into Hilbert space H , and ξ is
the coarse embedding map from X/Γ into H . Let π : X → X/Γ be the quotient
map.
Definition 3.1. Let C∗pi,L(X)
Γ be the algebra of all bounded and uniformly con-
tinuous functions
f : [0,+∞)→ C∗(X)Γ
such that
sup{d(π(x), π(y)) : (x, y) ∈ Supp(f(t))} → 0 as t→∞.
We define C∗pi,L(X)
Γ to be the norm closure of C∗pi,L(X)
Γ with respect to the norm
defined by ‖f‖ = sup
t∈[0,+∞)
‖f(t)‖.
Now there is an evaluation map epi : C
∗
pi,L(X)
Γ → C∗(X)Γ, which induces a
homomorphism (epi)∗ : K∗(C
∗
pi,L(X)
Γ)→ K∗(C
∗(X)Γ). We will show that
(epi)∗ : lim
d→∞
K∗(C
∗
pi,L(Pd(X))
Γ)→ lim
d→∞
K∗(C
∗(Pd(X))
Γ)
is injective. To do this, we need some preparations.
Definition 3.2. Let X and Y be two Γ-spaces, let f, g : X → Y be Γ-equivariant
coarse maps. We say that f and g are π-strong Lipschitz homotopic and denoted
by f ∼pi g if there is a map F : X × [0, 1]→ Y such that
(1) F (t, x) is an equivariant coarse map from X to Y for each t;
(2) d(π(F (t, x)), π(F (t, y))) ≤ Cd(π(x), π(y)) for all x, y ∈ X and t ∈ [0, 1],
where C is a constant;
(3) for any ǫ > 0, there exists δ > 0 such that d(F (t1, x), F (t2, x)) < ǫ for all
x ∈ X if |t1 − t2| < δ;
(4) F (0, x) = f(x), F (1, x) = g(x) for all x ∈ X .
Definition 3.3. Let X and Y be two Γ-spaces. We say that X and Y are π-
strong Lipchitz homotopy equivalent if there exist Γ-equivariant coarse maps
f : X → Y and g : Y → X such that g ◦ f ∼pi idX and f ◦ g ∼pi idY .
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Proposition 3.4. Let X and Y be two Γ-spaces. If X and Y are π-strong Lips-
chitz homotopy equivalent, then K∗(C
∗
pi,L(X)
Γ) is isomorphic to K∗(C
∗
pi,L(Y )
Γ).
Proof. Let F be the π-strong Lipschitz homotopy between g ◦ f and idX such
that F (0, x) = (g ◦ f)(x) and F (1, x) = x. Since Γ acts on X properly and
isometrically, for any ε >0, we can find a sequence of disjoint Borel cover {Ei} of
X such that for each i, (1) Ei = Γ×Fi Ki; (2) Ki has non-empty interior; (3) the
diameter of Ki is no more than
ε
2
. Now we can define an equivariant isometry
Vg◦f from HX to HX such that Vg◦f maps χ(g◦f)−1(Ki)HX to χKiHX with
(1) d((g ◦ f)(x), y) is bounded for (x, y) ∈ Supp(Vg◦f ), this is because both f
and g are coarse maps and the diameter of Ki is no more than
ε
2
;
(2) d(π((g ◦ f)(x)), π(y)) ≤ ε for (x, y) ∈ Supp(Vg◦f).
Let {εk}k be a sequence of positive numbers such that εk → 0 as k → +∞.
For each k, by using the above discussion, we can define an isometry Vk such that
d((g ◦ f)(x), y) is bounded for (x, y) ∈ Supp(Vk) and d(π((g ◦ f)(x)), π(y)) ≤ εk
for (x, y) ∈ Supp(Vk).
The sequence of isometries {Vk}k induces a homomorphism Ad∗(Vg◦f) from
K∗(C
∗
pi,L(X)
Γ) to K∗(C
∗
pi,L(X)
Γ), and it is an identity homomorphism by using
the π-strong Lipschitz homotopy equivalent between X and Y (cf. Proposition 3.7
in [38]). Similarly, we can define a homomorphism Ad∗(Vf◦g) from K∗(C
∗
pi,L(Y )
Γ)
to K∗(C
∗
pi,L(Y )
Γ) which is an identity homomorphism. So K∗(C
∗
pi,L(X)
Γ) is iso-
morphic to K∗(C
∗
pi,L(Y )
Γ).
By using the π-strong Lipschitz homotopy invariance above, we have the fol-
lowing proposition which can be proved as Proposition 3.11 in [38].
Proposition 3.5. Let X be a simplicial complex with proper and isometrical Γ
action and endowed with the spherical metric. If X1 and X2 are two subcomplex
of X with the subspace metric, then we have the following six term exact sequence:
K0(A)

// K0(B1)⊕K0(B2) // K0(C)

K1(C) // K1(B1)⊕K1(B2) // K1(A),
where A = C∗pi,L(X1 ∩ X2)
Γ, C = C∗pi,L(X1 ∪ X2)
Γ, B1 = C
∗
pi,L(X1)
Γ, B2 =
C∗pi,L(X2)
Γ.
Now we recall an algebra associated to an infinite-dimensional Euclidean space
introduced by Higson, Kasparov and Trout [19]. Let H be a real (countably
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infinite dimensional) Hilbert space. Denote by Va, Vb etc., the finite dimensional
affine subspaces of H . Let V 0a be the finite dimensional linear subspaces of H
consisting of differences of elements of Va. Let Clifford(V
0
a ) be the complexified
Clifford algebra of V 0a , and C(Va) be the graded C
∗-algebra of continuous functions
vanishing at infinity from Va to Clifford(V
0
a ). Let S be the C
∗-algebra C0(R),
graded according to the odd and even functions. Define the graded tensor product
A(Va) = S⊗ˆC(Va).
If Va ⊆ Vb, we have a decomposition Vb = V
0
ba + Va, where V
0
ba is the orthogonal
complement of V 0a in V
0
b . For each vb ∈ Vb, we have a corresponding decomposi-
tion vb = vba + va, where vba ∈ V
0
ba and va ∈ Va. Every function h on Va can be
extended to a function h˜ on Vb by the formula h˜(vba + va) = h(va).
Definition 3.6. If Va ⊆ Vb, we use Cba to denote the function Vb → Clifford(V
0
b ),
vb 7→ vba, where vba is considered as an element of Clifford(V
0
b ) via the inclusion
V 0ba ⊂ Clifford(V
0
b ). Let X be the unbounded multiplier of S with degree one
given by the function x 7→ x. Define a ∗-homomorphism βba : A(Va)→ A(Vb) by
the formula
βba(g⊗ˆh) = g(X⊗ˆ1 + 1⊗ˆCba)(1⊗ˆh˜),
for g ∈ S and h ∈ C(Va), where g(X⊗ˆ1+1⊗ˆCba) is defined by functional calculus.
Remark 3.7. Let g0(x) = e
−x2 and g1(x) = xe
−x2 . It is not difficult to check that
g0(X⊗ˆ1 + 1⊗ˆCba) = g0(X)⊗ˆg0(Cba)
for g0 = e
−x2 and
g1(X⊗ˆ1 + 1⊗ˆCba) = g0(X)⊗ˆg1(Cba) + g1(X)⊗ˆg0(Cba)
for g1(x) = xe
−x2 . Moreover g0(X) = g0(x), g1(X) = g1(x) as multiplication op-
erators, and (g0(Cba)h˜)(vb) = g0(‖vba‖)h(va), (g1(Cba)h˜)(vb) = vbag0(‖vba‖)h(va)
when we view Cba as unbounded multiplier on C(Vb).
The maps in Definition 3.6 make the collection (A(Va)) into a directed system
as Va ranges over finite dimensional affine subspaces of H . Define the C
∗-algebra
A(H, ξ) by
A(H, ξ) = lim
→
A(Va).
Now, let R+×H be endowed with the weakest topology for which the projec-
tion to H is weakly continuous and the function (t, w) 7→ t2+ ‖w‖2 is continuous.
This topology makes R+ ×H into a locally compact Hausdorff space. Note that
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for v ∈ H and r > 0, B(v, r) = {(t, w) ∈ R+×H : t
2+ ‖v−w‖2 < r2} is an open
subset of R+ ×H . For each finite dimensional Va ⊆ H , C0(R+ × Va) is included
in A(Va) as its center. If Va ⊆ Vb, then βba takes C0(R+ × Va) into C0(R+ × Vb).
Then C∗-algebra lim
→
C0(R+ × Va) is isomorphic to C0(R+ ×H), where the direct
limit is over the directed set of all finite dimensional affine subspaces Va of H .
Definition 3.8. The support of an element a ∈ A(H, ξ) is the complement of
all (t, v) ∈ R+ × H such that there exists g ∈ C0(R+ × H) with g(t, v) 6= 0 and
g · a = 0.
For each d > 0, the proper and isometrical action on X induces a proper
and isometrical action on Pd(X) by γ ·
k∑
i=1
cixi =
k∑
i=1
ci(γ · xi) for xi ∈ X, i =
1, 2, · · · , k and
k∑
i=1
ci = 1. Then the coarse embedding ξ : X/Γ → H induces a
coarse embedding ξ : Pd(X)/Γ→ H by ξ
(
π(
k∑
i=1
cixi)
)
=
k∑
i=1
ciξ(π(xi)). Take any
element π(x) ∈ Pd(X)/Γ, we define
Wk(π(x)) = ξ(π(x))+ span{ξ(π(y))−ξ(π(x)) : y ∈ Pd(X)/Γ, d(π(x), π(y)) ≤ k
2},
which is a finite dimensional affine subspace of H by using the bounded geom-
etry of X . We can assume that
⋃
k≥1
Wk(π(x)) is dense in H , otherwise we can
take H to be the norm closure of
⋃
k≥1
Wk(π(x)). For k < k
′, let βk′,k(π(x)) :
A(Wk(π(x))) → A(Wk′(π(x))) be defined as in Definition 3.6 and βk(π(x)) :
A(Wk(π(x))→ A(H, ξ) coming from the definition of A(H, ξ). We write β(π(x))
for
β0(π(x)) : S ∼= A(W0(π(x)))→ A(H, ξ).
Choose a countable Γ-invariant dense subset Xd of Pd(X) for each d > 0 such
that Xd1 ⊆ Xd2 if d1 ≤ d2. Let C
∗
alg(Pd(X),A(H, ξ))
Γ be the set of all functions
T on Xd ×Xd such that
(1) there exists an integer N such that
T (x, y) ∈ (βN(π(x))⊗ˆ1)(A(WN(π(x)))⊗ˆK) ⊆ A(H, ξ)⊗ˆK
for all x, y ∈ Xd, where βN (π(x)) : A(WN(π(x))) → A(H, ξ) is the ∗-
homomorphism associated to the inclusion of WN(π(x)) into H , and K is
the algebra of compact operators;
(2) there exists M ≥ 0 such that ‖T (x, y)‖ ≤M for all x, y ∈ Xd;
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(3) there exists L > 0 such that for each y ∈ Xd,
♯{x : T (x, y) 6= 0} ≤ L, ♯{x : T (y, x) 6= 0} ≤ L;
(4) there exists r1 > 0 such that if d(x, y) > r1, then T (x, y) = 0;
(5) there exists r2 > 0 such that
Supp(T (x, y)) ⊆ BR+×H(ξ(π(x)), r2)
:=
{
(s, h) ∈ R+ ×H : s
2 + ‖h− ξ(π(x))‖2 < r22
}
for x, y ∈ Xd;
(6) γ(T ) = T , where γ(T )(x, y) = T (γ−1x, γ−1y).
If we define a product structure on C∗alg(Pd(X),A(H, ξ))
Γ by
(T1T2)(x, y) =
∑
z∈Xd
T1(x, z)T2(z, y),
then C∗alg(Pd(X),A(H, ξ))
Γ is made into a ∗-algebra via matrix multiplication
together with the ∗-operation on A(H, ξ)⊗ˆK. Let
E =
{∑
x∈Xd
ax[x] : ax ∈ A(H, ξ)⊗ˆK,
∑
x∈Xd
a∗xax converges in norm
}
.
We know that E is a Hilbert module over A(H, ξ)⊗ˆK with〈∑
x∈Xd
ax[x],
∑
x∈Xd
bx[x]
〉
=
∑
x∈Xd
a∗xbx,
(∑
x∈Xd
ax[x]
)
a =
∑
x∈Xd
axa[x]
for all a ∈ A(H, ξ)⊗ˆK and
∑
x∈Xd
ax[x] ∈ E.
C∗alg(Pd(X),A(H, ξ))
Γ acts on E by
T
(∑
x∈Xd
ax[x]
)
=
∑
y∈Xd
(∑
x∈Xd
T (y, x)ax
)
[y],
where T ∈ C∗alg(Pd(X),A(H, ξ))
Γ and
∑
x∈Xd
ax[x] ∈ E.
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Definition 3.9. The twisted equivariant Roe algebra C∗(Pd(X),A(H, ξ))
Γ is de-
fined to be the operator norm closure of C∗alg(Pd(X),A(H, ξ))
Γ in B(E), the C∗-
algebra of all module homomorphisms from E to E for which there is an adjoint
module homomorphism.
Let C∗pi,L,alg(Pd(X),A(H, ξ))
Γ be the set of all bounded, uniformly norm con-
tinuous functions
g : R+ → C
∗
alg(Pd(X),A(H, ξ))
Γ
such that:
(1) there exists N such that g(t)(x, y) ∈ (βN(π(x))⊗ˆ1)(A(WN(π(x)))⊗ˆK) ⊆
A(H, ξ)⊗ˆK for all t ∈ R+, x, y ∈ Xd;
(2) sup{d(π(x), π(y)) : g(t)(x, y) 6= 0} → 0 as t→∞;
(3) there exists R > 0 such that Supp(g(t)(x, y)) ⊆ BR+×H(ξ(π(x)), R) for all
t ∈ R+, x, y ∈ Xd;
(4) there exists L > 0 such that for any y ∈ Pd(X), ♯{x : g(t)(x, y) 6= 0} < L,
♯{x : g(t)(y, x) 6= 0} < L for any t ∈ R+;
Definition 3.10. The twisted equivariant π-localization algebraC∗pi,L(Pd(X),A(H, ξ))
Γ
is the completion of C∗pi,L,alg(Pd(X),A(H, ξ))
Γ with respect to the norm
‖g‖ = sup
t∈R+
‖g(t)‖C∗(Pd(X),A(H,ξ))Γ .
With the similar way, we can define the twisted equivariant localization alge-
bra C∗L(Pd(X),A(H, ξ))
Γ only by changing sup{d(π(x), π(y)) : g(t)(x, y) 6= 0} →
0 as t→∞ to sup{d(x, y) : g(t)(x, y) 6= 0} → 0 as t→∞.
We have an evaluation homomorphism
e′pi : C
∗
pi,L(Pd(X),A(H, ξ))
Γ → C∗(Pd(X),A(H, ξ))
Γ
defined by e′pi(g) = g(0). This map induces a homomorphism at K-theory level:
(e′pi)∗ : lim
d→∞
K∗(C
∗
pi,L(Pd(X),A(H, ξ))
Γ)→ lim
d→∞
K∗(C
∗(Pd(X),A(H, ξ))
Γ).
We will show that (e′pi)∗ is an isomorphism. To prove this, we need the following
definitions.
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Definition 3.11. (1) The support of an element T in C∗alg(Pd(X),A(H, ξ))
Γ is
defined to be
{(x, y, t, v) ∈ Xd ×Xd × R+ ×H : (t, v) ∈ Supp(T (x, y))} .
(2) The support of an element g in C∗L,alg(Pd(X),A(H, ξ))
Γ is defined to be⋃
t∈R+
Supp(g(t)).
(3) The support of an element g in C∗pi,L,alg(Pd(X),A(H, ξ))
Γ is defined to be⋃
t∈R+
Supp(g(t)).
Let O be an open subset of R+ ×H . Define C
∗
alg(Pd(X),A(H, ξ))
Γ
O to be the
subalgebra of C∗alg(Pd(X),A(H, ξ))
Γ consisting of all elements whose supports are
contained in Xd ×Xd × O, i.e.,
C∗alg(Pd(X),A(H, ξ))
Γ
O
=
{
T ∈ C∗alg(Pd(X),A(H, ξ))
Γ : Supp(T (x, y)) ⊆ O, ∀x, y ∈ Xd
}
.
Define C∗(Pd(X),A(H, ξ))
Γ
O to be the norm closure of C
∗
alg(Pd(X),A(H, ξ))
Γ
O.
Similarly, let
C∗L,alg(Pd(X),A(H, ξ))
Γ
O
=
{
g ∈ C∗L,alg(Pd(X),A(H, ξ))
Γ : Supp(g) ⊆ Xd ×Xd × O
}
,
C∗pi,L,alg(Pd(X),A(H, ξ))
Γ
O
=
{
g ∈ C∗pi,L,alg(Pd(X),A(H, ξ))
Γ : Supp(g) ⊆ Xd ×Xd ×O
}
.
We define that C∗L(Pd(X),A(H, ξ))
Γ
O and C
∗
pi,L(Pd(X),A(H, ξ))
Γ
O are the norm
closures of C∗L,alg(Pd(X),A(H, ξ))
Γ
O and C
∗
pi,L,alg(Pd(X),A(H, ξ))
Γ
O respectively.
Proposition 3.12. Let Γ be a countable discrete group, X a Γ-space, H a real
Hilbert space. If X/Γ admits an coarse embedding into H, then the homomor-
phism
(e′pi)∗ : lim
d→∞
K∗(C
∗
pi,L(Pd(X),A(H, ξ))
Γ)→ lim
d→∞
K∗(C
∗(Pd(X),A(H, ξ))
Γ)
is an isomorphism.
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Proof. For any r > 0, we define Or ⊆ R+ ×H by
Or =
⋃
pi(x)∈X/Γ
B(ξ(π(x)), r),
where ξ is the coarse embedding from X/Γ to H . We have
C∗pi,L(Pd(X),A(H, ξ))
Γ = lim
r→∞
C∗pi,L(Pd(X),A(H, ξ))
Γ
Or ,
C∗(Pd(X),A(H, ξ))
Γ = lim
r→∞
C∗(Pd(X),A(H, ξ))
Γ
Or .
It is not difficult to check that (cf. Theorem 3.3 in [34])
lim
d→∞
lim
r→∞
K∗(C
∗(Pd(X),A(H, ξ))
Γ
Or)
∼= lim
r→∞
lim
d→∞
K∗(C
∗(Pd(X),A(H, ξ))
Γ
Or)
lim
d→∞
lim
r→∞
K∗(C
∗
pi,L(Pd(X),A(H, ξ))
Γ
Or)
∼= lim
r→∞
lim
d→∞
K∗(C
∗
pi,L(Pd(X),A(H, ξ))
Γ
Or)
and we can get the following commuting diagram:
lim
d→∞
K∗(C
∗
pi,L(Pd(X),A(H, ξ))
Γ)
∼=

(e′pi)∗
// lim
d→∞
K∗(C
∗(Pd(X),A(H, ξ))
Γ)
∼=

lim
d→∞
lim
r→∞
K∗(C
∗
pi,L(Pd(X),A(H, ξ))
Γ
Or)
∼=

(e′pi)∗
// lim
d→∞
lim
r→∞
K∗(C
∗(Pd(X),A(H, ξ))
Γ
Or)
∼=

lim
r→∞
lim
d→∞
K∗(C
∗
pi,L(Pd(X),A(H, ξ))
Γ
Or)
(e′pi)∗
// lim
r→∞
lim
d→∞
K∗(C
∗(Pd(X),A(H, ξ))
Γ
Or).
So to prove Proposition 3.12, it suffices to show that for any r0 > 0,
(e′pi)∗ : lim
d→∞
K∗( lim
r<r0,r→r0
C∗pi,L(Pd(X),A(H, ξ))
Γ
Or)
→ lim
d→∞
K∗( lim
r<r0,r→r0
C∗(Pd(X),A(H, ξ))
Γ
Or)
is an isomorphism.
Let r0 > 0. Since X has bounded geometry and Γ acts on X properly and
isometrically, then X˜ = X/Γ is a bounded geometrical metric space. So there ex-
ists finitely many mutually disjoint subsets of X˜ , say X˜k := {π(xj) : j ∈ Jk} with
some index set Jk for k = 1, 2, · · · , k0, such that X˜ =
k0⊔
k=1
X˜k and for π(xi), π(xj) ∈
X˜k, d(π(xi), π(xj)) is large enough such that d(ξ(π(xi)), ξ(π(xj))) > 2r0.
For each k = 1, 2, · · · , k0 and 0 < r < r0, we denote
Or,k =
⋃
j∈Jk
(
B(ξ(π(xj)), r)
)
,
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we will complete the proof of this theorem by using the Mayer-Vietoris sequence
argument as Theorem 6.8 in [39] once we proved that
(e′pi)∗ : lim
d→∞
K∗(C
∗
pi,L(Pd(X),A(H, ξ))
Γ
Or,k
)→ lim
d→∞
K∗(C
∗(Pd(X),A(H, ξ))
Γ
Or,k
)
is an isomorphism. For simplicity, we write Or,k to be O and B(ξ(π(xj)), r) to
be Oj.
Since the Γ-action on A(H, ξ) is trivial, for any d > 0, we can show that (cf.
Lemma 6.4 in [39] or Lemma 4.1 in [34])
C∗(Pd(X),A(H, ξ))
Γ
O
∼=
∞∏
j=1
C∗r (Γ)⊗A(H, ξ)Oj ⊗K(H)
where A(H, ξ)Oj = {a ∈ A(H, ξ) : Supp(a) ∈ Oj}. Let A
∗
L be the algebra which
is defined by the supremum norm closure of the set of uniformly continuous and
uniformly bounded functions
g : [0,+∞)→
∞∏
j=1
C∗r (Γ)⊗A(H, ξ)Oj ⊗K(H).
By using the π-strong Lipschitz homotopy equivalent and a similar argument to
the proof of Lemma 6.4 in [39], we know that lim
d→∞
K∗(C
∗
pi,L(Pd(X),A(H, ξ))
Γ
O) is
isomorphic to K∗(A
∗
L). Let A
∗
L,0 be the ideal of A
∗
L with g(0) = 0. Then by the
Eilenberg swindle argument we have
K∗(A
∗
L,0) = 0.
Moreover,
0→ A∗L,0 → A
∗
L →
∞∏
j=1
C∗r (Γ)⊗A(H, ξ)Oj ⊗K(H)
is exact, so we can prove that
K∗(A
∗
L)
∼= K∗(
∞∏
j=1
C∗r (Γ)⊗A(H, ξ)Oj ⊗K(H))
by the six-term exact sequence of K-theory, so
lim
d→∞
K∗(C
∗
pi,L(Pd(X),A(H, ξ))
Γ
O)→ lim
d→∞
K∗(C
∗(Pd(X),A(H, ξ))
Γ
O)
is isomorphic.
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Theorem 3.13. Let Γ be a countable discrete group, X a Γ-space, H a real Hilbert
space. If X/Γ admits an coarse embedding into H, then the homomorphism
(epi)∗ : lim
d→∞
K∗(C
∗
pi,L(Pd(X))
Γ)→ lim
d→∞
K∗(C
∗(Pd(X))
Γ)
is injective.
Proof. For any d > 0 and for each t ≥ 1, define a map
βt : S⊗ˆC
∗
alg(Pd(X))
Γ → C∗(Pd(X),A(H, ξ))
Γ
by
(βt(g⊗ˆT ))(x, y) = (β(π(x)))(gt)⊗ˆT (x, y)
for all g ∈ S and T ∈ C∗alg(Pd(X))
Γ, where gt(s) = g(t
−1s) for all s ∈ R, and
β(π(x)) : S = A(ξ(π(x))) → A(H, ξ) is the ∗-homomorphism from Definition
3.6.
Similarly, we can define
(βpi,L)t : S⊗ˆC
∗
pi,L,alg(Pd(X))
Γ → C∗pi,L(Pd(X),A(H, ξ))
Γ.
The maps βt and (βpi,L)t extend to asymptotic morphisms (cf. Lemma 7.6 in [39]
or Lemma 5.8 in [7])
β : S⊗ˆC∗(Pd(X))
Γ → C∗(Pd(X),A(H, ξ))
Γ;
βpi,L : S⊗ˆC
∗
pi,L(Pd(X))
Γ → C∗pi,L(Pd(X),A(H, ξ))
Γ.
So they induce the homomorphisms
(β)∗ : K∗(C
∗(Pd(X))
Γ)→ K∗(C
∗(Pd(X),A(H, ξ))
Γ);
(βpi,L)∗ : K∗(C
∗
pi,L(Pd(X))
Γ)→ K∗(C
∗
pi,L(Pd(X),A(H, ξ))
Γ).
And we get a commutative diagram:
lim
d→∞
K∗(C
∗
pi,L(Pd(X))
Γ)
(βpi,L)∗

(epi)∗
// lim
d→∞
K∗(C
∗(Pd(X))
Γ)
(β)∗

lim
d→∞
K∗(C
∗
pi,L(Pd(X),A(H, ξ))
Γ)
(e′pi)∗
// lim
d→∞
K∗(C
∗(Pd(X),A(H, ξ))
Γ).
By the induction on the dimension of skeletons of Pd(X) and Proposition 3.5,
together with the Bott Periodicity theorem, we know that (βpi,L)∗ is an isomor-
phism. This, together with Proposition 3.12 implies that (epi)∗ is injective.
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4 The K-theory of twisted equivariant localiza-
tion algebra and π-localization algebra
In this section, we shall prove that there is an injective map from the K-theory of
the twisted equivariant localization algebra to the K-theory of the twisted equiv-
ariant π-localization algebra for the metric space X , where the twisted equiv-
ariant localization algebra and π-localization algebra are defined by using the
coarse embedding from Γ to the Hilbert space H . To do so, we shall prove that
the K-theory of the twisted equivariant localization algebra is isomorphic to the
K-theory of the twisted equivariant π-localization algebra for the metric space
X , where the twisted equivariant localization algebra and π-localization algebra
are defined by using the coarse embeddings from Γ to the Hilbert space H and
from X/Γ to H .
First, let us recall about the transformation groupoid and the relations be-
tween the coarse embedding of Γ and the proper affine action of the transforma-
tion groupoid on a continuous field of Hilbert spaces. Let Γ be a countable discrete
group. Denote by e its identity element. Assume Γ acts on the right on a topo-
logical space Z. We use Z ⋊Γ to denote the transformation groupoid, where the
product and the inverse operations of Z ⋊ Γ are given by: (z, γ)(z′, γ′) = (z, γγ′)
for (z, γ) and (z′, γ′) ∈ Z ⋊ Γ satisfying z′ = zγ, and (z, γ)−1 = (zγ, γ−1) for
(z, γ) ∈ Z ⋊ Γ.
Second, let us recall about the continuous field of Hilbert spaces ([6], pp. 211-
212).
(
(Hz)z∈Z ,Λ
)
is called a continuous field of a family {Hz}z∈Z of Hilbert
spaces, with Λ ⊆
⊔
z∈Z
Hz if the following conditions are true:
• Λ is a complex linear subspace of
⊔
z∈Z
Hz;
• for every z ∈ Z, the set λ(z) for λ ∈ Λ is dense in Hz;
• for every λ ∈ Λ, the function z → ‖λ(z)‖ is continuous;
• let λ ∈
⊔
z∈Z
Hz, if for every z ∈ Z and every ε > 0, there exists a λ
′ ∈ Λ such
that ‖λ(y)− λ′(y)‖ ≤ ε throughout some neighborhood of z, then λ ∈ Λ.
We will abbreviate
(
(Hz)z∈Z ,Λ
)
to (Hz)z∈Z in this paper.
Definition 4.1. Let H = (Hz)z∈Z be a continuous field of Hilbert spaces over Z.
We say that the transformation groupoid Z ⋊Γ acts on H by affine isometries if
for every (z, γ), there is an affine isometry α(z,γ) : Hzγ → Hz such that
(1) α(z,e) : Hz → Hz is the identity map;
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(2) α(z,γ)α(z′,γ′) = α(z,γγ′) if z
′ = zγ;
(3) for every continuous vector field h(z) in H and every γ ∈ Γ, α(z,γ)(h(zγ))
is a continuous vector field in H.
Definition 4.2 (Tu, [36]). Let Z ⋊ Γ act on H as in Definition 4.1. The action
is said to be proper if for any R > 0 and z ∈ Z, the number of the elements in
{γ ∈ Γ : α(z,γ)(BHzγ (R)) ∩ BHz(R) 6= ∅} is finite, where BHz(R) = {v ∈ Hz :
‖v‖ ≤ R}.
In fact, by Proposition 6.5 and Lemma 6.7 in [32] and Proposition 3.8 in [36],
we have the following proposition:
Proposition 4.3. The following are equivalent:
(1) η : Γ→ H is a coarse embedding;
(2) there exists a convex, compact, Hausdorff, second countable space Z with a
right action of Γ which admits a continuous, proper negative type function
on Z ⋊ Γ (see Definition 6.4 in [32]);
(3) Z ⋊ Γ in (2) admits a proper action on a continuous field of affine Hilbert
spaces H = (Hz)z∈Z .
For each Hilbert space Hz of H = (Hz)z∈Z , let A(Hz) be the C
∗-algebra
which is defined below Definition 3.6. We use Θ(Z,
⊔
z∈Z
A(Hz)) to denote the set
of sections f : Z →
⊔
z∈Z
A(Hz) satisfying the following conditions:
(1) f(z) ∈ A(Hz) for each z ∈ Z;
(2) the continuous sections from Z to Hz is contained in Θ(Z,
⊔
z∈Z
A(Hz));
(3) for any z ∈ Z and n ∈ N, there exists an open set Uz ⊆ Z and continuous
sections a0(z), a1(z), · · · , an(z) : Z → (Hz)z∈Z such that
• a0(y), a1(y), · · · , an(y) are norm one and affine independent when y ∈
Uz ;
• the isometry via the map
Cb(Uz)⊗A(R
n)→ Θ(Z,
⊔
z∈Z
A(Hz))|Uz , 1Uz ⊗ ei 7→ ai|Uz
induces a continuous field structure on Θ(Z,
⊔
z∈Z
A(Hz)) (cf. [18]),
where 1Uz is the constant function on Uz with value 1, ei(1 ≤ i ≤ n)
are the orthonormal basis of Rn, A(Rn) is defined as in section 3.
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It is easy to check that the collection of C∗-algebras (A(Hz))z∈Z with the sections
Θ(Z,
⊔
z∈Z
A(Hz)) is a continuous field of C
∗-algebras (see Definition 10.3.1 in [6]).
Definition 4.4. For any section f ∈ Θ(Z,
⊔
z∈Z
A(Hz)), put
‖f‖ = sup
z∈Z
‖f(z)‖.
The C∗-algebra A(H, η) is defined to be the completion of Θ(Z,
⊔
z∈Z
A(Hz)) with
the above norm.
Lemma 4.5. If Γ is coarse embeddable into a Hilbert space, then A(H, η) above
is a Γ-proper C∗-algebra.
Proof. Let α be the proper affine isometric action of the groupoid Z ⋊ Γ on the
continuous Hilbert field H = (Hz)z∈Z . For any element f ∈ A(H, η), define
(γ(f)(z))(t, v) = f(zγ)(t, α(z,γ)−1(v)),
where z ∈ Z, t ∈ R, v ∈ Hz. This is an action of Γ on A(H, η). Moreover,
A(H, η) is a Γ-proper C∗-algebra since α is a proper affine isometric action on
H = (Hz)z∈Z .
Now let’s define another version twisted Roe algebra by using the coarse
embeddings of the quotient space X/Γ and the group Γ. Let A(H, ξ) be the
C∗-algebra which is defined in section 3 by using the coarse embeddings of the
quotient space X/Γ, A(H, η) be the proper C∗-algebra defined in Definition 4.4.
Choose a countable Γ-invariant dense subset Xd of Pd(X) for each d > 0 such
that Xd1 ⊆ Xd2 if d1 ≤ d2. Let C
∗
alg(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ be the set of all
functions T on Xd ×Xd such that
(1) T (x, y) ∈ A(H, ξ)⊗ˆA(H, η)⊗ˆK for x, y ∈ Xd;
(2) there exists M ≥ 0 such that ‖T (x, y)‖ ≤M for all x, y ∈ Xd;
(3) there exists L > 0 such that for each y ∈ Xd,
♯{x : T (x, y) 6= 0} ≤ L, ♯{x : T (y, x) 6= 0} ≤ L;
(4) there exists r1 > 0 and r2 > 0 such that
• T (x, y) = 0 when d(x, y) > r1;
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• T (x, y) is the finite sum of T1(x, y)⊗ˆT2(x, y)⊗ˆk with Supp(T1(x, y)) ⊆
BR+×H(ξ(π(x)), r2), where T1(x, y) ∈ A(H, ξ), T2(x, y) ∈ A(H, η), k ∈
K;
(5) γ(T ) = T , where γ(T )(x, y) = γ(T (γ−1x, γ−1y)).
We define a product structure on C∗alg(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ by
(T1T2)(x, y) =
∑
z∈Xd
T1(x, z)T2(z, y).
Let
E ′ =
{∑
x∈Xd
ax[x] : ax ∈ A(H, ξ)⊗ˆA(H, η)⊗ˆK,
∑
x∈Xd
a∗xax converge in norm
}
Then E ′ is a Hilbert module over A(H, ξ)⊗ˆA(H, η)⊗ˆK with〈∑
x∈Xd
ax[x],
∑
x∈Xd
bx[x]
〉
=
∑
x∈Xd
a∗xbx,
(∑
x∈Xd
ax[x]
)
a =
∑
x∈Xd
axa[x]
for all a ∈ A(H, ξ)⊗ˆA(H, η)⊗ˆK and
∑
x∈Xd
ax[x] ∈ E
′.
C∗alg(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ acts on E by
T
(∑
x∈Xd
ax[x]
)
=
∑
y∈Xd
(∑
x∈Xd
T (y, x)ax
)
[y],
where T ∈ C∗alg(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ and
∑
x∈Xd
ax[x] ∈ E
′.
Definition 4.6. The twisted equivariant Roe algebra C∗(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ
is defined to be the operator norm closure of C∗alg(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ in
B(E ′), the C∗-algebra of all module homomorphisms from E ′ to E ′ for which
there is an adjoint module homomorphism.
Let C∗L,alg(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ be the set of all bounded and uniformly
norm-continuous functions
g : R+ → C
∗
alg(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ
such that
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(1) sup{d(x, y) : g(t)(x, y) 6= 0} → 0 as t→∞ with x, y ∈ Xd;
(2) there exists L > 0 such that for any y ∈ Pd(X), ♯{x : g(t)(x, y) 6= 0} < L,
♯{x : g(t)(y, x) 6= 0} < L for any t ∈ R+.
Definition 4.7. The twisted Γ-equivariant localization algebra
C∗L(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ
is defined to be the norm completion of C∗L,alg(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ with
the norm defined by
‖g‖ = sup
t∈R+
‖g(t)‖C∗(Pd(X),A(H,ξ)⊗ˆA(H,η))Γ .
Definition 4.8. Let C∗pi,L,alg(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ be a ∗-algebra, which is
defined by replacing condition (2) by
sup{d(π(x), π(y)) : g(t)(x, y) 6= 0} → 0 as t→∞
in the definition of C∗L,alg(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ. The twisted equivariant
π-localization algebra C∗pi,L(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ is the norm completion of
C∗pi,L,alg(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ with the norm defined by
‖g‖ = sup
t∈R+
‖g(t)‖C∗(Pd(X),A(H,ξ)⊗ˆA(H,η))Γ .
It is easy to see that we have an inclusion map
ι : C∗L(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ → C∗pi,L(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ,
which induces a homomorphism ι∗ at the K-theory level.
We note that the C∗-algebras C∗(Pd(X),A(H, η))
Γ, C∗L(Pd(X),A(H, η))
Γ and
C∗pi,L(Pd(X),A(H, η))
Γ can be defined in the similar way as above but with the
matrix coefficient in A(H, η)⊗ˆK. We also have an inclusion map
τ : C∗L(Pd(X),A(H, η))
Γ → C∗pi,L(Pd(X),A(H, η))
Γ,
which induces a homomorphism τ∗ at the K-theory level.
Theorem 4.9. Let X be a Γ-space with bounded distortion. If X/Γ and Γ are
coarse embeddable into Hilbert spaces, then the following map
ι∗ : lim
d→∞
K∗(C
∗
L(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ)
→ lim
d→∞
K∗(C
∗
pi,L(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ)
is an isomorphism.
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To prove the above theorem, we need the following definitions. Recall that
R+ ×H is endowed with the weakest topology for which the projection to H is
weakly continuous and the function (t, w) 7→ t2+ ‖w‖2 is continuous. This topol-
ogy makes R+×H into a locally compact Hausdorff space. For any open set O ∈
R+×H , with the similar manner in section 3, we define C
∗
alg(Pd(X),A(H, ξ)O⊗ˆA(H, η))
Γ
to be the subalgebra of C∗alg(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ defined by
C∗alg(Pd(X),A(H, ξ)O⊗ˆA(H, η))
Γ :
= {T ∈ C∗alg(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ : T (x, y) is the finite sum of
T1(x, y)⊗ˆT2(x, y)⊗ˆk with Supp(T1(x, y)) ⊆ O, ∀x, y ∈ Xd}.
The norm closure of C∗alg(Pd(X),A(H, ξ)O⊗ˆA(H, η))
Γ is defined to be the C∗-
algebra C∗(Pd(X),A(H, ξ)O⊗ˆA(H, η))
Γ. Moreover, we can define
C∗L(Pd(X),A(H, ξ)O⊗ˆA(H, η))
Γ and C∗pi,L(Pd(X),A(H, ξ)O⊗ˆA(H, η))
Γ
by similar method as in section 3.
Proof of Theorem 4.9. For any r > 0, let Or =
⋃
pi(x)∈X/Γ
BR+×H(ξ(π(x)), r),
where BR+×H(ξ(π(x)), r) := {(s, h) ∈ R+ ×H : s
2 + ‖h− ξ(π(x))‖2 < r2}. It is
sufficient to prove that
ι∗ : lim
d→∞
K∗(C
∗
L(Pd(X),A(H, ξ)Or⊗ˆA(H, η))
Γ)
→ lim
d→∞
K∗(C
∗
pi,L(Pd(X),A(H, ξ)Or⊗ˆA(H, η))
Γ)
is an isomorphism.
Let Y be a fundamental domain such that the Γ-action on X has bounded
distortion. Since X has bounded geometry and Γ acts on X properly and isomet-
rically, then X˜ = X/Γ is a bounded geometrical metric space. So there exists
finitely many mutually disjoint subsets of X˜ , say X˜k := {π(xj) : j ∈ Jk, xj ∈ Y }
with some index set Jk for k = 1, 2, · · · , k0, such that X˜ =
k0⊔
k=1
X˜k and for
π(xi), π(xj) ∈ X˜k, d(π(xi), π(xj)) is large enough such that d(ξ(π(xi)), ξ(π(xj))) >
2r, where π : X → X/Γ is the quotient map.
For each k = 1, 2, · · · , k0, we denote
Or,k =
⋃
j∈Jk
(
B(ξ(π(xj)), r)
)
.
We will complete the proof of this theorem once we proved that
lim
d→∞
K∗(C
∗
L(Pd(X),A(H, ξ)Or,k⊗ˆA(H, η))
Γ)
∼= lim
d→∞
K∗(C
∗
pi,L(Pd(X),A(H, ξ)Or,k⊗ˆA(H, η))
Γ) (∗)
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by using the Mayer-Vietoris sequence argument as Theorem 6.8 in [39].
Since A(H, η) is a Γ-proper C∗-algebra, so it can be a direct limit of ideals
An, each of which is Γ-proper over some cocompact Γ-space. For each n, suppose
An is Γ-proper over the cocompact Γ-space W . Since Γ acts on W properly and
cocompactly, so W can be covered by finite Γ-spaces of the form Γ×Fi Si, where
Si is a bounded subset of W , Fi is a finite subgroup of Γ and 1 ≤ i ≤ n0. So to
prove (∗), it is sufficient to prove that for each n,
lim
d→∞
K∗(C
∗
L(Pd(X),A(H, ξ)Or,k⊗ˆAn)
Γ) ∼= lim
d→∞
K∗(C
∗
pi,L(Pd(X),A(H, ξ)Or,k⊗ˆAn)
Γ).
By using the Mayer-Vietoris sequence argument, we only need to prove that for
each 1 ≤ i ≤ n0,
lim
d→∞
K∗(C
∗
L(Pd(X),A(H, ξ)Or,k⊗ˆ(An)Γ×FiSi)
Γ)
→ lim
d→∞
K∗(C
∗
pi,L(Pd(X),A(H, ξ)Or,k⊗ˆ(An)Γ×FiSi)
Γ)
is isomorphic.
Let Yk = {xj ∈ Y : j ∈ Jk, π(xj) ∈ X˜k}. For any R > 0, let
△′j(R) := {x ∈ Pd(X) : ∃xj ∈ Yk, d(x, xj) ≤ R}.
Let
u∏
j∈Jk
C∗alg(Γ · △
′
j(R),A(H, ξ)Or,k⊗ˆ(An)Γ×FiSi)
Γ)
be the ∗-algebra such that for any
⊕
j∈Jk
Tj ∈
u∏
j∈Jk
C∗alg(Γ · △
′
j(R),A(H, ξ)Or,k⊗ˆ(An)Γ×FiSi)
Γ),
the propagations of Tj are uniformly bounded. Define
u∏
j∈Jk
C∗L(Γ · △
′
j(R),A(H, ξ)Or,k⊗ˆ(An)Γ×FiSi)
Γ)
to be the supremum norm closure of the algebra{⊕
j∈Jk
bj : [0,+∞)→
u∏
j∈Jk
C∗alg(Γ · △
′
j(R),A(H, ξ)Or,k⊗ˆ(An)Γ×FiSi)
Γ)
}
such that
⊕
j∈Jk
bj is bounded, uniformly continuous and sup
j∈Jk
{d(x, y) : bj(t)(x, y) 6=
0} → 0 as t → ∞. Using the similar argument as Lemma 6.4 in [39], we can
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prove
C∗L(Pd(X),A(H, ξ)Or,k⊗ˆ(An)Γ×FiSi)
Γ
∼= lim
R→∞
u∏
j∈Jk
C∗L(Γ · △
′
j(R),A(H, ξ)Or,k⊗ˆ(An)Γ×FiSi)
Γ.
Since An is proper over Γ×Fi Si, i.e. C0(Γ×Fi Si)An is dense in An, it is not very
difficult to prove that
lim
R→∞
u∏
j∈Jk
C∗L(Γ · △
′
j(R),A(H, ξ)Or,k⊗ˆ(An)Γ×FiSi)
Γ
∼= lim
R→∞
u∏
j∈Jk
C∗L(F˜i · △
′
j(R),A(H, ξ)Or,k⊗ˆ(An)Si)
Fi
in a way similar to the proof of Lemma 5.16 in [30], where F˜i is a finite set of Γ.
Since the Γ-action on X has bounded distorsion, it is easy to prove that for
any R > 0, F˜i · △
′
j(R) is uniformly bounded for j ∈ Jk. If we let △j be the
simplex spanned by Fi · xj with xj ∈ Y , x
0
j be the barycenter of △j. Let △j(S)
be the simplex with vertices {x ∈ Pd(X) : d(x, x
0
j) ≤ S} for d > S, then
lim
d→∞
C∗L(Pd(X),A(H, ξ)Or,k⊗ˆ(An)Γ×FiSi)
Γ
∼= lim
S→∞
u∏
j∈Jk
C∗L(△j(S),A(H, ξ)Or,k⊗ˆ(An)Si)
Fi.
Similarly we can prove
lim
d→∞
C∗pi,L(Pd(X),A(H, ξ)Or,k⊗ˆ(An)Γ×FiSi)
Γ
∼= lim
S→∞
u∏
j∈Jk
C∗pi,L(△j(S),A(H, ξ)Or,k⊗ˆ(An)Si)
Fi.
When S is big enough, △j ⊆ △j(S) and △j(S) is Fi-invariant for any j ∈
Jk. So {△j(S)}j∈Jk is Fi-equivariant strong Lipschitz homotopy equivalent to
{x0j}j∈Jk([39], P. 218-219). With the essentially same proof of the non-equivariant
case([39], Lemma 6.5), we have
K∗(
u∏
j∈Jk
C∗L,0(△j(S),A(H, ξ)Or,k⊗ˆ(An)Si)
Fi)
∼= K∗(
u∏
j∈Jk
C∗L,0(x
0
j ,A(H, ξ)Or,k⊗ˆ(An)Si)
Fi).
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However, by the Eilenberg swindle argument, we know that
K∗(
u∏
j∈Jk
C∗L,0(x
0
j ,A(H, ξ)Or,k⊗ˆ(An)Si)
Fi) = 0.
Thus
K∗(
u∏
j∈Jk
C∗L,0(△j(S),A(H, ξ)Or,k⊗ˆ(An)Si)
Fi) = 0.
Similarly, we can prove that for any S > 0 which is sufficient big,
K∗(
u∏
j∈Jk
C∗pi,L,0(△j(S),A(H, ξ)Or,k⊗ˆ(An)Si)
Fi) = 0.
By the six term exact sequence of C∗-algebra K-theory, we know that
lim
S→∞
K∗(
u∏
j∈Jk
C∗L(△j(S),A(H, ξ)Or,k⊗ˆ(An)Si)
Fi)
∼= lim
S→∞
K∗(
u∏
j∈Jk
C∗(△j(S),A(H, ξ)Or,k⊗ˆ(An)Si)
Fi),
lim
S→∞
K∗(
u∏
j∈Jk
C∗pi,L(△j(S),A(H, ξ)Or,k⊗ˆ(An)Si)
Fi)
∼= lim
S→∞
K∗(
u∏
j∈Jk
C∗(△j(S),A(H, ξ)Or,k⊗ˆ(An)Si)
Fi).
So we have proved that
lim
S→∞
K∗(
u∏
j∈Jk
C∗L(△j(S),A(H, ξ)Or,k⊗ˆ(An)Si)
Fi)
∼= lim
S→∞
K∗(
u∏
j∈Jk
C∗pi,L(△j(S),A(H, ξ)Or,k⊗ˆ(An)Si)
Fi).
Thus for each 1 ≤ i ≤ n0, we have
lim
d→∞
K∗(C
∗
L(Pd(X),A(H, ξ)Or,k⊗ˆ(An)Γ×FiSi)
Γ)
∼= lim
d→∞
K∗(C
∗
pi,L(Pd(X),A(H, ξ)Or,k⊗ˆ(An)Γ×FiSi)
Γ).
So we have finished the proof of the theorem.
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Now we are ready to prove the following theorem:
Theorem 4.10. Let X be a Γ-space with bounded distortion. If X/Γ and Γ are
coarse embeddable into Hilbert spaces, then the following map
τ∗ : lim
d→∞
K∗(C
∗
L(Pd(X),A(H, η))
Γ)→ lim
d→∞
K∗(C
∗
pi,L(Pd(X),A(H, η))
Γ)
is injective.
Proof. For any d > 0, choose a countable Γ-invariant dense subset Xd of Pd(X)
for each d > 0 such that Xd1 ⊆ Xd2 if d1 ≤ d2. For each t ≥ 1, define a map
βt : S⊗ˆC
∗
alg(Pd(X),A(H, η))
Γ → C∗(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ
by
(βt(g⊗ˆT ))(x, y) = (β(π(x)))(gt)⊗ˆT (x, y)
for all g ∈ S and T ∈ C∗alg(Pd(X),A(H, η))
Γ, where gt(s) = g(t
−1s) for all s ∈ R,
and β(π(x)) : S = A(ξ(π(x))) → A(H, ξ) is the ∗-homomorphism from the
Definition 3.6.
Similarly, we can define
(βL)t : S⊗ˆC
∗
L,alg(Pd(X),A(H, η))
Γ → C∗L(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ,
(βpi,L)t : S⊗ˆC
∗
pi,L,alg(Pd(X),A(H, η))
Γ → C∗pi,L(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ.
The maps βt, (βL)t and (βpi,L)t can be extended to asymptotic morphisms (cf.
Lemma 7.6 in [39] or Lemma 5.8 in [7])
β : S⊗ˆC∗(Pd(X),A(H, η))
Γ → C∗(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ;
βL : S⊗ˆC
∗
L(Pd(X),A(H, η))
Γ → C∗L(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ;
βpi,L : S⊗ˆC
∗
pi,L(Pd(X),A(H, η))
Γ → C∗pi,L(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ.
So they induce the homomorphisms
(β)∗ : K∗(C
∗(Pd(X),A(H, η))
Γ)→ K∗(C
∗(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ);
(βL)∗ : K∗(C
∗
L(Pd(X),A(H, η))
Γ)→ K∗(C
∗
L(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ);
(βpi,L)∗ : K∗(C
∗
pi,L(Pd(X),A(H, η))
Γ)→ K∗(C
∗
pi,L(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ).
And we have the following commutative diagram:
lim
d→∞
K∗(C
∗
L(Pd(X),A(H, η))
Γ)
τ∗

(βL)∗
// lim
d→∞
K∗(C
∗
L(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ)
ι∗

lim
d→∞
K∗(C
∗
pi,L(Pd(X),A(H, η))
Γ)
(βpi,L)∗
// lim
d→∞
K∗(C
∗
pi,L(Pd(X),A(H, ξ)⊗ˆA(H, η))
Γ).
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It is not difficult to prove that (βL)∗ is an isomorphism by the Mayer-Vietoris se-
quence and five lemma argument and induction on the dimension of the skeletons
of Pd(X), together with the Bott periodicity. Since ι∗ is also an isomorphism by
Theorem 4.9, so τ∗ is injective.
5 The Main Theorem
In this section, we shall introduce a Bott map from the K-theory of the equiv-
ariant localization algebra C∗L(Pd(X), C(Z))
Γ to the K-theory of the equivariant
twisted localization algebra C∗L(Pd(X),A(H))
Γ, where Z and A(H) are defined
in Section 4. We prove that this map is an isomorphism. This, together with the
main result in section 3, implies the main theorem.
For any d ≥ 0, choose a countable Γ-invariant dense subset Xd of Pd(X) for
each d > 0 such that Xd1 ⊆ Xd2 if d1 ≤ d2. Let Yd be a fundamental domain
of Xd. Let C
∗(Pd(X), C(Z))
Γ be a C∗-algebra defined similarly to Roe algebra
C∗(Pd(X))
Γ but with C(Z)⊗ˆK(H) as the matrix coefficients. For each t ≥ 1,
define a map
βt : S⊗ˆC
∗
alg(Pd(X), C(Z))
Γ → C∗(Pd(X),A(H))
Γ
by [
(βt(g⊗ˆT ))(x, y)
]
(z) =
1
|Γx|
∑
γ∈Γx
γ · (βz(gt)⊗ˆT (x, y)(z))
with x ∈ Yd, y ∈ Xd such that[
(βt(g⊗ˆT ))(γx, γy)
]
(γz) = γ · (βz(gt)⊗ˆT (x, y)(z))
for all g ∈ S, T ∈ C∗alg(Pd(X), C(Z))
Γ, where |Γx| is the element number of
the stabiliser Γx, gt(s) = g(t
−1s) for all s ∈ R, and βz : S → A(Hz) is the
∗-homomorphism defined by f(x) 7→ f(X⊗ˆ1 + 1⊗ˆC) for f(x) ∈ S = C0(R),
where X and C should be viewed as unbounded degree one multiplier on S and
A(Hz), f(X⊗ˆ1 + 1⊗ˆC) is defined by functional calculus. With the continuous
field structure of (Hz)z∈Z and A(H), there is a homomorphism β : C(Z)⊗ˆS −→
A(H) which is defined by using βz pointwisely. It induces an isomorphism β∗ :
K∗(C(Z)⊗ˆS) → K∗(A(H)), which is a field version of the Higson-Kasparov-
Trout’s Bott Periodicity Theorem (see [19] or [36]).
Applying the above maps pointwise, we can define
(βL)t : S⊗ˆC
∗
L,alg(Pd(X), C(Z))
Γ → C∗L(Pd(X),A(H))
Γ.
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We know that βt, (βL)t extend to asymptotic morphisms
β : S⊗ˆC∗(Pd(X), C(Z))
Γ → C∗(Pd(X),A(H))
Γ;
βL : S⊗ˆC
∗
L(Pd(X), C(Z))
Γ → C∗L(Pd(X),A(H))
Γ.
Then they induce homomorphisms at K-theory level
β∗ : K∗(C
∗(Pd(X), C(Z))
Γ)→ K∗(C
∗(Pd(X),A(H))
Γ)
and
(βL)∗ : K∗(C
∗
L(Pd(X), C(Z))
Γ)→ K∗(C
∗
L(Pd(X),A(H))
Γ).
Similarly, we can define a homomorphism
(βpi,L)∗ : K∗(C
∗
pi,L(Pd(X), C(Z))
Γ)→ K∗(C
∗
pi,L(Pd(X),A(H))
Γ).
Theorem 5.1. For any d > 0,
(βL)∗ : K∗(C
∗
L(Pd(X), C(Z))
Γ)→ K∗(C
∗
L(Pd(X),A(H, η))
Γ)
is an isomorphism.
Proof. By the Mayer-Vietoris sequence and five lemma argument and induc-
tion on the dimension of the skeletons of Pd((X), it is sufficient to prove the
0-dimensional case. In the 0-dimensional case, the isomorphism follows from the
the Bott periodicity.
Proof of Theorem 1.2. For any d > 0, let
i∗ : K∗(C
∗
L(Pd(X))
Γ)→ K∗(C
∗
L(Pd(X), C(Z))
Γ)
be the homomorphism induced by the inclusion map i : C → C(Z). Then i∗ is
an isomorphism by using the Mayer-Vietoris sequence and five lemma argument
by the induction on the dimension of the skeletons of Pd(X).
Let τ˜ : C∗L(Pd(X))
Γ → C∗pi,L(Pd(X))
Γ be the inclusion map. It induces a
homomorphism τ˜∗ : K∗(C
∗
L(Pd(X))
Γ)→ K∗(C
∗
pi,L(Pd(X))
Γ). We get the following
commutative diagram:
lim
d→∞
K∗(C
∗
L(Pd(X))
Γ)
i∗

τ˜∗
// lim
d→∞
K∗(C
∗
pi,L(Pd(X))
Γ)
(i′)∗

lim
d→∞
K∗(C
∗
L(Pd(X), C(Z))
Γ)
(βL)∗

// lim
d→∞
K∗(C
∗
pi,L(Pd(X), C(Z))
Γ)
(βpi,L)∗

lim
d→∞
K∗(C
∗
L(Pd(X),A(H, η))
Γ)
τ∗
// lim
d→∞
K∗(C
∗
pi,L(Pd(X),A(H, η))
Γ)
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where i′∗ : K∗(C
∗
pi,L(Pd(X))
Γ) → K∗(C
∗
pi,L(Pd(X), C(Z))
Γ) induced by the inclu-
sion map i : C → C(Z). From Theorem 5.1 and Theorem 4.10, we know that
τ∗◦(βL)∗◦i∗ is injective. So τ˜∗ is an injectivity. By another commutative diagram
lim
d→∞
K∗(C
∗
pi,L(Pd(X))
Γ)
(epi)∗

lim
d→∞
K∗(C
∗
L(Pd(X))
Γ)
τ˜∗
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❥
❥
❥
❥
❥
❥
❥
❥
❥
❥
❥
❥
❥
❥
❥
e∗
// lim
d→∞
K∗(C
∗(Pd(X))
Γ),
we know that e∗ = (epi)∗ ◦ τ˜∗ is an injectivity since (epi)∗ is injective by Theorem
3.13.
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