In this article we develop a new methodology to prove weak approximation results for general stochastic differential equations. Instead of using a partial differential equation approach as is usually done for diffusions, the approach considered here uses the properties of the linear equation satisfied by the error process. This methodology seems to apply to a large class of processes and we present as an example the weak approximation of stochastic delay equations.
1. Introduction. The Euler scheme for stochastic differential equations is widely used in applications as it is easy to compute. The Euler scheme can be easily generalized to a variety of stochastic equations beyond the framework of diffusion equations, in particular Volterra SDEs, delay SDEs, anticipating SDEs and nonlinear SDEs.
On the other hand, the theoretical properties of the Euler scheme are mostly studied for the diffusion case as most of the results available so far are in this framework. In some cases, extensions to other similar equations are straightforward but in other cases, additional nontrivial work is required. For example, see [8] for extensions to semimartingales, and [1, 11] for approximations of an irregular functional of a diffusion which is approached using a Euler type scheme. It is also well known that the definition of an extension of the Euler scheme for delay type systems is straightforward but the technical results on the weak rate of convergence are limited. See [4, 6, 9] .
In this article we propose a generalization of the theory of weak approximations which studies the rate of convergence of the Euler scheme considered in law. This generalization finds as an application the weak rate of convergence of smooth functionals of general delay type systems and also covers, with a further study of the Malliavin covariance matrix, the case of irregular functions of the solution of the stochastic equation.
The main idea is to change completely the approach used until now to prove weak approximation rate results. This new idea, which uses the whole path of the process under study rather than the partial differential equation associated to the problem, should allow to obtain various other straightforward generalizations of results of the weak rate of convergence.
In order to describe our approach roughly, let X denote the solution of a stochastic equation andX the Euler scheme associated to it. The problem of weak rate of convergence consists in finding the rate at which E(f (X) − f (X)) converges to zero for various classes of functionals f . The optimal rate is the step size of the scheme even though the equations considered may differ.
The classical proof of this result for diffusions is based on the associated partial differential equation, that is, Ef (X) has through the Feynman-Kac formula an interpretation using PDEs. This is the important point in the classical approach which is not used in our approach. In the case of some stochastic equations, if f is regular enough, the proof is similar if the associated PDE exists. If f is an irregular function, then the issue of the nondegeneracy of the Malliavin covariance matrix of the Euler scheme becomes an important issue as has been shown in [1, 11] , but this extension is nontrivial.
In this article we propose a completely different method to prove weak approximation results based on a pathwise approach. That is, we use the mean value theorem to rewrite f (X) − f (X) = 1 0 f ′ (aX + (1 − a)X) da(X − X). Then, we derive a linear equation satisfied by Y = X −X. When this equation can be explicitly solved, which seems to be true only for diffusions, one can obtain the rate of convergence by using the duality property of stochastic integrals. This methodology was first introduced by Kohatsu-Higa and Pettersson [7] and used in Gobet and Munos [5] . It seems to be quite general except for the explicit expression for Y which can be done only in the case of diffusions. This article presents a general framework to analyze weak approximations in stochastic equations. In particular we solve the problem without having an explicit expression for the solution of stochastic linear equations, by using a duality argument. This duality formula (see Section 3) shows explicitly the weak error as a by-product of the expectation of an error process (called G in Section 3). To finish the proof one has to use the duality formula for stochastic integrals. Therefore our approach works mostly for stochastic equations with regular coefficients. For this reason we have to study the stochastic derivatives of the solution process. It should be emphasized that this approach applies to regular functionals of the process X and not only to functions of the value of X at a fixed time t.
Furthermore, the framework introduced here also extends naturally to the case of irregular functions f . That is, one uses the integration by parts formula of Malliavin calculus to regularize the function f . We believe that this approach for the irregular case follows naturally from the regular case. It also explains clearly that to obtain the result for the irregular case is just a matter of studying the nondegeneracy of the limiting stochastic process and not the approximating process.
In order to show what are the elements in each theorem we also consider as an example a delay type equation which does not have a clear associated PDE in order to extend the classical proof. The general framework is directly applied, which gives the weak rate of convergence.
This article is organized as follows. In Section 2 we present the example of a diffusion process to introduce the methodology. Section 3 contains the main results in the general framework and an application to the weak rate of convergence of approximations of delay equations for regular functions. These results are then extended to irregular functions in Section 4.
The case of one-dimensional diffusions.
To clarify the methodology, we consider a smooth function σ and a Wiener process W and a real diffusion process
Its Euler approximation is given bȳ
where η(s) = kT /n for kT /n ≤ s < (k + 1)T /n. The error process Y = X −X satisfies
this can be written as
with
This last formula makes clear that |Ef (X T )−Ef (X T )| ≤ T /n and leads to an expansion of Ef (X T ) − Ef (X T ) with some additional work (see Section 3).
In other stochastic equations, the error process also satisfies a linear equation [similar to (1) ] but in a more general form; see Section 3.4. The aim of the next section is to establish a formula (called the duality formula) which will be a substitute for (2) when the error process Y does not have an explicit expression.
3. Duality for the error process and application to delay equations.
General form of the error process equation.
Throughout the paper, we consider a complete probability space (Ω, F, P), which is the canonical space of a d-dimensional Brownian motion with finite horizon
We denote by F = (F t ) 0≤t≤T the usual augmentation of the natural filtration of W . If H is a separable Hilbert space and p ∈ [1, +∞), we denote by L p a ([0, T ]; H) the space of all measurable adapted processes X = (X t ) 0≤t≤T , with values in H such that E T 0 |X t | p dt < ∞, where | · | denotes the norm on H.
Recall that according to the Itô representation theorem, any H-valued random variable X such that E|X| 2 < ∞ can be written in the following form:
We will often use the notation J(X) for the vector (J 1 (X), . . . , J d (X)) and Z · dW for
The aim of Section 3.1 is to study the following generalization of (1):
where G ∈ L 2 a ([0, T ]; H). In fact, the study of (3) in the space L 2 a will not be sufficient (see Section 3.4) and we will need L p -estimates for p large enough. For simplicity we state the assumption as follows. 
; H) and we have
for some constantC p depending on C p (and T ) only.
Proof. Let k be a positive real number. We define an equivalent norm
Let A and B be the operators defined by
We have, using the Burkholder-Davis-Gundy inequality (BDG inequality in the sequel) and p ≥ 2,
where the constant K p comes from the BDG inequality and C p from Assumption A1. Using Fubini's theorem, we derive
A similar argument leads to
It follows that, for k large enough, the operator A + B is a contraction for the norm · k . Hence, if I denotes the identity, the operator
) is invertible and this implies existence and uniqueness for the solution of (3).
Remark 2. Note that if the process G has right-continuous (resp. continuous) paths, the solution of (3) has a right-continuous (resp. continuous) modification. This modification will still be denoted by Y .
3.2.
The duality formulae. The purpose of this section is to establish two duality formulae relating E F, Y T to G T for F in L 2 (Ω). We first introduce some notation. We denote by ·, · the inner product on H. The operators
are the adjoints of the operators A and B defined by (5) and (6). If we set
The following proposition relates the operators A * and B * to α * and β * .
Proposition 3.
The operators A * and B * are given by
And the result follows from the first part.
Remark 5. The processes θ andθ given by Theorem 4 can also be characterized in connection with backward stochastic differential equations (BSDEs). First note that θ satisfies the dual equation
which, using Proposition 3, can be written
, the pair of processes (Ỹ ,Z), defined bỹ
is the unique solution of the following BSDE:
It follows that, if θ satisfies (10), we have
where the pair (Y, Z) solves the following BSDE:
Similarly, the processθ in Theorem 4 is given bŷ
where the pair (Ŷ ,Ẑ) solves the following BSDE:
Estimates for the stochastic derivatives of the dual equation.
In this section we study the dual equation (9) . We will establish estimates for the derivatives of the process θ involved in the duality formulae. These estimates will be useful for the study of the weak rate of convergence of the Euler scheme for the computation of expectations of regular functions (see 
Using Proposition 3, we have
We want to differentiate this equation, in order to estimate the Malliavin derivatives of θ. We will need some regularity assumptions on the operators α and β. For the basic theory of Sobolev spaces on Wiener space and for standard notation, we refer the reader to [13] .
We denote by D the derivative operator. If X is a simple functional with values in H, DX is a random variable with values in L 2 ([0, T ]; H d ) and can be viewed as a nonadapted process (D t X) 0≤t≤T . We will say that a functional (or random variable) X with values in H is smooth, if it can be written as a finite sum of multiple Wiener integrals with continuous deterministic integrands. Note that if X is smooth, the process (D t X) has a right-continuous modification. We denote by S a ([0, T ]; H) the space of all adapted processes (Y t ) 0≤t≤T with values in H, with continuous paths such that, for each t ∈ [0, T ], the random variable Y t is smooth in the previous sense. The space
for all p ∈ [1, +∞). Our regularity assumptions on α and β can now be formulated as follows.
Assumption A2. For γ = α and γ = β and for all Z ∈ S a ([0, T ]; H), the process γ * (Z) is in D 2,2 and, for all u, v ∈ [0, T ], there exist operators denoted by
. Moreover, these operators satisfy the following estimate, for all q 1 , q 2 with 1 ≤ q 1 < q 2 ≤ 2:
where the constants C q 1 ,q 2 do not depend on u, v (or Z).
The estimate (12) for α and β allows us to extend the operators
In the sequel, it will be convenient to use the following notation. For a random variable Z in D 2,2 , and
Then, the solution of ( 11) has a modification θ t satisfying, for 1 ≤ p < q ≤ 2,
where the constants K p,q depend on T and the constants C p and C q 1 ,q 2 in Assumptions A1 and A2 (and not on u, v or F ).
For the proof of Proposition 6, we will need the following commutation relations between the operators J and the derivative and conditional expectation operators. We omit the proof which involves only classical arguments of analysis on Wiener space. 
Proof of Proposition 6. The formal differentiation of (11) gives
Using Lemma 7 and the linearity of D u , we get
Clearly, I u,T is a self-adjoint operator and defines an operator with norm 1 on
and the operators I u,T • α and I u,T • β satisfy Assumption A1 with the same constants C p as α and β. Now let A u and B u be the operators defined on
Using Proposition 3, we can rewrite (13) as
where φ u is the adapted process defined by
It follows from Proposition 1 and the properties of the operators I u,T • α and I u,T • β that, for p ∈ [1, 2],
where C p does not depend on u. On the other hand, we deduce from Assumption A2 and the assumptions on F that, for 1 ≤ p < q ≤ 2,
where here again the constants C p and C p,q do not depend on u. Here we have used the notation J t (Z) for J(Z)(t). We have, using Jensen's and Hölder's inequalities,
On the other hand, using 1 < q ≤ 2 and the BDG inequality, we have Recall that θ = (I − A * − B * ) −1 (F ), so that
Hence, we have, for 1 ≤ p < q ≤ 2,
where the constants C p and C p,q depend on T but not on u. We can now differentiate (13) with respect to v and derive in a similar manner the estimate
Note that in order to justify the formal differentiations, it suffices to use an iterating procedure of the form θ 0 = F and θ j+1 = F + (A * + B * )(θ j ). The regularity of θ j carries over to θ j+1 and we have convergence of θ j toward θ, together with the derivatives, with the suitable norms.
For the application of our methodology to numerical schemes, we will need to consider families of operators (α h , β h ) h≥0 and introduce some additional notation. Let A 1,2 denote the space of all operators (α, β) satisfying AssumptionsA1 and A2. For (α, β) ∈ A 1,2 , let C p (α, β) [resp. C q 1 ,q 2 (α, β)] be the smallest constant for which (4) [resp. (12)] holds. The following proposition follows easily from Proposition 6. Proposition 8. Assume (α h , β h ) h≥0 is a family of operators in A 1,2 , satisfying, for all p ∈ [2, +∞) and for all q 1 , q 2 with 1 ≤ q 1 < q 2 ≤ 2,
Application to the Euler approximation of delay equations: the regular case.
In this section we assume to simplify the notation that all processes take values in R. We are interested in the expansion of Ef (X T ) − Ef (X T ) where the process (X t ) t∈[−r,T ] solves the stochastic delay equation
where r > 0, ξ ∈ C 1 ([−r, 0], R) and ν is a finite measure. We denote byX the following Euler approximation of (X t ) t∈[−r,T ] with step h = r/n:
n/r , where [t] stands for the entire part of t. We assume that the functions, f , σ and b are in C 3 b . Note that if ν is the Dirac measure at 0, we have a standard diffusion.
For existence, uniqueness and moment estimates of solutions of stochastic delay equations in the above form, we refer to [12] . Consistency of the Euler scheme for delay equations in the case where ν is a Dirac mass has been studied in [9] through an extension of the PDE method. An infinitedimensional extension of the PDE method is used in [4] but their result is limited to drift coefficients linearly dependent on the past and nondelayed diffusion coefficient.
Our expansion result is derived from the duality formula and the following lemma.
Lemma 9. Let (U h s ) be a family of F T -measurable real-valued processes, such that
We assume that, for some p > 1, we have 
Remark. Observe that |I h (U 0 )| ≤ hC. Moreover, when ν is a Dirac mass at −r a good discretization of the time interval gives I h (U 0 ) = 0. When ν is an absolutely continuous measure, we obtain
Proof of Lemma 9. We havē
This gives
By duality, we obtain for the first term
Since η(s) + η(u) ≤ 0 < s + u implies −u < s < −u + 2h, one can easily verify that
Now recall that if g is an integrable function on [0, T ], we have
It follows that in order to derive the expansion stated in the lemma, it is enough to prove that when h tends to 0,
Using Hölder's inequality, the left-hand side of (16) 
Similar bounds hold for the left-hand side of (18) and we obtain the result of Lemma 9 as soon as 
for all q ∈ [1, +∞). This can be proved as in [6] .
The following theorem can be viewed as an analogue of the classical expansion of the error for diffusions (see [15] ).
Theorem 10. We have, if
where C f = C(U 0 ) and I h (f ) = I h (U 0 ) are defined as in Lemma 9 with
and θ is the unique solution of
Proof. We have
where
We deduce that Y t is a solution of
The operators α h and β h satisfy Assumption A1 uniformly with respect to h. The adjoint operators α h * and β h * are given by
They satisfy Assumption A2 uniformly in h. Note that the estimates on D u α h * , D u β h * , and so on, follow from the boundedness of the derivatives of b and σ and the following estimates (see [6] ):
Using Theorem 4, we obtain
We end the proof applying Lemma 9 with
Since lim h sup 0≤u,v,t≤T En p (X t −X t , u, v) = 0 for p ≥ 1, the convergence of U h s and its derivatives follows from Proposition 8.
4. The irregular case.
Duality for the derivatives of Y .
In this section we want to establish duality formulae similar to those in Theorem 4, for the derivatives of the solution of (3). This is motivated by the treatment of irregular functions of the Euler scheme, which will involve integrations by parts (see Section 4.2).
We will need regularity assumptions on the operators α and β. We will assume that for Z ∈ S a ([0
Note that D k 
Moreover, given an adapted process 
and, for 1 ≤ p < q ≤ 2, j = 0, . . . , k,
where the constants C p,q,k do not depend on F .
Corollary 12.
In addition to the assumptions of Theorem 11, we assume that the process (D k G t ) is right-continuous with respect to t for
where the constants C p,q,k do not depend on Φ.
Proof. By differentiating (3) k times, we get , where the l i superscripts refer to the coordinates of W with respect to which differentiation occurs. With this more precise notation, we have
We can write
where A k j is the set of j-tuples τ = (i 1 , . . . , i j ), with 1 ≤ i 1 < · · · < i j ≤ k s τ = s i 1 · · · s i j , andτ is the ordered complement of τ . We deduce from (27) that D k s 1 ···s k Y t solves an equation similar to (3) and we can derive L p − L q estimates for the derivatives of Y using Assumption A3 and the regularity of G. Here again the formal differentiation can be justified by a standard approximation argument.
We now prove (23) by induction. For k = 0, the result reduces to the first part of Theorem 4 and Proposition 6. Now assume that (23) and (24) hold up to the order k − 1. We first deduce from (27) that
The estimates for θ (k) follow from Proposition 6. It follows from (28) that where R T is the sum of terms which are of three types, which we study successively.
Type 1.
with j ≥ 1. We have
Here, we have used Proposition 3, with D j t 1 ···t k α instead of α. Using Assumption A3, we have, as in the proof of Proposition 6,
We can now apply the induction hypothesis, for a fixed t 1 , . . . , t j , to the processθ t (t 1 , . . . , t j ) considered as a process with values in
. Note that these processes are not in L 2 but, by a suitable density argument, the induction hypothesis can be applied.
with j ≥ 1. We have We have, using Assumption A3, Proof of Corollary 12. The continuity of the derivatives of Y follow easily from the assumptions on G and (27). Using the notation of the proof of Theorem 11, we have
For the last two terms, we can apply Theorem 11, and the fact that, for 1 ≤ p < q ≤ 2, 
