The ratio of false-positive to false-negative findings (FP:FN ratio) is an informative metric that warrants further evaluation. The FP:FN ratio varies greatly across different epidemiologic areas. In genetic epidemiology, it has varied from very high values (possibly even Ͼ100:1) for associations reported in candidate-gene studies to very low values (1:100 or lower) for associations with genome-wide significance. The substantial reduction over time in the FP:FN ratio in human genome epidemiology has corresponded to the routine adoption of stringent inferential criteria and comprehensive, agnostic reporting of all analyses. Most traditional fields of epidemiologic research more closely follow the practices of past candidate gene epidemiology, and thus have high FP:FN ratios. T here has been an ongoing concern in epidemiology regarding false-positive findings.
T
here has been an ongoing concern in epidemiology regarding false-positive findings.
1,2 However, erroneous inferences from any study include not only false positives, but also false negatives. 3 In this study, the ratio of false positives to false negatives (FP:FN ratio) has been explored. On the basis of theoretical and empirical evidence, we argue that in most traditional areas of epidemiologic investigation this ratio is much higher than 1, whereas under certain circumstances the ratio can decrease sharply and become substantially smaller than 1. We provide evidence from human genome epidemiology, where the FP:FN ratio has decreased dramatically over time. We also probe whether similar advances are feasible for other areas of epidemiologic investigation. Finally, we discuss the interpretation and implications of FP:FN ratios.
CONCEPTUALIZING THE FP:FN RATIO
For any tested association, in a binary framework, the resulting inference could be categorized as a true negative, false positive, false negative, or true positive. The categorization can be applied to single studies as well as to collective results derived from many data sets (meta-analyses). Although it may not be optimal to categorize results in a dichotomous fashion, such an approach is common in the field, and it allows for probabilistic estimations about how likely it is to identify a true underlying association. The Figure summarizes this framework, where N 1 denotes the number of hypotheses tested corresponding to actual underlying relationships and N 2 denotes the number of hypotheses tested corresponding to null relationships (ie, no actual relationship between exposure and disease risk exists). The ratio of N 1 /N 2 is the prestudy odds, R.
2 R may vary substantially across different types of epidemiologic studies, depending on the maturity of the particular area of interest and on whether investigators select hypotheses to test based on extensive, limited, or no prior evidence. Using this framework, as previously proposed, 2 it can be shown that the FP:FN ratio is a function of R, the type I error rate ␣ (ie, the nominal significance level), and the type II error rate ␤ (ie, the complement of power):
The aforementioned formula holds true in the absence of any biases. However, we want to also consider the proportion of probed analyses that would not have been nominally significant, but nevertheless ends up reported as such for any reason other than chance (ie, due to selective analysis/ outcome reporting, confounding, or any combination of hundreds of possible biases) 2 -in other words, the effect of bias (denoted by u). The FP:FN ratio can then be expressed by the equation:
A similar amendment can be made for estimating the FP:FN ratio when we are interested in at least one of several studies on the same topic showing false-positive results (see Ioannidis 2 for details). The relevant values of ␣, ␤, u, and R may vary considerably by research area. Even within the same research area, the ratio is expected to decrease when more stringent (lower) levels of type I error are required, and when bias is reduced or, ideally, eliminated. Conversely, larger studies with higher power produce an increased FP:FN ratio. Finally, the FP:FN ratio is inversely proportional to R, so that targeting a sample of hypotheses that are more enriched in true effects decreases the FP:FN ratio.
It would also be useful to contrast the FP:FN ratio with 2 other metrics, the ratio of false positives to true positives (FP:TP ratio), which is the inverse of the poststudy odds that a statistically significant association is true, 2 and the Bayes factor, which expresses the magnitude of the difference between the poststudy and prestudy odds. 4 The FP:TP ratio also depends on ␣, ␤, u, and R, but does not factor in the problem of false negatives. In the absence of bias, this ratio is given by ␣/͓(1 Ϫ ␤)R͔. Therefore, the FP:TP ratio equals the FP:FN ratio when power is 50%, whereas in general the FP:FN ratio is equal to ͓(1 Ϫ ␤)/␤͔ ϫ (FP:TP). The Bayes factor does not depend on R and, in the absence of bias, it is given by ␣␤/͓(1 Ϫ ␣)(1 Ϫ ␤)͔. Although the Bayes factor becomes more favorable (smaller) with reduced type I and type II error, the FP:FN ratio becomes smaller with reduced type I error and with increased type II error.
EVOLUTION OF THE FP:FN RATIO IN HUMAN GENOME EPIDEMIOLOGY
Human genome epidemiology offers a useful paradigm, because there has been a major transformation in this field with prominent changes in the key parameters that influence the FP:FN ratio. Until 5 years ago, investigators followed the path still followed in most traditional epidemiologic areas: a few candidate risk factors were selected based on diverse considerations (often under the umbrella of "biologic plausibility") that suggested their possible importance; studies were often of small sample size (underpowered, based on the current hindsight about the size of genetic effects); discovery hunting was performed using conventional levels of nominal statistical significance (typically 5% type I error rate, despite more prudent suggestions for alternatives, eg, false-reportrate probability 5 ); confounding (population stratification) was often unaccounted for; and the field was subject to substantial selective reporting of "positive findings" that-not surprisingly-were often rapidly refuted by subsequent studies. 6 Many investigators suspected early on that the large majority of "discovered" candidate-gene associations were false, 2, 5, [7] [8] [9] despite the coexistence of more optimistic views, especially when data were enhanced by meta-analyses. 10 Over time, human genome epidemiology has benefited from the routine adoption of replication practices. 11 Moreover, it has become easy to measure a large number of genetic risk factors concurrently, and genome-wide association (GWA) studies are currently the norm for discovery and replication of genetic associations. [12] [13] [14] As a collateral benefit from such enhanced measurement ability, we now have systematic replication efforts for inclusive, large sets of previously proposed nominally statistically significant candidate-gene associations. This allows one to estimate, with substantial confidence and without the threat of selective reporting of one-association-at-a-time, the ratio of false positives to true positives across proposed "discovered" associations of the candidate-gene era. Table 1 catalogues several such empirical evaluations in studies published in 2007-2010 and examining at least 50 candidate genes each, in data sets with sample sizes of Ͼ1000 participants. [15] [16] [17] [18] [19] [20] [21] [22] With one exception, 17 where the investigators genotyped only the gene variants that had been previously associated with a phenotype of interest, these investigations have used existing data from GWA studies to replicate previously proposed candidate associations. As shown (Table 1) , robust evidence of replication of these previously proposed associations is infrequent. After adjusting for the multiplicity of comparisons in each study, only 13 gene loci-phenotype associations survive replication among the 1151 tested cumulatively in these studies. The crude replication rate is thus approximately 1.2%. Conceivably, the number of genuine associations is a bit larger than this disappointingly low percentage. For modest genetic effects, most of these replication exercises would have had modest power to detect significant associations at a type I error adjusted for multiplicity of comparisons. Consistent with this possibility, the largest study in Table 1 19 repli- cated 3 of the 150 proposed candidate-gene loci for association with femoral bone-mineral density and 9 of the 150 for association with spine bone-mineral density, ie, a 2%-6% replication rate. The data in Table 1 are consistent with an estimate of at least 20 false-positive findings for every one true-positive result, a ratio previously suggested for candidate-gene studies. 7 This is also consistent with most synopses of candidate-gene studies where grading of the evidence reveals very few variants with strong credibility. 23 Perhaps for some phenotypes other than those listed in Table 1 , the replication percentage is higher. For example, in pharmacogenetics, the mechanism of action of a drug is usually well known, so one can target specifically the genes that code for the proteins in drug-related pathways. 24 However, for most disease phenotypes, a FP:TP ratio of 10 would likely be an optimistic estimate. Even under this optimistic scenario, approximately 1000 early gene loci-phenotype associations for the conditions listed in Table 1 were false positives from the candidate-gene approach.
How about false negatives in candidate-gene studies? On the basis of inclusive catalogue of GWA studies, 25, 26 investigators have currently discovered Ͼ1000 associations with genome-wide significance (P Ͻ 5 ϫ 10
Ϫ8
) for diverse phenotypes and whose genuineness is beyond debate. To our knowledge, none of the GWA-documented associations had been tested in the candidate-gene era with consistently "negative" results. There are no documented false-negative results arising from candidate-gene studies. Therefore, for the phenotypes listed in Table 1 , the numerator of the FP:FN ratio is over 1000, while the denominator is apparently 0.
In the absence of substantial empirical data on false negatives in candidate-gene studies, on the basis of formulae presented earlier, we can develop estimates of the FP:FN ratio in such studies for various values of study power and for an illustrative 20:1 FP:TP ratio. For a nominal significance level of 5% and power of 90% (as discussed earlier in the text), the 20:1 FP:TP ratio is consistent with an FP:FN ratio of 180:1. For power of 50%, the FP:FN ratio is equal to the FP:TP ratio, ie, 20:1. These estimates may underestimate the actual FP:FN ratio, perhaps considerably. The percentage of published findings that are false exceeds the nominal type I error level because of bias. Although confounding, selection and information biases may also contribute to false positives (and occasionally also false negatives), the main problems are selective reporting (publication bias, selective outcome, and analysis reporting bias) and other related biases. 1, 2, 6, [27] [28] [29] Because of the same sources of bias, the false-negative rate determined from published results is usually less than the false-negative rate predicted by power considerations alone; when the main analysis is not nominally significant, some investigators may produce and report secondary or subgroup analyses with nominally significant results, regardless of whether the tested association is null or a true effect.
The transformation of the methodology of human genome epidemiology and the emergence of current GWA investigations have changed the values of all the variables of equation 2. First, far more stringent criteria are required for discovery, and typically investigators use ␣ ϭ 5 ϫ 10 Ϫ8 instead of 0.05. 30, 31 Second, increasingly large studies are performed, with collaborative consortia of multiple teams sharing data and performing GWA genotyping and replication efforts integrated into prospective meta-analyses. 32 Third, the use of comprehensive agnostic platforms allows concurrent testing of all genotypes, drastic curtailing of confounding (population stratification) with appropriate methods, and appraisal of all results without selective report- f Spinal bone density; the 3 gene loci associated with femoral bone density were also associated with femoral bone density. g 2 case-control studies analyzed separately; the gene locus significantly associated in the smaller study also had the strongest association in the larger study. h Initial discovery cohort of size 1644, with subsequent replication in 2 cohorts of size 1830 and 1823 and one case-control study with 2401 cases and 1969 controls. i Case-parent triad design, with 492 triads consisting of an asthmatic child and both parents.
ing.
11 Although R can vary for different phenotypes, for common variants with minor allele frequency Ͼ10% and modest effects, R ϭ 0.00001 is probably a typical value, perhaps with roughly a log-scale window. Assuming no bias (u ϭ 0), one can calculate (Table 2) an FP:FN ratio of 1:40. This is a complete reversal of the ratio compared with the candidate-gene era. False positives have practically disappeared, and there are still a number of common variants with modest effects that are currently false negatives and that can be discovered if larger studies are conducted. This is commensurate with the experience accumulating from many fields, where meta-analyses of GWA studies find a growing number of common variants, as sample size increases. For example, in type 2 diabetes, each single early GWA study identified only a couple of common variants; their metaanalysis led to the discovery of 8 risk variants; the list increased to 18 risk variants with larger meta-analysis, and then to 39 variants with even larger samples. [33] [34] [35] Moreover, there is increasing interest in identifying less common gene variants that were not properly targeted by initial GWA efforts. Unless these variants have large effects, power to detect them is low 36 ; with power of 10%, the FP:FN ratio is 1:180. This means that in the current epistemic direction of GWA studies, false negatives are a far more common problem than false positives.
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THE FP:FN RATIO IN TRADITIONAL EPIDEMIOLOGY
Most of the traditional areas of epidemiologic research more closely reflect the performance settings and practices of human genome epidemiology in the pre-GWA era and thus likely have high FP:FN ratios. 1,2,40 -42 Under traditional epidemiology, we include disciplines such as nutritional, lifestyle, and occupational epidemiology; much of molecular epidemiology also still follows similar inferential and reporting practices. The operational features of these disciplines resemble the candidate-gene era of genomics-in fact the candidate gene-association studies were conceived, designed, performed, and reported using the templates that had been operational for at least a generation in chronic disease epidemiology. Associations are tested and reported one-or a-fewat-a-time, built around a single-theme hypothesis; statistical significance testing typically uses nominal significance levels of 0.05, despite repeated suggestions to shift to lower thresholds 43 or to Bayesian approaches 44 ; confounding is difficult to exclude; raw data are usually not shared in public or across teams; and the pursuit of statistical significance leads to strong publication bias and selective analyses and outcome reporting. 27, 45, 46 There is considerable flexibility and creativity involved in defining and quantifying exposure in most traditional areas of epidemiology, 27 causing what has been termed "vibration" of effects, 29 the ability to get a wide range of different results, depending on how one analyzes the data. Thus, there is an even greater opportunity for selective analyses, reporting, and interpretation compared with candidate-gene epidemiology, where the exposure (the genotype) is fixed and not open to manipulation other than performing analyses with different models of inheritance. Finally, many studies in these traditional areas of epidemiology either continue to have small total sample sizes, or focus on extreme exposures 28 or subgroup analyses for which the effective sample size is small.
A commonly observed phenomenon in these fields is that case-control studies produce larger effect sizes than subsequent prospective cohort studies, 47 and when putative risk or protective factors are tested in randomized intervention trials, effects are often null. 38, 39, 48, 49 There is a longstanding debate about the epistemic meaning of such nonreplication. Opinions range from the view that a large number 1, 2 or even a vast majority 41,42,50 -53 of traditional epidemiologic findings are false, to the view that randomized trials may not be appropriate to study all research questions and may provide wrong answers 54 or may be studying different questions, 55 and that the epidemiologic associations are likely correct and should be placed higher in the hierarchy of evidence. 56 Even if we choose to ignore the failure of traditional epidemiologic results when tested in large-scale randomized trials, one can nonetheless envision a large-scale replication Table 2 . These values of u may be underestimates in the current research environment. Empirical evaluations have shown that almost all published observational studies report some nominally statistically significant results. 28, 59 An evaluation of 1915 publications on cancer prognostic markers shows that only 1.4% of them admit to fully "negative" results in their abstracts. 59 False negatives are by definition a subset of all reported negative associations. In literature where there are relatively few reported negatives, there cannot be many false negatives. Even if false positives in observational studies are not as prevalent as comparisons with randomized studies would suggest, one would still have to admit that much of current epidemiology operates at very high FP:FN values, given the relative paucity of negative (hence false negative) reports in the literature.
Even if one were to work in fields with R ϭ 1 (1 genuine effect tested for every null effect tested)-ie, conducting research on topics that are already very well studied and on risk factors that already have very strong prior evidence-the FP:FN ratio would still be 3.2:1 unless bias is accounted for. Elimination of bias, of course, is an idealized target that is unlikely to be reached, particularly if we continue with the same practices of conducting and reporting research from case-control and cohort studies in a fragmented fashion, no matter how well-designed and conducted these studies are. However, if we assume hypothetically that we could eliminate bias, the FP:FN ratio would still be 10:1 for exploratory research, but would drop below 1 (1:2) for late-stage confirmatory research. If we adopted more stringent criteria for significance, eg, ␣ ϭ 0.001 rather than ␣ ϭ 0.05, and also eliminated bias, then the FP:FN ratio would become 1:50 for exploratory research and 1:1000 for late confirmatory research. We would then have matched current GWA studies in terms of the FP:FN ratio (Table 2) .
ARE FALSE POSITIVES AS BAD AS, WORSE THAN, OR BETTER THAN FALSE NEGATIVES?
The same FP:FN ratio may be interpreted differently depending on the relative importance one attaches to a false positive compared with a false-negative result. Modeling these interpretations with decision analytic approaches 60 -62 is difficult, because many nonscientific issues need to be considered. If getting a false positive is tolerable and without major consequences, but a false negative has detrimental consequences, then one would not be happy unless the ratio of FP:FN were high. Conversely, if getting a false negative has no major consequences, but a false positive has detrimental consequences, then one would only be satisfied with a low FP:FN ratio.
Much of the debate about false positives and false negatives in epidemiology stems from a poor understanding and communication of the consequences of each type of error, and the conflation of the aims of science 63 with those of public policy. 64 A systematic appraisal is needed on a caseby-case basis, and this often extends beyond the scope of epidemiology as a science, encompassing rather public health policy and political considerations. The eventual appraisal and decision depend on the perspective through which consequences are seen. Consequences differ if scientific validity and accuracy are the paramount concerns. If public health policy and political considerations are paramount, then an entirely different form of deliberation is necessary. In each situation, policy-and decision-makers may rationalize, discuss, and juxtapose the specific costs associated with false positives and the specific costs associated with false negatives, to interpret the estimated FP:FN ratio. In the best of situations, science may inform such a deliberation but cannot prescribe which action or approach to take. There is an inherent tension-if not conflict-between epidemiology as a science and epidemiology as public policy. 64 One might tolerate false positives better than false negatives in scientific fields where findings can be confirmed or refuted quickly and with reasonable cost; however, this is rarely the situation in most areas of epidemiology. Even the most conclusively refuted associations such as beta-carotene for cancer prevention continue to get die-hard supporting citations from their followers 2 decades after their refutation. 65 False positives may also be better tolerated when interest is primarily in generating hypotheses for further scientific exploration, with no immediate clinical or public policy implications (ie, there are no medical or public actions to be taken). However, by its own nature of dealing with common diseases and common exposures, epidemiology captures the public's attention more than most other areas of scientific research; it has been demonstrated that newspapers prefer reporting bad news from observational studies compared with good news and compared with randomized trials. 66 This can have adverse consequences, including a loss of confidence (by the public as well as the wider medical research community) in the credibility of epidemiology as a science. Thus, we believe that epidemiologists should exercise caution in making definitive scientific claims, as should research journals and universities in their press releases, with the hope that such caution may lessen the impact of false-positive findings. Conversely, public health policy decisionmaking sometimes operates at higher FP:FN ratios, but in such situations one should expect evidence that the public health intervention or action does more good than harm. The threshold of acceptability remains open to discussion and needs to be revisited in each area of epidemiologic research, with application on a case-by-case basis in the ever-shifting sands of the interface between science and public health policy.
