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Abstract
In this work, we propose an ensemble of classification trees (CT) and artifi-
cial neural networks (ANN). Several statistical properties including univer-
sal consistency and upper bound of an important parameter of the proposed
classifier are shown. Numerical evidence is also provided using various real
life data sets to assess the performance of the model. Our proposed nonpara-
metric ensemble classifier doesn’t suffer from the “curse of dimensionality”
and can be used in a wide variety of feature selection cum classification prob-
lems. Performance of the proposed model is quite better when compared to
many other state-of-the-art models used for similar situations.
Keywords: Classification trees, feature selection, neural networks, hybrid
model, consistency, medical data sets.
1. Introduction
Distribution-free classification models are specially used in the fields of
statistics and machine learning since more than forty years now, mainly for
their accuracy and ability to deal with high dimensional features and com-
plex data structures. Two such models are CT and ANN. Both have the
ability to model arbitrary decision boundaries. CT is found to be robust
when limited data are available unlike ANN. But decision trees are high
variance estimators and greedy in nature [1] whereas neural networks are
universal approximators [2]. More powerful ANN has many free tuning pa-
rameters and risk of over-fitting for small data sets. To utilize the positive
aspects of these two powerful models, theoretical frameworks for combin-
ing both classifiers are often used jointly to make decisions. The ultimate
1Corresponding author : Tanujit Chakraborty (tanujit r@isical.ac.in)
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goal of designing classification models is to achieve best possible perfor-
mance in terms of accuracy measures for the task at hand. This objective
led researchers to create efficient hybrid models and prove their statistical
properties to make their best use. Mapping tree based models to neural
networks allows exploiting the former to initialize the latter. Parameter op-
timization within ANN framework will yield a model that is intermediate
between CT and ANN as found in some literatures [3, 4]. Tsai neural tree
model [5] uses the idea of splitting the parameter space into areas by CT
and builds in each of the areas a locally specialized ANN model [6]. In deep
neural tree model [7], a decision tree provides the final prediction and it
differs from conventional CT by introducing a global optimization of split
and leaf node parameters using ANN. But the major disadvantages of these
algorithms are slow training, having many tuning parameters, easy sticking
on local minima and poor robustness [5]. All these hybrid models are em-
pirically shown to be useful in solving real life problems, but the theoretical
results are yet to be proved for many of them.
On the theoretical side, the literature is less conclusive, and regardless
of their use in practical problems of classification, little is known about the
statistical properties of these models. The most celebrated theoretical result
has given the general sufficient conditions for almost-sure L1-consistency of
histogram-based classification and data-driven density estimates [8]. In case
of neural networks, it is theoretically proven that if a one hidden layered
(1HL) neural network is trained with appropriately chosen number of neu-
rons to minimize the empirical risk on the training data, then it results in a
universally consistent classifier [9, 10]. Devroye et al. [11] have theoretically
shown that there is some gain in considering two hidden layers (2HL), but it
is not really necessary to go beyond 2HL in ANN. In case of hybrid models,
the asymptotic results are less explored in the literature other than a few
notable works on neural decision trees [12] and neural random forests [13].
So there still exists a gap between theory and practice when different hybrid
models are considered.
Motivated by the above discussion, we have proposed in the present pa-
per an ensemble CT-ANN model which is an extension of our previous work
on hybrid CT-ANN model [14]. Harnessing the ensemble CT-ANN formula-
tion, we try to exploit the strengths of CT and ANN models and overcome
their drawbacks. The approach is mainly developed in theoretical details.
Latter different training schemes are experimentally evaluated on various
small and medium sized medical data sets having high dimensional feature
spaces. The model is found to be efficient for feature selection cum classifi-
cation task. We have established the consistency results and upper bound
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for the model parameter of ensemble CT-ANN model which assures a basic
theoretical guarantee of efficiency of the proposed algorithm. In our model,
we have used CT as a feature selection algorithm [1] and have justified that
CT output plays an important role in further model building using ANN
algorithm. The proposed ensemble CT-ANN model has the advantages of
significant accuracy and very less number of tuning parameters. Another
major advantage of the proposed algorithm is its interpretability as com-
pared to more “black-box-like” advanced neural networks. Besides having
the ability to deal with small and medium sized data sets, our model is use-
ful for selection of important features and performing classification tasks in
high-dimensional feature spaces and complex data structures.
The paper is organized as follows. In section 2, we introduce ensemble
CT-ANN model. The main theoretical results are presented in section 3 and
application on various real life data sets are shown in section 4. Section 5 is
fully devoted to the conclusions and future scope for research.
2. Proposed Model
CT is a nonparametric classification algorithm which has a built-in mech-
anism to perform feature selection [15]. Unlike many other classification
models, CT doesn’t have any strong assumption about normality of the
data and homoscedasticity of the noise terms. In our proposed model, we
first split the feature space into areas by CT algorithm. Most important
features are chosen using CT and redundant features are eliminated. Then
we build ANN model using the important variables obtained through CT
algorithm along with prediction results made by CT algorithm which is used
as an additional input feature in the neural networks. Then ANN model is
applied with one (hidden) layer to get the final classification results. The
optimum value of number of neurons in the hidden layer is derived in Sec-
tion 3. Since, we have taken CT output as an input feature in ANN model,
the number of hidden layer is chosen to be one. We have also shown the
proposed model to be universally consistent in Section 3. The effectiveness
of ensemble CT-ANN model lies in the selection of important features us-
ing CT model and also incorporating CT predicted class levels as a feature
in ANN model. It is noted that the inclusion of CT output as an input
feature increases the dimensionality of feature space that results in better
class separability as well. The theoretical set-up is presented in Section 3
which gives robustness and statistical aspects of the proposed model. The
informal work-flow of the proposed model is as follows:
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• First, apply CT algorithm to train and build a decision tree and record
important features.
• The prediction results of CT algorithm is also applied as an additional
feature for further modeling.
• Using important input variables obtained from CT along with an ad-
ditional input variable (CT output), a neural network is generated.
• Run one hidden-layered ANN algorithm with sigmoid activation func-
tion and record the classification results.
• The optimum number of neurons in the hidden layer of the model
to be chosen as O
(√
n
dmlog(n)
)
[discussed in Section 3], where n, dm
are number of training samples and number of input features in ANN
model, respectively.
Our proposed model can be used for feature selection cum complex clas-
sification problems. On the theoretical side, it is necessary to show the
universal consistency of the proposed model and other statistical properties
for its robustness. We will now introduce a set of regularity conditions to
show the consistency of feature selection algorithm (CT) and the role of CT
output in the proposed model. Finally consistency of the proposed model
and optimal number of neurons in hidden layer will be shown in Section 3.
Analogous model for regression problems and related results are addressed
in [16]. A flowchart of ensemble CT-ANN model is presented in Figure 1.
3. Statistical Properties of the Proposed Model
Our proposed ensemble classifier has the following nomenclature: first,
it extracts important features from the feature space using CT algorithm,
then it builds one hidden layered ANN model with the important features
extracted using CT along with CT outputs as an additional feature. We in-
vestigate the statistical properties of the proposed ensemble CT-ANN model
by introducing a set of regularity conditions for consistency of CT followed
by the importance of CT outputs for further model building. And finally we
will discuss the consistency results of ANN algorithm with optimal value of
number of neurons in the hidden layer of the model.
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Figure 1: An example of ensemble CT-ANN model with Xi, where i = 1, 2, 3, 4, 5, as
important features obtained using CT, Li be the leaf nodes and OP as CT output.
Let X be the space of all possible values of p features and C be the set of
all possible binary outcomes. We are given a training sample with n observa-
tions L = {(X1, C1), (X2, C2), ..., (Xn, Cn)}, whereXi = (Xi1,Xi2, ...,Xip) ∈
X and Ci ∈ C. Also let Ω = {ω1, ω2, ..., ωk} be a partition of the feature
space X . We denote Ω˜ as one such partition of Ω. Define Lωi = {(Xi, Ci) ∈
L : Xi ∈ ωi, Ci ∈ C} as the subset of L induced by ωi and let LΩ˜ denote the
partition of L induced by Ω˜. The information gain (to be introduced later)
from the feature space is used to partition X into a set Ω˜ of nodes and then
we can construct a classification function on Ω˜. There exists a partitioning
classification function d : Ω˜ → C such that d is constant on every node of
Ω˜. Now, let us define L̂ to be the space of all learning samples and D be the
space of all partitioning classification function, then Φ : L̂ → D such that
Φ(L) = (ψ ◦ φ)(L), where φ maps L to some induced partition (L)
Ω˜
and ψ
is an assigning rule which maps (L)
Ω˜
to d on the partition Ω˜. The most
basic reasonable assigning rule ψ is the plurality rule ψpl(LΩ˜) = d such that
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if x ∈ ωi, then
d(x) = argmax
c∈C
|Lc,ωi |
The plurality rule is used to classify each new point in ωi as belonging to
the class (either 0 or 1 in this case) most common in Lωi . This rule is very
important in proving risk consistency of the CT algorithm. Now, let us
define a binary split function s(ωi), that maps one node to a pair of nodes,
i.e., s(ωi) = (s1(ωi), s2(ωi)) = (ω1, ω2), then ω1 ∪ ω2 = ωi, ω1 ∩ ω2 = φ
and ω1, ω2 6= φ. Binary split function partitions a parent node ωi ⊆ X into
a non-empty child nodes ω1 and ω2, called left child and right child node
respectively. A set of all potential rules that we will use to split X is a finite
set S = {s1, s2, ....sm}.
Define G as a goodness of split criterion which maps (ωi, s) for all ωi ∈ X
and s ∈ S to a real number. For any parent node ωi, the goodness of split
criterion ranks the split functions. We have used the following impurity
function is used as goodness of split criterion:
G (Lωi , s) = H(Lωi)−
|Ls1(ωi)|
|Lωi |
H(Lω1(t))−
|Ls2(ωi)|
|Lωi |
H(Lω2(t))
where, H is taken as Gini Index and can be written as follows:
Hgini(ωi) =
∑
c 6=c′
|Lωi,c|
|Lωi |
.
|Lωi,c′ |
|Lωi |
This criterion assesses the quality of a split s(ωi) by subtracting the average
impurity of the child nodes ω1, ω2 from the impurity of the parent node ωi.
The stopping rule in CT is decided based on the minimum number of split
in the posterior sample called minsplit (r(ωi)). If r(ωi) ≥ α, then ωi will
split into two child nodes and if r(ωi) < α, then ωi is a leaf node and no
more split is required. Here α is determined by the user, though for practice
it is usually taken as 10% of the training sample size.
A binary tree-based classification and partitioning scheme Φ is defined
as an assignment rule applied to the limit of a sequence of induced partitions
φ(i)(L), where φ(i)(L) is the partition of the training sample L induced by
the partition (φi ◦ φi−1 ◦ .... ◦ φ1)(X). For every node ωi in a partition Ω˜
such that r(ωi) ≥ α, then the function φ(Ω˜) splits each node into two child
nodes using the binary split in the question set as determined by G . For
other nodes ωi ∈ Ω˜ such that r(ωi) < α, then φ(Ω˜) leaves ωi unchanged.
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Mathematically,
Φ(L) = (ψ ◦ lim
i→∞
φ(i))(L) (1)
where, φ(i)(L) = L(φi◦φi−1◦....◦φ1)(X).
CT as an axis-parallel split on Rp splits a node by dividing into child
nodes consisting of either side of some hyperplane. We need to show that
CT scheme are well defined, which will be possible only if there exists some
induced partition L
′
such that limi→∞ φ(i)(L) = L
′
. In fact we need to show
that the following lemma holds:
Lemma 1. If L is a training sample and φ(i) is defined as above, then there
exists N ∈ N such that for n ≥ N
φ(n)(L) = lim
i→∞
φ(i)(L) (2)
Proof. Let {L
Ω˜
} denote the sequence {L, φ1(L), φ2(L), ...}. Defining ωmaxi =
max {ωi ∈ Ω˜i : r(ωi) > α} as the size of the largest non-leaf node(s) in Ω˜i.
Suppose there exists N ∈ N such that (ωi)maxN does not exist. Then ev-
ery node in Ω˜N is leaf. For all n > N , Ω˜n = Ω˜N , then (2) holds. The
sequence {|ωmaxi |} is strictly decreasing if it exists. Further if ωmaxi+1 exists
then |ωmaxi+1 | ≤ |ωmaxi |−1 and |ωmaxi | ≥ 1 and |ωmax1 | = |L|. This means that
(ωi)
max
|L| can not exist, so (2) always holds with N ≤ |L|.
For a wide range of partitioning schemes, the consistency of histogram
classification schemes based on data-dependent partitions was shown in the
literature [8]. To introduce the theorem, we need to define the following:
For any random variable X and set A, let ηn,X(A) =
1
n
∑n
i=1 I(Xi ∈ A)
be the empirical probability that X ∈ A based on n observations and I(z)
denotes the indicator of an event C. Now let T = (Ω˜1, Ω˜2, ...) be a finite
collection of partitions of a measurement space X . Define maximal node
count of T as the maximum number of nodes in any partition Ω˜ in T
which can be written as λ(T ) = sup
Ω˜∈T |Ω˜|. Also let, ∆(T , L) = |{LΩ˜ :
Ω˜ ∈ T | be the number of distinct partitions of a training sample of size
n induced by partitions in T . Let ∆n(T ) be the growth function of T
defined as ∆n(T ) = sup{L:|L|=n}∆(T , L). Growth function of T is the
maximum number of distinct partitions L
Ω˜
which partition Ω˜ in T can
induce in any training sample with n observations. Take any class A ⊆ Rp,
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Sn(A ) = max{B⊂Rp:|B|=n} |A ∩ B : A ∈ A | is the maximum number of
partitions of B induced by A , where B is some n point subset of Rp, called
shatter coefficient. For a partition Ω˜ of X, let Ω˜[x ∈ X] = {ω ∈ Ω˜ : x ∈ ω}
be the node ω in Ω˜ which contains x. For a set A ⊆ Rp, let D(A) =
supx,y∈A ‖ x− y ‖ be the diameter of A. Now, for the sake of completeness
we are rewriting the Theorem 2 of [8] in our context:
Theorem 1. Let (X,Y ) be a random vector taking values in Rp × C and
L be the set of first n outcomes of (X,Y ). Suppose that Φ is a partition
and classification scheme such that Φ(L) = (ψpl ◦ φ)(L), where ψpl is the
plurality rule and φ(L) = (L)Ω˜n for some Ω˜n ∈ Tn, where
Tn = {φ(ℓn) : P (L = ℓn) > 0}.
Also suppose that all the binary split functions in the question set associ-
ated with Φ are hyperplane splits. As n → ∞, if the following regularity
conditions hold:
λ(Tn)
n
→ 0 (3)
log(△n(Tn))
n
→ 0 (4)
and for every γ > 0 and δ ∈ (0, 1),
inf
S⊆Rp:ηx(S)≥1−δ
ηx(x : diam(Ω˜n[x] ∩ S) > γ)→ 0 (5)
with probability 1. then Φ is risk consistent.
Proof. For the proof of Theorem 1, one may refer to [8].
Remark. Now instead of considering histogram-based partitioning and clas-
sification schemes, we are going to show the risk consistency of CT as de-
fined above. We can produce a simultaneous result with conditions (3) and
(4) of Theorem 1 replaced by a simple condition. Though the shrinking cell
condition ((5) of Theorem 1) is also assumed.
Theorem 2. Suppose (X,Y ) be a random vector in Rp × C and L be the
training set consisting of n outcomes of (X,Y ). Let Φ be a classification
tree scheme such that
Φ(L) = (ψpl ◦ lim
i→∞
φ(i))(L)
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where, ψpl is the plurality rule and φ(L) = (L)Ω˜n for some Ω˜n ∈ Tn, where
Tn = { lim
i→∞
φ(i)(ℓn) : P (L = ℓn) > 0}.
Suppose that all the split function in CT in the question set associated with
Φ are axis-parallel splits. Finally if for every n and wi ∈ Ω˜n, the induced
subset Lwi has cardinality ≥ kn, where knlog(n)) →∞ and (5) holds true, then
Φ is risk consistent.
Proof. Since |wi| ≥ kn ∀ wi ∈ Ω˜n, we can write
|Ω˜n| ≤ n
kn
(6)
for every Ω˜n ∈ Tn and in that case, we will have λ(Tn)n ≤ 1kn .
As n →∞, we can see 1
kn
→ 0 which gives λ(Tn)
n
→ 0. Hence condition (3)
holds true.
Now for every Ω˜n ∈ Tn, using Cover’s theorem [17], any binary split of
R
p can divide n points in Rp in at most np ways. Using equation (6), we
can write
∆n(Tn) ≤ (np)
n
kn
and consequently
log(∆n(Tn))
n
≤ plog(n)
kn
(7)
As n → ∞, RHS of equation (7) goes to 0. So condition (4) of Theorem 1
also holds and hence the theorem.
Remark. Note that no assumptions are made on the distribution of the
pair (X,Y ) ∈ Rp ×C. Also sub-linear growth of the number of cells (condi-
tion (3)) and sub-exponential growth of a combinatorial complexity measure
(condition (4)) are not required, instead a more flexible restriction such as
if each cell of Lωi has cardinality ≥ kn and knlog(n)) →∞, then CT is said to
be risk consistent. So, feature selection using CT algorithm is justified and
now we are going to check the importance of CT output in further model
building. It is also noted that the choice of important features based on CT
is a greedy algorithm and the optimality of local choices of the best feature
for a node doesn’t guarantee that the constructed tree will be globally optimal
[18].
Using CT given features, a list of important features are selected from
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p available features. It is noted that CT output also plays an important
role in further modeling. To see the importance of CT given classification
results (to be denoted by OP in rest of the paper) as a relevant feature, we
introduce a non-linear measure of correlation between any feature and the
actual class levels, namely C-correlation [19], as follows:
Definition: C-correlation is the correlation between any feature Fi and
the actual class levels C, denoted by SUFi,C . Symmetrical uncertainty (SU)
[20] is defined as follows:
SU(X,Y ) = 2
[
H(X) −H(X|Y )
H(X) +H(Y )
]
(8)
where, H(X) is the entropy of a variable X and H(X|Y ) is the entropy of
X while Y is observed. We can heuristically decide a feature to be highly
correlated with class C if SUFi,C > β, where β is a relevant threshold to be
determined by users. Using definition we can conclude that OP can be taken
as a non-redundant feature for further model building. This also improves
the performance of the model at a significant rate, to be shown in Section
4.
Now, we build ANN model with CT given features and OP as another
input feature in ANN model. The dimension of input layer in ANN model,
denoted by dm(≤ p), is the number of important features obtained by CT
+ 1. We will use one hidden layer in ANN model due to the incorporation
of OP as an input information in the model. It should be noted that one-
hidden layer neural networks yield strong universal consistency and there is
little theoretical gain in considering two or more hidden layered neural net-
works [11]. In ensemble CT-ANN model, we have used one hidden layer with
k neurons. This makes the proposed ensemble binary classifier less complex
and less time consuming while implementing the model. Our next objective
is to state the sufficient condition for universal consistency and then finding
out the optimal value of k. Before stating the sufficient conditions for the
consistency of the algorithm and optimal number of nodes in hidden layer
for practical use of the model, let us define the followings:
Definition: A sigmoid function σ(x) is called a logistic squasher if it
is non-decreasing, limx→∞ σ(x) = 0 and limx→−∞ σ(x) = 1 with σ(x) =
1
1+exp(−x) .
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Given n training sequence ξn = {(Z1, Y1), ..., (Zn, Yn)} of n i.i.d copies
of (Z, Y ) taking values from Rdm ×C, a classification rule realized by a one-
hidden layered neural network is chosen to minimize the empirical L1 risk.
Define the L1 error of a function ψ : R
dm → {0, 1} by J(ψ) = E{|ψ(Z)−Y |}.
Consider a neural network with one hidden layer with bounded output
weight having k hidden neurons and let σ be a logistic squasher. Let Fn,k
be the class of neural networks with logistic squasher defined as
Fn,k =
{
k∑
i=1
ciσ(a
T
i z + bi) + c0 : k ∈ N, ai ∈ Rdm , bi, ci ∈ R,
k∑
i=0
|ci| ≤ βn
}
Let ψn be the function that minimizes the empirical L1 error over ψn ∈
Fn,k. Lugosi and Zeger (1995) has shown that if k and βn satisfy
k →∞, βn →∞, kβ
4
nlog(kβ
2
n)
n
→ 0
and there exists δ(> 0) such that β
4
n
n1−δ
→ 0, then the classification rule
gn(z) =
{
0, if ψn(z) ≤ 1/2.
1, otherwise.
(9)
is strongly universally consistent [10].
Alternatively, J(ψn)−J∗ → 0 in probability, where J(ψn) = E{|ψn(Z)−
Y ||ξn} and J∗ = infψn J(ψn) [11]. Write
J(ψn)− J∗ =
(
J(ψn)− inf
ψ∈Fn,k
J(ψ)
)
+
(
inf
ψ∈Fn,k
J(ψ)− J∗
)
where, (J(ψn)−infψ∈Fn,k J(ψ)) is called estimation error and (infψ∈Fn,k J(ψ)−
J∗) is called approximation error.
Now, we are going to find out the optimal choice of k using the regularity
conditions of strong universal convergence and the idea of obtaining upper
bounds on the rate of convergence, i.e., how fast J(ψn) approaches to zero
[21]. To obtain an upper bound on the rate of convergence, we will have to
impose some regularity conditions on the posteriori probabilities. Though in
case of rate of convergence of estimation error, we will have a distribution-
free upper bound [9]. And to obtain the optimal value of k, it is enough to
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find upper bounds of the estimation and approximation errors. The upper
bound of approximation error investigated by Baron [22], is given in Lemma
2.
Lemma 2. Assume that there is a compact set E ⊂ Rdm such that Pr{Z ∈
E} = 1 and the Fourier transform P˜0(w) of P0(z) satisfies∫
Rdm
|ω||P˜0(ω)|dω <∞
then
inf
ψ∈Fn,k
E
(
f(Z,ψ)− P0(Z)
)2
≤ c
k
,
where c is a constant depending on the distribution.
Remark. The previous condition on Fourier transformation and extensive
discussion on the properties of functions satisfying the condition (including
logistic squasher function) are given in the paper of Baron [22].
Proposition 1. For a fixed dm, let ψn ∈ Fc. The neural network satisfying
regularity conditions of strong universal consistency and if the conditions of
Lemma 2 holds, then the optimal choice of k is O
(√
n
dmlog(n)
)
.
Proof. Applying Cauchy-Schwarz inequality in lemma 2, we can write
inf
ψ∈Fn,k
E
∣∣∣∣f(Z,ψ) − P0(Z)∣∣∣∣ = O( 1√k
)
It is well known [23] that for any ψ
J(ψ) − J∗ ≤ 2E
∣∣∣∣f(Z,ψ) − P0(Z)∣∣∣∣
So, the upper bound of approximation error is found to be O
(
1√
k
)
.
Though the approximation error goes to zero as the number of neurons
goes to infinity for strongly universally consistent classifier. But in practical
implementation number of neurons is often fixed (eg., can’t be increased
with the size of the training sample grows). Now, it is enough to bound the
estimation error.
Let us define r(ψn) = E(J(ψn)) = P (ψn(Z) 6= Y ) is the average error
probability of ψn. Using lemma 3 of [9], we can write that the estimation
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error is always O
(√
kdmlog(n)
n
)
.
Bringing the above facts together, we can write
r(ψn)− J∗ = O
(√
kdmlog(n)
n
+
1√
k
)
Now, to find optimal value of k, the problem reduces to equating
√
kdmlog(n)
n
with 1√
k
, which gives k = O
(√
n
dmlog(n)
)
.
Remark. We can see a remarkable property of ensemble CT-ANN model
from Proposition 1. Since for this class of posteriori probability function as
shown in Lemma 2, the rate of convergence does not necessarily depend on
the dimension, in the sense that the exponent is constant. Thus, it can be
concluded that the proposed model will not suffer from the curse of dimen-
sionality.
The optimal value of hidden nodes is found to be O
(√
n
dmlog(n)
)
in
the ensemble CT-ANN model. For practical use, if the data set is small,
the recommendation is to use
(√
n
dmlog(n)
)
for achieving utmost accuracy
of the proposed model. Since the proposed ensemble classifier possesses
the desirable statistical properties, the classifier can be called robust. The
practical usefulness and competitiveness of the proposed classifier in solving
real life feature selection cum classification problems will be shown in Section
4.
4. Experimental Evaluation
4.1. The datasets
The proposed model is evaluated using six publicly available medical
data sets from Kaggle1 and UCI Machine Learning repository2 dealing with
various diseases like breast cancer, pima diabetes, heart disease, promoter
gene sequences, SPECT heart images, etc. These binary classification data
sets have limited number of observations and high-dimensional feature spaces.
1https://www.kaggle.com/datasets
2https://archive.ics.uci.edu/ml/datasets.html
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Breast cancer data set has 9 discrete features where as pima diabetes data
set consists of 8 continuous features in the input space [24]. Heart disease
data set originally contained a total of 303 examples for 13 continuous fea-
tures, out of which 6 contained missing class values and 27 are disputed
examples which were removed from the data set. Promoter gene sequences
data set has 57 sequential DNA nucleotides attributes. SPECT images data
set is represented by 22 binary features that have either 0 or 1 values, but
the data set is imbalanced in nature. Wisconsin breast cancer data set con-
sists of 699 examples carrying 9 continuous features in the input space [25].
Table 1 gives a summary about these data sets.
Table 1: Characteristics of the data sets used in experimental evaluation
Dataset Classes Objects Number of Number of Number of
(n) feature (p) (+)ve instances (−)ve instances
breast cancer 2 286 9 85 201
heart disease 2 270 13 120 150
pima diabetes 2 768 8 500 268
promoter gene sequences 2 106 57 53 53
SPECT heart images 2 267 22 55 212
wisconsin breast cancer 2 699 9 458 241
4.2. Performance measures
The performance evaluation measures used in our experimental analysis
are based on the confusion matrix. Higher the value of performance met-
rics, the better the classifier is. The expressions for different performance
measures as follows:
Classification Accuracy = (TP+TN)(TP+TN+FP+FN) ; F-measure =2
(
Precision×Recall
)(
Precision+Recall
) ;
where, Precision = TP
TP+FP ; Recall =
TP
TP+FN ; and
TP (True Positive): correct positive prediction; FP (False Positive): incor-
rect positive prediction; TN (True Negative): correct negative prediction;
FN (False Negative): incorrect negative prediction.
4.3. Analysis of Results
In order to show the impact of the proposed 2-step pipeline model, it is
applied to the high-dimensional small or medium sized medical data sets.
These are such types of data sets in which not only classification is the
task but also feature selection plays a vital role before it. We shuffled the
observations in each of the 6 medical data sets randomly and split it into
training, validation and test data sets in a ration of 50 : 25 : 25. We
have also repeated each of the experiments 10 times with different randomly
assigned training, validation and testing data sets.
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Our proposed algorithm is compared with Classification Tree (CT), Ran-
dom Forest (RF), Support Vector Machine (SVM), Artificial Neural Network
(ANN) with 1HL and 2HL, Entropy Nets, Tsai Neural Tree (NT) [5], Deep
Neural Decision Trees (DNDT) [7] based on the different performance met-
rics. All these classifiers are implemented in R Statistical software on a PC
with 2.1GHz processor with 8GB memory other than DNDT. We compared
the proposed model with 1-HL ANN and 2-HL ANN without employing
feature selection. Since the data sets are small and medium sized, going
beyond 2HL ANN will over-fit the data set [11] and this is also reminiscent
of universal approximation theorem [2]. For 1HL ANN, number of hidden
neurons used is k ≈
√
n [11] and for 2HL ANN, 2/3 of the input sizes are
taken as the number of neurons in the 1st HL and 1/3 of the input sizes in
case of 2nd HL [26]. In a similar way Tsai Neural Tree (NT) were also built
and the accuracy levels were compared. DNDT searches tree structure and
parameter with stochastic gradient descent which was implemented in Ten-
sorFlow [27], and it is a kind of GPU-accelerated computing [7]. Breiman’s
random forest [28] also has an in-built feature selection mechanism which
was implemented using party implementation in R and results are reported
in Table 2.
To apply our proposed model to the medical data sets, we first apply
CT with minsplit (as defined in Section 3) as 10% of the training sample
size using the rpart package implementation in R. CT model uses gini index
of diversity with the available input feature space. The variable importance
indicator Cp was used for selection of variables to enter or leave CT model.
Based on the results of CT, important variables or features were chosen in
the final model along with CT output. The number of reduced features after
feature selection using CT are reported in Table 2. The number of hidden
neurons in the hidden layer is calculated using this formula k =
√
n
dmlog(n)
,
where n is the number of training samples and dm as the number of input
features in neural networks. We have further normalized the data sets before
training the neural network. Min-max method is used for scaling the data in
an interval of [0, 1]. For small or medium data sets, our model recommends
using the upper bound of the number of neurons in the HL of the ensemble
model. The ensemble CT-ANN model is trained using neuralnet implemen-
tation in R. Training time and memory requirement for our proposed model
is quite low as compared with DNDT which needs availability of GPU. Table
2 gives the obtained results from different classifiers used for experimental
evaluation over 6 medical data sets. We can conclude from Table 2 that
the proposed model achieves overall highest accuracy while working with
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reduced features as compared to other state-of-the-arts for most of the data
sets and remains competitive for other few data sets as well.
Table 2: Results (and their standard deviation) of classification algorithms over 6 medical
data sets
Classifiers Data set The number of (reduced) Classification F-measure
features after accuracy
feature selection (%)
CT
breast cancer 7 68.26 (6.40) 0.70 (0.07)
heart disease 7 76.50 (4.50) 0.81 (0.03)
pima diabetes 6 71.85 (4.94) 0.74 (0.03)
promoter gene sequences 17 69.43 (2.78) 0.73 (0.01)
SPECT heart images 9 75.70 (1.56) 0.78 (0.00)
wisconsin breast cancer 8 94.20 (2.98) 0.89 (0.01)
RF
breast cancer 6 69.00 (7.30) 0.72 (0.07)
heart disease 8 80.19 (4.23) 0.84 (0.01)
pima diabetes 6 73.49 (4.12) 0.76 (0.03)
promoter gene sequences 20 71.26 (1.97) 0.75 (0.03)
SPECT heart images 10 79.70 (1.23) 0.82 (0.01)
wisconsin breast cancer 8 95.75 (2.01) 0.96 (0.02)
SVM
breast cancer 9 64.62 (5.21) 0.68 (0.05)
heart disease 13 78.95 (4.89) 0.83 (0.01)
pima diabetes 8 70.39 (3.56) 0.72 (0.03)
promoter gene sequences 57 59.35 (1.37) 0.63 (0.02)
SPECT heart images 22 83.46 (1.29) 0.85 (0.00)
wisconsin breast cancer 9 93.30 (2.78) 0.94 (0.01)
ANN (with 1HL)
breast cancer 9 61.58 (5.89) 0.64 (0.04)
heart disease 13 73.56 (5.44) 0.79 (0.02)
pima diabetes 8 66.78 (4.58) 0.69 (0.04)
promoter gene sequences 57 61.77 (3.46) 0.65 (0.02)
SPECT heart images 22 79.69 (0.23) 0.81 (0.01)
wisconsin breast cancer 9 94.80 (2.01) 0.96 (0.01)
ANN (with 2HL)
breast cancer 9 62.20 (5.12) 0.64 (0.03)
heart disease 13 78.81 (3.96) 0.82 (0.03)
pima diabetes 8 69.78 (3.89) 0.73 (0.02)
promoter gene sequences 57 63.46 (2.19) 0.68 (0.02)
SPECT heart images 22 82.71 (0.78) 0.84 (0.01)
wisconsin breast cancer 9 95.60 (2.54) 0.96 (0.10)
Entropy Nets
breast cancer 7 69.00 (6.25) 0.72 (0.05)
heart disease 7 79.59 (4.78) 0.83 (0.01)
pima diabetes 6 69.50 (4.05) 0.72 (0.02)
promoter gene sequences 17 66.23 (1.98) 0.70 (0.01)
SPECT heart images 9 76.64 (1.70) 0.78 (0.01)
wisconsin breast cancer 8 95.96 (2.18) 0.96 (0.00)
TSai NT
breast cancer 7 69.45 (7.17) 0.71 (0.07)
heart disease 7 80.25 (4.68) 0.85 (0.01)
pima diabetes 6 71.59 (4.19) 0.74 (0.03)
promoter gene sequences 17 70.67 (2.83) 0.74 (0.02)
SPECT heart images 9 76.95 (1.27) 0.78 (0.01)
wisconsin breast cancer 8 97.40 (2.11) 0.98 (0.01)
DNDT
breast cancer 8 66.12 (7.81) 0.68 (0.08)
heart disease 7 81.05 (3.89) 0.86 (0.02)
pima diabetes 6 69.21 (5.08) 0.72 (0.05)
promoter gene sequences 17 69.06 (1.75) 0.71 (0.01)
SPECT heart images 10 75.50 (0.89) 0.77 (0.00)
wisconsin breast cancer 7 94.25 (2.14) 0.95 (0.00)
Proposed Model
breast cancer 7 72.80 (6.54) 0.77 (0.06)
heart disease 7 82.78 (4.78) 0.89 (0.02)
pima diabetes 6 76.10 (4.45) 0.79 (0.04)
promoter gene sequences 17 75.40 (1.50) 0.79 (0.01)
SPECT heart images 9 81.03 (0.56) 0.82 (0.00)
wisconsin breast cancer 8 97.30 (1.05) 0.98 (0.00)
5. Conclusion and Discussions
In this paper, a novel nonparametric ensemble classifier is proposed to
achieve higher accuracy in classification performance with very little com-
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putational cost (by working with a subset of input features). Our proposed
feature selection cum classification model is robust in nature. Ensemble CT-
ANN model is shown to be universally consistent and less time consuming
during the actual implementation. We have also found the optimal value of
the number of neurons in the hidden layer so that the user will have less
tuning parameters to be controlled. The proposed model when applied to
real life data sets performed better compared to other state-of-the-art mod-
els for most of the data sets and remained competitive for the few other data
sets. Situations when feature selection is not a job in classification problems,
our model may not be too effective. But the ensemble classifier will have
an edge where the data analysis requires important variable selections in
the early stage followed by predictions using classifiers for limited data sets.
In the light of current advances in ANN, one might ask a simple question
: What is the need of a two-step pipeline (like ensemble CT-ANN model)
over advanced ANN models ?
A straight-cut answer to this question could be unwise. The primary goal
of ’statistics’ is to make scientific inferences from the model compared to
building a “black-box-like” model which may perform well for some specific
data sets, but may not be considered as a general theory [29]. Our proposed
model is robust, universally consistent, easily interpretable and highly useful
for high dimensional small or medium sized data sets (for example, medical
data sets) to perform feature selection cum classification task. Advanced
ANN models (say, deep neural net) are highly complex, over-parameterized
models and found useful when the data sets are very large (like image,
audio and video data sets) [29]. Nevertheless, no model can have dominant
advantage and one may also refer to no free lunch theorems [30]. Normally,
for every new finding there will always be a trade-off between accuracy,
interpretability and complexity of the model [30]. There are many future
scope of research of this paper. One scope is to extend the model for multi-
class classification problems. Another interesting area for research is to
improve the ensemble model especially for imbalanced data sets.
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