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Abstract
Proliferation of small, distributed power generation has the potential to reduce losses
from electricity transportation, alleviate congestion, enable high efficiency cogeneration
systems, and serve as a way to harvest inherently dispersed renewable feedstocks. Un-
fortunately, relative to traditional power plants, distributed generation tends to have
high capital costs, and the power output of distributed renewable generation (i.e. based
on wind and solar) is inherently stochastic and intermittent. Multiple distributed gen-
eration technologies can be combined into a single system (i.e. a microgrid) to take
advantage of synergies and improve the overall performance. However, this introduces
a challenging design problem with a wide variety of generation and storage technol-
ogy alternatives to choose from. In addition, distributed generation systems must be
designed and operated so there is no disruptive impact on the existing infrastructure.
Nonetheless, distributed generation can be an important part of an overall strategy to
improve the sustainability and efficiency of power supply.
This thesis addresses important practical problems related to the integration of dis-
tributed generation in the form of microgrid power systems using techniques from the
Process Systems Engineering field. The problem of optimal microgrid design is inves-
tigated to (i) determine how public policy can drive microgrid adoption, (ii) quantify
how geographic location and customer type impact microgrid efficacy and technology
selection, and (iii) identify recurring motifs/trends in the technology selection and unit
sizing. Then, the problem of optimal scheduling and supervisory control of a microgrid
is considered to develop a framework for non-disruptive interaction with the existing
electrical infrastructure. In particular, (i) a novel market structure for microgrids is
formulated, (ii) a hierarchical supervisory control system is developed which utilizes
stochastic optimization, and (iii) this control system is tested using a detailed, virtual
microgrid simulation.
Optimal microgrid system design was addressed with the application of mathemat-
ical optimization, specifically mixed integer linear programming. The problem consid-
ered was designing a system which provides both power and heat. Technologies consid-
ered include renewable generation, fuel-based cogeneration, and storage. In addition,
iv
the microgrid was assumed to be connected to the existing electrical infrastructure (i.e.
power can be imported). This design problem was solved for a variety of policy scenar-
ios, in different geographic locations, and for different types of customers (i.e. different
load profiles). Important design parameters that were studied include the cost of energy
supply, the integration of renewable power, the emissions associated with energy sup-
ply, and the optimal level of self-generation. The design results for different geographic
locations and load profiles were then used to develop and train a heuristic procedure
that can serve as a surrogate for detailed optimization. This heuristic procedure is used
to clearly identify and quantify underlying trends in the results.
Optimal microgrid operation was addressed using a hierarchical control structure
based on the Economic Model Predictive Control paradigm. The operational problem
was divided into an hourly stochastic scheduling problem, and a more frequent deter-
ministic unit dispatch problem. This supervisory controller is used to comply with a
proposed novel market structure which explicitly limits uncertainty and variability in the
energy exchange between the microgrid and the utility company. The formulation was
initially developed for a power-only microgrid, but was then extended to a cogeneration
microgrid which also regulates building temperature. The performance of the proposed
control system was studied by implementing it on a detailed dynamic simulation in the
Simulink software environment.
v
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CHAPTER 1
Introduction
The objective of this chapter is to provide a motivational background to the thesis. A
brief summary of recent trends and future directions in the power infrastructure is pre-
sented, along with some basic terminology for power systems and microgrids. Special
attention is paid to the integration of distributed power sources and to the microgrid
paradigm. The merits and challenges of incorporating distributed generation in micro-
grids to address needs in the power system are identified. The challenges motivate the
application of mathematical optimization techniques rooted in the Process Systems En-
gineering field to these microgrid energy systems. These Process Systems Engineering
approaches allow one to systematically approach complex, interconnected systems with
conflicting objectives, such as balancing economic and environmental objectives, which
are intrinsic to such problems.
1.1 The Energy Landscape
Access to affordable and reliable electricity is a critical component to economic devel-
opment and human health in the modern era [1, 2]. Electricity is ubiquitously used by
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Figure 1.1: Traditional electricity delivery system [3].
residential, commercial, and industrial customers. In addition, many other vital infras-
tructures (e.g. water, communication, and emergency response) all depend on the power
infrastructure to function. Traditionally, the electricity generation and supply has been
characterized by a top-down paradigm wherein a few large, centralized power plants
generate electricity which is then transmitted to consumers over a wide region. Within
this paradigm, the vast majority of power consumers are passive participants. A small
number of large industrial customers have participated in demand response programs
in which they modify their power conumption level to support system-wide stability or
economics. This large, interconnected system of power plants, transmission and distri-
bution infrastructure, and consumers is termed the macrogrid. The basic architecture
of this macrogrid infrastructure is shown in Figure 1.1.
However, the traditional macrogrid paradigm must be revisited in light of 21st cen-
tury challenges and concerns. In particular, aging of existing infrastructure, rising global
energy demand, and changes to traditional business models and demand patterns jeop-
ardize our ability to ensure sufficient and sustainable power supply [3, 4]. Moreover,
innovation is needed considering societal goals to increase fuel efficiency, decrease energy
costs, reduce environmental impact of energy supply, and improve the resiliency of the
electrical infrastructure (e.g. to extreme weather events and malicious attacks) [5, 6].
These myriad challenges can only be adequately addressed through transformational
changes to the current energy supply infrastructure. No single approach is sufficient to
tackle these complex, monumental challenges alone; rather a balanced combination of
strategies focused on modernizing the macrogrid infrastructure, changing the role and
3behavior of consumers, and deploying novel technologies will be required.
On the supply-side, grid modernization is enabled by evolution of the generation
mix (i.e. the types of technologies used to generate power at the macrogrid-scale) and
by investments in the electrical transmission and distribution infrastructure. Signifi-
cant changes in the generation mix are driven primarily by economic factors such as
the abundance of cheap natural gas in the U.S. (leading to a shift from coal to gas-fired
power plants) and the decreasing cost of wind and solar power (due to the technology
maturation). In the longer term, public policy constraints and current research and de-
velopment (R&D) may enable the use of some novel technologies (e.g. power plants with
carbon capture, next-generation nuclear power plants, or wave/tidal-based renewables),
but these are expected to have relatively little impact over the next several decades
[7]. Underinvestment in the transmission and distribution infrastructure can lead to
increasing congestion and lower efficiency within the macrogrid [8]. However, many
nations have made significant efforts to begin to renovate their transmission network in
recent years, particularly as they consider increasing the penetration of renewables (i.e.
wind and solar) which may need to be transmitted over long distances during periods
of favorable weather [9, 10]. Improvements in transmission and distribution will re-
duce transport losses, alleviate congestion, and prevent stranded/spilled power.1 These
investments not only enable increased integration of renewables, but also improve the
efficiency of the current fossil fuel-based infrastructure.
On the demand-side, changes in behavior and roles of consumers, emerging market
paradigms, and technology advances help to support grid modernization. Continued
progress in end-use efficiency (driven by public policy regulations and utility-sponsored
programs) helps to reduce the environmental impact of electricity use, though this is
largely offset by an overall increase in the total demand [7]. Recent advances in metering
and communication technologies also enable consumers to move beyond the traditional
passive role they have played in the power market. In particular, the ability for util-
ity companies to send time-varying price signals and to measure consumption with a
finer temporal granularity enables individual residential and commercial customers to
participate in demand response activities. These demand response initiatives encourage
end-users to leverage latent sources of flexibility/storage within their existing energy
1I.e. power which is wasted or unable to be used due to transportation bottlenecks
4loads. By responding to dynamic market prices, end-users are able to decrease their
own electricity costs, and the overall market becomes more efficient and less waste is
incurred (e.g. by lowering peak demands when inefficient power plants would otherwise
be utilized). Importantly, a higher level of demand response also facilitates renewable
power integration, as customers are encouraged to shift loads to hours of high renew-
ables availability when prices are lower. This trend towards closing the feedback loop
between macrogrid operations and consumers is a key part of the smart grid paradigm,
which seeks to use changes in business models and advances in communication, metering,
and automation technologies to create a more efficient and reliable power infrastructure
[11, 12].
A third strategy, and the topic of thesis, is to reexamine the traditional, centralized
generation paradigm, and explore how distributed generation can be integrated into the
power infrastructure to improve sustainability, efficiency, and resiliency.
1.2 Distributed Generation
Distributed generation (DG) refers to the production of electricity in close proxim-
ity to the end-use, and at a much smaller capacity than traditional power plants (i.e.
distributed generation units typically have a capacity of ∼1-1000 kW as compared to
utility-scale power plants which have an output of ∼100-1000 MW). A variety of tech-
nologies can be used for distributed generation, both renewable (e.g. wind turbines and
solar photovoltaics) and non-renewable (e.g. diesel generators, gas-fired microturbines,
and internal combustion engines). In addition, distributed energy storage technologies
(e.g. batteries) can be incorporated into the power system to complement distributed
generation or enable load leveling. These distributed generation and distributed storage
process are referred to as distributed energy resources (DERs).
Non-renewable distributed generation relies on fuel feeds (typically fossil fuels like
natural gas) for power generation. Fuel-fired generation offers several benefits:
 Waste heat can be recovered to provide low-grade thermal loads such as space
heating and hot water supply.
 Power generation can be increased or decreased in response to electricity prices to
enable economic savings.
5 Power generation can be increased during periods of high demand to enables peak
shaving (i.e. reducing the maximum power import).
 The DG unit can serve as a source of backup power for enhanced reliability.
 The DG unit can perform local power quality regulation2.
However, distributed fuel-fired generation is not without its challenges. For one, when
generating electricity only, DG units typically have a lower fuel efficiency as compared
to traditional power plants. In addition, due to their small characteristic size, DG units
face adverse economies of scale as compared to utility-scale power plants.
Renewable-based distributed generation generates power based on stochastic weather
inputs. Since their available power is dependent on the weather, they cannot fill the
same role as fuel-fired DG (e.g. changing output in response to electricity prices). How-
ever, renewable-based generation offers several benefits:
 The feedstocks have no cost (e.g. wind and solar are freely available).
 Power is generated without any operating emissions.
 Power can be generated at remote locations without any need for fuel supply
infrastructure.
Obviously, the inherent stochasticity in renewable availability is a significant challenge.
In addition, the capital cost of renewable DG units is higher than traditional fuel-fired
generation.
In addition, some benefits are common to all types of distributed generation:
 Short project lead times allow DG to be deployed to quickly meet needs.
 Power generation close to the end-user alleviates congestion and avoids losses
associated with transmission and distribution.
 Distributed generation enables self-determination in power supply (i.e. individual
users can select what types of technologies/feedstocks they invest in).
2e.g. minimizing deviations from the nominal voltage
6A particular paradigm in the area of distributed generation is the microgrid, which
is a system consisting of multiple distributed generation units, energy storage units,
and/or flexible loads whose net generation/consumption is aggregated. These systems
may be grid-tied wherein they interact with the larger power system (i.e. the macrogrid)
by importing and exporting power, or they may exist as stand-alone systems with no
external power connections. By integrating multiple devices into a single system, one
can exploit synergies between availability of different renewable feedstocks, coordinate
scheduling to ensure efficient fuel consumption, and utilize controllable assets to balance
out inherent renewable intermittancy. In addition, microgrids can provide enhanced re-
liability to local consumers by using distributed generation and storage units to continue
partial power supply during macrogrid outages (i.e. blackouts). Microgrids with flexible
loads offer a natural case where integrated supply-and-demand planning can be used
to achieve improved fuel-efficiency and utilization of renewables. Figure 1.2 showcases
a microgrid system which employs a variety of potential distributed generation and
storage technologies.
There are several critical challenges associated with integration of distributed gen-
eration into the power system which must be addressed. Microgrid system design is
a complex task due to the wide variety of technologies to choose from and desire to
enable effective operational synergies. This challenge is exacerbated by the uncertainty
in future public policy which may impact such systems. Moreover, the high upfront cost
of distributed generation units (particularly renewables like wind and solar) makes poor
investments particularly punitive. Distributed generation may also have a disruptive
impact on operations of the surrounding macrogrid. Currently, in the scheduling and
operation of the macrogrid, distributed generation is treated like a stochastic, negative
”demand”. Thus, distributed generation increases the uncertainty in power demand,
making it harder for utility companies to effectively schedule and dispatch power plants.
In addition, a significant increase in distributed renewable power can have an adverse
effect on the net power consumption profile (referred to as the load shape). For example,
deep penetration of solar power can lead to the load shape in Figure 1.3. Such demand
profiles are difficult for utility companies to supply due to constraints on the flexibility
and agility of large power plants. These challenges must be addressed before microgrids
can become a prolific alternative to centralized power generation and not one limited
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Figure 1.2: A microgrid which utilizes a variety of distributed generation and storage
technologies to satisfy local cooling, heating, and power demands.
to niche customers or early adopters.
Now is an opportune time to address these challenges as distributed generation is
still a small fraction of total capacity, but it is growing swiftly. Widespread adoption of
ineffective or impractical system designs could lead to higher electricity costs or the need
for expensive retrofits given the long lifespan and high investment costs of distributed
energy resources. Inefficient systems would also lead to significantly increased environ-
mental impacts (e.g. due to significant spillage or curtailment of available renewable
power). Finally, issues related to integration of distributed power into the macrogrid
should be addressed before DG reaches a penetration which could be disruptive to
macrogrid stability or market operations.
8Figure 1.3: Increased solar generation can lead to steep ramping needs and overgener-
ation risk [13].
1.3 Thesis Scope and Organization
The unifying theme of the research presented in this thesis is the application of opti-
mization techniques from the field of process systems engineering to address challenges
related to the adoption of microgrids. Two broad topics are addressed: the optimal
microgrid system design/technology selection, and the optimal scheduling/supervisory
control of a microgrid system. In the design research, optimization is used to sys-
tematically study the impact of public policy, geographic location, and customer type
on microgrid design trends. In the scheduling and operation research, a novel market
structure for grid-tied microgrids is proposed which minimizes potentially disruptive
interactions with the macrogrid, and a hierarchical scheduling/control framework is
developed for effective economic operation and load shaping of microgrid.
Chapters 2 and 3 focus on the optimization of microgrid design (i.e. technology
selection and unit sizing). Chapter 2 is reprinted with permission from [14] with an
expanded background section on microgrid design optimization. This chapter studies the
impact of public policy decisions on optimal microgrid design. Candidate technologies
for selection in the microgrid design include both renewables (i.e. solar photovoltaics and
9small wind turbines) and non-renewable technologies (e.g. gas-fueled microturbines and
batteries). The microgrid considered supplies both some portion of the power demand
and the low grade heat for space heating and hot water supply. Particular attention
is paid to how policy decisions can change the optimal generation mix of a microgrid,
and what kind of policy landscape is necessary to encourage microgrid proliferation and
renewables integration.
Chapter 3 is reprinted with permission from [15]; the introduction is modified to
highlight the differences and expansions from Chapter 2, and the model formulation
section is modified to incorporate details originally included in the appendix and to
minimize repetition of details described in Chapter 2. This chapter studies the impact
of geographic location and load shape on optimal microgrid design. The model from
Chapter 2 is extended to consider thermal storage and multiple types of microturbines.
The microgrid design problem is solved for 16 different geographic locations and 6
distinct load shapes. The results are analyzed to identify important underlying trends
in microgrid design and recurring motifs. Finally, a predictive procedure is proposed to
estimate some basic microgrid design metrics using only a parsimonious set of inputs.
Chapters 4, 5, and 6 focus on the optimal scheduling and control of microgrids with
a high penetration of stochastic renewable power. In particular, the objective is to
not only minimize energy supply costs, but also to ensure non-disruptive interactions
with the external macrogrid. Chapter 4 is reprinted with permission from [16] with an
expanded background. This chapter includes a proposed novel market structure that
explicitly limits the uncertainty and variability in energy exchange between a microgrid
system and the surrounding macrogrid. A stochastic scheduling approach is formulated
for operation of a microgrid in this environment. A 1-year case study demonstrates that
the proposed market structure can be used to significantly reduce the burden imposed
on utility companies by distributed renewables, and showcases the value of utilizing a
stochastic optimization formulation for scheduling.
Chapter 5 expands the system considered in Chapter 4 to also include flexible loads
(i.e. a controllable air conditioning system and the associated thermal dynamics of a
building). Furthermore, a hierarchical control structure is formulated which encom-
passes not only the hourly scheduling of such a system, but also more frequent recourse
optimization and methods to ensure effective coordination between the decision making
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at different time scales. This hierarchical control approach is implemented into a dy-
namic Simulink simulation over a 1-week case study. The results show that leveraging
flexible loads is a practical way to achieve the load shaping required under the proposed
market structure at little opportunity cost.
Chapter 6 focuses on exploring how the proposed approach works across a wider case
study. In particular, the formulation in Chapter 5 is extended to consider a more generic
building model and flexible space heating dynamics in addition to flexible cooling. A case
study shows that load shaping can be achieved across a broad range of commercial load
shapes and in seasons throughout the year without any impact on end-user comfort.
Importantly, this demonstrates the ubiquity of mollifying distributed renewables via
microgrids with flexible thermal loads, and highlights potential challenges that might
lead to higher costs.
As a note, some notation in the reprinted papers has been altered to improve con-
sistency throughout the thesis. A nomenclature section is included at the end of each
chapter for the reader’s convenience.
CHAPTER 2
Policy Effects on Microgrid Economics, Technology Selection, and
Environmental Impact∗
2.1 Introduction
Today’s power supply infrastructure is rapidly evolving in response to aging infrastruc-
ture, changing feedstock and technology costs, and environmental concerns. A variety
of technologies and operational strategies have been proposed to modernize the power
grid while maintaining a low electricity selling price and high reliability. A renewed
interest in distributed generation has stemmed from this desire for more robust and
environmentally friendly power supply [17, 18]. Distributed fuel-fired units can be sited
closer to consumers than traditional power plants to reduce transmission losses, reduce
congestion during peak hours, and so that waste heat can be recovered to meet local
heating demand [18]. Finally, distributed renewables can be used to harvest inherently
dispersed wind and solar feedstocks to provide power with little operating cost or emis-
sions. In the area of distributed generation, microgrids are particularly interesting as
they offer peripheral benefits that can further reduce environmental impact or increase
∗Reprinted (adapted) with permission from Michael Zachar, Milana Trifkovic, and Prodromos
Daoutids, Computers and Chemical Engineering, 81:364-375, 2015 [14]. Copyright ©2015 Elsevier
Ltd.
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end-user satisfaction.
A microgrid is an autonomous or semi-autonomous energy system containing dis-
tributed power generation units and loads [19]. The aggregation of multiple DERs helps
to better match local supply with demand by exploiting synergies in different renew-
able technologies (i.e. the availability of wind and solar are relatively decoupled), using
storage devices to shift excess renewable output, and operating dispatchable generators
to complement intermittent DERs [20, 21]. By locally complementing renewables, the
microgrid architecture insulates the macrogrid from the negative effects of intermittent
renewable power production. Microgrids also allow for effective harvesting of waste
heat from thermal units due it close proximity to the ultimate load [18]. These sys-
tems may also be desirable for their ability to continue power supply during macrogrid
blackouts or brownouts in a process known as ”islanding” [22]. Thus, microgrids can
be used to achieve a level of uptime and power quality that may not be available from
the macrogrid. Lastly, microgrids give consumers the freedom to choose their energy
supply technologies, fuel sources, and environmental impact.
Proper sizing of units in these microgrids is important as the upfront cost of DERs
can be quite significant. This is especially true in the case of renewables technologies,
where the capital costs are the vast majority of the total cost. In addition, due to the
non-dispatchable nature of wind and solar, improper sizing of units may limit opera-
tional flexibility, leading to a higher dependence on the macrogrid as an energy buffer
and negating some of the potential microgrid benefits. Optimal system design (i.e. in
terms of technology selection and unit sizing) is a problem that must be addressed in
order to encourage adoption of microgrids.
There have been some previous papers that have considered the optimal design of
microgrid power systems [23–28]. Some early work in this area focused on the modeling
and design of fuel-fired cogeneration systems for improved overall energy efficiency and
reduced environmental impact (e.g. [29]). Other early works focused on the design of
stand-alone renewable energy systems for power supply in locations without convenient
grid access [30–32]. As the economics of renewables have continued to improve, analysis
of the design for hybrid systems including fuel-fired units and renewable technologies has
been carried out using approaches including mixed integer linear programming [33, 34],
metaheuristic algorithms [25, 35, 36], enumerative models like NREL’s HOMER [23, 37],
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and stochastic programming [38]. Recent work has focused on integrating uncertainty
into microgrid design [39], utilizing measured data for demand and renewables output
rather than representative models [40], and providing experimental feedback of actual
operational performance of DERs to improve modeling and assumptions at the design
level [41].
In this chapter, we focus on the interplay between public policy and microgrid design.
Public policy can play an important role in the design and technology selection for
energy systems. Government programs (e.g. the U.S. Business Investment Tax Credit
[42]) have been instrumental in driving the early adoption of wind and solar. However,
future public policy is quite uncertain and volatile, especially as countries strive to
meet increasingly stringent environmental goals. In particular, current concerns about
greenhouse gas (GHG) emissions associated with power supply and their potential role
in anthropogenic climate change play an important role in shaping energy policy. Many
countries have made pledges to reduce GHG emissions in order to limit the potential
increase in global average temperature. Nonetheless, projections show that the emission
levels in 2020 will exceed target levels by 18-37% in the business-as-usual scenario and
by 7-16% if countries meet their highest ambition pledges established in the Copenhagen
Accord [43]. Thus, it is likely that energy policy will undergo further refinement and
changes in the future in response to evolving environmental goals, ongoing successes or
failures, and technology development. It is important to consider how these potential
policy changes will impact microgrid adoption, both to ensure sound investments are
made by end-users and to identify how policy decisions can effectively evoke the intended
responses in the energy landscape.
Yet, relatively few studies have examined ways in which public policy changes may
impact factors in the optimal microgrid design such as technology selection, economics,
and environmental impact [26–28]. Even in these cases, only a single particular policy of
interest was examined. Due to differences in model formulation, assumptions, and input
data between authors, general comparisons about the differences under various policy
scenarios are difficult or impossible to draw. In order to achieve widespread adoption,
investors will need to be assured that their microgrid design will not become obsolete
or hugely more expensive to operate part way through its lifetime due to public policy
changes. Thus, it is necessary to compare the impacts of likely public policy constraints
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to identify promising designs and robust cost estimates.
In this chapter, several leading candidate policies proposed for transformational
change in power supply (emission taxation, investment tax credits, and emission caps)
are analyzed. In addition, these results are compared to the results from increasing au-
tonomy, reducing emissions, and increasing renewable power production via a microgrid
without public policy constraints.
2.2 Model Formulation
In order to explore the impact of policy constraints on microgrid economic potential,
environmental performance, and technology selection, a case study was carried out using
weather and load data from Sarnia, ON. The total annual electric load was 3.65 GWh
(average load of 417 kW). The energy supply problem considered includes both heat
and power supply.
A mixed integer linear program (MILP) is formulated to find the optimal unit sizes
and hourly set points over a one year period in order to minimize the net present value
of energy supply costs over the microgrid lifespan (20 years). The objective function
and constraints of this program are modified to represent the various policy scenarios
considered.
Local units must supply all of the heat demand of the system. Electrical demand may
either be satisfied through local units or through power purchased from the macrogrid.
Technologies included in this optimization include microturbines, photovoltaics, wind
Electric Power
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Microturbine
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Local Microgrid
Power
Load Process Unit
End Use
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Power Flow
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Heat Flow
Figure 2.1: Energy flow diagram of the microgrid considered.
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turbines, lead-acid batteries, electric boilers, and gas-fired boilers. The largest possible
energy flow diagram of the microgrid is shown in Fig. 2.1, but most solutions will not
employ all possible technologies. Key optimization design variables are the number of
microturbines to include, the capacity of the battery, and the rated outputs of the PV
array, wind turbine, and boilers. The assumptions and modeling for each individual
unit type are described in more detail in the following sections.
2.2.1 Model Equations
The objective function, the net present value of energy supply costs (NPC), can be
described as the sum of capital and operating expenditures:
NPC = Capex+Opex (2.1)
where:
Capex =
∑
m
Imκmθm + Pw,ratedκwθw + Ps,ratedκsθs
+Qe,ratedκeθe +Qn,ratedκnθn + Eb,maxκbθb
(2.2)
Opex =Ps,ratedζsφs +
∑
k
[∑
m
(
Pm(k)ζm + ym(k)ζstart
)
φm
+ Pw(k)ζwφw +Qn(k)ζnφn +Qe(k)ζeφe + Pd(k)ζbφb
+
(∑
m
Fm(k) + Fn(k)
)
ζgasφgas + Pgrid(k)ζgridφgrid
] (2.3)
where Capex is the sum of initial capital and replacement costs for each unit, and Opex
is the sum of annual maintenance costs for each unit, the cost of purchased fuel, and
the cost of power purchased from the utility company. A comprehensive nomenclature
for this chapter is included in Section 2.6. Note that although export of power to the
macrogrid is allowed, no positive economic value is assigned to it to limit the impact of
distributed generation on macrogrid control and stability.
At each hour over the design year the heat and power loads must be satisfied. These
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give rise to the following constraints:
∑
m
Pm(k) +Ps(k) +Pw(k) +Pd(k) +Pgrid(k) = P`(k) +Pc(k) +Pe(k) +Pspill(k) (2.4)
∑
m
Qm(k) +Qe(k) +Qn(k) = Q`(k) +Qspill(k) (2.5)
The non-negative dump load Pspill is the power exported to the macrogrid at no eco-
nomic gain. Similarly, Qspill is a non-negative heat dump load which represents excess
heat that is rejected to the environment.
A constant annual tariff is used for both power purchased from the macrogrid and
natural gas consumed. The costs for electricity and natural gas in the first year are
$0.108/kWh and $8.4/1000 cu. ft. ($0.30/m3), respectively. These prices and mainte-
nance costs are expected to rise at the rate of inflation, taken to be 2.5% per annum.
A discount rate of 8.3% is used for calculating the present value of costs after the first
year.
2.2.2 Linearization of Capital Costs
Table 2.1 shows the capital cost and maintenance cost values used for each unit in
the objective function. Capital costs are assumed to be linearly related to the sizing
variable to improve computational tractability of the optimization problem. In reality,
the capital cost of many industrial units can be described by a power law relationship:
δ
δref
=
(
χ
χref
)α
(2.6)
where δ is the capital cost, χ is some generalized unit size/capacity, and α is a scaling
coefficient typically less than 1.
In order to select a fair linear capital cost coefficient, the square error between the
power law cost and linear cost prediction is minimized over some size range of interest
(χ ∈ [χL, χU ]):
minimizeκ
χU∫
χL
(
δref
(
χ
χref
)α
− κχ
)2
dχ (2.7)
where κ is the linear capital cost coefficient of interest. The solution to this problem
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Table 2.1: Objective function parameters
Unit Type Capital Cost Maintenance Cost Lifetime
Microturbines
$594,000/turbine $0.02/kWh
20 years
($3,600/rated kW) + $10/startup
PV $5,000/rated kW $52/rated kW 20 years
Wind Turbine $3,400/rated kW $0.008/kWh 20 years
Electric Boiler $60/rated kW $0.0075/kWh 16 years
Gas-Fired Boiler $60/rated kW $0.0075/kWh 16 years
Battery Bank $132/kWh capacity $0.00143/kWh 5 years
can easily be shown to be:
κ =
3δref
χαref (2 + α)
χ2+αU − χ2+αL
χ3U − χ3L
(2.8)
Table 2.2 shows the reference size, reference cost, scaling coefficient, and size range
used to obtain these linear capital costs for each unit considered. The scaling coefficient
is very close to 1 for batteries and PV due to their modular nature. Linearization is
not performed for the microturbines because they are installed as individual units with
a fixed capacity and cost.
There is significant uncertainty in the cost of distributed renewable units due to
the quantity of available data, continuing technological advancement, site-specific in-
stallation costs, and a wide variety of reported costs for units of a similar capacity.
For example, the installed cost of small (<100 kW) distributed wind towers has been
reported to vary from 5,000-10,000 $/kW [44]. The range of reported costs tends to
narrow as the capacity increases, but site-specific factors like permitting and foundation
costs can still vary significantly. The other units are more established technologies, but
advancements in alternative technologies, e.g. lithium-based batteries, could provide a
disruptive force in the marketplace. The potential impact of these uncertainties and
assumptions is revisited in the discussion for this chapter.
2.2.3 Heat Load
Historical hourly heat load corresponding to the weather and power load dataset was not
available, so it is instead synthetically generated. The microgrid’s total heat demand
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Table 2.2: Parameters used to find optimal linear capital cost
Unit Reference Reference Scaling Size
Type Size Cost Coefficient Range
PV 300 kW $1,620,000 0.94 0-2000 kW
Wind Turbine 300 kW $1,380,000 0.80 0-2000 kW
Electric Boiler 180 kW $21,600 0.60 0-1500 kW
Gas-Fired Boiler 180 kW $21,600 0.60 0-1500 kW
Battery Bank 150 kWh $45,000 0.95 0-5000 kWh
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Figure 2.2: Hot water heating load scaled by the peak load.
is assumed to be the sum of space heating and hot water heating demands. Hot water
heating load, Q`,water, is assumed to be independent of the weather and season. The
daily pattern of Q`,water is shown in Fig. 2.2. The values in this figure are scaled by the
peak hot water heating load, i.e. ||Q`,water||∞.
The space heating load, Q`,space, was assumed to be directly proportional to the
temperature difference between building interiors and the outside air:
∆T (k) = Tinterior(k)− Tambient(k) (2.9)
Q`,space(k) = max(0, k∆T (k)) (2.10)
where k is a constant proportionality constant.
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Figure 2.3: Effective internal temperature used for calculating heat load.
Instead of assuming a constant value for Tinterior, a value dependent on the time of
day is used to account for effects such as hourly variance in internal heat generation
and occupancy. This effective Tinterior is shown in Fig. 2.3.
These heat loads are scaled so that hot water heating and space heating account
for 15% and 34% of total energy annual demand, respectively. This results in a pro-
portionality constant, k, of 32.6 kW/oC, and a peak hot water heating load of 195
kW.
2.2.4 Microturbines
Microturbines were selected as a source of dispatchable generation due to their low
number of moving parts (less maintenance burden on the operators), their ability to
cogenerate heat and power for high fuel efficiency, and their flexibility with respect to
fuel [18].
Due to decreasing efficiency at low set points, microturbines were constrained to
operate above 50% rated power when on:
0.5xm(k)Pm,rated ≤ Pm(k) ≤ xm(k)Pm,rated (2.11)
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where xm is a binary on/off state.
The electrical efficiency and heat recovery ratio are assumed to be constant in this
range for computational simplicity. Thus, the useful heat generated and fuel consump-
tion are directly proportional to power output:
Qm(k) = Pm(k)λm (2.12)
Fm(k) = Pm(k)/ηm (2.13)
This fixed electrical efficiency was chosen to minimize the square error between ηm and
the true efficiency given by a typical partial load curve with a maximum efficiency of
28.5% [45]. The heat-to-power ratio, λm, has been shown to be almost constant over
the operational range considered [46].
Obviously, microturbines can only be turned on if they are installed. In addition,
startup events are tracked since a startup cost is added to the annual maintenance cost
of microturbines to account for fuel usage and additional unit wear that occurs during
these events. These constraints can be described by:
xm(k) ≤ Im (2.14)
ym(k) ≥ xm(k)− xm(k − 1) (2.15)
where Im is a binary variable equal to 1 only if the microturbine is installed, and ym is
a binary variable equal to 1 in time periods when the microturbine is started.
Due to commercial availability in only a limited number of fixed capacities, the
number of microturbines installed in the system was a variable in the optimization rather
than the rated power. Relevant technical parameters assumed for the microturbines are
summarized in Table 2.3. Note that all microturbines were considered to be identical.
2.2.5 PV Array
A single PV array is used to harvest solar energy. A maximum power point tracker is
assumed to keep the array operating at optimal voltage and current. Thus, the power
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Table 2.3: Microturbine model parameters
Parameter Value
Pm,rated (kW) 165
λm 1.5
ηm 0.27
production of the PV array is directly proportional to the incident solar radiation:
Ps(k) = Ps,rated
H(k)
Hrated
(2.16)
The rated power of the array refers to the power output at 1000 W/m2 and 25oC.
Temperature dependence of panel efficiency has been neglected.
2.2.6 Wind Turbine
A single variable speed wind turbine is used to harvest available wind energy. Between
the wind turbine’s cut-in and rated speed, the power output is a cubic function of wind
speed. Between the rated speed and cut-out speed, the power output is equal to the
rated power. Below the cut-in speed and above the cut-out speed there is no power
production due to insufficient wind energy and to prevent turbine damage, respectively.
Since the input wind speed is known a priori, this dependence on wind speed can be
converted into a fractional availability of the rated power, fw. The wind power power
output is therefore a linear equation:
Pw(k) = fw(k)Pw,rated (2.17)
where fw is calculated before the optimization using simple if-statements:
fw(k) =

0, v(k) < vci or v(k) > vco
v(k)3−v3ci
v3r−v3ci
, vci≤v(k)≤vr
1, vr < v(k)≤vco
(2.18)
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Figure 2.4: Wind turbine power factor versus wind speed at hub height.
Table 2.4: Wind turbine model parameters
Parameter Value Parameter Value
h (m) 30 vci (m/s) 3
vr (m/s) 12 vco (m/s) 25
This fractional availability curve is shown graphically in Figure 2.4
Wind speed data collected at 10-m was extrapolated to turbine hub height using a
power law relationship with a scaling coefficient of 1/7 based on recommended values
for flat, open areas [47]:
v(k) = vref (k)
(
h
href
)1/7
(2.19)
Model parameters for the wind turbine are summarized in Table 2.4.
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2.2.7 Boilers
The electric and fuel-fired boilers are modeled as simple energy conversion units that
provide heat to satisfy thermal loads. In general, the energy efficiency of boilers de-
creases when operated below their maximum output. However, these boilers can be
efficiently cycled on a sub-hour scale, so they are assumed to always be operating at
their nominal conditions (e.g. to achieve an effective heat output of 50%, they are
turned on to 100% for half of the time period and off for the other half).
Thus, the heat production and power/fuel consumption can be described by:
0 ≤ Qe(k) ≤ Qe,rated (2.20)
0 ≤ Qn(k) ≤ Qn,rated (2.21)
Pe(k) = Qe(k)/ηe (2.22)
Fn(t) = Qn(k)/ηn (2.23)
where the conversion efficiencies ηe and ηn are the nominal efficiencies of 0.9 and 0.85,
respectively.
2.2.8 Battery Bank
A lead-acid battery bank is used to store excess electrical energy produced and dispatch
it later as needed. Other types of batteries, i.e. nickel-cadmium or lithium-based batter-
ies, are not considered due to higher cost, fragility with respect to operating conditions,
and more intensive maintenance requirements [48].
In general, the energy storage level in a battery can be calculated using a simple
energy balance:
dEb
dt
= Pc(k)ηc − Pd(k)/ηd (2.24)
When considering discrete time intervals of 1 hour with power measured in kW and
energy in kWh, along with the assumptions of constant efficiencies (90% when charging
and 95% when discharging) and constant power setpoints in each time interval, one can
simplify this to the linear equation:
Eb(k) = Eb(k − 1) + Pc(k)ηc − Pd(k)/ηd (2.25)
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The storage level is also limited by its capacity and maximum discharge level:
0.2Eb,max ≤ Eb(k) ≤ Eb,max (2.26)
The battery bank is not allowed to discharge below 20% of capacity due to the adverse
affect on battery lifespan and the potential for causing permenant damage. Cycling of
the batteries is not explicitly tracked in order to limit the number of binary variables
in the problem. Instead, a low end value for lifespan is assumed to account for the
expected behavior of one charge/discharge cycle per day.
2.3 Policy Considerations
In addition to the overall cost of energy supply, the level of autonomy and environmental
impact of design solutions are studied. In this work, the environmental impact of heat
and power supply is quantified via expected annual CO2 emissions. Over the past
decade, CO2 has been responsible for >80% of the increase in radiative forcing from
long-lasting GHGs [49]. The emissions from microturbines and gas-fired boilers are
found using their conversion efficiency and an assumed heating value for natural gas of
950 BTU/ft3 (35.4 MJ/m3). The macrogrid is assumed to produce CO2 at a rate of
0.575 ton/MWh (based on an average of 37% coal-fired and 30% natural gas-fired power
plants [50]).
The level of autonomy from the macrogrid is quantified by the fraction of power
produced by local units annually. Mathematically, the autonomy level, A, is given by:
A =
∑
k
(∑
m
Pm(k) + Ps(k) + Pw(k)
)
∑
k
(∑
m
Pm(k) + Ps(k) + Pw(k) + Pgrid(k)
)
This autonomy may be desirable as it allows for some level of continued power during
macrogrid outages. No benefit is assigned to autonomy in the objective function since
the economic value of such energy independence would vary greatly depending on the
end user. Instead, a constraint is added in some scenarios to enforce a minimum level
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Table 2.5: Computational statistics of the scenarios considered. CPU time reported is
the mean for all runs in a scenario. In all cases, a 1% relative optimality gap is used.
Scenario Number of Number of Variables CPU Time
Equations Continuous Binary (sec)
Reference Case 113,885 96,370 17,521 39.3
Minimum Autonomy 113,889 96,373 17,521 222.4
Emission Tax 113,889 96,373 17,521 187.1
Economic Incentives 113,885 96,370 17,521 202.2
Emissions Cap 113,886 96,370 17,521 173.6
Minimum Renewables 113,889 96,373 17,521 155.5
of autonomy:
∑
k
(∑
m
Pm(k) + Ps(k) + Pw(k)
)
≥ Amin
∑
k
(∑
m
Pm(k) + Ps(k) + Pw(k) + Pgrid(k)
)
where Amin is the minimum autonomy level parameter.
Sending power into the macrogrid is not economically rewarded due to concerns
that these reverse flows from distributed generation sites to the macrogrid may have
detrimental effects on power quality regulation and macrogrid infrastructure [17]. Cases
in which there is significant flow of power back into the surrounding macrogrid are
explicitly discussed in the results.
2.4 Results and Discussion
The resulting MILP is formulated in GAMS and the optimization solved using the
CPLEX 12 solver to a relative optimality gap of 1%. The model statistics for the
various scenarios considered are shown in Table 2.5.
2.4.1 Reference Case
A reference case is used to normalize the results among the various scenarios examined.
In this reference case, there are no public policy initiatives/constraints and no minimum
autonomy level for the microgrid. The optimization results are shown in Table 2.6.
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Table 2.6: Reference case optimization results
Variable Value Variable Value
Microturbines Installed 0 Pw,rated (kWe) 0
Ps,rated (kWe) 0 Eb,max (kWhe) 0
Qe,rated (kWh) 0 Qn,rated (kWh) 1340
NPC (million $) 6.91 CO2 emissions (t/a) 2910
Unsurprisingly, these results indicate that the NPC is minimized when power is
supplied solely through macrogrid and heat solely through combustion of natural gas.
In the following results, relative cost and relative emissions will refer to the net present
cost and annual CO2 emissions divided by the reference case values, respectively.
2.4.2 Minimum Autonomy Scenario
In this scenario, no public policy constraints are added to the optimization, but a
minimum autonomy level is required. The optimization results are analyzed as the
minimum autonomy level is increased in 5% increments.
Fig. 2.5 shows the Pareto frontiers for NPC and annual emissions as the auton-
omy level is increased. Fig. 2.6 shows that the system is almost entirely reliant on
microturbines for local power production. These results indicate that the use of limited
local thermal generation (microturbines) may not be significantly more expensive than
traditional energy supply.
The discontinuities seen in Fig. 2.5 result from changes in technology selection which
can be seen in Fig. 2.6. When one microturbine is installed, the annual emissions are
reduced by about 7% relative to the reference case due to the cogeneration of heat and
power. This single microturbine is operated consistently at or near its rated power
with all available heat used to satisfy demand. When the required autonomy level
rises above 40%, another microturbine is installed. The emissions drop again, but not
as significantly. This is because microturbines are now required to operate at times
when heat demand is low, resulting in excess heat production and lower fuel efficiency.
Operation of these microturbines in suboptimal time periods becomes more frequent
as the autonomy level rises, leading to the gradual increase of emissions levels seen in
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Figure 2.5: Relative cost and environmental impact of microgrid solutions in the mini-
mum autonomy scenario.
Fig. 2.5. The slight deviation in this trend corresponds to the case in which a small
amount of wind power was installed. In addition, the relative cost increases steadily
with the autonomy level (since local generation is more expensive than traditional power
supply) with discontinuities when the number of microturbines or renewables capacity
is increased.
Wind and solar are not generally selected by the optimization due to the high rela-
tive cost of small capacity renewables. Therefore, power from the macrogrid (which is
predominately thermal generation) is being replaced with microturbines (another form
of thermal generation), so the annual CO2 emissions are not dramatically reduced in
this scenario. The public policies in the following sections will explore under what sce-
narios one sees a departure from this reliance on fossil fuels, and what the impacts are
on system costs.
Fig. 2.7 shows the contribution of various economic factors to the overall NPC. It is
important to note that all of these solutions represent a much higher upfront cost relative
to the reference case (capital cost expenditures >6x the reference case). This large initial
investment represents a significant economic risk, and is likely to inhibit the adoption
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Figure 2.6: Power production breakdown by source for the minimum autonomy scenario.
The balance not shown is made up of power purchased from the macrogrid. Numerals
indicate the number of microturbines installed in each regime.
of such systems unless local generation is also desired for its ability to maintain critical
systems during blackouts. Again, the discontinuities in the various economic factors
correspond with changes in the number of microturbines or renewables capacity.
2.4.3 Emission Tax Scenario
In this scenario, a tax of $30 per ton CO2 emitted is implemented. Every year, this
tax grows at a rate equal to inflation. This level of emission taxation is similar to
what has been proposed and implemented in OECD countries [51, 52]. Due to the
large capacity and long lifespan of utility scale power plants, macrogrid infrastructure
is assumed to remain the same over the design horizon. The emission cost incurred
by utility companies is passed on to the end consumer. Thus, consumers may want to
invest in local power generation to reduce their dependence on this now more expensive
macrogrid power.
Fig. 2.8 shows that this emission tax raises the optimal NPC by a relatively constant
amount and has negligible effect on the system’s annual emissions. Fig. 2.9 shows that
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Figure 2.7: Net present cost breakdown by source for the minimum autonomy scenario.
the power technology utilization in this scenario is almost identical to the minimum
autonomy scenario. The same can be shown for heat generation technology (not shown).
Since no appreciable change in technology selection or dispatch has occurred, there is
practically no change in the environmental impact of these microgrid systems due to
emission taxation. Again, the discontinuities in relative cost and emissions can be
explained by a change in the number of microturbines installed or the sudden addition
or removal of renewable power capacity.
With or without emission taxation, microgrids reliant on combined heat and power
reduce overall emissions by 5-15%. The small amount saved in emission taxation does
not offset the higher overall cost of local thermal power supply, so reasonable carbon
taxation is not predicted to have any significant positive or negative impact on microgrid
economics. Microgrids with a high penetration of wind and solar are also unlikely to be
helped by such a tax since the high relative capital cost of small capacity renewables is
much more than the emission taxation cost.
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Figure 2.8: Overall cost and expected environmental impact of microgrid designs in the
minimum autonomy and the emission tax scenarios.
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Figure 2.9: Power supply breakdown of optimal microgrids without a tax (left) and with
a $30/ton CO2 tax (right). The balance not shown is made up of power purchased from
the macrogrid.
2.4.4 Economic Incentives Scenario
In this scenario, economic incentives are used to encourage the use of less carbon in-
tensive power technologies. In particular, the case of tax incentives to reduce the cost
of wind and solar power systems is examined. Tax incentives equal to 30% and 50% of
the total installed cost of renewable power technologies are considered.
Similar tax incentives already exist in certain areas (e.g. the U.S. Business Energy
Investment Tax Credit [42]), but they have varying restrictions on eligible technologies,
31
0% 20% 40% 60% 80% 100%
0.0
0.95
1.00
1.05
1.10
1.15
1.20
1.25  No Incentives
 30% Renewables Tax Credit
 50% Renewables Tax Credit
R
el
at
iv
e 
C
os
t
Autonomy Level
0% 20% 40% 60% 80% 100%
0.0
0.70
0.75
0.80
0.85
0.90
0.95
1.00
1.05
1.10  No Incentives
 30% Renewables Tax Credit
 50% Renewables Tax Credit
R
el
at
iv
e 
Em
is
si
on
s
Autonomy Level
Figure 2.10: Net present cost (left) and annual emissions (right) in the economic incen-
tives scenario. Values shown are relative to the reference case.
systems capacities, etc. In this scenario, economic incentives are available to microgrid
scale renewable energy systems, but not to utility scale systems (order of 100 MW).
Thus, the effective cost of local wind and solar is reduced, but macrogrid infrastructure
and selling price remain unchanged.
Fig. 2.10 shows that neither level of incentives is sufficient to significantly lower
the cost of supplying power locally. However, strong economic incentives do have an
effect on the environmental impact and technology selection of microgrids. At 30%
tax credits, the relative emissions remain close to the levels observed in the minimum
autonomy scenario (where renewable power usage was insignificant), but at 50%, there
is a noticeable departure from this trend.
Fig. 2.11 shows the technology selection in terms of contribution to power supply.
Wind is the dominant form of renewable power selected due to its lower capital cost.
Even in the case of 50% effective capital cost reduction, renewables are not economically
viable as the primary source of power supply due to their intermittent nature and thus
the need for expensive electrical storage technologies or oversizing of power generation.
Instead, renewable power is used to supplement the microturbines and the macrogrid,
providing at most 25% of the overall power supply. Whenever another microturbine is
added, there is a significant reduction in the installed renewables capacity and a discon-
tinuous jump in the relative emissions as seen in Fig. 2.10. In both tax incentive cases,
heat supply remains dependent upon fuel-fired sources (gas boiler and microturbine heat
recovery).
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Figure 2.11: Power production breakdown in the economic incentives scenario. The
balance not shown is made up of power purchased from the macrogrid. Numerals
indicate the number of microturbines installed in each regime.
2.4.5 Emissions Cap Scenario
In this scenario, a cap on the total annual CO2 emissions is implemented. The emissions
from both heat and power supply, including any emissions associated with power pur-
chased from the macrogrid, are included in this cap. Two limiting cases are explored,
referred to as the independent emissions reduction case and the economy-wide emission
reduction scenario. The independent emission reduction scenario reflects the case in
which the end user elects to limit their carbon emissions in the absence of governmental
pressure. In this case, macrogrid emission levels and electricity price remain the same.
In the economy-wide reduction scenario, macrogrid emission levels decrease with the
emissions cap but electricity price increases, reflecting a broad transition in the economy
to greener but more expensive fuel sources or technologies. The reduction in macrogrid
emission rate is set to be proportional to the reduction in total allowed annual emissions
of the energy supply optimization. Therefore, when optimization is constrained to have
annual emissions below 50% of the reference case, the macrogrid emission rate is 50%
of the reference case value. Using the electrical generation technology split proposed
in [53] and the near-future levelized cost of energy from various technologies estimated
in the 2014 Annual Energy Outlook [54], a ∼95% reduction in the carbon intensity of
electricity generation would result in a ∼25% increase in cost. The relation between
macrogrid emission reduction and electricity selling price is assumed to be linear.
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Figure 2.12: Relative net present cost of emissions reduction.
Fig. 2.12 shows the change in NPC for these two limiting cases as the emission
cap is decreased. The relative cost of the two cases is somewhat close for low emission
reduction points, but independent reduction becomes much more expensive at high
emission reduction levels.
Figs. 2.13 and 2.14 show the progression of technology selection in the two scenarios
as the emission cap is decreased. For the independent reduction scenario, initial emission
reduction is attained through a switch to local combined heat and power. For further
emission reduction, renewable power is added to replace carbon intensive power from
the macrogrid. Eventually, local microturbines begin to be underutilized and electric
heating (powered with more renewables) is used to continue emission reduction. As
the annual emissions become very small, the optimal microgrid relies entirely on wind
and solar power (with a sizable battery), and primarily electric heating with cheaper
gas-fired heating used only as much as the emission cap will allow.
The progression of optimal technology selection is different in the economy-wide
emission reduction scenario. Again, initial emission reduction is achieved through use
of combined heat and power. However, once emission reduction is pushed above 35%,
the optimal microgrid no longer uses microturbines. Instead, a combination of the
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Figure 2.13: Power supply breakdown of optimal microgrids in independent (left) and
economy-wide (right) emission reduction scenarios. The balance not shown is made up
of power purchased from the macrogrid.
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Figure 2.14: Heat supply breakdown of optimal microgrids in independent (left) and
economy-wide (right) emission reduction scenarios.
macrogrid and local renewables is used to supply power with heat primarily supplied
through dedicated natural gas combustion. Above 75% emission reduction another
technology regime is observed. In this regime, the unit sizing is constant with 34%
of the power supplied via renewables and all heat supplied by electric heating. This
constant sizing and dispatch leads to the linear cost profile observed in the high emission
reduction range.
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In both emission reduction scenarios, significant excess power is shed to the macro-
grid as emission reduction increases. In the independent reduction scenario total excess
power remains small (less than 2% of annual demand) until emission reduction is pushed
to 50% and above. As emission reduction increases past the 50% point, excess power
is seen to rise exponentially, reaching 70% of annual demand at 90% emission reduc-
tion and 120% at 95% emission reduction. This would place a very large strain on the
macrogrid, meaning that renewable power production would likely need to be curtailed
frequently or local energy storage capacity increased. In the economy wide emission
reduction case, excess electricity production remains small when emission reduction is
below 60%. After this point, excess electricity production is 3-8% of total annual de-
mand, stabilizing at 5.3% in the fixed design observed in the tail end of cases. These
values, while significant, may be feasible so long as renewable energy production is fore-
casted ahead of time, especially considering that the macrogrid would have adapted to
handle significant utility scale renewable generation in these cases.
2.4.6 Minimum Renewables Scenario
In this scenario, a minimum fraction of the power must be generated through local
renewable power systems. Fig. 2.15 shows that the major cost factor in this scenario
is the capital cost investment for the renewables and battery storage systems. This
figure also shows the environmental performance in this scenario versus the minimum
autonomy scenario where no restriction was placed on how local power was to be pro-
duced. The annual CO2 emission levels drop approximately linearly with the renewables
penetration, but reach a minimum at around 25% of the reference case value.
Fig. 2.16 shows the contribution of the various technologies to heat and power
supply. As previously observed, wind power is selected first due to its lower cost, but at
higher levels of renewables penetration/emission reduction a combination of wind and
solar power is preferred. This combination of wind and solar technology helps to spread
the renewables power output over time so that less overall battery capacity is necessary.
The relative emissions observed in Fig. 2.15 do not go to zero since the heat supply is
still primarily reliant upon the gas-fired boiler.
Fig. 2.17 shows that the relative cost and relative emission values from this scenario
are very close to the Pareto front established in the independent emission reduction
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Figure 2.15: Cost breakdown for the minimum renewables scenario (left) and environ-
mental impact compared to minimum autonomy scenario (right).
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Figure 2.16: Heat and power breakdown by technology in the minimum renewables
scenario. The balance not shown on left is made up of power purchased from the
macrogrid.
scenario even though the technology selection is significantly different with respect to
utilization of microturbines. Thus, this renewables-only approach to local power supply
could be an alternative way to achieve moderate emission reduction when local fuel sup-
ply for the microturbines would be expensive or difficult to achieve. However, in general
the superstructures proposed in the emission reduction scenario would be preferred since
microturbines are dispatchable (more reliable for critical power supply).
In almost all cases of this minimum renewables scenario, the overall amount of
power fed back into the macrogrid is less than 5% of the annual power demand. Above
85% renewables penetration, this back flow of power rises dramatically, reaching over
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Figure 2.17: Comparison of cost vs. environmental impact in minimum renewables and
independent emission cap scenarios.
16% of average demand at 95% renewables penetration. There is negligible excess heat
produced since the optimal designs in this scenario do not utilize local thermal power
generation.
2.4.7 Capital Cost Uncertainty
The proposed microgrid design method uses deterministic capital costs for the various
units. As mentioned, there is uncertainty in these costs, especially for distributed re-
newables like wind and PV. Fortunately, the CPU time for the MILP is on the order
of 3-4 min., so one could easily explore a number of different cost scenarios or do a full
sensitivity analysis within a reasonable amount of time. Full sensitivity analysis with
respect to each units capital cost in each scenario has not been performed here for the
sake of brevity, but some observations about the impact of the assumed costs can be
made.
Uncertainty in the installed cost of microturbines and boilers is expected to have
little impact on the observed results. These technologies, particularly the boilers, are
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widely commercially available, established technologies, so the magnitude of this uncer-
tainty is small. Moreover, the cost associated with these units comes primarily from
operational expenditures, in particular the fuel/electricity required to run them, and
not from capital expenditures. Thus, uncertainty in the capital cost of these units is
unlikely to affect design choices or the overall cost of heat and power supply.
Lead acid batteries are the primary form of electrical storage employed in distributed
power systems and a well matured technology. However, continuing research into al-
ternative battery chemistries and alternative technologies introduces uncertainty in the
future cost of electrical storage. In the near future, this would affect the results in the
emission cap and minimum renewables scenarios where renewable power and batteries
are heavily used. However, even in these cases the batteries accounted for at most 27%
(and typically 10-15%) of the capital expenditures, with PV and wind power accounting
for most of the balance. Thus, the high cost in these scenarios will ultimately be more
influenced by uncertainty in the capital cost of distributed renewables. In all other
scenarios, the capital expenditures on batteries accounts for less than 6% of the total
energy supply cost.
The units with the largest uncertainty in their capital cost are the wind and PV. The
installed cost of distributed renewable technology has a standard deviation of around
1,000 $/kW, with further uncertainty about future cost reductions due to public policy
changes or technological advancements. The impact of a 30% and 50% reduction in the
total installed cost of renewables technologies can be seen in the economic incentives
scenario (Section 2.4.4). This section was motivated with the discussion of tax credits
that are in place, but the effective reduction of the renewables’ capital cost could also
be achieved through other means (e.g. improvements in PV panel technology). It was
shown that renewables were still little used under a 30% reduction in installed cost.
Considering that some portion of this installed cost is independent of such technology
advancements (e.g. permitting fees and labor costs), near-future improvements in tech-
nology alone are unlikely to significantly improve the attractiveness of microgrids with
high renewables usage. These improvements would decrease the cost seen in the emis-
sion reduction and minimum renewables scenarios, but they would still be much more
expensive than fossil fuel-based energy supply.
The combined effect of capital cost reductions with other policies considered (e.g.
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CO2 taxation) could certainly be considered through a model like this, but the analysis
of such heterogeneous policy scenarios is neglected in favor of discussing the considered
scenarios in sufficient detail.
2.5 Conclusions
Microgrids reliant on local thermal power generation with coupled heat recovery were
seen to be the optimal design choice in the absence of public policy incentives. Through
the cogeneration of heat and power, these microgrids could potentially lower the annual
CO2 emission levels by 5-10%, but renewables or electric based heating technologies are
required to further reduce emissions. Both emission taxation and moderate economic
incentives on renewables had little effect on the overall economics and optimal technol-
ogy for microgrids. This is primarily due to the additional cost of peripherals (in this
case battery storage) that are needed to cope with the intermittancy in renewable power
production. When wind and solar technology were discounted more than 30%, there
was a noticeable increase in renewables usage and reduction in emissions, but power
supply was still primarily reliant on microturbines and the macrogrid. In addition to
immediate tax incentives, government support of renewable technology research will
help to reduce their cost, and make renewables a more attractive alternative.
High penetration of renewable power was observed primarily in the emission reduc-
tion scenarios and when an explicit fraction of renewable power was required. However,
these scenarios were projected to be significantly more expensive than the reference
case, to the point where they would not be currently economically practical when a
connection to the macrogrid is available.
Simplifications in heat and power production (e.g. not accounting for temperature
effects, using constant conversion efficiencies) are expected to have little overall effect on
unit sizes and annual operating cost. Thus, these assumptions should have small impact
on the trends observed under the policies considered. The capital cost estimates used
for renewables technologies reflect their high cost for small capacity systems. However,
using lower values to reflect a larger system or continued technology maturation should
increase their penetration in low emission reduction scenarios (potentially supplanting
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microturbines entirely), lower the threshold at which economic incentives become ef-
fective, and lower the overall cost of the emission reduction and minimum renewables
scenarios.
This type of policy-based analysis can be used to identify robust microgrid super-
structures given the inherent uncertainty in future public policy decisions. For example,
similar sizing decisions were made by the optimization under the autonomy, emission
taxation, and moderate economic incentives scenarios. The number of microturbines
installed versus the microgrid power contribution was almost identical across these sce-
narios. With heavy economic incentives (50% renewables tax credit) more utilization of
renewables was observed, but the number of microturbines installed was similar. In this
case, the renewable power capacity could always be installed later when the tax credits
or other forms of incentives are introduced and the dispatch strategy modified to favor
using renewable power.
This approach can also serve to highlight potential risks with a given microgrid
design. For example, a change in public policy to significantly cap emissions would
hamper a microgrid design primarily reliant on microturbines (note the disappearance
of microgrid power in the emission reduction scenario). This information, along with
analysis of the likelihood of future public policies, can be used to make informed decisions
about system design.
The results observed in this work are expected to be generalizable to North American
locations of a similar climate. Using the DOE identified climate zones, this corresponds
to most of the U.S. Midwest, Northeast, and high plains regions. The extent to which
location dependent parameters (e.g. the ratio between heat and power demands, cli-
mate, and local pricing of natural gas and utility power) affect the optimal microgrid
design results is explored in the next chapter.
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2.6 Nomenclature
Table 2.7: Nomenclature - Indices/Sets
k Time periods m Microturbines
Table 2.8: Nomenclature - Parameters
ζb Battery maintenance cost
ζe Electric boiler maintenance cost
ζgas Natural gas cost
ζgrid Power purchase cost
ζm Microturbine maintenance cost
ζn Gas boiler maintenance cost
ζs Solar PV maintenance cost
ζstart Microturbine startup cost
ζw Wind turbine maintenance cost
ηc Battery charging efficiency
ηd Battery discharging efficiency
ηe Electric boiler efficiency
ηn Gas boiler efficiency
θb NPV factor for battery capital cost
θe NPV factor for electric boiler capital cost
θm NPV factor for microturbine capital cost
θn NPV factor for gas boiler capital cost
θs NPV factor for solar PV capital cost
θw NPV factor for wind turbine capital cost
κb Battery capital cost
κe Electric boiler capital cost
κm Microturbine capital cost
κn Gas boiler capital cost
κs Solar PV capital cost
Continued on next page
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Table 2.8 – continued from previous page
κw Wind turbine capital cost
λm Microturbine heat-to-power ratio
φb NPV factor for battery maintenance
φe NPV factor for electric boiler maintenance
φgas NPV factor for natural gas purchases
φgrid NPV factor for power purchases
φm NPV factor for microturbine maintenance
φn NPV factor for gas boiler maintenance
φs NPV factor for solar maintenance
φw NPV factor for wind turbine maintenance
fw Wind power fractional availability
h Height
href Reference height
H Solar irradiance
Hrated Rated solar irradiance
P` Power demand
Q` Heat demand
v Wind speed
vci Cut-in wind speed
vco Cut-out wind speed
vr Rated wind speed
vref Wind speed at reference height
Table 2.9: Nomenclature - Binary Variables (1 =⇒ True)
Im Is microturbine installed ym Is microturbine started up
xm Is microturbine on
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Table 2.10: Nomenclature - Continuous Variables
Capex Capital costs (present value) Ps Power from solar PV
Eb Battery storage level Ps,rated Solar PV rated power
Eb,max Battery storage capacity Pspill Power spilled
Fm Microturbine fuel consumption Pw Power from wind turbine
Fn Gas boiler fuel consumption Pw,rated Wind turbine rated power
NPC Project net present cost Qe Heat from electric boiler
OPEX Operational cost (present value) Qe,rated Electric boiler rated heat
Pc Power charged to the battery Qm Heat from microturbines
Pd Power discharged from the battery Qn Heat from gas boiler
Pe Power used by the electric boiler Qn,rated Gas boiler rated heat
Pgrid Power imported from the utility Qspill Heat spilled
Pm Power from microturbines
CHAPTER 3
Understanding and Predicting the Impact of Location and Load on
Microgrid Design∗
3.1 Introduction
In Chaper 2, the optimization of microgrid design and technology selection was analyzed
particularly with respect to public policy decisions. This chapter expands upon that
idea, but with a focus on elucidating the impact of geographic location and load shape
on design results. Geographic location is obviously closely tied to the typical weather,
and has a strong impact on the productivity of renewable technologies as well as the
magnitude of heating and cooling demands. In addition, differences in energy prices (i.e.
electricity and natural gas) between different locations may make certain microgrid
design motifs more or less attractive. Different types of customers can also exhibit
significant differences in their energy demand patterns (i.e. their load shape). These
difference manifest in terms of the magnitude of energy demands, the ratio between
demands for different forms of energy (e.g. heat and power), and the relative volatility
in the demand profiles over time. All of these effects can have a profound impact on
∗Reprinted (adapted) with permission from Michael Zachar and Prodromos Daoutids, Energy,
90:1005-1023, 2015 [15]. Copyright©2015 Elsevier Ltd.
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the optimal microgrid design and technology selection.
Understanding the impact of these local parameters on the optimal microgrid design
is vital to identifying the strengths and weakness of competing DER technologies, ratio-
nally directing future research endeavors, and informing future public policy discussions.
Despite this fact, most microgrid design studies in literature present case studies for a
single location and load shape. Moreover, the selection of these case study parameters
is often driven by incidental factors like availability of data or academic affiliation.
There has been some past work which partially addressed this research need. In
[55], sensitivity analysis was performed for the design of a combined cooling, heat, and
power (CCHP) system serving a hospital load. The authors analyzed how the optimal
design changed with respect to several input parameters (i.e. DER capital cost, DER
performance, and energy tariffs). They found that reduction in electricity tariff had
little effect on the design, but reduction in natural gas tariff resulted in significant
increase in DER capacity. However, renewable technologies were not considered, and
the sensitivity with respect to other important factors (such as magnitude of thermal
loads) was not analyzed. In [56], the differences in system design, energy supply cost, and
environmental performance for a CCHP system across 5 different climate zones in China
is presented. However, the authors did not consider renewable technologies or storage
units in their design, and the comparison of results made is largely qualitative. In [57],
the design of a CCHP system is considered for 5 different climate zones and 3 different
load shapes. The authors consider both fuel-fired units and photovoltaics, but do not
consider energy storage units and did not allow power sales to the macrogrid. Perhaps for
this reason, they observed only dispatchable cogeneration units in their optimal designs.
No minimum contribution of DERs was enforced, but the authors did analyze the results
for fixed renewable DER capacity and for the case of CO2 taxation. They observed that
gas fired units were much more economical than renewables unless significant taxation
was imposed. In addition, they did not examine alternative renewable technologies
(e.g. wind) or the potential benefit of energy storage for enabling effective renewables
utilization.
The objective of this chapter is two-fold: to provide a comprehensive assessment
of the trends in microgrid design over a wide range of locations and load shapes, and
to propose a heuristic procedure to quantify these trends. This work improves on
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previous contributions in the field by expanding the scope to include a wider variety of
locations and load shapes while at the same time providing an approach to quantitatively
evaluating the trends given the design results at these disparate conditions. In the first
part, mixed integer linear programming is used to find the optimal microgrid design.
The formulation from Chapter 2 is extended to consider new units (i.e. thermal storage
and new sizes of microturbines). In addition, the modeling of some units is improved,
for example by considering piecewise linear cost function for renewables, temperature
effects on renewable availability, and lower part-load efficiency of microturbines. In the
second part of the chapter, a heuristic procedure for fitting design trends is proposed.
An interesting technical contribution of this chapter is the use of artificial neural
networks (ANNs) as a surrogate for detailed design optimization. This is detailed later
in Section 3.4, but in essence the results from MILP optimization at various conditions
are used to develop and train a heuristic procedure which predicts key microgrid design
characteristics based on only a parsimonious set of inputs. Once trained, this heuristic
procedure can then act as a surrogate for future time-intensive optimization runs. In
this chapter, it is shown that this can serve as a valuable way to identify underlying
trends in a high-volume study such as this. In addition, it can serve as a predictive
tool when a broad parameter space is of interest as shown in Section 3.4.3. Important
limitations in this procedure are also identified. The ability of other publicly available
software tools to fill this role as a surrogate for formal optimization is also examined in
3.4.4.
In Section 3.2 the mixed integer linear program used for microgrid design is intro-
duced. In Section 3.3, the results of this optimization problem over different locations,
load shapes, and microgrid penetration levels are discussed. Input parameters that serve
as good predictors of microgrid design and performance (i.e. the optimal microgrid pen-
etration level, cost of energy supply, annual emission levels, and utilization of renewable
power) are identified. Finally, in Section 3.4, a procedure for fitting these design results
using a series of artificial neural networks is introduced and the performance of this
method is analyzed. For the reader’s convenience a comprehensive nomenclature for
this chapter is included in Section 3.6.
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3.2 Model Formulation
In order to properly isolate the effects of location and load shape selection on micro-
grid optimal design, a consistent model formulation and methodology for input data
generation must be used. In this chapter, the Typical Meteorological Year version 3
(TMY3) datasets from NREL are used for input weather values (wind, insolation, and
air temperature) [58]. Load data for various commercial reference buildings was gen-
erated using the DOE’s EnergyPlus simulation software with TMY3 weather files as
input. These data sets are publicly available on the National Solar Radiation Data
Base website2 and the Open Energy Information website3.
A mixed integer linear program (MILP) is formulated to find the optimal unit sizes
that minimize the total present cost of energy supply over the microgrid lifespan (taken
to be 20 years). Units considered include PV, wind turbine, battery bank, electric and
natural gas boilers, microturbines, and a thermal storage unit. The microgrid supplies
both heat and power. A connection to the external utility can be used to exchange
power. The import or export of heat is not considered due to the high transmission
and distribution losses that would occur. The energy flow diagram showing all potential
DER units is shown in Fig. 3.1.
The energy supply cost is taken to be:
NPC = Capex+Opex
where Capex is the present value of unit capital costs (including any necessary replace-
ments) and and Opex is the present value of the expected unit maintenance, fuel, and
purchased power costs over the system lifetime. The capital costs are given by:
Capex =
∑
m
Nmκmθm +Qe,ratedκeθe +Qn,ratedκnθn + Eb,maxκbθb + Eh,maxκhθh
+
∑
w
(
Pw,ratedκw,var + Iwκw,fix
)
θw +
∑
s
(
Ps,ratedκs,var + Isκs,fix
)
θs
In addition to the term related to the thermal storage unit, there are two important
2http://rredc.nrel.gov/solar/old data/nsrdb/1991-2005/tmy3/
3http://en.openei.org/doe-opendata/dataset/commercial-and-residential-hourly-load-profiles-for-
all-tmy3-locations-in-the-united-states
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Figure 3.1: Energy flow diagram of the microgrid system considered. Not all possible
technologies will be included in every optimal design.
differences from the formulation in Chapter 2:
 Different classes (i.e. capacities) of microturbines are now considered, and micro-
turbines of the same class are treated as indistinguishable
 The capital cost of wind and solar units are now described by piecewise linear
functions
In this chapter, m is an index which refers to a classes of microturbines rather than to
an individual unit. The integer variable Nm indicates the number of microturbines of
class m installed. For wind and solar power, the indicies s and w represent different
characteristic size ranges, and binary variables (i.e. Is and Iw) are used to indicate
which size range is active. In particular, this is enforced by the introduction of two
additional constraints:
IsPs,lo ≤ Ps,rated ≤ IsPs,up ∀s
IwPw,lo ≤ Pw,rated ≤ IwPw,up ∀w
where Ps,lo and Pw,lo denote the lower bounds of size ranges, and Ps,up and Pw,up denote
the upper bounds of size ranges. The solar cost curve is divided into 3 subdomains and
the wind cost curve is divided into 6 subdomains. Additional details on piecewise
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linearization can be found in Appendix A.3.
The operational costs are given by:
Opex =
∑
s
Ps,ratedζsφs +
∑
w
Pw,ratedζwφw
+
∑
k
[∑
m
(
Pm(k)ζm + ym(k)ζm,start
)
φm +Qn(k)ζnφn +Qe(k)ζeφe
+ Pd(k)ζbφb +Qh,in(k)ζhφh +
(∑
m
Fm(k) + Fn(k)
)
ζgasφgas + Pgrid(k)ζgridφgrid
]
A discount rate of 8.3% is used to calculate the present value of costs in future
years. The electricity tariff and maintenance costs are assumed to escalate at a rate of
2.5%/annum, and the cost of natural gas is assumed to escalate at a slightly higher rate
of 3.7%/annum. Though the optimal design is selected based only on the overall cost,
other factors like CO2 emission levels and incorporation of renewable technologies are
also analyzed.
3.2.1 Unit Modeling
A brief description of the modeling of each unit is given here focusing in particular on
any differences from the previous chapter.
Microturbines
Microturbines are used as a local source of dispatchable heat and power. Three different
size of microturbines are modeled based on the commercially available C30-LP, C65,
and C200-LP units from the Capstone Microturbine Co. [59]. Power output of the
microturbines is described by:
0 ≤ Pm(k) ≤ xm(k)Pm,rated ∀ k,m
xm(k) ≤ Nm ∀ k,m
where xm is the number of microturbines of class m turned on.
Since a wider range of operation is considered than in Chapter 2, constant efficiency
cannot be assumed. Indeed, fuel efficiency drops when the microturbines are operated
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at partial load. An explicit calculation of the part-load fuel efficiency would lead to a
non-linear equation for fuel consumption given by:
Fm(k) = Pm(k)/ηm(k) ∀k,m
To preserve the linearity of the model, the fuel consumption is instead calculated as an
affine function of power setpoint and on/off status:
Fm(k) = Fm,fixedxm(k) + Fm,varPm(k) ∀ k,m
where the parameters Fm,fixed and Fm,var are fitted using the part load efficiency curve
given in [45] and the manufacturer’s specifications for electrical efficiency at rated power
[59].
As in Chapter 2, startups are tracked, and microturbines are used for cogeneration
of heat:
ym(k) ≥ xm(k)− xm(k − 1) ∀ k,m
Qm(k) = Pm(k)λm ∀ k,m
Specific parameters values for the 3 types of microturbines are shown in Table 3.2.
PV Array
Fixed-angle solar photovoltaics are used to harvest freely available solar energy for local
power production. A maximum power point tracker is assumed to be used, and panel
tilt angle is set equal to the location’s latitude. The power output of the PV is described
by:
Ps(k) = ηs(k)Ps,rated
H(k)
Href
∀ k, s
where ηs is a cell temperature dependent efficiency given by:
ηs(k) = 1− 0.0045(Ts(k)− 25) ∀ k, s
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Cell temperature, Ts, is approximated as an affine function of the weather[60]:
Ts(k) = 0.943T (k) + 0.28H(k)− 1.528v(k) + 4.3 ∀ k, s
where T (k) is the ambient air temperature, and the units are specified as oC for tem-
peratures, m/s for the wind speed, and W/m2 for the insolation. The total insolation
on the panels is given by:
H(k) = DNI(k)cos(Θ(k)) +DHI(k) ∀ k
where DNI is the direct normal insolation, Θ is the angle of incidence between the
direct sunlight and the panels, and DHI is the diffuse horizontal insolation.
Parameter values for the PV array are shown in Table 3.1. Capital costs in each size
regieme were derived based on a power law cost model with a scaling exponent of 0.944
and a reference cost of $340,000 for a 100 kW system [61]. Only uses 3 size regimes were
used since the capital cost is nearly linear due to the modular nature of photovoltaics.
Table 3.1: Photovoltaic piecewise linearization
s Ps,lo Ps,up κs,fixed κs,var θs
∗ ζs φs
(kW) (kW) ($) ($/kW) ($/kW)
s1 0 100 0 3400 1 52 12.5
s2 100 400 33,862 3061 1 52 12.5
s3 400 ∞ 135,572 2807 1 52 12.5
*Based on a lifespan of 20 years.
Wind Turbines
A variable speed wind turbine is used to harvest wind kinetic energy for onsite power
production. The power output of the wind turbine is described by:
Pw(k) = fw(k)Pw,rated
ρ(k)
ρref
∀ k
where ρ is density of air as a function of temperature, ρref is the density of air at
25oC, and fw is a fractional availability factor dependent upon the wind speed at the
turbine’s hub height. The air densities are found using the ideal gas law as this is a
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good approximation over the relevant temperature range.
The fractional availability is described as a function of wind speed in the same way
as Chapter 2. I.e., fw is taken to be 0 below the cut-in wind speed and above the cut-out
speed due to insufficient wind power available and to protect the turbine and generator
equipment, respectively. fw is a cubic function of wind speed between the cut-in and
rated wind speeds, and is equal to 1 between the rated and cut-out wind speeds. The
wind speed data in the TMY3 data is given at a height of 10-m. The wind speeds at
the relevant wind turbine hub heights are then found using the common wind power
law approximation:
vw(k) = vref (k)
(
hw
href
)1/7
∀ k
where the 1/7 scaling exponent is a good assumption when the topography around the
turbine is not known in detail.
Parameter values for the wind turbine are shown in Table 3.3. Capital costs were
derived based on a power law cost model with a scaling exponent of 0.8035 and a
reference cost of $414,326 for a 100 kW system [44]. Note that larger wind turbines are
associated with taller towers (and thus a higher hub height and faster wind speeds).
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Table 3.4: Boiler parameters
Parameter Value Parameter Value
κe ($/kW) 70 κn ($/kW) 70
θe
∗ 1.3 θn∗ 1.3
ζe ($/kWh) 0.0075 ζn ($/kWh) 0.0075
φe 12.5 φn 12.5
ηe 0.9 ηn 0.85
*Based on a lifespan of 16 years.
Boilers
As before, electric and gas-fired boilers are modeled as simple, constant efficiency energy
conversion units:
0 ≤ Qe(t) ≤ Qe,rated ∀ k
Pe(k) = Qe(k)/ηe ∀ k
0 ≤ Qn(k) ≤ Qn,rated ∀ k
Fn(k) = Qn(k)/ηn ∀ k
The parameter values for the boilers are shown in Table 3.4.
Battery Bank
A lead-acid battery bank is used to shift excess electricity production to times when it
is needed. The storage level propagation of the battery is given by:
Eb(k) = Eb(k − 1) + ηcPc(k)− Pd(k)/ηd ∀ k
0.2Eb,max ≤ Eb(k) ≤ Eb,max ∀ k
where the storage level in the battery is constrained to stay between 20% and 100% of
the capacity since deep discharges can damage battery lifespan. In addition, charge and
discharge rates are now constrained to be below 10% of the battery capacity per hour
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Table 3.5: Battery parameters
Parameter Value Parameter Value
κb ($/kWh) 150 ζb ($/kWh) 0.00143
θb
∗ 1.43 φb 12.5
ηc 0.9 ηd 0.95
*Based on a lifespan of 5 years.
to prevent temperatures spikes which could damage the battery bank:
Pc(k) ≤ 0.1Eb,max ∀ k
Pd(k) ≤ 0.1Eb,max ∀ k
Nonlinearities in battery efficiency due to rapid charging and discharging are not ac-
counted for since the rate of power exchange is kept low. Similarly, nonlinearity in
the discharging efficiency at low capacity is not accounted for since the battery level is
constrained to stay above 20% of the rated capacity.
Thermal Storage
Thermal storage is used to shift excess heat production to times when it is needed. The
unit is modeled based on a generic hot water storage tank. The storage level of the
thermal storage is given by:
Eh(k) = Eh(k − 1) +Qh,in(k)−Qh,out(k)/ηh ∀ k
0 ≤ Eh(k) ≤ Eh,max ∀ k
The parameter values for thermal storage unit are shown in Table 3.6. A constant
roundtrip efficiency is used for this unit since fluid dynamics modeling to capture the
degree of thermal stratification across the tank as a function of time would render the
optimization problem computationally intractable.
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Table 3.6: Thermal storage parameters
Parameter Value Parameter Value
κh ($/kWh) 10 ζh ($/kWh) 0.0137
θh
∗ 1 φh 12.5
ηh 0.6
*Based on a lifespan of 20 years.
3.2.2 Energy Balances
At each hour, supply and demand from both heat and power must be matched through
DER generation, energy transfers to and from local storage, power transfers to and from
the macrogrid, and exhausting of heat to the surrounding environment. These energy
balance requirements can be expressed as:∑
m
Pm(k) +
∑
s
Ps(k) +
∑
w
Pw(k)+Pd(k) + Pgrid(k)
= P`(k) + Pc(k) + Pe(k) + Pspill(k)
∀ k
∑
m
Qm(k) +Qe(k) +Qn(k) +Qh,out(k) = Q`(k) +Qh,in(k) +Qspill(k) ∀ k
In addition, as in Chapter 2, a minimum autonomy level may be enforced:
∑
k
(∑
m
Pm(k) +
∑
s
Ps(k) +
∑
w
Pw(k)
)
≥ Amin
∑
k
(∑
m
Pm(k) +
∑
s
Ps(k) +
∑
w
Pw(k) + Pgrid(k)
)
where Amin is the minimum autonomy level parameter. The optimization results are
analyzed for different locations, load shapes, and values of the Amin parameter.
3.2.3 Locations and Load Shapes Considered
The design optimization is performed for combinations of 16 different locations and 6
different load shapes. The 16 different locations considered are representative cities in
the U.S. for various climate zones used in building simulations. The cities used are shown
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Table 3.7: Comparison of cities considered in the MILP optimization study. Cooling
and heating degree days based on a 65 oF basis. Mean insolation given for a horizontal
plane. Mean wind speed given for 10-m above ground level.
Cooling Heating Mean Mean Electricity Natural
City Degree Degree Insolation Wind Tariff Gas
Days Days Speed Tariff
(oF) (oF) (W/m2) (m/s) (¢/kWh) (¢/kWh)
Miami, FL 4292 236 200 4.12 10.25 3.97
Houston, TX 3017 1686 185 3.44 8.00 2.60
Phoenix, AZ 4847 1254 239 2.76 9.55 3.03
Atlanta, GA 1930 3034 192 4.04 10.47 3.37
Los Angeles, CA 506 1489 208 3.36 13.57 2.53
Las Vegas, NV 3469 2482 231 4.46 8.86 2.37
San Francisco, CA 209 3191 196 4.67 13.57 2.53
Baltimore, MD 1368 4735 169 3.92 12.32 3.59
Albuquerque, NM 1449 4509 226 3.90 9.94 2.40
Seattle, WA 290 4950 141 3.75 8.01 3.53
Chicago, IL 1014 6497 161 4.56 8.69 2.79
Boulder, CO 938 6216 189 3.71 9.75 2.61
Minneapolis, MN 891 7856 160 4.59 9.50 2.45
Helena, MT 559 7898 167 3.25 9.21 2.92
Duluth, MN 307 9710 153 4.63 9.50 2.45
Fairbanks, AK 156 13145 108 2.46 16.73 3.02
in Table 3.7 along with basic climatological data and the prices used for electricity and
natural gas. The cooling degree days and heating degree days are representative of the
annual cooling and heating energy loads, respectively. True heating and cooling loads
are affected by other variables, such as occupancy and internal heat generation, but
these values show the relative difference in HVAC loads between the various locations.
The average insolation and wind speed give an indication of the relative abundance of
renewable fuel sources for each location.
The 6 load shapes considered are shown in Table 3.8. These different load shapes rep-
resent 6 out of the 16 DOE commercial reference buildings. The different building types
vary both in the magnitude and consistency of their energy demands. Some buildings
exhibit strong seasonal, weekly, and diurnal patterns in power load (e.g. the secondary
school), while others have a more constant load profile (e.g. the hospital). Rather than
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Table 3.8: Comparison of energy demands in load shapes considered. Values shown are
for Albuquerque, NM.
Load Type Mean Power Demand Mean Heat Demand
Power Coefficient of Heat Coefficient of
Demand Variation Demand Variation
(kW) (kW)
Hospital 987 0.22 311 0.38
Large Office 670 0.60 51 2.62
Secondary School 328 0.76 131 2.40
Large Hotel 270 0.28 246 0.59
Supermarket 184 0.40 66 1.43
Outpatient Healthcare 163 0.42 87 0.38
try to quantify these phenomena occurring at different time scales, a simplified metric,
the coefficient of variation (CV), is shown in Table 3.8. A higher coefficient of varia-
tion indicates that the load profile will exhibit larger peaks or larger seasonal variation
which might impact the sizing of DER units. In addition, the various building types
exhibit different ratios between their heat and power demands which could effect the
performance of different DER technologies, especially those that rely on cogeneration.
3.3 Microgrid Design Optimization Results
The resulting MILP was formulated in GAMS and solved with CPLEX 12 to within
a relative optimality gap of 1%. The model consists of 271588 equations, 210262 con-
tinuous variables, and 52572 integer/binary variables. First, reference case values were
determined based on the energy supply cost without local power generation. Then,
the full MILP design problem was solved for each pair of location and load shape at
minimum autonomy levels ranging from 0 to 100% in 5% increments.
3.3.1 Reference Case
A reference case is used to normalize the energy supply cost and annual CO2 emissions to
make comparisons among the various locations and load shapes easier. In this reference
case, all power is purchased from the macrogrid and heat is only generated by the
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natural gas boiler. Annual CO2 emissions are calculated based on the amount of power
purchased from the macrogrid and the amount of natural gas consumed by the boiler.
The macrogrid is assumed to have constant efficiency and an emission rate of 0.575 tons
CO2/MWh. Each MWh of natural gas consumed locally contributes 0.202 tons of CO2
(based on assumptions of complete combustion and a heating value of 9.83 kWh/m3).
The numerical results for energy supply cost and annual emissions in this reference
case are available in 3.7.1. In the following sections, energy supply cost and annual
emissions are normalized by the reference case values:
Relative cost =
Capex+Opex
Capexref +Opexref
=
Cost
Costref
Relative emissions =
Annual emissions
Annual emissionsref
Annual emissions are calculated in the same way, but natural gas is consumed by mi-
croturbines as well as the gas-fired boiler. This normalization is performed so that the
interpretation of results is not skewed by the fact that locations and load shapes with
higher demands inherently have higher costs and emission levels.
3.3.2 Impacts of Location Selection
Relative Cost
Fig. 3.2 shows the relative cost vs. autonomy level results for the hospital load in all
the cities. Note that not all of the curves extend all the way to 0% autonomy. In these
cases, even when there is no minimum autonomy required, some level of local power
generation is able to achieve a lower energy supply cost than the reference case. This
level of local power generation which results in the lowest possible cost is referred to as
the optimal autonomy level, Aopt.
For each location, the average value of Aopt over all load shapes is shown in Table 3.9.
There is a general trend that as the heating requirements of the location increase (more
heating degree days), the optimal autonomy level increases. This is because locations
with high heating requirements are able to effectively use cogeneration from microtur-
bines. In climates with relatively low heating requirements, the microturbines’ value is
based primarily on their power production since the amount of heat recovered exceeds
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Figure 3.2: Relative cost vs. autonomy level for the hospital load in all cities considered.
local demand. This is not cost competitive since large utility plants have economies of
scale working in their favor. Even in cold climates, as the usage of microturbines rises,
much of their usable heat output is wasted (due to mismatches between the magnitude
and timing of heat and power demands) and the relative cost increases. Distributed
wind and PV are not used as the primary source of power since they are still more
expensive than thermal generation.
Another important factor is the regional pricing of electricity and natural gas. For
example, the two California locations exhibit a high Aopt and low relative cost despite
their relatively low heating requirements because the cost of electricity relative to natural
gas is substantially higher than other locations. Thus, even though the utilization of
microturbine heat output is very low, it can be cheaper to generate electricity locally
via natural gas combustion than to buy it from the macrogrid. Similarly, Seattle and
Chicago exhibit a lower than expected Aopt since the electricity tariff is relatively low.
In these cases, the heating cost saved through cogeneration does not offset the increased
cost of local power generation. Miami and Seattle exhibit the highest relative cost since
they have the largest ratios of natural gas tariff to electricity tariff. As a final note,
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Table 3.9: Optimal autonomy level for all cities considered (mean over all load shapes).
City Mean Aopt (%) City Mean Aopt (%)
Miami 2.8 Albuquerque 20
Houston 0 Seattle 0
Phoenix 5.4 Chicago 6.6
Atlanta 6.7 Boulder 20
Los Angeles 51 Minneapolis 22
Las Vegas 6.5 Helena 21
San Francisco 60 Duluth 22
Baltimore 19 Fairbanks 85
there is no strong correlation observed between the amount of renewable fuel sources
(wind and insolation) and the relative cost or optimal autonomy level.
Incorporation of Renewables
Fig. 3.3 shows the mean contribution of renewable power in each city considered. When
natural gas is cheaply available, microturbines are favored over renewables for providing
local power. This can be easily seen by comparing Miami and Albuquerque. There is
only a ∼3% difference in the price of electricity in the two cities and Albuquerque
actually has a higher mean insolation. However, Miami uses more than 3x more solar
power than Albuquerque in the optimization results. Albuquerque relies primarily on
microturbines for satisfying the required local power production since its natural gas
tariff is substantially lower (about 40% less than Miami’s).
In general, the utilization of wind and solar power remains very low due to the
high cost of distributed renewables. In many cases, renewables are used to provide a
small increase in local power production to satisfy the minimum autonomy constraint.
Microturbines are not well suited to this task since they are only available in discrete
capacities which may exceed the amount needed. If the Amin parameter is increased
further, it often becomes economical to forgo renewables in favor of the microturbine
(as the full capacity will now be utilized). This can be seen in Fig. 3.4 which shows the
technology selection and microturbine capacity of the optimal design as a function of the
Amin parameter. Note the discontinuities in renewables contribution which correspond
to an increase in installed microturbine capacity.
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Figure 3.3: Mean utilization of renewables for each city across all load shapes and
minimum autonomy levels considered.
Moreover, small capacities of renewables are generally favored because their power
can be entirely used when it is generated. At higher rated powers, the excess output
must either be wasted or shifted to other time periods through the use of expensive
battery storage. In 95% of the cases considered, the battery capacity was less than 300
kWh due to this high cost. In such cases, less than 30 kWh of excess energy can be
stored each hour due to the charging rate constraints.
San Francisco is the only city where incorporation of renewable power is selected
when there is no minimum autonomy requirement. For the hospital and large office
loads in San Francisco, wind power is used to satisfy about 28% of the power supply.
This preference for renewable power is due to the high cost of purchasing electricity
in California and the relative abundance of wind energy in San Francisco. Usage of
renewable power is not optimal in other locations with similar wind potential (e.g.
Minneapolis, Chicago, and Las Vegas) since the cost of electricity is at least 30% lower.
In addition, wind power is not used in Los Angeles (where electricity prices used are
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Figure 3.4: Power supply breakdown for a large office in Baltimore showing total mi-
croturbines installed capacity.
identical to San Francisco) due to its lower wind speeds. Despite the generally sunny
climate of California, wind power is favored over PV in this case since its capital cost
is 8-10% cheaper at the relevant capacities (750-1000 kW).
No public policy initiatives or constraints have been considered in this chapter since
they vary significantly with location. The introduction of public policy measures such
as emissions taxation, renewables incentives, and emission reduction requirements can
affect the utilization of renewables and overall economics of microgrids as was discussed
in Chapter 2.
Emission Levels
The strong correlation between renewables utilization and relative emissions level is
shown in Fig. 3.5. However, as noted in the previous section, the utilization of re-
newables is often a discontinuous function of the minimum autonomy level for a given
location. This naturally results in discontinuous patterns in relative emissions, as shown
in Fig. 3.6. These discontinuities make it difficult to identify other trends, for example
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Figure 3.5: Relative emissions versus renewables usage across all optimization results.
the impact of microturbine usage on emissions levels.
Locations where there is little incorporation of renewables, such as Houston and
Duluth, can be used to help analyze these other trends. Fig. 3.7 compares the relative
emission results versus autonomy level for a hospital load in these two cities (note:
the contribution or renewables did not exceed 2% in any of the results shown in this
graph). In both cases there is an initial decrease in the CO2 emissions as combined heat
and power output of the microturbines is fully utilized. Above some critical autonomy
level, the emissions begin to rise as additional heat output is no longer utilized (note
the absence of dedicated natural gas boilers at high autonomy levels). As observed by
other authors (e.g. [56]), cogeneration is able to reduce environmental impact more
in colder climates due to the presence of larger heating loads. However, the inferred
relationship between thermal demands and environmental impact cannot be blindly
relied on. Fig. 3.8 shows the relative heat demand versus the autonomy level at which
minimum emissions are achieved for all the locations and load shapes considered. One
would expect a strong positive correlation in this data based on the above arguments,
but this does not generally hold due to the complex relationship between optimization
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Figure 3.6: Relative CO2 emissions for a large office in Baltimore.
inputs and resulting design. These potential pitfalls are hard to observe in previous
works due to their limited scope.
3.3.3 Impacts of Load Shape
Relative Cost
Fig. 3.9 shows the relative cost curves for all 6 loads shapes in Albuquerque, NM. The
cost is lowest for the large hotel as it has the highest ratio of heat to power demand
as well as low variability in both heat and power loads. This allows the microgrid to
use microturbines as a cheap and effective alternative to grid power. The hospital and
outpatient facility also have a non-zero optimal autonomy level and lower cost due to
the low variability in the power load, but are not as cheap as the hotel since they do
not have large heat loads.
The supermarket and outpatient facility have a similar CV in power loads, but for the
supermarket has a higher relative cost at low autonomy levels since the heat load CV is
higher. This variability makes it difficult to coordinate microturbine cogeneration with
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Figure 3.7: Comparison of relative emission levels (left) and dedicated natural gas
heating (right) for the hospital load in Houston and Duluth.
both heat and power loads, so they are not as effective in offsetting heat demand and
the relative cost is higher. As the autonomy level approaches 100%, the microturbines
produce a significant excess amount of usable heat and coordination of heat and power
generation is no longer an issue. At this limit, the relative cost for the supermarket and
outpatient facility are very close.
The relative cost is highest for the large office and secondary school since they have
a large CV for both demands, so DERs must be have a much larger capacity to cover
the resulting peaks in heat and power loads. Similar results are observed in the other
locations considered.
Incorporation of Renewables
Fig. 3.10 shows the average incorporation of renewables for each load shape. The
utilization of renewable power tends to be higher when the ratio of heat demand to
power demand is low (since cogeneration is not advantageous). Indeed, the order of
heat-to-power ratios for the different load shapes is:
Hotel > Outpatient Facility > Secondary School > Supermarket > Hospital > Office
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Figure 3.8: Comparisson of the autonomy level at which the minimum emissions are
observed versus the ratio of average heat demand to average power demand across all
optimization results.
and the order of mean renewables usage is:
Hotel < Outpatient Facility < Supermarket < Secondary School < Hospital < Office
This relationship can be explored further by examining the results for the different load
shapes in a couple of cities as shown in Fig. 3.11a. The relationship between mean
renewables usage and relative heat load appears to be approximately linear, but the
slope and intercept are affected by other inputs such as climate and natural gas pricing.
While this trend works well for describing the average utilization of renewables over
multiple autonomy levels, it breaks down for individual optimization results due other
factors (e.g. discrete microturbine capacities). For example, see Fig. 3.11b which shows
the renewables contribution at multiple autonomy levels for 3 of the load shapes in
Atlanta.
Wind power is only used in the two load shapes with the largest annual power
demands (the hospital and large office). This is due to the use of piecewise linear cost
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Figure 3.9: Relative cost versus autonomy level for all load shapes in Albuquerque, NM.
functions for the renewable units. Solar photovoltaics have a lower marginal capital
cost (per rated kW) than wind turbines at small capacities. However, due to their
modularity, PV does not benefit much from economies of scale, and the marginal cost
does not go down significantly at large unit sizes. Wind turbines, on the other hand,
do benefit from economies of scale at large unit sizes, and thus are more economical at
high rated powers. Wind turbines with high rated powers also tend to utilize higher
towers and therefore experience a higher average wind speed. These phenomena result
in PV being used across a broad range of unit sizes, but wind only being installed
at capacities above 550 kW in the optimization results. Thus, wind power is better
suited to serve loads with larger power demands, such as the hospital and large office.
As an aside, other parameters (such as the availability of renewable fuel sources and
correlation between renewable availability and electrical load) also affect which, if any,
renewable technology is selected in the microgrid optimal design.
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Figure 3.11: (a) Mean utilization of renewables versus the ratio of heat to power demands
in Miami and Atlanta, and (b) renewable utilization versus autonomy level for 3 load
shapes in Atlanta.
Emissions Levels
Fig. 3.12 shows how the relative emissions vs. autonomy level curves vary for the 6 loads
considered. The curves in this figure show the average results over all 16 cities. The
hotel has the lowest emission levels and the large office, supermarket, and secondary
school have the highest emission levels. This is largely due to the differences in the
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Figure 3.12: Relative emissions versus autonomy level for all load shapes (mean over all
cities for each minimum autonomy level).
consistency of heat and power demands. When demand levels are relatively constant,
microturbines can be more easily operated close to their rated power where they have
a higher fuel efficiency. The ratio between heat and power demands also plays a role
in emission levels as discussed previously. Thus, the large hotel, which has the largest
ratio of heat to power demand, has the lowest relative emissions.
The trends in emission levels are not nearly as smooth as the trends in relative cost
due to the discontinuities in installed renewable capacity as discussed in Section 3.3.2.
The results are even noisier when examining the results for a particular location rather
than the averaged results shown in Fig. 3.12. Therefore, it is very difficult to come
up with an analytical relationship describing how these emission levels depend on the
location and load shape chosen.
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3.4 ANN Method for Predicting Design Results
3.4.1 Proposed Method
Parameters that depend on location and load shape (such as natural gas price) have a
strong impact on microgrid optimal design. The results and analysis in the previous
section provide a more complete investigation of these trends than any previous work.
However, quantification of the trends is difficult due to the number of inputs and con-
straints in the optimization. This quantification is of interest as it allows one to make
predictions about microgrid optimal design, determine dominant factors in the design,
and quickly identify interesting parameter spaces for future research endeavors. To this
end, machine learning techniques have been used to analyze the results and fit the re-
lationship between the optimization inputs and the resulting design. In particular, the
remainder of this chapter will focus on using ANNs to predict the optimal autonomy
level, relative cost, relative emissions, and renewables contribution.
The following parameters are used to predict the optimal design values:
 Average wind speed
 Average insolation
 Electricity tariff
 Natural gas tariff
 Coefficient of variation in power load
 Coefficient of variation in heat load
 Ratio of overall heat to power demand
This approach reduces the microgrid design problem from one with ∼10,000 inputs to
one with ∼10 inputs. A heuristic process which can accurately relate these 7 inputs to
microgrid design results should be able to solve much faster than traditional optimization
techniques like MILP and genetic algorithms. In addition, this allows microgrid design
and performance to be predicted when detailed inputs (e.g. hourly load values) are not
readily available. This is particullarly useful as many situations where microgrids would
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be most useful (e.g. remote regions or developing nations) are also cases where detailed
hourly data is unlikely to be available.
The proposed prediction procedure is shown in Fig. 3.13. This can be described
briefly as a sequence of 5 steps:
1. The optimal autonomy level is predicted based on the 7 inputs listed above.
(a) This Aopt value is saturated to the feasible region of 0-100% since there will
inherently be imprecisions in the heuristic fitting.
(b) This Aopt value is reduced if the relative cost is predicted to ¿1.
(c) If the proposedAopt is sufficiently small, it is simply set to 0 (i.e. the reference
case is economically optimal).
2. The specifies an autonomy level (or vector of autonomy levels) between Aopt and
100%.
3. The relative cost is predicted based on 7 design inputs and the specified autonomy
level.4
4. The contribution of renewable power is predicted based on the autonomy level,
relative cost, and design inputs.
5. The relative emissions are predicted based on the autonomy level, renewables
contribution, and a few of the design inputs.
An ANN is used for each prediction in the procedure described. The size of the
various ANNs and the RMS error between the true optimization output and the pre-
dicted values are shown in Table 3.10. All ANNs were trained using Bayesian regulation
backpropagation and the number of neurons was kept small to prevent the ANNs from
overtraining so that results would generalize well without overfitting of the sample points
[62].
3.4.2 Performance
Since the prediction process is sequential (cost is used in the prediction of renewables
contribution, and renewables contribution is used in the prediction of emissions) an
4Note that the same ANN is used for this step and when checking the relative cost at Aopt in step 1.
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Figure 3.13: Prediction process for relative cost, relative emissions, and renewables
penetration in microgrid designs.
74
0% 20% 40% 60% 80% 100%
0%
20%
40%
60%
80%
100%  Parity
A
op
t (P
re
di
ct
ed
)
Aopt (True)
(a)
0.6 0.9 1.2 1.5 1.8 2.1 2.4 2.7
0.6
0.9
1.2
1.5
1.8
2.1
2.4
2.7
 Parity
R
el
at
iv
e 
C
os
t
(P
re
di
ct
ed
)
Relative Cost (True)
(b)
0% 10% 20% 30% 40% 50%
0%
10%
20%
30%
40%
50%
 Parity
f re
ne
w
 (P
re
di
ct
ed
)
frenew (True)
(c)
0.6 0.8 1.0 1.2 1.4
0.6
0.8
1.0
1.2
1.4
 Parity
R
el
at
iv
e 
Em
is
si
on
s
(P
re
di
ct
ed
)
Relative Emissions (True)
(d)
Figure 3.14: Parity plot of ANN output versus true optimization results for (a) optimal
autonomy level, (b) relative cost, (c) renewables penetration, and (d) relative emissions.
error in an early step will be propagated forward. Fig. 3.14 shows the accuracy of
each individual step in the process. For this figure, the true values (MILP results) are
used as inputs to the ANN for predicting renewables contribution. Similarly, the true
values of renewables contribution are used as inputs to the ANN for predicting relative
emissions. As the figure shows, the largest errors are introduced when predicting the
optimal autonomy level and the amount of power that is generated via renewables.
The difficulty in accurately predicting the optimal autonomy level is primarily due
to the small dataset available for training (since there is only one optimal autonomy
level for each pair of location and load shape). An ANN trained using this small dataset
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Table 3.10: Size and performance of ANNs used in the prediction procedure. The
values in parenthesis show the RMS error when predicted relative cost and renewables
contribution are used rather than true values.
Value Predicted # of Hidden Layers # of Neurons per RMS Error
Hidden Layer
Optimal Autonomy Level 2 3 0.046
Relative Cost 2 3 0.026
Renewables Contribution 2 10 0.023 (0.036)
Relative Emissions 1 3 0.018 (0.040)
is not able to fully capture the complexity of the MILP design problem, but there is a
strong correlation between the MILP results and predicted values, indicating that it is
able to describe the trends. Another potential factor in these errors is the shallowness
of the relative cost versus autonomy curve close to the optimal autonomy level. This
shallowness means that the optimal cost is relatively insensitive to the optimal autonomy
level, allowing significant error in a heuristic fitting procedure such as this one.
The failure of the ANNs to adequately forecast the contribution of renewables is
due to the discontinuities in installed renewables capacity and the small number of opti-
mization samples with a significant renewables contribution. In 66% of the optimization
results there is no utilization of renewable power and in an additional 21% of the results
renewables contributed less than 10% of the annual power. One way to tackle these
challenges would be to simply use a larger data set to train the ANNs. Alternatively,
one could consider a different objective function (e.g. a multiobjective optimization to
minimize cost and emissions) which would result in considerably more sample results
that use renewables and lead to a better ANN for such predictions.
Fig. 3.15 shows the relative cost curve generated by the heuristic process and the true
optimization results for Albuquerque and Fairbanks. In most cases, the ANN prediction
matches very well with the true optimization results as seen in Albuquerque. One may
note the discrepancy between the optimal autonomy level predicted by the heuristic
process (lines) and the optimal autonomy level found by the MILP (symbols). Even
when there are errors in this value, the heuristic process accurately predicts the trends
in optimal autonomy level, the shape of the autonomy versus cost curve, and the optimal
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Figure 3.15: Optimization results (symbols) and ANN prediction (lines) of autonomy
level vs. relative cost for Albuquerque (left) and Fairbanks (right).
cost. Fairbanks is an exception and showcases a poor fit due to the limited number of
sample data points in the nearby parameter space. Fairbanks has substantially different
location specific parameters than the other cities considered (e.g. electricity tariff 23%
higher than next highest location, 35% more heating degree days than next highest
location, etc.) since it is geographically isolated from the lower 48 states. In addition,
the optimal autonomy level is very high for all loads in Fairbanks due to the expensive
grid electricity and ample opportunity to utilize CHP in the cold climate. This leads
to few actual data points (≤7 for each load shape) for Fairbanks itself. Such problems
can be mitigated through a rational choice of the locations and load shapes used in the
sample optimizations. This ANN technique is useful for generalizing design parameters
within the parameter space considered, but not reliable when extrapolating outside of
the parameter space that was used for ANN training.
3.4.3 Predictions over Parameter Space
Figs. 3.16, 3.17, and 3.18 show plots for ANN predictions of relative cost, renewables
utilization, and relative emissions, respectively. The input parameters for a hospital in
Albuquerque, NM were used as nominal values when generating these figures. Further
surface plots showing similar results expanded around other nominal values are available
in Section 3.7.2. Note that Figs. 3.16 and 3.17 are only extended to the predicted
optimal autonomy level, which may be > 0%.
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Figure 3.16: Surface plots showing predictions for relative cost. All values not shown
on the X, Y axes are held at the nominal values for a hospital in Albuquerque, NM.
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Fig. 3.16 shows that the electricity tariff, natural gas tariff, power load CV, auton-
omy level, and overall ratio of heat to power loads are the most important factors in
determining the relative cost. The heat load CV has a more mild effect on relative cost,
but is important in determining the optimal autonomy level. Meteorological parame-
ters, i.e. average wind and insolation, are seen to have little impact on the shape of the
relative cost surface. The availability of renewable fuel sources has such a small impact
on this surface since distributed renewables are still relatively expensive and thus not
likely to be able to minimize the energy supply cost when used as the primary source
of local power. There is generally a sharp increase in the relative cost as the autonomy
level approaches 100% due to the need for a large increase in local power and/or bat-
tery capacities to cover all of the peaks in the power load curve. This cost increase is
of course worst when the coefficient of variation in the power load is very high as seen
in the figure.
Fig. 3.17 shows contours of the projected contribution of renewables to the power
supply. There are broad regions where the contribution of renewables is expected to
be 0% with the occasional peak or plateau where it spikes up to 20-30% of total power
generation. There is significant uncertainty in these predictions, again due to the spar-
sity of sample data with significant renewables incorporation, but one may note several
promising trends in the predictions. Increased availability of wind and sun is seen to
be positively correlated with predicted renewables usage. In addition, the usage of re-
newables is seen to taper off sharply as the autonomy level approaches 100%. This is
also observed in the optimization results and is due to the enormous battery capacities
that would be needed to shift power from times of peak renewable production to times
of peak demand. It is much more economical to use a combination of dispatchable
generation and smaller batteries to cover these peaks.
Fig. 3.18 shows contours of the projected relative annual emissions versus the con-
tribution of the macrogrid, microturbines, and renewables to the power supply. As
expected, the emissions level is most strongly dependent on the level of renewables
incorporation. However, this heuristic procedure has also captured and disaggregated
other trends observed in the optimization results. For example, when the magnitude
of thermal loads is low, increasing the microturbine contribution (at constant renew-
ables contribution) increases emissions, and vice versa. In addition, a more consistent
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Figure 3.17: Surface plots showing predictions for renewables contribution. All values
not shown on the X, Y axes are held at the nominal values for a hospital in Albuquerque,
NM.
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Figure 3.18: Ternary surface plots showing predictions for relative emissions. Axes
show the contribution of different sources to total power production. All parameters
not shown are held at nominal values for a hospital in Albuquerque, NM.
power loads leads to lower emissions at high microturbine penetration. This is because
a consistent power demand allows microturbines to be operated continuously at a high
efficiency setpoint. When the demand profile has more variability, either microturbines
must be operated sometimes at inefficient setpoints or energy storage must be used to
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Figure 3.19: Comparison of the MILP results and heuristic procedure prediction for (a)
relative cost and (b) renewables contribution in the validation case.
shift power production (which involves round-trip losses), both of which decrease the
overall system efficiency.
3.4.4 Validation Case
In order to verify that the heuristic procedure performs well for locations and load shapes
outside of the training set and that the RMS errors observed were not due to overfitting,
a short validation case is performed. In this validation case, a microgrid is considered
which supplies heat and power for 3 medium office buildings and 3 stand-alone retail
buildings located in Oklahoma City, OK. Fig. 3.19 compares the results of the MILP
and heuristic procedure for relative cost and renewables incorporation. The heuristic
procedure provides a very good fit for the overall cost. There is significant difference
in the incorporation of renewables, but the heuristic procedure does capture the trend
observed. This error is not unexpected based on the results observed in Fig. 3.14c and
the discussion in Section 3.4.2. This error is propogated forward into the prediction
of relative emissions shown in Fig. 3.20. If interpolated values of the MILP results
for renewable contribution are used instead, there is very little error in the predicted
emissions.
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Figure 3.20: Comparison of the MILP results and heuristic procedure prediction for
relative emissions. Since there were significant errors in the prediction of renewables
contribution, the results of the heuristic procedure using the interpolated MILP renew-
ables contribution is shown as well.
Comparison to Established Methods
There are several publicly available software tools for the analysis of hybrid energy
systems. The results from 2 of the most popular programs, HOMER [63] and RETScreen
[64], have been compared to the MILP results as an external validation.
HOMER is a simulation and design optimization tool that allows for the incor-
poration of a variety of renewable, thermal, and storage technologies. The systems
simulated can include power, heat, and hydrogen loads. HOMER requires that users
specify discrete sizes to be considered for all units. It then determines the optimal de-
sign by enumerating all the possible configurations and evaluating their feasibility and
cost. The program is convenient for inexperienced modelers because it can synthesize
load curves based on average values and contains a variety of built-in unit models that
can be selected (with the option to create custom ones as well). In addition, HOMER
generates a ranked list of alternative configurations which may be of interest to decision
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makers, and it provides easy implementation of sensitivity analysis. However, the types
of technologies and loads that can be considered in HOMER are limited. For exam-
ple, common aspects of CCHP systems, such as explicit cooling loads and absorption
chillers, cannot be considered. In contrast, a generic optimization model, like the one
presented in Section 3.2, can easily be expanded to include new units and load types.
An exact match of the model presented here cannot be created in HOMER since it
does not have the capability to include thermal storage units. Furthermore, HOMER
cannot directly account for the capital costs or maintenance costs of boilers, though
these values are usually relatively small. A constraint on the maximum amount of im-
ported power is used analogously to the minimum autonomy constraint in the MILP
formulation. It was observed that when HOMER is allowed to optimize the dispatch of
microturbines it may identify designs with this maximum import constraint as infeasi-
ble. However, when the microturbines are forced to be on at some minimum setpoint,
HOMER is able to find a feasible solution. This approach requires a priori knowledge of
when generators should be operated, and results in suboptimal operational costs since
the minimum setpoint is enforced throughout the year. For these reasons, HOMER
could not be relied on to accurately identify alternative microgrid designs. However,
for a fixed design, one can compare design parameters such as cost and emission levels
between the MILP and HOMER.
RETScreen is an Excel-based tool which evaluates the environmental and economic
performance of energy systems. RETScreen does not perform design optimization, but
is a popular tool for the economic and environmental analysis of proposed microgrid
designs. Like HOMER, RETScreen is useful because it contains a number of built-in unit
models, it can retrieve climate data, and it can synthesize load data based on average
values. However, unlike HOMER, detailed load and weather data cannot be manually
imported, and the user must rely on the data synthesized based on monthly values.
RETScreen is particularly useful since it has a number of built-in financial modules
such as risk analysis and sensitivity analysis. RETScreen also explicitly accounts for
the spacial layout, heat losses, and capital cost of the heat distribution network in
combined heat and power systems. Since this tool evaluates a user-specified design, it
can be used to analyze the designs proposed by the MILP, but cannot be used to search
for alternative designs. For combined heat and power analysis, RETScreen can only
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Table 3.11: MILP design results for the validation case at minimum autonomy levels of
20%, 55%, and 90%. Continuous variables have been rounded to the nearest 5 kW or
kWh.
Design 1 Design 2 Design 3
Number of C30-LP microturbines 0 0 0
Number of C65 microturbines 0 1 0
Number of C200-LP microturbines 0 0 2
Wind turbine rated power (kW) 260 580 560
PV array rated power (kW) 0 0 0
Gas-fired boiler rated heat output (kW) 1160 770 280
Electric boiler rated heat output (kW) 75 255 240
Battery capacity (kWh) 0 0 200
Thermal storage capacity (kWh) 955 1650 2135
consider up to two power systems (e.g. a wind turbine and a microturbine). This is
sufficient for most of the results, but the MILP can in general select designs that include
more than two power systems.
To compare the results from the MILP, HOMER, and RETScreen, 3 of the designs
from the validation case were selected. The unit sizing of these 3 designs are shown
in Table 3.11. Tables 3.12, 3.13, and 3.14 show the MILP, HOMER, and RETScreen
results for these designs. Battery storage could not be modeled in RETScreen, and
thermal storage could not be modeled in either RETScreen or HOMER.
HOMER predicts a significantly lower cost for Design 1 since the capital and main-
tenance costs boilers are not taken into account during simulation, but an a posteri
calculation of these values would bring the net present cost up to $3.98 MM. To ob-
tain the HOMER results for Designs 2 and 3, the microturbines were forced on for
the full year with a minimum setpoint of 94% and 85%, respectively. Without these
constraints, HOMER identified it as impossible to meet the desired autonomy level.
However, because this forced suboptimal usage of the microturbines (particularly in the
case of Design 3), the natural gas consumption, annual emissions, and cost predicted
by HOMER are higher.
RETScreen and the MILP predict similar results for both Design 1 and 2. In Design
3, RETScreen predicts a lower cost and higher autonomy level than the MILP. This is
due to the simplified load data input used in RETScreen. RETScreen only allows the
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Table 3.12: Comparison of MILP, HOMER, and RETScreen results for Design 1.
MILP HOMER RETScreen
Net present cost (MM $) 3.97 3.80 3.99
Annual CO2 emissions (tons) 1611 1634 1632
Autonomy level 20% 19% 17%
Renewable contribution 20% 19% 17%
Annual natural gas consumption (MWh) 816 817 824
Table 3.13: Comparison of MILP, HOMER, and RETScreen results for Design 2.
MILP HOMER RETScreen
Net present cost (MM $) 4.65 4.69 4.52
Annual CO2 emissions (tons) 1290 1394 1154
Autonomy level 55% 57% 58%
Renewable contribution 43% 42% 41%
Annual natural gas consumption (MWh) 1965 2326 2207
Table 3.14: Comparison of MILP, HOMER, and RETScreen results for Design 3.
MILP HOMER RETScreen
Net present cost (MM $) 6.13 7.87 5.35
Annual CO2 emissions (tons) 1386 2310 1118
Autonomy level 90% 90% 98%
Renewable contribution 41% 29% 39%
Annual natural gas consumption (MWh) 5863 9438 6017
user to specify monthly average power loads and the annual peak. This method offers
little ability to distinguish between loads that have a strong diurnal pattern (such as
offices) versus loads that have a weak diurnal pattern (like hospitals), so RETScreen may
underestimate the variability in power load demands. This does not significantly affect
the results at low autonomy levels since DER units supply base power and imported
power covers the peaks in demand. However, at high autonomy levels like Design 3,
these peak demands must be satisfied by DERs, and underestimating the variability in
the load can lead to over-prediction of the performance of dispatchable units.
The results between the proposed MILP and available software programs matches
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very well at low autonomy levels (as long as all of the same cost factors can be taken into
account). However, the underlying assumptions, solution methods, and simplified data
input of these software programs leads to inaccurate results at high autonomy levels. In
general, the proposed MILP method offers more flexibility in the problem formulation
(since any arbitrary unit, energy balance, or system constraint could easily be added
to the problem) at the expense of placing a larger burden on the user (since they must
input accurate load data and unit models).
3.5 Conclusions
The optimal design of microgrids varies greatly depending upon the geographic location
and load data used. These differences can be seen in design values like total cost,
environmental impact, incorporation of renewable power technologies, optimal microgrid
penetration, etc. Understanding and predicting the impact of location and load on
microgrid design results is vitally important in developing effective public policy and
in directing future research endeavors. The optimization results in this work show how
these design results vary for microgrids serving commercial loads in locations across the
continental U.S. Incorporation of renewable power in the optimal design is primarily
dependent on the local cost of natural gas and the ratio of heat to power demands since
renewables are competing with the gas-fired microturbines. The level of annual CO2
emissions is primarily dependent on the penetration of renewable power. In the absence
of renewables, these emission levels are dependent on the fraction of load served by
microturbines, the ratio of heat to power demands, and the variability in heat and power
demands. The cost of local energy supply and optimal autonomy level are impacted
most by the heating requirements of the system considered, the variability in heat and
power loads, and the ratio between electricity and natural gas prices.
While the observed relationships between these location and load input values and
optimal design results are reasonable and could be obtained through a logical consid-
eration of the energy supply problem, developing analytical equations that relate these
inputs and outputs is onerous and perhaps infeasible. Machine learning techniques like
artificial neural networks can be used to capture the input-output relationship of tra-
ditional optimization methods in order to predict these microgrid design metrics. A
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heuristic procedure is proposed that uses a series of ANNs along with a few simple
rules to predict relative cost, emissions, and renewable power penetration in microgrid
optimal design. There is a low RMS error between the relative cost from the optimiza-
tion results and the relative cost predicted by the heuristic process. The RMS error
for the other predicted values (optimal autonomy level, relative emissions, and optimal
renewables contribution) is slightly higher due to a relatively shallow minimum of the
Pareto frontier between autonomy level and cost (in the case of optimal autonomy level),
discontinuities in installed capacities of microturbines and renewables (in the case of rel-
ative emissions), and sparsity of design results with a high penetration of renewables (in
the case of renewables contribution). Even with these difficulties present, the heuristic
process is able to capture and quantify trends in the optimal microgrid design.
The heuristic prediction process is ideally suited for studying the design of such
systems across a broad range of geographic locations and load shapes and aiding in public
policy decision making. Furthermore, the simplified inputs required for the heuristic
process allow one to obtain estimates about the optimal design of microgrid power
systems in cases where detailed information like hourly weather and load data is not
available. This is particularly useful as microgrids are often proposed as an alternative
energy supply infrastructure for remote locations or developing regions where there is
not a robust macrogrid available.
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3.6 Nomenclature
Table 3.15: Nomenclature - Sets/Indices
k Time periods m Microturbine classes
s Solar PV regimes w Wind turbine regimes
Table 3.16: Nomenclature - Parameters
ζb Battery maintenance cost
ζe Electric boiler maintenance cost
ζgas Natural gas cost
ζgrid Power purchase cost
ζh Thermal storage maintenance cost
ζm Microturbine maintenance cost
ζm,start Microturbine startup cost
ζn Gas boiler maintenance cost
ζs Solar PV maintenance cost
ζw Wind turbine maintenance cost
ηc Battery charging efficiency
ηd Battery discharging efficiency
ηe Electric boiler efficiency
ηh Thermal storage efficiency
ηn Gas boiler efficiency
ηs PV temperature-dependent efficiency
θb NPV factor for battery capital cost
θe NPV factor for electric boiler capital cost
θh NPV factor for thermal storage capital cost
θm NPV factor for microturbine capital cost
θn NPV factor for gas boiler capital cost
θs NPV factor for solar PV capital cost
θw NPV factor for wind turbine capital cost
Continued on next page
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Table 3.16 – continued from previous page
κb Battery capital cost
κe Electric boiler capital cost
κh Thermal storage capital cost
κm Microturbine capital cost
κn Gas boiler capital cost
κs,fix Solar PV fixed capital cost
κs,var Solar PV marginal capital cost
κw,fix Wind turbine fixed capital cost
κw,var Wind turbine marginal capital cost
λm Microturbine heat-to-power ratio
ρ Air density
ρref Reference air density
φb NPV factor for battery maintenance
φe NPV factor for electric boiler maintenance
φh NPV factor for thermal storage maintenance
φgas NPV factor for natural gas purchases
φgrid NPV factor for power purchases
φm NPV factor for microturbine maintenance
φn NPV factor for gas boiler maintenance
φs NPV factor for solar maintenance
φw NPV factor for wind turbine maintenance
Amin Minimum autonomy level
fw Wind power fractional availability
Fm,fix Microturbine fixed fuel consumption
Fm,var Microturbine marginal fuel consumption
hw Wind turbine hub height
href Reference height
H Solar irradiance
Hrated Rated solar irradiance
P` Power demand
Continued on next page
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Table 3.16 – continued from previous page
Ps,lo Solar PV regime lower bound
Ps,up Solar PV regime upper bound
Pw,lo Wind turbine regime lower bound
Pw,up Wind turbine regime upper bound
Q` Heat demand
T Ambient temperature
Ts Temperature of PV panel
v Wind speed
vw Wind speed at turbine hub height
vci Cut-in wind speed
vco Cut-out wind speed
vr Rated wind speed
vref Wind speed at reference height
Table 3.17: Nomenclature - Binary Variables (1 =⇒ True)
Is Is solar regime active Iw Is wind regime active
Table 3.18: Nomenclature - Integer Variables (∈ {0, 1, 2, ...})
Nm Number of microturbines installed ym Number of microturbines started up
xm Number of microturbines on
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Table 3.19: Nomenclature - Continuous Variables
Capex Capital costs (present value) Ps Power from solar PV
Eb Battery storage level Ps,rated Solar PV rated power
Eb,max Battery storage capacity Pspill Power spilled
Eh Thermal storage level Pw Power from wind turbine
Eh,max Thermal storage capacity Pw,rated Wind turbine rated power
Fm Microturbine fuel consumption Qe Heat from electric boiler
Fn Gas boiler fuel consumption Qe,rated Electric boiler rated heat
NPC Project net present cost Qh,in Heat sent to thermal storage
OPEX Operational cost (present value) Qh,out Heat from thermal storage
Pc Power charged to the battery Qm Heat from microturbines
Pd Power discharged from the battery Qn Heat from gas boiler
Pe Power used by the electric boiler Qn,rated Gas boiler rated heat
Pgrid Power imported from the utility Qspill Heat spilled
Pm Power from microturbines
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3.7 Supporting Information
3.7.1 Reference Case Values
Table 3.20: Net present cost of energy supply in million $ for the reference case for each
location and load shape.
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Miami, FL 14.9 10.6 7.17 4.48 2.61 2.38
Houston, TX 12.0 7.99 5.04 3.48 2.07 1.81
Phoenix, AZ 13.7 9.33 6.34 4.02 2.34 2.24
Atlanta, GA 15.2 9.52 5.63 4.66 2.63 2.31
Los Angeles, CA 17.2 11.1 5.34 5.14 3.05 2.51
Las Vegas, NV 11.9 7.30 4.64 3.61 2.08 1.96
San Francisco, CA 17.1 10.4 5.06 5.10 3.03 2.46
Baltimore, MA 17.9 11.2 6.59 5.51 3.11 2.68
Albuquerque, NM 12.1 7.59 4.29 4.03 2.31 2.15
Seattle, WA 11.5 6.18 3.53 3.96 2.12 1.78
Chicago, IL 12.3 7.59 4.87 4.24 2.34 1.92
Boulder, CO 11.9 7.46 4.22 4.21 2.36 2.09
Minneapolis, MN 12.8 8.24 5.28 4.46 2.52 2.05
Helena, MT 11.6 7.24 4.43 4.39 2.43 2.01
Duluth, MN 12.4 8.12 5.12 4.61 2.59 2.01
Fairbanks, AK 19.3 13.7 8.26 7.19 4.44 3.28
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Table 3.21: Expected annual CO2 emissions in tons for the reference case for each
location and load shape.
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Miami, FL 6480 4760 3190 1900 1160 1010
Houston, TX 6700 4500 2790 1890 1160 994
Phoenix, AZ 6480 4460 3000 1860 1110 1040
Atlanta, GA 6530 4110 2360 1940 1120 977
Los Angeles, CA 6050 3770 1810 1840 1050 898
Las Vegas, NV 6130 3770 2340 1840 1060 1000
San Francisco, CA 6050 3550 1730 1850 1060 885
Baltimore, MA 6620 4110 2340 2000 1130 981
Albuquerque, NM 5620 3480 1930 1870 1060 1000
Seattle, WA 5990 3360 1710 1900 1090 886
Chicago, IL 6260 3830 2300 2050 1170 959
Boulder, CO 5570 3430 1880 1930 1090 969
Minneapolis, MN 6140 3850 2380 2110 1190 975
Helena, MT 5580 3440 1960 2010 1150 954
Duluth, MN 5960 3800 2300 2180 1220 960
Fairbanks, AK 5720 4000 2590 2300 1340 982
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3.7.2 Additional Plots
Figure 3.21: Surface plots showing predictions for relative cost. All values not shown
on the X, Y axes are held at the nominal values for a supermarket in Seattle, WA.
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Figure 3.22: Contour plots showing predictions for renewables contribution. Values not
shown on the axes are held at the nominal values for a supermarket in Seattle, WA.
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Figure 3.23: Ternary surface plots showing predictions for relative emissions. Axes
show the contribution of different sources to total power production. All parameters
not shown are held at nominal values for a supermarket in Seattle, WA.
CHAPTER 4
Microgrid/Macrogrid Energy Exchange: A Novel Market Structure and
Stochastic Scheduling∗
4.1 Introduction
Currently, electricity generation is reliant on a highly centralized infrastructure with
only a small amount of distributed generation. However, the penetration of distributed
generation (and in particular distributed renewable generation) is already significant in
certain locations, and is expected to increase substantially over the coming decades [65].
This proliferation of distributed generation is driven by many potential benefits: a re-
duction in transmission losses and electrical congestion; recovery of waste heat to serve
low-grade thermal needs and improve fuel efficiency; and incorporation of inherently
dispersed renewable feedstocks (i.e. wind and solar) [18, 66]. As seen in Chapters 2 and
3, grid-connected microgrids are often very preferable in terms of their economic perfor-
mance (i.e. achieving a high autonomy level was observed to be expensive). Therefore,
there may be special cases where a stand-alone system is preferable (e.g. if the location
is remote and one would have to pay to extend power lines from the macrogrid), but
∗Reprinted (adapted) with permission from Michael Zachar and Prodromos Daoutids, IEEE Trans-
actions on Smart Grid, 8(1):178-189, 2017 [16]. Copyright ©2017 The Institute of Electrical and
Electronics Engineers, Incorporated.
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the majority of microgrids will probably import and export power from the macrogrid.
However, increasing the penetration of distributed generation (particularly non-
dispatchable renewables) also introduces inherent challenges to the current electrical
infrastructure. Utility companies are still expected to supply any and all demands not
met by local generation (and to absorb any local generation in excess of demands). The
resulting load profile that utility companies must serve is referred to as the residual load.
Because neither renewable availability nor end user behavior can be predicted perfectly
ahead of time, distributed generation increases stochasticity/uncertainty in the resid-
ual load. In addition, temporal mismatch between generation and demand may cause
deep troughs and sharp ramps in the residual load. These phenomena increase the cost
and reduce the fuel efficiency of macrogrid power supply due to operation of power
plants at low capacity factors, increased reserve requirements, and increased ramping
[67–70]. These disruptions to macrogrid operation are the central problem addressed
in this chapter. These issues can be addressed at the macrogrid level by leveraging
large, dispatchable loads (e.g. data centers [71]), or by revising the scheduling formula-
tions and procedures for large power plants to better handle renewable uncertainty and
stochasticity [72, 73]. Alternatively, demand-side load shaping could perhaps be used
to address these challenges in a more efficient manner [74].
The microgrid architecture enables this load shaping, but demand smoothing may
not be economically optimal for microgrids under current market structures. In par-
ticular, net metering and feed-in tariffs are designed primarily to promote the usage
of distributed renewables for environmental reasons, with distributed generation remu-
nerated for exporting power without regard to the impact on the macrogrid. This,
combined with other microgrid operating policies, such as heat-following for cogenera-
tion, can exacerbate the aforementioned problems with integration of renewable power
[17, 66]. This potentially disruptive behavior has given rise to regulatory and financial
barriers to microgrid adoption such as disallowing the export of power to the macrogrid
or imposing high fixed costs (e.g. interconnection fees and monthly connection charges)
to recoup the cost of maintaining the macrogrid, supplying adequate reserve margins,
and servicing these highly uncertain and variable loads [68, 75, 76].
In this chapter, a potential market structure is proposed which seeks to alleviate
concerns for both microgrid operators and utility companies. In particular, this market
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structure is formulated to allow microgrid operators to exchange (i.e. buy/sell) power
with the utility companies at known rates in return for explicitly limiting uncertainty
and variability in the residual load. In the market structure proposed, microgrid oper-
ators must provide a day-ahead commitment for energy exchange with the macrogrid.
Microgrid operators are penalized for deviating too far from commitments to reduce
uncertainty, and the hour-to-hour difference between commitment values is limited to
reduce variability. Such a market structure can help protect utility companies from the
undue burden of renewable stochasticity, but also allows microgrid operators to meet
these commitments through a variety of methods (e.g. dispatch of local thermal units
and storage devices, curtailing of renewable units, and rescheduling of flexible loads).
Moreover, since the residual load is better regulated, utility companies may be more
amenable to negotiating better electricity tariffs or lower fixed costs for microgrids.
In this chapter, the feasibility of the proposed market/regulatory structure is eval-
uated (i.e. whether the commitments can be met with a high degree of satisfaction),
and its impact on microgrid performance is studied. To do so, a chance-constrained
scheduling problem for microgrid operations is formulated, and it is implemented in
a 1-year case study. Results are evaluated in terms of the frequency and magnitude
of commitment violations, characteristics of the residual load, cost of energy supply,
curtailment of renewable power, and fuel efficiency. Particular attention is paid to how
tuning the market parameters changes microgrid performance and energy exchange reg-
ulation. To facilitate a straightforward presentation of the optimization problem and
results, an electric-only microgrid with inflexible load is considered.
From a technical perspective, the primary contribution of this chapter lies in the
approach used for stochastic scheduling of the microgrid. Coping with uncertainty in
renewable output and end user demand is one of the primary challenges in schedul-
ing and supervisory control of microgrid systems. This problem has been addressed
in past literature by casting the problem as a scenario-based stochastic programming
problem (e.g. [77–79]). One challenge with this approach is the supervisory control
must have scenario generation capabilities. In addition, it increases the optimization
problem size and computational burden. An alternative approach is to formulate a
robust optimization problem which considers some ”worst case” cost in the objective
function (e.g. [80–82]). Robust optimization does not require scenario generation nor
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does it significantly increase the problem size. However, it may also be difficult to define
a proper ”worst case” scenario in such systems. Additionally, since a worst-case cost
is considered, it may lead to overly-conservative performance. The chance-constrained
scheduling formulation developed in this chapter is an interesting alternative:
 It minimizes the expected cost based on only point forecasts.
 It limits the probability of undesirable or expensive outcomes without explicitly
considering their cost.
The former point means that this scheduling approach does not require scenario gener-
ation, and it can natively use a variety of publicly available forecasts (e.g. the forecasts
from the National Weather Service) which give only hourly expected values. This helps
to enable implementation, and keeps the problem size small so it can easily be solved
on the hardware available to end users. The latter point helps to reduce the conserva-
tiveness of the resulting schedule. This is showcased in the results by comparing the
performance to a scheduling approach which assumes forecasts are perfect.
A few previous authors have considered chance-constrained scheduling or control
of microgrids, but in a different manner. In [83, 84], a chance-constrained energy bal-
ance is used in the microgrid scheduling problem to consider demand and renewables
uncertainty. A chance-constrained formulation is also considered in [85] to ensure that
maximum and minimum storage levels are not violated with a high level of confidence
Unlike these previous approaches, the formulation presented later in this chapter specif-
ically accounts for the recourse action that can be taken after uncertainty is revealed.
In essence, it seeks to find a schedule that minimizes the expected cost (i.e. based on
the forecasted load/renewable availability) but also ensures that sufficient flexibility is
available at the recourse stage to prevent commitment violations.
4.2 Literature Review
Microgrid scheduling and control systems are used to dispatch available local gener-
ation units, coordinate the charging and discharging of storage systems, and manage
controllable loads. The primary goal is typically ensuring that end user energy demands
are met, but other operational objectives are often considered, such as minimizing fuel
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usage, operating cost, and environmental impact or maximizing renewables utilization
and fuel efficiency.
Several authors have formulated microgrid scheduling and dispatch problems where
energy exchange is minimized or not allowed. These formulations avoid the detrimental
interactions with the macrogrid, but add operational difficulties as microgrids must be
self-reliant. One approach to this problem is to implement a control system which re-
sponds almost instantaneously to changing weather and load conditions. For example,
rule-based power management algorithms [86] and metaheurisitic approaches like par-
ticle swarm optimization [87] offer rapid (but not necessarily optimal) response to any
disturbance. Similarly, dynamic programming can be used to quickly reject forecasting
errors by redispatching generation or storage units [88]. Dynamic programming works
well for microgrids with a small number of dispatchable units, but the number of states
which must be considered and computation time grow combinatorially for highly het-
erogeneous systems. A more common approach is to formulate a traditional scheduling
optimization problem which decides unit states and dispatch levels over a ∼1 day hori-
zon to ensure long-term economic performance and optimization of storage levels. In
particular, receding horizon optimization approaches may be used so that forecasting
errors can be rejected [89]. Demand response can be incorporated into the schedule to
shed, shift, or otherwise modify the load curve so that it better matches the availability
of power [90, 91]. Since there exists a significant amount of stochasticity in both the
energy demands and renewable availability in microgrid-scale systems, extensions to
stochastic or robust formulations have been proposed to improve performance of these
stand-alone systems [79, 92–94]. However, the work in Chapters 2 and 3 has shown
that significant energy exchange with the macrogrid is necessary for microgrids to be
economically competitive. Therefore, if microgrids are to be widely adopted and not
limited to niche applications, it is vital that they exchange energy with the macrogrid,
but not in the potentially disruptive ways discussed in the introduction to this chapter.
Many authors have considered the centralized scheduling of microgrids connected
to the macrogrid in a simple tariff-based market scheme. In these formulations, the
cost/revenue from energy exchange with the macrogrid may be constant, time-of-use
(i.e. following a fixed schedule), or real-time. Dynamic programming has also been
used for these grid-connected systems and may be used to incorporate a peak shaving
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constraint [95]. Scheduling problems which incorporate discrete operating modes and
startup/shutdown costs have been formulated using mixed integer linear programming
(MILP) [96]. Incorporating controllable loads into microgrid scheduling can be used
to further improve the economic performance, and this problem has been addressed
using a MILP approach [97]. Stochastic programming has been used for scheduling
a microgrid with uncertainty in renewables output, local demand, market prices, and
unit availability [77, 79]. Finally, robust optimization has been used for scheduling
microgrids considering the worst-case transaction cost resulting from uncertainty in
renewables output [80].
Scheduling and dispatch has also been considered for multi-agent microgrids with
an active aggregator. This aggregator acts as an autonomous agent which buys power
from local generation units, sells power to local customers, and buys/sells power to
the upstream macrogrid. Under such a market structure, deterministic optimization
has been proposed for the dispatch of local generators and flexible loads [98]. In this
formulation, generators and flexible loads are assumed to provide linear bids to the
aggregator, and two market policies are investigated, i.e. minimizing overall microgrid
cost and maximizing the aggregator’s profit. A similar problem has been considered for
a multi-agent microgrid where the aggregator may reserve capacity on the day-ahead
market [99]. A distributed, iterative solution approach was proposed where consumer
agents update their demand forecast in response to a price signal broadcasted by the
aggregator. Optimization of the aggregator’s profit has also been considered for the
case where fixed rates are used for purchasing local renewable capacity and selling
power to local users [100]. A hybrid stochastic/robust optimization was proposed where
uncertainty in renewables is handled via a stochastic approach and uncertainty in the
spot price is handled via a robust approach. A similar market structure is considered
in [81]. In this formulation, the aggregator seeks to minimize its expected cost and
conditional value at risk using stochastic optimization. Deterministic optimization has
also been used to maximize the aggregator’s profit when energy can only be purchased
on the day-ahead market and recourse actions are limited to updating local generator
setpoints and shedding loads [101].
Scheduling of microgrids without an active aggregator has also been considered. For
a microgrid with a small number of participants, agents may negotiate billateral energy
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contracts with each other or purchase/sell power to the upstream macrogrid. A bidding
strategy based on robust optimization for such a microgrid has been proposed [102]. In
a microgrid with a larger number of participants, direct negotiation between each agent
may not be feasible. Instead, a market structure where each active user must commit
to a net energy production/consumption in a day-ahead market is proposed in [103].
An iterative, asynchronous negotiation based on minimizing each users’ expected cost
was proposed for establishing day-ahead commitments, and recourse optimization was
used to minimize the penalty each user incurred due to real-time deviation from their
commitment.
Finally, centrally controlled microgrids which participate in the auction process of
the power market have been considered. A hybrid stochastic/robust optimization for
constructing microgrid bidding curves on the day-ahead wholesale market has been pro-
posed in [82]. In this formulation, day-ahead clearing price and renewables output are
treated with a stochastic optimization approach, while expensive purchases on the real-
time market are minimized using a robust optimization approach. A market structure
where a distribution network operator negotiates energy exchange contracts directly
with microgrids has been considered in [93]. An iterative, distributed negotiation pro-
cess was proposed where the microgrids and network operator each solve a stochastic
optimization problem to maximize their own utility and then exchange information
about requested energy exchange contracts.
A common weakness in many of these previous scheduling approaches for grid-
connected systems is that they result in a residual load which is highly variable and
stochastic. Some of the proposed market systems help to mitigate load uncertainty
by encouraging microgrids to minimize their real-time energy purchases (e.g. [82, 99,
104]). However, residual load variability is treated only indirectly (e.g. by considering
quadratic cost and welfare functions which discourage high peak loads). Moreover, these
markets then introduce uncertainty into the volume and revenue of energy exchanges,
which exacerbates payback uncertainty and may deter potential microgrid investors. In
addition, auction rules must be carefully designed so that participants do not engage in
strategic bidding which results in a socially sub-optimal market clearing [105]. Finally,
implementation of certain auction-based or multi-agent markets may be impeded by
the reluctance of entities to reveal pertinent private information or by the scalability if
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iterative negotiations are required. Other approaches have been proposed to explicitly
reduce load variability (e.g. [106]), but they do not address the uncertainty.
The proposed market structure seeks to address these issues and explicitly reduce
both variability and uncertainty in the residual load. It differs from traditional feed-in
tariff or net metering systems primarily due to the day-ahead energy exchange com-
mitments that must be made. Also, unlike previous stochastic and robust scheduling
formulations, a chance-constrained scheduling problem is proposed which allows micro-
grid operators to optimize the expected economic performance based on point forecasts
while also ensuring that the likelihood of unexpected commitment violations is very
small.
4.3 Proposed Market
In this chapter, the focus is on centrally coordinated, small to medium sized microgrids
(e.g. those with a cumulative generation capacity < 1 MW), who are assumed to
exchange power with a larger power system (referred to as the macrogrid) operated by
a utility company. In order to arrive at a satisfactory market structure, one must first
identify the most salient objectives for each shareholder (i.e. the microgrid operator and
the utility company). Microgrid operators are primarily concerned with ensuring that
their energy demands can be met reliably and economically. Due to the stochasticity
in both loads and renewables availability, it is difficult to design a robust self-sufficient
microgrid system without significant oversizing of generation or storage, so the ability to
exchange power with the macrogrid is vital. In addition, microgrid units are generally
capital intensive with the assumption that they will yield economic benefits over their
lifespan on the order of years to decades. Therefore, it is important to reduce any
possible uncertainty in the design stage so that intelligent and economically efficient
investments can be made. On the other hand, the utility is concerned with how the
integration of microgrids into their operating area will impact their operations. Specific
concerns include the impact on the macrogrid power quality, amount of utility reserve
capacity that must be committed, and ramp-rates of utility-scale power plants. In
addition, the utility would prefer that microgrid residual load is low during peak hours
and high during off-peak hours (to ensure that base-load plants can continue to operate
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at a high utilization factor).
From the microgrid operator perspective desirable market characteristics would be:
 The microgrid should be able to import and export power as needed
 Rates for buying and selling power should be known during project planning so
that estimates of financial payback can be made
It should be emphasized that this discussion is targeted towards single agent medium
and small microgrids, and that larger microgrids may be more willing to participate in
auction-based markets since they have less demand/generation uncertainty and more
bargaining power.
For the utility, desirable market characteristics would be:
 Power demand/supply from the microgrids should be known sufficiently ahead of
time so that utility plants can be committed/ramped appropriately
 The ramp-rates of the macrogrid should be mild
 Microgrid operators should be fined for deviating from the committed schedule as
it may require utilities to engage in expensive corrective action
 Microgrids should supply power to the macrogrid during peak hours over non-peak
hours
It should also be noted that the utility would likely be connected to many such micro-
grids as well as their non-microgrid customers. Thus, small deviations from the expected
power exchange of an individual microgrid are unlikely to have a significant impact due
to the smoothing effect of aggregation. This is especially true if each microgrid’s devi-
ation is a Gaussian-like process.
Motivated by this discussion, we propose a market structure which has a fixed tariff
structure and requires microgrid operators to supply the utility with day-ahead com-
mitments for net hourly energy exchange. In addition, the maximum difference between
energy exchange commitments from hour-to-hour is constrained. The fixed tariff struc-
ture may be time-of-use (but not real time) in order to incentivize shifting load away
from peak-hours. Finally, microgrid operators are allowed to deviate a small amount
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from their energy exchange commitment without penalty, but are heavily penalized
outside of this small interval.
This market structure has two important market parameters, namely the schedule
elasticity and schedule adaptability. The schedule elasticity is the maximum deviation
from the committed energy exchange before penalties are incurred. The schedule adapt-
ability is the maximum hour-to-hour difference between energy exchange commitments.
Thus, residual load variability and uncertainty are explicitly reduced by lowering these
schedule elasticity and adaptability values. It is envisioned that these market param-
eters would be fixed during the microgrid project planning stage, i.e. via a long term
contract between the microgrid and utility company. The electricity tariffs, feed-in
tariffs, and fixed charges over the contract life would also be agreed to at this time.
Therefore, this could be implemented in a manner similar to existing power purchase
agreements.
During operation, the microgrid operators communicate a 24-hour-ahead energy
exchange commitment to the utility company at the start of every hour. The power ex-
change is then metered over the subsequent hour, and the microgrid operators billed (or
remunerated, if applicable) based on the volume of energy exchange and any potential
commitment violation (based on the commitment value that was previously established
for that time period).
This proposed market structure has several important advantages over previously
considered microgrid market structures. Unlike net metering or simple feed-in tariff
schemes, microgrid operators are obligated to provide energy exchange commitments
to reduce the uncertainty that the utility must mitigate. In addition, the schedule
adaptability can be tuned to reduce the load variability. Unlike auction-based market
systems (e.g. [107]), the microgrid operators are provided with stable rates that they can
use for financial analysis before initial investment and expansion planning. Moreover,
the proposed market system is scalable since there is no iterative negotiation involved
to reach a market equilibrium. The framework may also enable microgrid operators to
negotiate more attractive electricity rates or lower fixed costs, e.g. in exchange for tighter
schedule elasticity or adaptability values, since the residual load is easier to service.
Finally, the proposed market structure may be considered similar to some industrial
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demand side management programs (e.g. the system in [108]) wherein large, energy-
intensive industrial customers negotiate an energy exchange commitment curve with the
utility. Important differences in this work are that the load curve is unilaterally decided
by the microgrid operators, there is some permissible deviation from commitments, and
microgrids have significant generation/storage capacity in addition to load. In addition,
there are differences in the inherent challenges in each problem (i.e. load and renewables
stochasticity for the microgrid vs. job-shop constraints for industrial customers).
4.4 Model Formulation
The microgrid considered includes photovoltaics (PV), microturbines, a battery, and a
bi-directional connection to the macrogrid. The energy flow diagram is shown in Fig.
4.1. The microgrid is operated to minimize the cost of meeting the power demand
through local generation, dispatch of storage devices, and power exchange with the
macrogrid. This chapter focuses on the scheduling problem which consists of deciding
first-stage variables and predicting second-stage variables. Optimal scheduling is needed
to ensure that real-time operation is both feasible and economical. The first- and second-
stage variables of the problem considered are shown in Table 4.1. Note that even
though microturbines can be started very quickly (i.e. order of minutes), the number of
committed microturbines is fixed as a first-stage variable to prevent frequent startups
and shutdowns during dispatch which would result in excessive unit wear and premature
failure. Similarly, the battery charging/discharging state is fixed as a first-stage variable
to prevent excessive intra-hour charging and discharging cycles in response to short term
demand fluctuations which could increase the battery degradation.
The scheduling problem is formulated as a discrete-time optimization with 1 hour
time periods. A receding horizon of 48 hours is used in the optimization. The opti-
mization initiated at the start of time period kc considers a 48-hour planning horizon
identified as:
H(kc) := {kc, kc + 1, kc + 2, ..., kc + 47} (4.1)
In the proposed market structure, microgrid operators must provide an estimate of
their hourly net energy exchange with the macrogrid one day ahead of time to allow
adequate time for scheduling of large power plants. The optimization horizon is split up
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Figure 4.1: Energy flow diagram of the microgrid system considered.
Table 4.1: First- and Second-Stage Variables in the Scheduling Problem
First-Stage Variables Second-Stage Variables
Microturbine on/off states Microturbine setpoints
Battery charge/discharge state Battery setpoint
Energy exchange commitment Power exchange with the utility
PV curtailment
into two distinct phases because of this day-ahead commitment. In the first 24 hours,
scheduled power exchange must lie close to the previously established commitments. In
the latter 24 hours no commitments have been made. Thus, the optimization horizon
can be divided into two subsets:
H1(kc) := {kc, kc + 1, kc + 2, ..., kc + 23} (4.2)
H2(kc) := {kc + 24, kc + 25, kc + 26, ..., kc + 47} (4.3)
Given that there is significant stochasticity in both microgrid-scale load and renew-
able availability, the scheduling problem is formulated as a chance-constrained optimiza-
tion problem. This problem is then transformed into a MILP which can be solved using
standard methods.
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4.4.1 Macrogrid Exchange
The net power exchange with the macrogrid is given by:
Pg(k) = Pbuy(k)− Psell(k) ∀k ∈ H(kc) (4.4)
where Pbuy is power bought from the macrogrid, Psell is power sold to the macrogrid,
and Pg is the net power exchange with the macrogrid. The scheduling optimization is
formulated as a discrete-time problem with a sampling time denoted by ∆T . The energy
exchange with the macrogrid over a single time period is given by Pg(k)∆T . Since ∆T=
1 hour and units of kW and kWh are used in this work, the ∆T will not be shown when
converting between power and energy units in subsequent equations.
In the proposed market structure, energy exchange commitments have some max-
imum hour-to-hour difference, and microgrids are penalized for large deviations from
their commitments. The schedule adaptability, δ, is the maximum hour-to-hour com-
mitment difference:
|Egc(k)− Egc(k − 1)| ≤ δ (4.5)
where Egc is the energy exchange commitment. This equation can be reformulated to
remove the absolute value operator:
− δ ≤ Egc(k)− Egc(k − 1) ≤ δ (4.6)
A high adaptability gives microgrid operators more freedom to shape their energy ex-
change schedule to match forecasted renewables output, while a low adaptability re-
duces ramping requirements for macrogrid power plants. The schedule elasticity, γ, is
the maximum permissible deviation from energy exchange commitments before market
penalties are incurred:
Ev(k) = max
(
0,
∣∣Egc(k)− Pg(k)∣∣− γ) (4.7)
where Ev is the commitment violation, which is penalized at a high rate. A high
elasticity allows microgrid operators more freedom to update their energy exchange as
uncertain conditions are realized, while a low elasticity reduces the uncertainty in the
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hourly residual load. This equation can be reformulated into a set of linear inequalities
to remove the max and absolute value operators:
Ev(k) ≥ Egc(k)− Pg(k)− γ ∀k ∈ H1(kc) (4.8)
Ev(k) ≥ Pg(k)− Egc(k)− γ ∀k ∈ H1(kc) (4.9)
The schedule adaptability and elasticity are tunable market parameters that would be
negotiated at the project planning phase. In the case study presented in Section 4.5, the
effect of these parameters on the microgrid performance and energy exchange regulation
will be investigated by varying them within a specified range.
The microgrid operator must make a new day-ahead energy exchange commitment
each hour. Auxiliary variables, Eexpgc , are introduced to represent the microgrid opera-
tor’s expected energy exchange commitments over the latter 24 hours of the scheduling
horizon (i.e. if forced to make commitments for all those hours right now, these would
be the best values). After each scheduling optimization, a new energy exchange com-
mitment is submitted to the utility company:
Egc(kc + 24)← Eexpgc (kc + 24) (4.10)
Once a commitment has been established, it cannot change in future time periods.
These expected commitments are treated with constraints similar to the real com-
mitments. For example, they are constrained to ensure that (4.6) is not violated:
− δ ≤ Eexpgc (kc + 24)− Egc(kc + 23) ≤ δ (4.11)
− δ ≤ Eexpgc (k)− Eexpgc (k − 1) ≤ δ ∀ k ∈ H2(kc) \ kc + 24 (4.12)
They are also used to quantify expected commitment violations in the latter half of the
optimization horizon:
Ev(k) ≥ Eexpgc (k)− Pg(k)− γ ∀k ∈ H2(kc) (4.13)
Ev(k) ≥ Pg(k)− Eexpgc (k)− γ ∀k ∈ H2(kc) (4.14)
Finally, the microgrid operator should make energy exchange commitments which are
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both economical and unlikely to be violated. A commitment deviation, Λ, can be defined
as the difference between the expected energy exchange and the actual commitment
value supplied to the utility:
Λ =
∣∣Pg(kc + 24)− Eexpgc (kc + 24)∣∣ (4.15)
where it is desirable to have a commitment deviation close to zero (i.e. the microgrid
operator should not mislead the utility about expected energy exchange). Again, this
can be reformulated to remove the absolute value operator:
Λ ≥ Pg(kc + 24)− Eexpgc (kc + 24) (4.16)
Λ ≥ Eexpgc (kc + 24)− Pg(kc + 24) (4.17)
4.4.2 Microturbines
Microturbines serve as a dispatchable power source. For simplicity, only a single model is
considered in this paper, and the individual units are considered to be indistinguishable:
xm(k) ∈ {0, 1, 2, ..., Nm} ∀ k ∈ H(kc) (4.18)
where xm is the number of microturbines turned on, and Nm is the number of microtur-
bines installed. When on, microturbines must operate at a power, Pm, between some
maximum and minimum setpoint to maintain stable operation:
xm(k)P
lo
m ≤ Pm(k) ≤ xm(k)P upm ∀ k ∈ H(kc) (4.19)
Fuel usage, Fm, is taken to be an affine function of power output:
Fm(k) = Pm(k)Fm,var + xm(k)Fm,fix ∀ k ∈ H(kc) (4.20)
where Fm,var and Fm,fix are constant coefficients.
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Startup events are tracked and penalized in the objective function since they con-
tribute extra wear and fuel usage:
ym(k) ≥ xm(k)− x(k − 1) ∀ k ∈ H(kc) (4.21)
where ym is the number of microturbines startups. Note that x(kc − 1) refers to true
current value for the number of turbines on. A similar argument can made for all
equations that have coupling over time, but they will not be explicitly stated in the
interest of brevity.
4.4.3 Battery Bank
A battery bank is used to store and dispatch power. The storage level in the battery,
Eb, is governed by the discretized ordinary differential equation:
Eb(k) = Eb(k − 1) + Pc(k)ηc − Pd(k)
ηd
∀ k ∈ H(kc) (4.22)
where Pc and Pd are power charged and discharged, respectively, and ηc and ηd are
charging and discharging efficiencies, respectively. The energy level of the battery
must lie somewhere between its maximum capacity and minimum capacity (Eb,max
and Eb,min, respectively) to prevent deep discharges which shorten battery life. The
battery power is also constrained since the battery efficiency is much lower during rapid
charing/discharging. This also prevents temperature spikes which could damage the
battery. Finally, it is constrained to either be charging or discharging in each time
period. The feasible range of battery operation can then be described by:
Pmaxd (k) ≤ 0.1Eb,maxχb(k) ∀ k ∈ H(kc) (4.23)
Pmaxc (k) ≤ 0.1Eb,max
(
1− χb(k)
) ∀ k ∈ H(kc) (4.24)
Pmaxd (k) ≤
(
Eb(k − 1)− Eb,min
)
ηd ∀ k ∈ H(kc) (4.25)
Pmaxc (k) ≤ (Eb,max − Eb(k − 1)) /ηc ∀ k ∈ H(kc) (4.26)
0 ≤ Pd(k) ≤ Pmaxd (k) ∀ k ∈ H(kc) (4.27)
0 ≤ Pc(k) ≤ Pmaxc (k) ∀ k ∈ H(kc) (4.28)
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where χb is a binary variable which is equal to 1 when discharging, and P
max
c and P
max
d
are auxiliary variables which describe the maximum feasible setpoints for Pc and Pd,
respectively. Like microturbine startups, cycling of the battery bank is tracked and
penalized in the objective function:
ψb(k) ≥ χb(k)− χb(k − 1) ∀ k ∈ H(kc) (4.29)
where ψb is a binary variable indicating cycling.
4.4.4 Photovoltaic Power
PV power can be curtailed if desired:
0 ≤ Ps(k) ≤ Pmaxs (k) ∀ k ∈ H(kc) (4.30)
where Ps is the actual PV power generated and P
max
s is the forecasted power generation
when operating at the maximum power point.
4.4.5 Power Balance
In each time period, the expected generation, consumption, import, and export of power
must be balanced based on the expected value of second-stage variables:
Pm(k) + Pd(k)− Pc(k) + Pg(k) = P`(k)− Ps(k) ∀ k ∈ H(kc) (4.31)
where P` is the forecasted load. However, there are inherent forecasting errors in the
load and PV availability values. The first-stage variables should be chosen such that
forecasting errors will not lead to an unexpected increase in commitment violations since
these are severely penalized. For this purpose, the chance-constrained power balance
(4.32) is used:
Prob
 Pˆm(k) + Pˆd(k)− Pˆc(k) + Pˆg(k)
= Pˆ`(k)− Pˆs(k)
∣∣∣∣ Eˆv(k) ≤ Ev(k)
xm(k), χb(k)
 ≥ α ∀ k ∈ H(kc) (4.32)
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where the second-stage variables denoted with a circumflex (e.g. Pˆm) refer to the realized
values after uncertainty has been revealed and recourse action has been taken. This
equation states that, after revealing the true values for PV availability and demand, the
energy balance can be satisfied without increasing Ev (and without changing discrete
unit states) with at least a probability of α, where 1−α is a small value. In this chapter,
α is chosen to be 0.95.
Chance-constrained equations cannot be directly used in standard optimization
solvers, so (4.32) is transformed into a set of linear inequalities based on forecasted
values for the stochastic parameters. Full discussion of the forecasting of load and PV
output is beyond the scope of this chapter; instead, simple noise corruption of the true
load values is used to simulate this forecasting. The forecasted values are given by:
P`(k) = Pˆ`(k) + e`(k) (4.33)
Pmaxs (k) = Pˆ
max
s (k) + es(k) (4.34)
where the forecasting errors, e` and es, are assumed to be zero-mean and normally
distributed [109]. The standard deviations are described by :
σ`(k) = Pˆ`(k)
(
0.13 + 0.015
k − kc
47
)
(4.35)
σs(k) = min
(
Pˆmaxs (k)
3
, Ps,rated
(
.17 + .05
k − kc
47
))
(4.36)
where the relative uncertainty is assumed to increase further into the future, and the
relative PV power uncertainty is higher when solar radiation levels are low (i.e. sunrise,
sunset, and cloudy periods) [110, 111]. The magnitude of the uncertainty is based on
the errors reported in relevant forecasting literature [111, 112].
In reality, the uncertainty distribution and magnitude will vary depending on the
load shape (i.e. type of end-user) and geographic location. Therefore, some numerical
values reported later in Section 4.6 (e.g. microgrid operating cost) will depend on the
case study specifics. However, the results should be generic in terms of effectiveness of
the market structure at reducing residual load uncertainty and variability, and in terms
of trends in the microgrid performance. The inherent uncertainty of the microgrid’s load
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and renewables production should be considered during the negotiation of appropriate
values for schedule elasticity and adaptability. Also note that other probability distri-
butions could be used for e` and es. Normal distributions are used here for simplicity
and because they are a common assumption.
Eq. (4.32) can be satisfied by ensuring that the probability of over- and under-
commitment are both less than (1− α)/2. This is captured in (4.37) and (4.38):
Prob
 Pˆm(k) + Pˆd(k)− Pˆc(k) + Pˆg(k)
≥ Pˆ`(k)− Pˆs(k)
∣∣∣∣ Eˆv(k) ≤ Ev(k)
xm(k), χb(k)
 ≤ 1− α
2
∀ k ∈ H(kc)
(4.37)
Prob
 Pˆm(k) + Pˆd(k)− Pˆc(k) + Pˆg(k)
≤ Pˆ`(k)− Pˆs(k)
∣∣∣∣ Eˆv(k) ≤ Ev(k)
xm(k), χb(k)
 ≤ 1− α
2
∀ k ∈ H(kc)
(4.38)
These equations limit commitment violations that occur due to having too much or too
little capacity committed, respectively. To avoid commitment violations due to gener-
ating excess local power, units can always be operated at their minimum feasible power
contributions and all renewable power can be curtailed. Similarly, to avoid commitment
violations due to insufficient local generation, units can be operated at their maximum
feasible power contributions with no renewable curtailment.
Using these assumptions, (4.37) can be reformulated as (4.39) and (4.40):
xm(k)P
lo
m − Pmaxc (k) + Egc(k)− γ − Ev(k)
≤ P`(k) + Φ−1
(
1− α
2
)
σ`(k)
∀ k ∈ H1(kc) (4.39)
xm(k)P
lo
m − Pmaxc (k) + Eexpgc (k)− γ − Ev(k)
≤ P`(k) + Φ−1
(
1− α
2
)
σ`(k)
∀ k ∈ H2(kc) (4.40)
In these equations, Φ−1(p) is the inverse cumulative distribution function of the standard
normal distribution evaluated at probability p. To obtain these equations, the realized
values of dispatch decisions are replaced by their minimum value, the uncertainty of the
demand is evaluated at the required probability level (note that PV power is curtailed
and thus not evaluated), and the equality is replaced by an inequality. In short, these
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linear inequalities ensure that there exists a feasible setpoint for second-stage dispatch
decisions such that the energy balance is maintained without having to increase Ev when
the demand is very low. Similarly, (4.38) can be reformulated as (4.41) and (4.42):
xm(k)P
up
m +P
max
d (k) + Egc(k) + γ + Ev(k)
≥ P`(k)− Pmaxs (k) + Φ−1
(
1 + α
2
)√
σ2` (k) + σ
2
s(k)
∀ k ∈ H1(kc) (4.41)
xm(k)P
up
m +P
max
d (k) + E
exp
gc (k) + γ + Ev(k)
≥ P`(k)− Pmaxs (k) + Φ−1
(
1 + α
2
)√
σ2` (k) + σ
2
s(k)
∀ k ∈ H2(kc) (4.42)
In these equations, the realized values of dispatch decisions are replaced by their maxi-
mum value, and the uncertainty of the net demand minus PV power is evaluated at the
required probability level. These equations ensure that there exists a feasible setpoint
for second-stage dispatch decisions such that the energy balance is maintained without
having increase Ev when the net demand is high and renewables availability is low.
Eqns. (4.39)-(4.42) are used in place of (4.32) in order to obtain a MILP formulation
for the scheduling problem.
4.4.6 Objective Function
The objective function to be minimized is the expected cost over the scheduling horizon.
The expected operational cost for the horizon starting at time period kc is given by:
∑
k∈H(kc)
[
ζvEv(k) + ζgasF (k) + ζbuy(k)Pbuy(k)− ζsell(k)Psell(k)
+ ζmym(k) + ζbψb(k)
]
− ζstore(kc + 47)Eb(kc + 47) + ζΛΛ
(4.43)
where ζ are cost coefficients or penalty weights. The terms are the penalty for commit-
ment violations, cost of fuel consumed, cost and revenue from power exchange with the
macrogrid, microturbine startup costs, battery cycle costs, value of the terminal battery
storage level, and the commitment deviation penalty, respectively. Energy left in the
battery is valued since it can be sold or used in the future. Note that this terminal
storage value is only used due to the finite horizon formulation, and neither it nor the
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Figure 4.2: Duration curves for aggregate (a) power demand and (b) PV power in the
case study considered. Data obtained from Pecan Street Inc. Dataport.
commitment deviation penalty are included when calculating the realized cost.
4.4.7 Scheduling Formulations
The chance-constrained scheduling problem is the MILP:
Minimize (4.43)
Subject to: (4.4), (4.8)− (4.9), (4.11)− (4.14), (4.16)− (4.31), (4.39)− (4.42)
In order to provide a consistent frame of reference for the results, two alternate
scheduling formulations are used. One, referred to as the business-as-usual (BAU) case,
does not require microgrid operators to make energy exchange commitments. This
formulation will be used to evaluate the impact of the proposed market structure on the
results. Since the BAU case cannot have commitment violations, the relevant constants
and terms in the objective function are removed.
The other alternative, referred to as the deterministic case, requires microgrid op-
erators to make energy exchange commitments, but does not incorporate consideration
of the uncertainty into the scheduling optimization. In other words, (4.39)-(4.42) are
removed from the problem. This approach will be used to evaluate the importance and
effect of accounting for stochasticity during scheduling.
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Table 4.2: Microturbine Model Parameters
P upm (kW) 30 Fm,var 2.7
P lom (kW) 3 Fm,fix (kW) 15.6
Nm 4 ζm ($) 3
4.5 Case Study
A case study is considered for a microgrid serving a community of residential customers.
A one year dataset of aggregate residential load and rooftop PV output is used to com-
pare these different approaches to the scheduling problem. Recorded data of actual load
and PV output in Austin, TX was obtained from the Pecan Street Inc. Dataport 2. Du-
ration curve representations of these datasets are shown in Fig. 4.2. The microturbine
and battery sizes were chosen empirically based on the system load and the parameters
are shown in Tables 4.2 and 4.3, respectively.
A time-of-use pricing scheme (shown in Table 4.4) is used for energy exchange with
the macrogrid based on reported time-of-use energy tariffs for Austin Energy3. A con-
stant natural gas price of 2.27 ¢/kWh is used. The commitment violation penalty rate,
ζv, is taken to be 30.6 ¢/kWh (3x the on-peak electricity tariff). The commitment
deviation penalty coefficient ζΛ is taken to be 100. The value of energy stored in the
battery is based on the feed-in tariff after the optimization horizon:
ζstore(k) =
ζsell(k + 1) + ζsell(k + 2) + ζsell(k + 3)
3
The results are analyzed as the two market parameters, schedule elasticity and
schedule adaptability, are independently varied from 10-60 kWh. The MILP optimiza-
tion problems are formulated in GAMS and solved with the CPLEX 12 solver to within
a relative optimality gap of 1%. The realized values of second-stage variables are cal-
culated in MATLAB. Total computation time for simulation of all three scheduling
approaches is 90 minutes on a 2.67 GHz Intel Xeon W3520 with 4 GB RAM.
2https://dataport.pecanstreet.org/
3http://en.openei.org/wiki/Utility_Rate_Database (Accessed December 3, 2015)
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Table 4.3: Battery Model Parameters
Eb,max (kWh) 600 ηd 0.95
Eb,min (kWh) 120 ηc 0.9
ζb ($) 60
Table 4.4: Time-of-Use Pricing Scheme
Rate Applicable Times
ζbuy ζsell
(¢/kWh) (¢/kWh)
Off-Peak 10PM-6AM 4.34 0
Mid-Peak 6AM-10PM (except On-Peak) 7.68 3.57
On-Peak Weekdays June-Sept., 2PM-8PM 10.19 6.07
4.5.1 Calculation of Realized Second Stage Variables
After each scheduling optimization is performed, the true values for demand and PV
availability for the next hour are revealed and the second stage variables are calcu-
lated. To do so, the setpoints for the battery and microturbine are initially set at their
scheduled values, the PV curtailment is set to 0, and the grid power is set as close
to the scheduled value as possible without commitment violations. If demand exceeds
generation, the dispatch of microturbines is increased first, then batteries, then the
macrogrid. If generation exceeds demand, the dispatch of microturbines is decreased
first, then batteries, then the macrogrid (until the energy exchange commitment would
be violated), and finally PV power is curtailed. If there is still excessive generation,
the contribution of the grid is decreased further. This strategy minimizes commitment
violations and renewables curtailment. First-stage variables are not allowed to change
from their scheduled values.
4.6 Results and Discussion
4.6.1 Power Exchange with the Macrogrid
Figs. 4.3 and 4.4 show the frequency and magnitude of realized commitment violations
for both the deterministic and chance-constrained scheduling approaches. Considering
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Figure 4.3: Complimentary empirical cumulative distribution function of commitment
violations when schedule adpatability is 30 kWh.
uncertainty at the scheduling stage via the chance-constrained approach reduces the
frequency of commitment violations by an order of magnitude versus the deterministic
scheduling approach. Fig. 4.3 shows that increasing the schedule elasticity decreases
the frequency and magnitude of violations since microgrid operators are given more
freedom to deviate from commitments before penalties/violations are incurred. In Fig.
4.4 there is no clearly identifiable trend between schedule adaptability and commitment
violations. As microgrid operators are given more freedom to establish a schedule which
aggressively tracks renewable output, they are still able to meet their energy exchange
commitments with a similar level of satisfaction. For practical purposes, the uncertainty
in the residual load is equal to the schedule elasticity since commitment violations are
infrequent (i.e. ≤1.5% of the time). The frequency and magnitude of commitment
violations could be further reduced by incorporating flexible loads (in particular heating
and air conditioning) into the scheduling problem.
Fig. 4.5 shows how the tuning of market parameters affects the residual load variabil-
ity. In the BAU case, there is a large increase in this variability versus the unmodified
power demand. This high variability significantly increases the ramping requirements
on the macrogrid. The proposed market structure can be used to reduce or largely
eliminate these high ramping requirements through a proper selection of the schedule
elasticity and adaptability. For a sufficiently low schedule adaptability and elasticity,
the distribution of step sizes approaches that of the unmodified power demand with the
exception of a small number of larger steps when commitment violations are incurred
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Figure 4.4: Complimentary empirical cumulative distribution function of commitment
violations when schedule elasticity is 30 kWh.
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Figure 4.5: Distribution of step sizes in energy exchange with the macrogrid for the un-
modified load, load minus all available renewable power, chance-constrained scheduling
results, and deterministic scheduling results. Load and PV data obtained from Pecan
Street Inc. Dataport.
(see the sharp peak in Fig. 4.5a near 100%).
Fig. 4.6 shows how the tuning of market parameters affects the annual peak load.
122
10 20 30 40 50 60
200
225
250
275
300
325
350
Pe
ak
 L
oa
d 
(k
W
)
Schedule Adapatability,  (kWh)
  = 60 kWh
  = 40 kWh
  = 30 kWh
  = 10 kWh
(a) Chance-constrained scheduling approach
10 20 30 40 50 60
200
225
250
275
300
325
350
Pe
ak
 L
oa
d 
(k
W
)
Schedule Adapatability,  (kWh)
  = 60 kWh
  = 40 kWh
  = 30 kWh
  = 10 kWh
(b) Deterministic scheduling approach
Figure 4.6: Annual peak load vs. market parameters.
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Figure 4.7: Realized operating cost vs. schedule adaptability.
For the BAU case, the annual peak load is 358 kW. The peak load is lower under
the proposed market structure over the entire parameter space investigated for both
the chance-constrained and deterministic scheduling approaches. This peak load is
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particularly reduced when the schedule adaptability is set very low (up to ∼30-40%
reduction when δ = 10 kWh). Varying the schedule elasticity is observed to have only
a mild impact on these results. Annual peak load determines the generation capacity
needed by the macrogrid, and reducing it helps to lower macrogrid energy costs.
4.6.2 Operating Cost
Fig. 4.7 shows the average microgrid operating cost as the two market parameters are
changed. The cost in both chance-constrained and deterministic scheduling approaches
is significantly higher than the BAU cost, though relaxing the market parameters re-
duces the cost. As schedule elasticity is decreased, microgrid operators are allowed less
freedom to deviate from economically poor commitments that are made due to inaccu-
rate load and renewables forecasts. In addition, commitment violation penalties increase
as the elasticity is lowered. Finally, when the elasticity is low, the chance-constrained
optimization must commit more microturbines even when they have low expected uti-
lization because the macrogrid connection cannot supply much reserve capacity. The
cost also decreases as the schedule adaptability is increased. This is largely due to the
fact that a higher schedule adaptability allows microgrid operators to achieve a higher
utilization of the freely available solar power, as will be shown in Section 4.6.3. This
decrease in cost versus adaptability tapers off as the renewables utilization approaches
100 %. Finally, the operating cost is higher in the chance-constrained approach than
the deterministic approach since the scheduling results are inherently more conservative
in order to ensure that the probability of incurring commitment violations is very small.
On average, the chance-constrained scheduling approach is 4% more expensive than the
deterministic scheduling approach.
In addition to curtailment of renewables, the cost under the proposed market struc-
ture is high since flexibility is provided solely via microturbines and the battery. Micro-
turbines are less electrically efficient and more costly than utility-provided power, but
they may be more attractive when used for cogeneration. This was not considered in
this work to maintain simplicity. In addition, the battery cycling cost is based on the
replacement cost which is significant. The BAU case has a lower energy supply cost
because it uses these units relatively infrequently and typically relies on the macrogrid
connection for providing any needed balancing power. The relative cost depends on the
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Figure 4.8: Curtailed PV power vs. schedule adaptability.
case study specifics, but the incorporation of active loads is expected to significantly
improve this trade-off between regulation and economic performance (e.g. heating and
cooling loads can be shifted at little opportunity cost).
4.6.3 Utilization of Renewables
Fig. 4.8 shows the amount of available solar power curtailed. Curtailment can reach
extreme values of >20% when energy exchange with the macrogrid is very tightly reg-
ulated. However, increasing the schedule elasticity and/or the schedule adaptability
allows microgrid operators to achieve a higher utilization of renewables. Fig. 4.8a
shows that, with a high schedule adaptability, microgrid operators are able to utilize
over 95% of available PV power even when the schedule elasticity is low. As previously
mentioned, the chance-constrained scheduling approach is inherently more conservative
than the deterministic approach which results in more curtailment of PV power. How-
ever, this curtailment is at worst 3.7 percentage points higher than the deterministic case
over the entire parameter space investigated. The renewables utilization under strict
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Figure 4.9: Local fuel efficiency for the chance-constrained scheduling approach.
market regulation could be improved by incorporating flexible loads into the scheduling
and dispatch of the microgrid system as it would provide another potential use for the
power that cannot be exported to the grid.
4.6.4 Local Fuel Efficiency
Fig. 4.9 shows the overall microturbine fuel efficiency achieved in the chance-constrained
scheduling approach. As the schedule adaptability is increased at constant schedule
elasticity, the average fuel efficiency decreases. Utilization of PV power increases with
the adaptability, but this introduces more uncertainty into the power balance. This
leads to more frequent operation of microturbines at low power setpoints to provide
reserve capacity that can respond to stochasticity and a lower fuel efficiency. As the
schedule elasticity increases, the fuel efficiency improves because the grid connection can
respond more actively to realized stochasticity and there is less need for local reserve
capacity. Furthermore, when the schedule elasticity is high, microturbines are less likely
to need to be turned on due to a poor energy exchange commitment.
4.7 Conclusion
In this chapter, a novel market structure with constrained energy exchange is proposed
to reduce the disruptive impact of microgrids on the macrogrid. A case study for a
residential microgrid is used to show that the proposed market structure is able to sig-
nificantly reduce the uncertainty and variability of the microgrid residual load. The
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magnitude of this uncertainty and variability reduction depends on the choice of two
tunable market parameters, the schedule elasticity and schedule adaptability. Under
sufficiently tight energy exchange regulation, the macrogrid ramping requirements for
serving the residual load are practically indistinguishable from serving the unmodi-
fied power demand. When stochasticity is incorporated into the microgrid scheduling
problem via the proposed chance-constrained formulation, the empirical probability of
exceeding the allowed elasticity (or equivalently, the probability of having any commit-
ment violation) in a given hour is less than 1.5% for all the combinations of market
parameters studied. Not accounting for stochasticity during scheduling resulted in an
order of magnitude increase in the probability of incurring commitment violations.
There is a degradation in microgrid performance as the level of regulation increases.
Most importantly, the operating cost and curtailment of available renewable power rise
sharply under tight regulation. The fuel efficiency and environmental performance of
the microgrid may also be negatively impacted by increasing regulation. These trends
may limit the level of regulation that can be achieved without rendering microgrids eco-
nomically infeasible. However, there is a range of market parameters where reasonable
trade-offs between energy exchange regulation and microgrid performance is observed.
The chance-constrained scheduling approach has slightly worse performance in these
areas, but is significantly better at fulfilling energy exchange commitments. Finally,
the cost of meeting energy exchange commitments was shown to be significant, but the
incorporation of controllable loads and cogeneration into the scheduling and dispatch
can be used to reduce this cost; this will be addressed in the next chapter.
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4.8 Nomenclature
Table 4.5: Nomenclature - Sets/Indicies
k Time periods H(k) Planning horizon
H1(k) Portion of planning horizon H2(k) Portion of planning horizon
with commitments without commitments
Table 4.6: Nomenclature - Parameters
α Confidence level e` Power load forecast error
γ Schedule elasticity es Solar power forecast error
δ Schedule adaptability Eb,max Maximum battery storage level
ζΛ Commitment deviation cost Eb,min Minimum battery storage level
ζb Battery cycle cost Egc Energy exchange commitment
ζbuy Power purchase cost Fm,fix Microturbine fixed fuel consumption
ζgas Natural gas cost Fm,var Microturbine marginal fuel consumption
ζm Microturbine start up cost Nm Number of microturbines installed
ζsell Feed-in tariff P` Forecasted power load
ζstore Battery storage value Pˆ` True power load
ζv Commitment violation cost Pm,lo Minimum microturbine setpoint
ηc Battery charging efficiency Pm,up Maximum microturbine setpoint
ηd Battery discharging efficiency P
max
s Forecasted solar power available
σ` Load error standard deviation Pˆ
max
s True solar power available
σs Solar error standard deviation Ps,rated Solar panel rated power
Table 4.7: Nomenclature - Binary Variables (1 =⇒ True)
χb Is battery charging ψb Is battery cycled
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Table 4.8: Nomenclature - Integer Variables (∈ {0, 1, 2, ...})
xm Number of microturbines on ym Number of microturbines started up
Table 4.9: Nomenclature - Continuous Variables
Λ Commitment deviation Pd Planned power discharged
Eexpgc Expected exchange commitment Pˆd True power discharged
Ev Planned commitment violation P
max
d Maximum power discharged
Eˆv True commitment violation Pg Planned power exchange
Eb Battery storage level Pˆg True power exchange
Fm Microturbine fuel usage Pm Planned microturbine power
Pbuy Planned power import Pˆm True microturbine power
Pc Planned power charged Ps Planned solar PV power
Pˆc True power charged Pˆs True solar PV power
Pmaxc Maximum power charged Psell Planned power export
CHAPTER 5
Scheduling and Supervisory Control for Cost Effective Load Shaping of
Microgrids with Flexible Demands
5.1 Introduction
In the last chapter, a market/regulatory structure for microgrids which sought to address
the issues of both variability and uncertainty in an intrinsic manner was proposed. Fun-
damentaly, this market structure explicitly limits both the uncertainty and variability
burden placed on utility companies by their customers who choose to install distributed
generation. This is achieved by requiring the residual load to lie close to day-ahead
commitments made by the microgrid operator. The results in Chapter 4 show that a
high level of regulatory performance can be achieved (i.e. residual load uncertainty and
variability can be reduced as desired). However, this also results in a 20-45% increase in
microgrid operating cost. This cost increase is primarily associated with enabling local
flexibility via microturbines and a battery bank alone.
A key improvement made in this chapter is to directly consider controllable loads
along with controllable generation and storage. By taking an integrated supply-side
and demand-side focus, the flexibility inherent in controllable loads can be used to meet
load shaping constraints at very little opportunity cost. In particular, space heating and
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cooling demands (which constitute a large fraction of the energy demands of residen-
tial and commercial customers) are an attractive candidate since they are ubiquitous
and can typically be shifted several hours with no impact on end-user comfort. Other
authors have shown that model predictive control of heating/cooling systems for build-
ings can result in substantial energy or cost savings (i.e. in the case of time-varying
electricity prices) by leveraging this inherent flexibility [113, 114]. Motivated by this,
the model presented in Chapter 4 is extended to consider a controllable air condition-
ing (A/C) system and the relevant building temperature dynamics. Furthermore, in
this chapter, a hierarchical control approach is formulated which considers not only the
hourly scheduling of such a system, but also the real-time control.
Past works have highlighted the potential benefits of integrating controllable loads
into microgrid power systems. Typically, these controllable loads have been used to
improve the performance of the microgrid in the context of time-varying and uncertain
market prices and/or end user demand. Past authors have considered cases where the
controllable loads are shiftable [97, 115, 116], curtailable [117], flexible [79, 118, 119], or
a combination thereof [81, 120]. They have shown that integrated supply and demand
management leads to reduced energy supply cost, renewable curtailment, environmen-
tal impact, and peak demand. However, these controllable loads have typically been
treated in a fairly abstracted/generalized manner. Exceptions do exist where a a spe-
cific, detailed controllable load is considered; for example, [118] considers a microgrid
coupled with a flexible reverse osmosis desalination system. Others have also considered
the integration of electric vehicles to serve as controllable storage/loads within a micro-
grid (e.g. [106, 121]). In this chapter, air conditioning is selected as a controllable load
both due to its intrinsic flexibility and because it is already a widely used technology
(i.e. unlike electric vehicles). Thus, the formulation developed is widely applicable,
and the results presented serve as a good general indicator of the potential for demand
management to enhance load shaping in microgrids.
From a technical perspective, the research in this chapter offers two important con-
tributions:
 A method is proposed for effectively integrating economic optimization at different
time scales for these microgrid energy systems.
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 A detailed dynamic simulation of a microgrid is developed in the Simulink envi-
ronment. This model is used to test the formulated supervisory controller, and it
has been made available online.
The first is important as many works in literature focus on scheduling or control of
microgrid systems at a single time scale, e.g. [78–80, 83–85, 87, 88, 91, 92, 95, 96,
98, 101, 102, 106, 115, 116, 119, 120]. In doing so, they risk missing degradation in
performance of the control system due to poor coordination between decision making at
different time scales (and over different prediction horizons). Furthermore, performance
degradation may result from inherent plant-model mismatch between the optimization
formulation and the true underlying dynamic system, or due to the discrete sampling
time of the optimization-based decision making. The second technical contribution of
this chapter helps to address this issue. The virtual microgrid model that has been
made publicly available provides an open-source platform that can be used to test
similar scheduling and supervisory control approaches. Thus, it enables researchers to
more easily reproduce published work, and they can this virtual microgrid as needed.
5.2 Model Formulation
To demonstrate that the desired load-shaping can be achieved in a cost-effective manner,
a microgrid supervisory control problem is formulated for the system shown in Figure
5.1. In the problem considered, several time scales naturally arise. In particular, a
slow time scale on the order of hours-days is associated with the evolution of storage
inventories (e.g. battery level), diurnal weather patterns, and the temperature dynamics
of solid building elements (e.g. thick concrete floors and external walls). Moreover,
energy exchange with the utility company must be coordinated on this time scale as
dictated by the market structure that was described in Chapter 4. A fast time scale on
the order of minutes-hours is associated with temperature dynamics of the indoor air
and fluctuations in demand and weather (e.g. cloud coverage).1
Thus, to effectively manage storage inventory and market participation, a planning
horizon of days is required. However, the control system must also update decisions
1An even faster time scale (on the order of seconds or less) is associated with setpoint tracking by the
various distributed energy units. This time scale is not considered by the central/supervisory controller
since established local control methods can be used for fast, offset-free tracking of these setpoints.
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Figure 5.1: System considered.
frequently to respond to intra-hour stochasticity, efficiently utilize all available renewable
energy, and prevent violating energy exchange commitments.
To effectively address this challenging control problem, a hierarchical approach is
proposed where centralized decision making occurs at two time scales: the scheduling
stage (which considers a time horizon of days) and the dispatch stage (which considers
a time horizon of hours). The primary goal of the scheduling stage is to optimize the
unit commitments (i.e. the discrete operating state of units), determine the trajectory
for slowly evolving system states (e.g. average building temperature), and coordinate
participation in the external power market. The primary goal of the dispatch layer is
to optimize the setpoint trajectory for each unit in order to minimize the short-run
operational cost, respond to disturbances, and keep the system on track to meet long-
term goals (e.g. building temperature, external energy exchange). An overview of the
information flow in this hierarchical scheme is shown in figure 5.2.
Receding horizon optimization is used for both the scheduling and dispatch problems.
An economic cost is minimized at both time scales since intra-hour disturbances (which
are only accounted for by the dispatch layer) can have a significant impact on the
overall operating cost. Due to the longer time horizon and mixed integer nature of the
scheduling problem, it utilizes a coarser temporal granularity and convex approximations
for the process dynamics.
In the following subsections, the market structure is outlined, and the optimization
problem is described. In the interest of readability and brevity, only key equations are
highlighted in the main body of the chapter, and the full optimization formulations can
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Figure 5.2: Overview of information flow in the proposed hierarchical control approach.
be found in Sections 5.8.1 and 5.8.2.
5.2.1 Market Structure
The market structure proposed in Chapter 4 is again used, so only a brief description
is provided here. The presentation is modified slightly since some decision making (i.e.
the dispatch layer) considers a finer temporal granularity than in Chapter 4.
Power is continuously exchanged with the utility company based on the difference
between local generation and consumption. This power is metered over a series of
balancing periods resulting in a net energy exchange over each balancing period:
Eg(h) =
∫
t∈h
Pg(t)dt (5.1)
where h is a balancing period index, Pg is the power load (i.e. the instantaneous
power exchange between the microgrid and utility company), and Eg is the net energy
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exchange2. In a discrete time formulation, this is calculated as:
Eg(h) =
∑
k∈h
Pg(k)∆T (5.2)
where ∆T is the time period length in the discrete-time formulation. A balancing period
of 1 hour is used (for example, net energy exchange would be metered over the period
from 8 AM to 9 AM).
Recall that, the uncertainty in the energy exchange over each balancing period is
explicitly limited by the market parameter called schedule elasticity :
− γ − Ev(h) ≤ Eg(h)− Egc(h) ≤ γ + Ev(h) (5.3)
where γ is the schedule elasticity parameter, Ev is a non-negative commitment violation
which the microgrid operator will be penalized for, and Egc is an energy exchange
commitment. Also recall that, variability in the residual load profile is explicitly limited
by limiting the hour-to-hour difference between commitments with a market parameter
called schedule adaptability :
Egc(h− 1)− δ ≤ Egc(h) ≤ Egc(h− 1) + δ (5.4)
where δ is the schedule adaptability. Microgrid operators must provide this energy
exchange commitment to the utility company 24 hours in advance. This gives utility
companies sufficient time to incorporate the information into their scheduling and dis-
patch decisions. Importantly, microgrid energy demands will always be met, but fines
are incurred for violating these restrictions (i.e. if Ev(h) 6= 0).
5.2.2 Microturbines
Microturbines generate power locally via combustion of natural gas. These units are
controllable and are treated as indistinguishable in the optimization formulation. The
aggregate power generated by microturbines is confined within some stable operating
2Note that in Chapter 4 no distinction was made between Pg and Eg since the decision-making and
analysis was all done at a sampling time of 1 hour. This is no longer the case in this chapter.
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range described by:
xm(k)P
lo
m ≤ Pm(k) ≤ xm(k)P upm (5.5)
where xm is the number of microturbines currently on, Pm is the total power output, and
P lom and P
up
m are the minimum and maximum setpoints for an individual microturbine.
Importantly, xm is a decision variable in the scheduling formulation, whereas it is treated
as a fixed parameter in the dispatch formulation (based on the decisions made in the
most recent scheduling iteration). This prevents the rapid on-off cycling of microturbines
in response to short-term stochasticity.
The primary cost of utilizing these microturbines comes from the fuel consumption,
which is taken to be an affine function of the power output:
Fm(k) = Fm,varPm(k) + Fm,fixxm(k) (5.6)
where Fm is the fuel consumption, and Fm,var and Fm,fix are positive constants. By
directly relating fuel consumption to power output (and leaving electrical efficiency
implicitly defined), one does not introduce any non-convexities and still achieves an
accurate representation of the performance at partial load [45].
In the scheduling formulation, an additional cost is accrued when turning on micro-
turbines due to the wear-and-tear incurred in these events.
5.2.3 Photovoltaic Panel
Fixed-angle photovoltaic panels generate renewable power on-site. The available renew-
able power is a function of the weather only and is not impacted by the control decisions.
This maximum available renewable power is computed before each optimization instance
based on the current system state and available weather forecasts. However, the PV
panels can be intentionally operated at sub-optimal conditions to use less than the
maximum available power. Thus, the PV power is curtailable rather than controllable:
0 ≤ Ps(k) ≤ Pmaxs (k) (5.7)
where Pmaxs is the weather-dependent renewable availability and Ps is the actual re-
newable power used. While not normally desirable, this curtailment of renewable power
136
may be necessary to avoid exporting too much power to the utility company and thereby
incurring commitment violations.
5.2.4 Battery
A battery bank is used for electrical energy storage. In Chapter 4, the battery was
modeled using a fixed cycle cost and constant efficiencies. In this chapter, the battery
model is improved by penalizing charing and discharging of the batter (i.e. deep cycles
are de facto more expensive than shallow cycles). Additionally, the battery efficiency
is not explicitly calculated (much like the microturbine modeling). Instead, losses are
imposed by calculating the energy lost to internal heat generation.
The change in the battery storage level is related to the apparent power and internal
heat generation:
Eb,max
(
ξb(k)− ξb(k − 1)
)
= ∆T
(
ηIPc(k)−Qc(k)− Pd(k)/ηI −Qd(k)
)
(5.8)
where Eb,max is the rated battery storage capacity, ξb is the battery state of charge
(SOC), ηI is the inverter efficiency, Pc is the power sent to the battery, Pd is the power
withdrawn from the battery, and Qc and Qd are internal heat generation due to charging
and discharging, respectively. Internal heat generation is related directly to the charging
and discharging power:
Qc(k) ≥ λc1Pc(k)2 (5.9)
Qd(k) ≥ λd1Pd(k)2 (5.10)
where the λ parameters are positive, empirical constants. Thus, the de facto efficiency
of the battery is lower if charging or discharging rapidly. In addition, the charging
efficiency is known to be lower when the battery is nearly full. This can be captured by
adding an additional inequality:
Qc(k) ≥ λc2Pc(k)2 + λc3Pc(k) + λc4ξb(k) + λc5 (5.11)
where this new constraint is active when the battery SOC is close to 1. This modeling of
internal heat generation also allows one to predict the battery electrolyte temperature
137
and prevent battery overheating which could cause irreversible damage. In the schedul-
ing formulation, a binary variable, χb, is introduced so that simultaneous charging and
discharging cannot be considered.
A storage value term is included in the objective function which rewards a high
battery SOC at the end of the planning horizon. Moreover, a soft-tracking constraint
is added to the dispatch problem:
b ≥ ξtargetb − ξb(kf ) (5.12)
where b is a storage shortfall which is penalized, kf is the final period in the planning
horizon, and ξtargetb is a target storage level. This target storage level is used to prevent
myopic closed-loop behavior due to the short planning horizon of the dispatch layer.
The value of ξtargetb is based on the storage trajectory in the solution of the scheduling
problem3. Thus, the dispatch layer is able to deviate from the long-term storage trajec-
tory (e.g. in response to realized disturbances), but is penalized for doing so because it
may compromise the ability to meet energy exchange commitments in the future.
Finally, the dispatch problem also considers the battery depth of charge (DOC)
in addition to the SOC. The DOC is the amount of energy accessible based on the
charging/discharging history. In particular, the DOC will be lower than the SOC during
prolonged periods of discharging. In the dispatch problem, the DOC is constrained to
lie above a minimum value since the internal resistance of the battery will diverge as the
DOC approaches 0. Similar considerations cannot be incorporated into the scheduling
problem due to their non-convexity4. However, the dispatch layer is generally able to
find a setpoint trajectory for the battery that satisfies other needs and does not violate
this minimum DOC constraint.
5.2.5 Building Thermal Model
The building is modeled as a set of air conditioned thermal zones, a set of solid building
elements (e.g. walls, floors, etc.), and a set of plenum spaces (where air is returned
3 E.g., if the dispatch planning horizon ends at 9:34 AM, ξtargetb is found by linearly interpolating
between the optimal storage levels (as determined by the scheduling layer) at 9 AM and 10 AM.
4 In addition the temporal resolution of the scheduling layer is quite coarse, so it is less likely that
these constraints related to transient phenomena will be active.
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Figure 5.3: Sample building model. Internal building elements (e.g. internal walls,
ceilings, etc.) are shown in light yellow, external building elements (i.e. external walls,
roofs) are shown in blue, conditioned thermal zones are shown in white, and plenum
spaces are shown in red. Black arrows indicate air flow for the ventillation system.
from the conditioned zones to the A/C system). A simple diagram of such a building
model consisting of only two zones is shown in figure 5.3. The supply air is cooled to a
constant temperature by the A/C system, and the flow rate of air to each zone is varied
to regulate zone temperature. The air temperature in each zone should be:
 Between 21-24oC during occupied hours (i.e. 8 AM - 6 PM)
 Between 18-27oC during unoccupied hours
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The air in each zone is assumed to be well-mixed. The temperature dynamics are
then described by:
ρCpVz
dTz
dt = ρCpqleak,z
(
Tamb(t)− Tz(t)
)
+
∑
eAz,ehint
(
T inte (t)− Tz(t)
)
+
∑
iAz,ihint
(
Ti(t)− Tz(t)
)
+
∑
w Az,wUw
(
Tamb(t)− Tz(t)
)
+
∑
w Az,wHw(t)σw
+Qgen,z(t) +Qflow,z(t)
(5.13)
The first line describes enthalpy flow due to infiltration/exfiltration. The second and
third line describe convective heat transfer with solid building elements. The fourth
line describes heat transfer with the outdoor air via windows. The fifth line describes
heat gain from solar radiation on the windows. The last line describes the internal heat
generation within the zone and cooling power delivered by the ventilation of chilled air.
Similar ordinary differential equations (ODEs) are used to describe the temperature
in plenum spaces:
ρCpVpl
dTpl
dt = ρCpqleak,pl
(
Tamb(t)− Tpl(t)
)
+
∑
eApl,ehint
(
T inte (t)− Tpl(t)
)
+
∑
iApl,ihint
(
Ti(t)− Tpl(t)
)
+Qflow,pl(t)
(5.14)
Note that there are no windows in plenum spaces, and the last line represents the flow
of enthalpy from thermal zones to the plenum spaces due to the ventilation flow.
The enthalpy flow terms Qflow,z and Qflow,p are given by bilinear equations:
Qflow,z(t) = qvent,z(t)ρCp
(
Tac − Tz(t)
)
(5.15)
Qflow,pl(t) =
∑
z∈Zpl
qvent,z(t)ρCp
(
Tz(t)− Tpl(t)
)
(5.16)
where qvent,z is the ventilation rate of chilled air to each zone and Zpl is the set of zones
connected to plenum space pl. Each zone is connected to exactly one plenum.
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The internal building elements are each assumed to be at uniform temperature.
Their temperatures are described by:
Mi
dTi
dt =
∑
z Az,ihint
(
Tz(t)− Ti(t)
)
+
∑
plApl,ihint
(
Tpl(t)− Ti(t)
) (5.17)
The external walls and roof have a significantly higher thermal resistance, and are
exposed to much larger temperature differentials than internal building elements. There-
fore, rather than a single uniform temperature, these external building elements are
described in terms of an internal, external, and bulk temperature:
M inte
dT inte
dt
= AeUe,1
(
T blke (t)− T inte (t)
)
+
∑
z
Az,ehint
(
Tz(t)− T inte (t)
)
(5.18)
+
∑
pl
Apl,ehint
(
Tpl(t)− T inte (t)
)
M blke
dT blke
dt
= AeUe,1
(
T inte (t)− T blke (t)
)
+AeUe,2
(
T exte (t)− T blke (t)
)
(5.19)
M exte
dT exte
dt
= AeUe,2
(
T blke (t)− T exte (t)
)
+Aehext
(
Tamb(t)− T exte (t)
)
(5.20)
+AeσeHe(t)
Equations (5.13)-(5.14) and (5.17)-(5.20) can be combined into:
M
dT
dt
= AT (t) +BU(t) (5.21)
U(t) =
[
Qflow(t) Qgen(t) H(t) Tamb(t)
]T
(5.22)
where T is the vector of all building temperatures, Qflow is the vector that collects all
Qflow,z and Qflow,pl, Qgen is the vector of Qgen,z for all zones, H is the vector of solar
radiation on all surfaces, and M , A, and B are appropriately defined matrices.
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Then, the thermal model in the dispatch problem is given by the discretized ODEs
using a zero-order hold approximation for the enthalpy flow terms:
T (k + 1) = AdT (k) +BdU(k) (5.23)
Qflow,z(k) = qvent,z(k)ρCp
(
Tac − Tz(k)
)
(5.24)
Qflow,pl(k) =
∑
z∈Zpl
qvent,z(k)ρCp
(
Tz(k)− Tpl(k)
)
(5.25)
where,
Ad = e
∆TM
−1A (5.26)
Bd = A
−1M
(
e∆TM
−1A − I)M−1B (5.27)
To reduce problem size at the scheduling stage, some aggregation is performed. In
particular:
 All internal air (i.e. conditioned zones and plenum spaces) is assumed to be at a
single uniform temperature.
 All internal building elements of the same type are considered indistinguishable
(i.e. all internal walls are aggregated, all floors are aggregated, etc.)
Then, the reduced order thermal model is described in terms of similar discretized
ODEs with the appropriate phenomena removed (e.g. the enthalpy flow from zones to
plenum spaces is neglected since only an average indoor air temperature is considered).
Furthermore, to preserve the convexity of the scheduling problem, Eq. (5.24) is replaced
by:
Qflow(k) = q
tot
vent(k)ρCp
(
Tac − T¯z
)
(5.28)
where qvent is the total ventilation flow rate, and T¯z is a nominal indoor temperature.
Finally, the weighted average building temperature is calculated as it represents an
implicit form of storage (i.e. having the building colder will offset future power consump-
tion by the A/C unit). Like battery storage level, the terminal building temperature
is rewarded in the objective function. Moreover, a tracking constraint analogous to
Equation (5.12) is included in the dispatch problem so that activities like pre-cooling of
the building during the night can be coordinated.
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5.2.6 Cooling System
A controllable A/C and ventilation system is used to deliver cool air to the building
zones. The thermal cooling power needed to maintain the fixed air supply temperature
is given by:
Qac(k) = ρCpq
tot
vent(k)
(
Tmix(k)− Tac
)
(5.29)
where Tmix is the inlet temperature, and Qac is the cooling duty of the A/C unit. The
input air to the A/C unit is a mixture of the air returned via plenum spaces and outdoor
air:
qtotvent(k)Tmix(k) = q
tot
vent(k)Tamb(k)
(
1− fr(k)
)
+
∑
pl
∑
z∈Zpl
qvent,z(k)Tpl(k)fr(k) (5.30)
where fr is the fraction of return air that is recycled (i.e. chilled and sent back to
the building). Fresh air from outside is used to supplement this recycled air if fr < 1.
Typically it is more energy efficient to recycle indoor air rather than using outdoor air.
However, during rare occurrences it may be energetically favorable to use outdoor air
(e.g. an unusually cold summer night). In addition, some minimum flow rate of fresh
air is typically required during occupied hours for human health and safety purposes
[122]:
qvent,z(k)
(
1− fr(k)
) ≥ qminfresh,z(k) (5.31)
where qminfresh,z is the minimum flow rate of fresh air, which is taken to be 8.5 L/s-person
during occupied hours.
Due to the aggregation in the scheduling problem, the cooling duty can be alterna-
tively described by:
Qac(k) = ρCpq
tot
fresh(k)
(
Tamb(k)− Tac
)
+ ρCpq
tot
recycle(k)
(
T¯z − Tac
)
(5.32)
qtotvent(k) = q
tot
fresh(k) + q
tot
recycle(k) (5.33)
qtotfresh(k) ≥
∑
z
qminfresh,z(k) (5.34)
where qtotfresh is the total flow rate of fresh air and q
tot
recycle is the flow rate of recycled
air. Again, a nominal indoor temperature (i.e. T¯z) has been used to avoid introducing
143
non-convex bilinearities into the scheduling problem.
The power consumption of the A/C unit is taken to be a quadratic function of the
cooling duty:
Pac(k) ≥ λac,1Qac(k)2 + λac,2Qac(k) (5.35)
where Pac is the electricity consumption, and the λac coefficients are positive parameters.
Similarly, the ventilation system is assumed to have a quadratic power consumption since
higher flow rates will increase the pressure drop:
Pvent(k) ≥ λvent,1qtotvent(k)2 + λvent,2qtotvent(k) (5.36)
where Pvent is the electricity consumption of the ventilation system, and λvent coefficients
are positive parameters.
5.2.7 Incorporation of Uncertainty
The overall power generation, consumption, and import/export must be balanced:
Pm(k) + Pd(k) + Ps(k) + Pg(k) = P`(k) + Pc(k) + Pac(k) + Pvent(k) (5.37)
In both the scheduling and dispatch formulations, this power balance is based on the
forecasted renewable availability and power demands. These forecasts are assumed to be
sufficiently accurate at the dispatch time scale because of the short prediction horizon.
In contrast, the scheduling problem, which has a prediction horizon on the order of
days, will have significant forecasting errors. Therefore, as in Chapter 4, a stochastic
formulation is used in the scheduling layer to ensure that sufficient flexibility is built-
in to the schedule to respond to disturbances. In particular, the chance-constrained
energy balance, Eq. (5.38), is used. In this equation, α is a confidence level close to 1,
and the variables denoted with a circumflex (e.g. Pˆm) refer to the realized values after
uncertainty has been revealed and recourse action has been taken.
Prob
 Pˆm(k)+Pˆd(k) + Pˆs(k) + Pˆg(k)
= Pˆ`(k) + Pˆc(k) + Pˆac(k) + Pˆvent(k)
∣∣∣∣ Eˆv(k) ≤ Ev(k)
xm(k), χb(k)
 ≥ α (5.38)
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Recall that this constraint states that there must be a high probability of satisfying
the power balance during real-time operations without updating discrete unit states or
incurring unexpected commitment violations. Note that the time period length in the
scheduling problem and the balancing period length are assumed to be equal.
By assuming a probability model for forecasting errors, one can obtain linear in-
equalities that ensure this chance constraint is satisfied. Equations (5.39) and (5.40)
are obtained by assuming normally distributed forecasting errors for both power demand
and solar availability.
Pmaxm (k) + P
max
d (k)− Pminac (k)− Pminvent(k) + Egc(k) + γ + Ev(k)
≥ P`(k)− Pmaxs (k) + Φ−1
(
1 + α
2
)√
σ2` (k) + σ
2
s(k)
(5.39)
Pminm (k)− Pmaxc (k)− Pmaxac (k)− Pmaxvent (k) + Egc(k)− γ − Ev(k)
≤ P`(k) + Φ−1
(
1− α
2
)
σ`(k)
(5.40)
In these equations, the maximum and minimum feasible contribution of each unit (e.g.
Pmaxm (k) and P
min
m (k)) are based on the first-stage decisions (i.e. discrete operating
states and energy exchange commitments) and the constraints related to each unit. In
addition, Φ−1(p) denotes the inverse cumulative distribution function of the standard
normal evaluated at probability level p. More details of the transformation of this chance
constraint can be found in Chapter 4. A confidence level of 95% is used in this work.
For time periods in the scheduling problem where energy exchange commitments
have not yet been made (i.e. hours 25 and beyond of the planning horizon), auxiliary
variables representing the expected commitments, Eexpgc , are introduced in place of Egc.
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5.2.8 Optimization Formulations
The scheduling layer is ultimately formulated as a mixed integer quadratically con-
strained program with the objective function:
minimize
∑
k
[
ζbuy(k)Ebuy(k)− ζsell(k)Esell(k) + ζgasFm(k) + ζmym(k)
+ζcPc(k) + ζdPd(k) + ζvEv(k) + ζcomfortTv(k)
]
− ζstore(kf )Eb,maxξb(kf ) + ζAC(kf )Tbldg(kf )
(5.41)
where ζbuy and ζsell are the buying and selling price of electricity in each balancing
period, ζgas is the cost of natural gas, ζstart is the cost of starting up microturbines, ym is
the number of microturbines started up, ζc and ζd are the cost of utilizing the battery, ζv
is the cost of commitment violations, ζcomfort is the cost of comfort violations (i.e. indoor
air temperature outside of the desired range), Tv is the magnitude of comfort violations,
ζstore and ζAC are the storage values for battery level and building temperature, and
Tbldg is the weighted average building temperature. All of the cost cofficients, ζ, are
non-negative. Note that:
Ebuy(k) = max
(
Eg(k), 0
)
(5.42)
Esell(k) = max
(− Eg(k), 0) (5.43)
where these non-smooth operators can be moved to the constraints and replaced by
linear inequalities assuming that ζbuy(k) > ζsell(k) ∀k, which holds true in the case
study.
The scheduling problem has a receding horizon of 48 hours and a sampling time of
1 hour. It is important to note that all the quadratic constraints within this scheduling
problem are convex, so it is computationally tractable to solve the problem to global
optimality. The scheduling decisions for the number of microturbines turned on, the en-
ergy exchange commitments, and the targets for battery level and building temperature
are relayed to the dispatch layer.
The dispatch layer is ultimately formulated as a nonlinear program with the objective
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function:
minimize
∑
h
[
ζbuy(h)Ebuy(h)− ζsell(h)Esell(h) + ζvEv(h)
]
+∆T
∑
k
[
ζgasFm(k) + ζcomfortTv(k) + ζcPc(k) + ζdPd(k)
]
− ζstore(kf )Cb
(
ξb(kf )− 23b
)
+ ζAC(kf )
(
Tbldg(kf ) +
2
3T
)
(5.44)
where b and T represent storage shortfalls (with respect to the long-term schedule) for
battery level and building temperature. Unlike the scheduling problem, the balancing
periods, h, and the time periods, k, are no longer interchangeable. Recall that to get the
energy exchange in each balancing period, one can include Eq. (5.2) in the constraints.
Again, note that all integer decisions are fixed by the scheduling layer, so no start up
term appears in the objective.
The dispatch problem has a receding horizon of 2 hours and a sampling time of 2
minutes. This dispatch problem in non-convex, and it is only solved to local optimality
since global optimality cannot be achieved in a practical time. The dispatch decisions for
power generation levels (e.g. Pm) and ventilation rates to each zone are then broadcast
to each unit within the microgrid. Each unit tracks their setpoint request using local
control.
5.3 Dynamic System Model
A dynamic system model built in Simulink is used to implement and test the proposed
control approach. This Simulink file has continuous-time dynamic models for each
microgrid unit and the building temperatures. Each unit has some base control loops
(e.g. based on PI control) to track setpoint requests and maintain local stability. The
dynamic modeling and local control for each unit are briefly described here. This model
is available on-line for those interested5.
The microturbine model consists of a mechanical subsystem (i.e. compressor, com-
bustion chamber, turbine, and recuperator) and an electrical subsystem (i.e. permanent
5Available at http://research.cems.umn.edu/daoutidis/software.php
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magnet synchronous generator (PMSG)). The compressor, turbine, and recuperator are
assumed to have constant isentropic eciencies. The combustor is assumed to be per-
fectly adiabatic with pressure loss factor of 4%. All gases are assumed to be ideal, and
heat capacities and enthalpies are calculated on-line. The PMSG is modeled based on
the work presented in [123] with a shaft viscous loss term added. Two PI controllers
are used to track the power reference setpoint and regulate the rotor speed. Note that
when multiple microturbines are operated, the total power production is divided evenly
among them to minimize the potential impact of a sudden unit failure/outage.
The photovoltaic panel is modeled as a coupled thermal mass and electrical equiva-
lent circuit. The model is based on the work presented in [124] with physical parameter
based on values for a typical silicon solar cell. Several electrical properties in the equiv-
alent circuit are temperature dependent. A perturb-and-observe controller is used to
track the track the requested setpoint if curtailment is desired. In the case where no
curtailment is desired, the controller instead performs maximum power point tracking.
The battery is also modeled as a coupled thermal mass and electrical equivalent
circuit. The model is based on the work presented in [125] with physical parameter
values based on a flooded lead-acid battery. Note that internal resistances within the
battery depend on the current electrolyte temperature, battery SOC, and battery DOC.
A local PI controller is used to track the requested setpoint.
The air in each thermal zone of the building is assumed to be well-mixed and uniform
in temperature. If the zone temperature rises above the desired comfort range, the
requested ventilation flow rate is increased automatically by the local control layer.
This allows the real-time control layer to quickly reject disturbances and prevent thermal
comfort violations without having to wait for the next dispatch instance. Plenum spaces
are also modeled as well-mixed air volumes.
Internal building elements are modeled as lumped thermal masses. External walls
and the roof are represented as 1-D finite element models of composite materials. The
number of nodes in each layer of the composite walls are chosen such that the Biot
number is ≤ 1.
A static model is used for the air conditioning and ventilation system. The pressure
drop between the supply air to the return air is taken to be an affine function of the
total ventilation rate. In addition, ventilation fans are assumed to have a total efficiency
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of 55%. Finally, the coefficient of performance of the A/C unit is taken to be an affine
function of the cooling duty.
5.3.1 Other Considerations
For simplicity, measurement noise is neglected within the simulation. In addition, the
following system states (which are not typically directly measurable) are assumed to be
perfectly estimated:
 Battery state of charge
 Battery electrolyte temperature
 Photovoltaic panel temperature
 Temperatures of the solid building elements (e.g. walls, floors, etc.)
 Air temperature within the plenum spaces
It is unlikely that a small estimation error for these states would lead to any significant
degradation of the closed loop microgrid performance.
Finally, the observed difference between past forecasts and measured values is used
to bias future forecasts. For example, for inflexible power demands:
τ`
dδ`
dt
+ δ`(t) = Pˆ`(t)− P˜`(t) (5.45)
where P˜` is the original demand forecast, Pˆ` is the observed demand, δ` is an estimated
forecasting error, and τ` is a filter time constant. Forecasts for the future are then given
as:
P`(t) = P˜`(t) + δ`(T )e−
t−T
β` ∀t ≥ T (5.46)
where P` is the current forecast, T is the current time, and β` is a relaxation time.
A similar approach is used for forecasting ambient temperature and solar radiation as
described in Section 5.8.4.
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Table 5.1: Case study market parameters
Schedule Schedule
Elasticity Adaptability
(kWh) (kWh)
Base Case ∞ ∞
Case 1 10 10
Case 2 10 30
Case 3 30 10
Case 4 30 30
5.4 Case Study
A case study is considered for a microgrid serving a 5000 ft2 office building in Minneapo-
lis, MN. The performance of the proposed control approach is investigated at different
levels of regulatory strictness. This regulatory strictness is modified by changing the
tunable market parameters schedule elasticity and schedule adaptability. In particular,
the cases considered are shown in Table 5.1. Note that the average power demand,
including the controllable A/C and ventilation loads, is approximately 100 kW. Recall
that a small value for schedule elasticity means strict regulation of residual load uncer-
tainty, and a small value for schedule adaptability means strict regulation of residual
load variability. A base case with no load shaping regulation is used as a basis for
comparison.
In each case, a 9 day closed-loop simulation is performed, but the first 2 days are
discarded as a burn-in period (because some initial energy exchange commitments and
conditions must be specified). Weather data are drawn from the Typical Meterological
Year 3 dataset [126]. The power demand forecast is shown in Fig. 5.4, and the weather
forecasts are shown in Figs. 5.5 and 5.6.
A time-of-use pricing scheme (shown in Table 5.2) is used for energy exchanged with
the utility company. The values assigned to the terminal battery level and building
temperature are based on these electricity tariff values as shown in Table 5.3. All other
cost coefficients are taken as constants and are shown in Table 5.4.
For the case study, the unit sizes in the microgrid system are:
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Figure 5.4: True and forecasted value for inflexible power demand.
Table 5.2: Time-of-Use Pricing Scheme
Rate Applicable Times
ζbuy ζsell
(¢/kWh) (¢/kWh)
Off-Peak 10PM-6AM 5 0
Mid-Peak 6AM-10PM (except On-Peak) 10 5
On-Peak 2PM-8PM (weekdays only) 15 7.5
 3 microturbines with a rated power of 30 kW
 1800 m2 solar array6
 300 kWh battery bank
 85 ton A/C system7
 Maximum ventilation flow rate of 25 m3/s
6Corresponds to a peak power of ∼175 kW
7Corresponds to a maximum cooling duty of ∼300 kW
151
-48 0 48 96 144
15
20
25
30
35
Am
bi
en
t T
em
pe
ra
tu
re
 (o
C
)
Time (Hour)
 True
 Forecast
Figure 5.5: True and forecasted value for outdoor air temperature.
Table 5.3: Terminal Storage Values
Rate Applicable Times
ζstore ζAC
(¢/kWh) (¢/K)
Off-Peak 10PM-6AM 3.75 900
Mid-Peak 6AM-10PM (except On-Peak) 7.5 1800
On-Peak 2PM-8PM (weekdays only) 11.25 2700
Table 5.4: Constant Cost Values
Parameter Value Parameter Value
ζgas 2.5 ¢/kWh ζv 45 ¢/kWh
ζc 4 ¢/kWh ζd 4 ¢/kWh
ζm 100 ¢ ζcomfort 3500 ¢/K
All other parameter values assumed in the case study are listed in Section 5.8.3. The
scheduling and dispatch optimization problems are formulated in GAMS and solved with
the CPLEX and IPOPT solvers, respectively.
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Figure 5.6: True and forecasted value for global solar radiation on a horizontal plane.
It is important to note that the results reported in the following section do not
include cost accrued, commitment violations, etc. from the burn-in period.
5.5 Results
A high level of regulatory compliance is achieved in all cases. This is shown graphically
in Figure 6.6 for Case 1. As evidenced by the figure, the realized energy exchange lies
close to or within the allowed bounds at all times. Quantitative results for all cases
are presented in Table 5.5. The number of commitment violations rises under stricter
load shaping constraints (i.e. Case 1), but the cumulative magnitude of commitment
violations is exceedingly small when compared to the net energy exchange in all cases.
Therefore, the utility company is truly able to rely on the commitments provided at
the day-ahead stage without having to worry about significant commitment violations
during real-time operations.
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Figure 5.7: Microgrid residual load in Case 1 with maximum and minimum bounds based
on the day-ahead commitments. Time less than zero indicates the burn-in period.
In addition, Table 5.5 presents two measures of residual load quality:
Load Variability =
167∑
h=1
∣∣Eg(h)− Eg(h+ 1)∣∣
167
(5.47)
Load Factor =
168∑
h=1
Eg(h)
168 ·max
h
(Eg(h))
(5.48)
The proposed market structure reduces load variability by 20-60% and increases load
factor by up to 41%. As expected, the residual load profile is better behaved (i.e. easier
for the utility company to serve) under tighter regulatory constraints. This can be
see graphically in Figure 5.8 which compares the residual load profile in Cases 1 and
4 over a three-day period. The tighter restriction on variability (i.e. lower schedule
adaptability) results in some smoothing of the load profile, e.g. in hours 30-36. The
tighter restriction on uncertainty (i.e. lower schedule elasticity) results in less rapid,
hour-to-hour fluctuations in energy exchange, e.g. in hours 59-69.
Table 5.6 shows the effect of these load shaping restrictions on the microgrid oper-
ating cost. Due to the high level of regulatory compliance achieved, the violation cost
is very small in all cases. Under the proposed market structure, the fuel consumption
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Table 5.5: Energy Exchange Results
Case
Base 1 2 3 4
# of Commitment Violations NA 16 11 4 2
Sum of Violations (kWh) NA 5.8 4.5 1.2 0.3
Gross Imports (kWh) 7510 6750 7310 6980 7340
Gross Exports (kWh) 289 2.4 88 24 115
Load Variability (kW) 21.7 8.65 15.3 13.1 17.4
Load Factor 0.273 0.385 0.274 0.337 0.295
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Figure 5.8: Comparison of residual load in Case 1 and Case 4 over first 3 days.
increases by ∼15-25% in order to smooth the residual load profile and ensure that gener-
ation capacity is on-line to respond to potential forecasting errors. The most significant
increase in cost is associated with the battery unit. In the base case, the battery is
hardly used due to its high cost, and excess power is instead sold to the utility company
or used for pre-cooling of the building. In the cases with load shaping constraints, the
battery is cycled approximately once per day as shown in Figure 5.9. Under tighter
regulation the cycles are deeper, and thus the cost is higher. However, it should be
noted that the overall cost compared to the base case is much more palatable than the
results in Chapter 4, with Case 4 (relatively lenient regulation) ∼5% more expensive
and Case 1 (strict regulation) only ∼11% more expensive. It should also be noted that,
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Table 5.6: Economic Results
Case
Base 1 2 3 4
Violation Cost ($/h) NA 0.016 0.012 0.003 0.001
Energy Exchange Cost ($/h) 3.00 2.86 2.79 2.83 2.84
Fuel Cost ($/h) 1.10 1.38 1.36 1.29 1.24
Startup Cost ($/h) 0.089 0.089 0.095 0.089 0.089
Battery Cost ($/h) 0.03 0.35 0.32 0.25 0.26
Total Cost ($/h) 4.22 4.69 4.58 4.46 4.43
unlike in Chapter 4, there is negligable curtailment of available solar power (i.e. the
curtailment is ≤ 0.65% is all cases).
Cases 2 and 3 represent a trade-off between improvements in the residual load profile
and microgrid operating cost. In Case 2 little improvement in the load variability and
load factor are achieved, but the uncertainty in the residual load profile is reduced
since energy exchange must lie very close to day ahead commitments. In Case 3, the
improvement in load variability and load factor is similar to Case 1, but there is more
uncertainty in the residual load profile since the schedule elasticity is relatively lenient.
However, both Cases 2 and 3 are similar in cost to Case 4 which has lenient regulation of
both uncertainty and variability. Thus, if reducing uncertainty is the primary concern
of the utility company, market parameters like in Case 2 should be implemented. If
instead reducing variability is the primary concern, market parameters like in Case 3
should be implemented. If reductions in both uncertainty and variability are desired, a
situation like Case 1 can be pursued, but it will result in a ∼10% increase in microgrid
operating cost.
In the absence of explicit public policy, utility companies could entice microgrid cus-
tomers to participate in the proposed market structure by offering lower energy tariffs
or other economic incentives to offset the increase in their operating cost. Hopefully, the
reduced uncertainty and variability in the residual load profile will benefit utility com-
panies more than enough to offset such incentives. However, consideration of the utility
scheduling problem and resulting economics lie outside of the scope of this chapter.
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Figure 5.9: Battery state of charge in Case 1 and Case 4. Time less than zero indicates
the burn-in period.
The control system is able to maintain acceptable indoor air temperature during
dynamic operation as shown in Figure 5.10. This figure shows the average temperature
in perimeter zones (i.e. those zones that contact at least 1 external wall) and core zones
(i.e. zones that do not contact external walls). The building is typically precooled
overnight to reduce the cooling demand over the following day. Then, during the middle
of the day when power purchases are more expensive, the temperature is allowed to rise
to the acceptable upper bound. Note that the core zones are generally kept colder than
perimeter zones because any energy losses from these core zones will be to other areas
of the building rather than to the external environment.
Figure 5.11 shows the weighted average temperature of the building (i.e. including
the contribution of solid building elements like walls) in addition to the average zone air
temperature. The building average temperature evolves on a slower time scale due to
the large thermal inertia of elements like the concrete floors, and thus does not exhibit
rapid fluctuations like the air temperature. Moreover, the times of Off-peak and On-
peak pricing are shown shaded on the plot. Pre-cooling of the building is pursued during
the periods of Off-peak pricing. In addition, more aggressive pre-cooling is pursued
before weekdays since the expensive On-peak pricing will be in effect the following
day. It is important to note that this intelligent emergent behavior is only enabled
by the coupling of decision making across both the scheduling and dispatch layers, as
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 Comfort Range
 Core Zones
 Perimeter Zones
Figure 5.10: Average temperature in core zones and perimeter zones in Case 1. The
shaded region indicates the target temperature range. Time less than zero indicates the
burn-in period.
the dispatch planning horizon is only 2 hours. Thus, the dispatch layer only pursues
aggressive pre-cooling in response to the long-term tracking targets communicated by
the scheduling layer.
There are some violations of the desired temperature range due to the discrete
sampling time of the central controller and the soft constraint approach used in the
formulation. The frequency and magnitude of these temperature violations are shown
in Figure 5.12. This figure shows that >95% of the time there no violations of the
desired temperature bounds. Additionally, the temperature violation is ≤0.02oC for
99% of the time, and ≤0.6oC for 99.9% of the time. Therefore, occupants would be
unlikely to notice these temperature violations due to their small magnitude and short
duration. In addition, if stricter temperature compliance is desired, one could introduce
a small back-off of the true temperature bounds in the optimization formulations. This is
unlikely to significantly impact the operating cost achieved, but has not been specifically
investigated since the temperature compliance is deemed satisfactory.
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 On-Peak
Weekdays Weekend
Figure 5.11: Zone average and total building average temperatures in Case 1. The
shaded regions indicate times of On-Peak and Off-Peak pricing. Time less than zero
indicates the burn-in period.
5.6 Conclusions
In this chapter, a scheduling/supervisory control framework is developed for a micro-
grid operating in a market structure designed to explicitly limit the uncertainty and
variability in the residual load. The formulation presented specifically accounts for a
controllable cooling load and the building temperature dynamics in order to meet these
load shaping requirements in an economical manner. A case study is used to show
that the proposed market structure results in specific, quantifiable improvements in the
residual load profile that will reduce the burden placed on the utility company.
The cost associated with explicit electricity storage (i.e. batteries) is the largest
contributor to the opportunity cost of this load shaping. However, by including flexible
cooling in the formulation, the total microgrid operating cost is only 5-11% above the
case with no load shaping regulations. This relatively small opportunity cost could
potentially be offset by incentives or rebates offered by the utility company. Moreover,
this load shaping activity does not come at the expense of thermal comfort for occupants
as the indoor air is maintained within a designated temperature interval.
The proposed hierarchical control scheme effectively coordinates the decision making
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Figure 5.12: Frequency and magnitude of temperature violations.
at the scheduling and dispatch time scales to not only honor day-ahead commitments
with a high level of satisfaction, but also to enable intelligent behavior such as aggressive
pre-cooling of the building prior to peak electricity prices. In the next chapter, this
approach is extended to a wider variety of customer-types and other seasons (e.g. winter
where flexible heating loads can be leveraged rather than flexible cooling).
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5.7 Nomenclature
Table 5.7: Nomenclature - Sets/Indicies
e ∈ E External Building Elements Kh Time periods in balacing period h
h Balancing periods pl ∈ P Plenums
h1 First balancing period in horizon t Time
hf Last balancing period in horizon T Current time
i ∈ I Internal Building Elements w ∈ W Windows
k Time periods z ∈ Z Zones
kf Final time period in horizon Zpl Zones connected to plenum pl
Table 5.8: Nomenclature - Parameters
α Confidence level
β` Load forecast relaxation time
βs Insolation forecast relaxation time
βT Temperature forecast relaxation time
δ Schedule adaptability
δ` Load forecast error
δs Insolation forecast error
δT Ambient temperature forecast error
∆T Sampling time
ηI Battery inverter efficiency
γ Schedule elasticity
Γb Battery DOC coefficient
λac,1 A/C quadratic power cost
λac,2 A/C linear power cost
λc1 − λc5 Empirical coefficients for battery internal heat gen-
eration during battery charging
λd1 Empirical coefficient for battery internal heat gener-
ation during battery discharging
λvent,1 Ventilation quadratic power cost
Continued on next page
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Table 5.8 – continued from previous page
λvent,2 Ventilation linear power cost
ρ Air density
σ` Power forecast std. dev.
σe Solar gain coef. of e
σs Solar forecast std. dev.
σw Solar gain coef. of w
τb Battery characteristic time
τ` Load forecast filter time
τs Insolation forecast filter time
τT Temperature forecast filter time
ξminb Minimum battery SOC
ζAC Value of building temperature
ζbuy Electricity import price
ζc Battery charge cost
ζcomfort Temperature violation price
ζd Battery discharge cost
ζgas Natrual gas price
ζm Microturbine startup cost
ζsell Electricity export price
ζstore Value of stored electricity
ζv Commitment violation price
ξtargetb Target for terminal battery SOC
Ad State matrix of thermal model
Apl,e Surface area between thermal elements pl and e
Apl,i Surface area between thermal elements pl and i
Az,e Surface area between thermal elements z and e
Az,i Surface area between thermal elements z and i
Az,w Surface area between thermal elementsz and w
Ab Battery heat transfer area
Ae Area of building element e
Continued on next page
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Table 5.8 – continued from previous page
Bd Input matrix of thermal model
Cp Air heat capacity
Dminb Minimum battery DOC
Eb,max Battery storage capacity
Egc Energy exchange commitment
E0g Energy exchange so far in current balancing period
Fm,fix No-load fuel consumption
Fm,var Marginal fuel consumption
hint Convective heat transfer coefficient indoors
hext Convective heat transfer coefficient outdoors
He Solar radiation on element e
H Solar radiation on a horizontal surface
H˜ Original forecast for solar radiation
H˜avg Filtered value for H˜
Hˆ Observed solar radiation
Hˆavg Filtered value for Hˆ
Hw Solar radiation on window w
Lh Fraction of balancing period h which lies in the plan-
ning horizon
Mb Battery thermal inertia
M inte , M
blk
e , M
ext
e Thermal masses of element e (interior, bulk, and ex-
terior, respectively)
Mi Thermal mass of element i
Nm Number of microturbines
P` Forecasted inflexible power demand
P˜` Original forecast for inflexible power demand
Pˆ` Realized power demand
P lom Minimum microturbine setpoint
P upm Maximum microturbine setpoint
Pmaxs Available solar power
Continued on next page
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Table 5.8 – continued from previous page
Qratedac Rated cooling duty of the A/C
Qgen,z Internal heat generation
qleak,pl Plenum infiltration flow
qleak,z Zone infiltration flow
qupvent Maximum ventilation flow rate
qminfresh,z Minimum flow rate of fresh air to zone z
Tac Supply air temperature
Tmaxair Maximum desired zone temperature
Tminair Minimum desired zone temperature
Tamb Forecasted ambient temperature
T˜amb Original forecast for ambient temperature
Tˆamb Observed ambient temperature
Tmaxb Maximum battery temperature
T targetbldg Terminal building temp. target
Tref Reference temperature
T¯z Nominal indoor air temperature
Ue,1, Ue,2 Internal heat transfer coefficient (interior-to-bulk
and bulk-to-exterior, respectively)
Ub Battery overall heat transfer coefficient
Uw Window overall heat transfer coefficient
Vpl Plenum volume
Vz Zone Volume
Table 5.9: Nomenclature - Binary Variables (1 =⇒ True)
χb Is battery charging
Table 5.10: Nomenclature - Integer Variables (∈ {0, 1, 2, ...})
xm Number of microturbines on ym Number of microturbines started up
zm Number of microturbines shut down
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Table 5.11: Nomenclature - Continuous Variables
b Battery storage shortfall
T Building temperature shortfall
ξb Battery state of charge
ξaux1b , ξ
aux2
b Auxiliary battery SOC variable
Db Battery depth of charge
Ebuy Energy import from utility
Eg Energy exchange with utility
Eexpgc Expected exchange commitment
Esell Energy export to utility
Ev Commitment violation
Eˆv Realized commitment violation
fr Fraction of recycled air
Fm Fuel consumption
Pac A/C power consumption
Pˆac Realized A/C power consumption
Pmaxac Maximum feasible A/C power
Pminac Minimum feasible A/C power
P avgb Average battery power
Pc Battery charge power
Pˆc Realized battery charging power
Pmaxc Maximum feasible charge power
Pd Battery discharge power
Pˆd Realized battery discharging power
Pmaxd Maximum feasible discharge power
Pg Utility power exchange
Pˆg Realized power exchange
Pm Microturbine power
Pˆm Realized microturbine power
Pmaxm Maximum feasible microturbine power
Continued on next page
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Table 5.11 – continued from previous page
Pminm Minimum feasible microturbine power
Ps Solar power used
Pˆs Realized solar power
Pvent Ventilation power consumption
Pˆvent Realized ventilation power
Pmaxvent Maximum feasible ventilation power
Pminvent Minimum feasible ventilation power
qaux1fresh, q
aux2
fresh Auxiliary fresh air flow
qtotfresh Fresh air flow rate
qaux1recycle, q
aux2
recycle Auxiliary recycle air flow
qtotrecycle Recycle air flow rate
qaux1vent , q
aux2
vent Auxiliary ventilation rate
qtotvent Total ventilation flow rate
qvent,z Ventilation flow rate to zone z
Qac A/C cooling duty
Qmaxac Maximum feasible cooling duty
Qminac Minimum feasible cooling duty
Qc Battery charge heat
Qmaxc Maximum feasible battery charge heat
Qd Battery discharge heat
Qmaxd Maximum feasible battery discharge heat
Qaux1flow , Q
aux2
flow Auxiliary enthalpy flow
Qflow Enthalpy flow from ventilation
Qflow,pl Enthalpy flow to plenum
Qflow,P Row vector of all Qflow,pl
Qflow,z Enthalpy flow to zones
Qflow,Z Row vector of all Qflow,z
Tb Battery temperature
Tbldg Average temperature of building
T inte , T
blk
e , T
ext
e Temperature of element e (interior, bulk, exterior)
Continued on next page
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Table 5.11 – continued from previous page
T E Row vector of all Te
Ti Temperature of element i
T I Row vector of all Ti
Tpl Plenum temperature
TP Row vector of all Tpl
Tv Temperature violation
Tz Zone Temperature
TZ Row vector of all Tz
5.8 Supporting Information
5.8.1 Scheduling Layer Formulation
Because a time period length of 1 hour is used, a conversion factor is not shown when
converting between energy (in units of kWh) and power (in units of kW).
minimize
∑
k
[
ζbuy(k)Ebuy(k)− ζsell(k)Esell(k) + ζgasFm(k) + ζmym(k)
+ζcPc(k) + ζdPd(k) + ζvEv(k) + ζcomfortTv(k)
]
−ζstore(kf )Eb,maxξb(kf ) + ζAC(kf )Tbldg(kf )
subject to:
Pm(k) + Pd(k) + Ps(k) + Pg(k) = P`(k) + Pc(k) + Pac(k) + Pvent(k) ∀k
Pmaxm (k) + P
max
d (k) + Egc(k) + γ + Ev(k)− Pminac − Pminvent(k)
≥ P`(k)− Pmaxs + +1.96
√
σ2` (k) + σ
2
s(k)
∀k ≤ k24
Pmaxm (k) + P
max
d (k) + E
exp
gc (k) + γ + Ev(k)− Pminac − Pminvent(k)
≥ P`(k)− Pmaxs + 1.96
√
σ2` (k) + σ
2
s(k)
∀k > k24
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Pminm (k)− Pmaxc (k) + Egc(k)− γ − Ev(k)− Pmaxac − Pmaxvent (k)
≤ P`(k)− 1.96σ`(k)
∀k ≤ k24
Pminm (k)− Pmaxc (k) + Eexpgc (k)− γ − Ev(k)− Pmaxac − Pmaxvent (k)
≤ P`(k)− 1.96σ`(k)
∀k > k24
Market Constraints
Ebuy(k)− Esell(k) = Pg(k) ∀k
− γ − Ev(k) ≤ Pg(k)− Egc(k) ≤ γ + Ev(k) ∀k ≤ k24
− γ − Ev(k) ≤ Pg(k)− Eexpgc (k) ≤ γ + Ev(k) ∀k > k24
Egc(k24)− δ ≤ Eexpgc (k25) ≤ Egc(k24) + δ
Eexpgc (k − 1)− δ ≤ Eexpgc (k) ≤ Eexpgc (k − 1) + δ ∀k > k25
Eexpgc (k25) = Pg(k25)
Solar Constraints
Ps(k) ≤ Pmaxs (k) ∀k
Microturbine Constraints
Pmaxm (k) = xm(k)P
up
m ∀k
Pminm (k) = xm(k)P
lo
m ∀k
Pminm (k) ≤ Pm(k) ≤ Pmaxm (k) ∀k
Fm(k) = Fm,varPm(k) + Fm,fixxm(k) ∀k
xm(k) = xm(k − 1) + ym(k)− zm(k) ∀k
Battery Constraints
Eb,max
(
ξb(k)− ξb(k − 1)
)
= ∆T
(
ηIPc(k)−Qc(k)− Pd(k)/ηI −Qd(k)
) ∀k
Tb(k) = Tb(k − 1) + ∆T
UbAb
(
Tref − Tb(k)
)
+Qc(k) +Qd(k)
Mb
∀k
Tb(k) ≤ Tmaxb ∀k
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Qc(k) ≥ λc1Pc(k)2 ∀k
Qd(k) ≥ λd1Pd(k)2 ∀k
Qc(k) ≥ λc2Pc(k)2 + λc3Pc(k) + λc4ξb(k) + λc5 ∀k
Pc(k) ≤ Pmaxc (k) ∀k
Pd(k) ≤ Pmaxd (k) ∀k
Eb,max
(
ξaux1b (k)− ξb(k − 1)
)
= ∆T
(
ηIP
max
c (k)−Qmaxc (k)
) ∀k
Eb,max
(
ξaux2b (k)− ξb(k − 1)
)
= ∆T
(− Pmaxd (k)/ηI −Qmaxd (k)) ∀k
Tmaxb ≥ Tb(k − 1) + ∆T
UbAb
(
Tref − Tmaxb
)
+Qmaxc (k) +Q
max
d (k)
Mb
∀k
Qmaxc (k) ≥ λc1Pmaxc (k)2 ∀k
Qmaxd (k) ≥ λd1Pmaxd (k)2 ∀k
Qmaxc (k) ≥ λc2Pmaxc (k)2 + λc3Pmaxc (k) + λc4ξaux1b (k) + λc5 ∀k
Pmaxc (k) ≤ 0.4(1− χb(k))Cb/ηI ∀k
Pmaxd (k) ≤ 0.4χb(k)CbηI ∀k
ξminb ≤ ξb(k) ≤ 1 ∀k
ξminb ≤ ξaux1b (k) ≤ 1 ∀k
ξminb ≤ ξaux2b (k) ≤ 1 ∀k
Temperature Dynamics
T (k) = AdT (k − 1) +BdU(k) ∀k
T (k) = [Tair(k) T I(k) T E(k)]T
U(k) = [Qflow(k) Qgen(k) H(k) Tamb(k)]
T
Tminair (k)− Tv(k) ≤ Tair(k) ≤ Tmaxair (k) + Tv(k) ∀k
Tbldg(k) =
(∑
z ρCpVz +
∑
pl ρCpVpl
)
Tair(k) +
∑
iMiTi(k)∑
z ρCpVz +
∑
pl ρCpVpl +
∑
iMi +
∑
e
(
M inte +M
blk
e +M
ext
e
)
+
∑
e
(
M inte T
int
e (k) +M
blk
e T
blk
e (k) +M
ext
e T
ext
e (k)
)∑
z ρCpVz +
∑
pl ρCpVpl +
∑
iMi +
∑
e
(
M inte +M
blk
e +M
ext
e
) ∀k
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HVAC Constraints
qtotvent(k) = q
tot
recycle(k) + q
tot
fresh(k) ∀k
qtotfresh(k) ≥
∑
z
qminfresh,z(k) ∀k
Qflow(k) = q
tot
vent(k)ρCp
(
Tac − T¯z
) ∀k
Qac(k) = ρCpq
tot
fresh(k)
(
Tamb(k)− Tac
)
+ ρCpq
tot
recycle(k)
(
T¯z − Tac
) ∀k
Pac(k) ≥ λac,1Qac(k)2 + λac,2Qac(k) ∀k
Pvent(k) ≥ λvent,1qtotvent(k)2 + λvent,2qtotvent(k) ∀k
qtotvent(k) ≤ qupvent ∀k
Auxiliary HVAC Equations Set 1 (Used to bound Pmaxac , P
max
vent )
Tminair (k)− Tv(k) ≤ T aux1air (k) ≤ Tmaxair (k) + Tv(k) ∀k
T aux1(k) = AdT (k − 1) +BdUaux1(k) ∀k
Uaux1(k) = [Qaux1flow(k) Qgen(k) H(k) Tamb(k)]
T
qaux1vent (k) = q
aux1
recycle(k) + q
aux1
fresh(k) ∀k
qaux1vent (k) ≤ qupvent ∀k
qaux1fresh(k) ≥
∑
z
qminfresh,z(k) ∀k
Qaux1flow(k) = q
aux1
vent (k)ρCp
(
Tac − T¯z
) ∀k
Qmaxac (k) = ρCpq
aux1
fresh(k)
(
Tamb(k)− Tac
)
+ ρCpq
aux1
recycle(k)
(
T¯z − Tac
) ∀k
Pmaxac (k) = λac,1Q
rated
ac Q
max
ac (k) + λac,2Q
max
ac (k) ∀k
Pmaxvent (k) = λvent,1q
up
ventq
aux1
vent (k) + λvent,2q
aux1
vent (k) ∀k
Auxiliary HVAC Equations Set 2 (Used to bound Pminac , P
min
vent)
Tminair (k)− Tv(k) ≤ T aux2air (k) ≤ Tmaxair (k) + Tv(k) ∀k
T aux2(k) = AdT (k − 1) +BdUaux2(k) ∀k
Uaux2(k) = [Qaux2flow(k) Qgen(k) H(k) Tamb(k)]
T
qaux2vent (k) = q
aux2
recycle(k) + q
aux2
fresh(k) ∀k
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qaux2vent (k) ≤ qupvent ∀k
qaux2fresh(k) ≥
∑
z
qminfresh,z(k) ∀k
Qaux2flow(k) = q
aux2
vent (k)ρCp
(
Tac − T¯z
) ∀k
Qminac (k) = ρCpq
aux2
fresh(k)
(
Tamb(k)− Tac
)
+ ρCpq
aux2
recycle(k)
(
T¯z − Tac
) ∀k
Pminac (k) ≥ λac,1Qminac (k)2 + λac,2Qminac (k) ∀k
Pminvent(k) ≥ λvent,1qaux2vent (k)2 + λvent,2qaux2vent (k) ∀k
Non-negativity Constraints
Pm(k), Ps(k), Pd(k), Pc(k), Pac(k), Pvent(k), Qac(k), Q
min
ac (k) ≥ 0 ∀k
Pmaxac (k), P
min
vent(k), P
max
vent (k), Fm(k), Qc(k), Qd(k), P
max
c (k), P
max
d (k) ≥ 0 ∀k
Ev(k), Ebuy(k), Esell(k), Q
max
c (k), Q
max
d (k), q
tot
fresh(k), q
tot
recycle(k) ≥ 0 ∀k
Tv(k), Q
max
ac (k), P
min
ac (k), q
aux1
fresh(k), q
aux2
fresh(k), q
aux1
recycle(k), q
aux2
recycle(k) ≥ 0 ∀k
Integrality Constraints
xm(k), ym(k), zm(k) ∈ {0, 1, ..., Nm} ∀k
χb(k) ∈ {0, 1} ∀k
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5.8.2 Dispatch Layer Formulation
minimize
h3∑
h=h1
[
ζbuy(h)Ebuy(h)− ζsell(h)Esell(h) + ζvEv(h)
]
+∆T
kf∑
k=k1
[
ζgasFm(k) + ζcomfortTv(k) + ζcPc(k) + ζdPd(k)
]
−ζstore(kf )Eb,max
(
ξb(kf )− 23b
)
+ ζAC(kf )
(
Tbldg(kf ) +
2
3T
)
subject to:
Pm(k) + Pd(k) + Ps(k) + Pg(k) = P`(k) + Pc(k) + Pac(k) + Pvent(k) ∀k
Market Constraints
Ebuy(h)− Esell(h) = Eg(h) ∀h
Eg(h1) = E
0
g + ∆T
∑
k∈Kh1
Pg(k)
Eg(h) = ∆T
∑
k∈Kh
Pg(k) ∀h 6= h1
− γ − Ev(h) ≤ Eg(h)− Egc(h) ≤ γ + Ev(h) ∀h 6= h3
− γ − Ev(h3) ≤ Eg(h3)− Lh3Egc(h3) ≤ γ + Ev(h3)
Solar Constraints
Ps(k) ≤ Pmaxs (k) ∀k
Microturbine Constraints
xm(k)P
lo
m ≤ Pm(k) ≤ xm(k)P upm ∀k
Fm(k) = Fm,varPm(k) + Fm,fixxm(k) ∀k
Battery Constraints
Eb,max
(
ξb(k)− ξb(k − 1)
)
= ∆T
(
ηIPc(k)−Qc(k)− Pd(k)/ηI −Qd(k)
) ∀k
Tb(k) = Tb(k − 1) + ∆T
UbAb
(
Tref − Tb(k)
)
+Qc(k) +Qd(k)
Mb
∀k
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Qc(k) ≥ λc1Pc(k)2 ∀k
Qd(k) ≥ λd1Pd(k)2 ∀k
Qc(k) ≥ λc2Pc(k)2 + λc3Pc(k) + λc4ξb(k) + λc5 ∀k
P avgb (k) = P
avg
b (k − 1)e−∆T /τb +
(
Pd(k)− Pc(k)
)(
1− e−∆T /τb) ∀k
Db(k)
(
1− ΓbP avgb (k)
)
= −ΓbP avgb (k) + ξb(k) ∀k
b ≥ ξtargetb − ξb(kf )
Pc(k) ≤ 0.5Eb,max ∀k
Pd(k) ≤ 0.5Eb,max ∀k
ξminb ≤ ξb(k) ≤ 1 ∀k
Db(k) ≥ Dminb ∀k
Tb(k) ≤ Tmaxb ∀k
Temperature Dynamics
T (k) = AdT (k − 1) +BdU(k) ∀k
T (k) = [TZ(k) TP(k) T I(k) T E(k)]T ∀k
U(k) = [Qflow,Z(k) Qflow,P(k) H(k) Tamb(k)]
T ∀k
Tminair (k)− Tv(k) ≤ Tz(k) ≤ Tmaxair (k) + Tv(k) ∀k, z
Tbldg(k) =
∑
z ρCpVzTz(k) +
∑
pl ρCpVplTpl(k) +
∑
iMiTi(k)∑
z ρCpVz +
∑
pl ρCpVpl +
∑
iMi +
∑
e
(
M inte +M
blk
e +M
ext
e
)
+
∑
e
(
M inte T
int
e (k) +M
blk
e T
blk
e (k) +M
ext
e T
ext
e (k)
)∑
z ρCpVz +
∑
pl ρCpVpl +
∑
iMi +
∑
e
(
M inte +M
blk
e +M
ext
e
) ∀k
T ≥ Tbldg(kf )− T targetbldg
HVAC Constraints
qtotvent(k) =
∑
z
qvent,z(k) ∀k
qvent,z(k)
(
1− fr(k)
) ≥ qminfresh,z(k) ∀k, z
Qflow,z(k) = qvent,z(k)ρCp
(
Tac − Tz(k)
) ∀k, z
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Qflow,pl(k) =
∑
z∈Zpl
qvent,z(k)ρCp
(
Tz(k)− Tpl(k)
)
∀k, pl
Qac(k) = ρCp
[
qtotvent(k)Tamb(k)
(
1− fr(k)
)
+
∑
pl
∑
z∈Zpl
qvent,z(k)Tpl(k)fr(k)− qtotvent(k)TAC
)] ∀k
Pac(k) ≥ λac,1Qac(k)2 + λac,2Qac(k) ∀k
Pvent(k) ≥ λvent,1qvent(k)2 + λvent,2qvent(k) ∀k
0 ≤ fr(k) ≤ 1 ∀k
qtotvent(k) ≤ qupvent ∀k
Non-negativity Constraints
Ev(h), Ebuy(h), Esell(h) ≥ 0 ∀h
Pm(k), Ps(k), Pd(k), Pc(k), Pac(k), Tv(k) ≥ 0 ∀k
Pvent(k), Qac(k), Fm(k), Qc(k), Qd(k) ≥ 0 ∀k
qvent,z(k) ≥ 0 ∀k, z
b, T ≥ 0
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5.8.3 Case Study Parameter Values
In the case study presented, sets associated with the building have the following sizes:
z ∈ Z = {z1, z2, ..., z15}
pl ∈ P = {pl1, pl2, pl3}
i ∈ I = {i1, i2, ..., i42}
e ∈ E = {e1, e2, ..., e5}
w ∈ W = {w1, w2, w3, w4}
Note that {i1, i2, ..., i24} represent the internal walls, {i25, i26, ..., i39} represent the
drop ceilings, and {i40, i41, i42} represent the concrete floors.
In addition, the connection between zones and plenum spaces is given by:
Zpl1 = {z1, z2, z3, z4, z5}
Zpl2 = {z6, z7, z8, z9, z10}
Zpl3 = {z11, z12, z13, z14, z15}
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Table 5.12: Scalar Case Study Values
α 0.95 Eb,max 300 kWh
∆T (scheduling) 3600 s Fm,fix 11.9 kW
∆T (dispatch) 120 s Fm,var 3.72
ηI 0.95 hint 15 W/m
2-K
λc1 1.28E-03 kW
−1 hext 20 W/m2-K
λc2 4.36E-05 kW
−1 Nm 3
λc3 0.234 Mb 16,200 kJ/K
λc4 21.1 P
lo
m 3 kW
λc5 -22.06 P
up
m 30 kW
λd1 2.38E-03 kW
−1 Qratedac 300 kW
λac,1 2.75E-04 kW
−1 qupvent 25 m3/s
λac,2 0.2841 Tac 286 K
λvent,1 0.0436 kW-s
2/m6 Tmaxair (occupied) 297.15 K
λvent,2 0.1382 kW-s/m
2 Tmaxair (unoccupied) 300.15 K
Γb 0.007 kW
−1 Tminair (occupied) 294.15 K
ρ 1.225 kg/m3 Tminair (unoccupied) 291.15 K
σw 0.39 Tref 297 K
τb 5000 s T
max
b 308 K
ξminb 0.2 T¯z 297.15 K
Ab 14 m
2 Ub 16 W/m
2-K
Cp 1 kJ/kg-K Uw 3.24 W/m
2-K
Dminb 0.1
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641
1100
1100
1100
641
641
1100
1100
1100
641
641
1100

[
m3
]
VP =

2083
2083
2083
 [m3]
M intE =

6120
6120
4080
4080
253264

[
kJ
K
]
M blkE =

1544
1544
1029
1029
80511

[
kJ
K
]
M extE =

13840
13840
9227
9227
23892

[
kJ
K
]
AE =

420
420
280
280
1667

[
m2
]
σE =

0.6
0.6
0.6
0.6
0.7

UE,1 =

0.465
0.465
0.465
0.465
7.090

[
W
m2-K
]
177
UE,2 =

0.852
0.852
0.852
0.852
0.385

[
W
m2-K
]
AZ,E =

77.5 0 0 0 0
0 77.5 0 0 0
0 0 51.7 0 0
0 0 0 51.7 0
0 0 0 0 0
77.5 0 0 0 0
0 77.5 0 0 0
0 0 51.7 0 0
0 0 0 51.7 0
0 0 0 0 0
77.5 0 0 0 0
0 77.5 0 0 0
0 0 51.7 0 0
0 0 0 51.7 0
0 0 0 0 0

[
m2
]
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AZ,W =

60 0 0 0
0 60 0 0
0 0 40 0
0 0 0 40
0 0 0 0
60 0 0 0
0 60 0 0
0 0 40 0
0 0 0 40
0 0 0 0
60 0 0 0
0 60 0 0
0 0 40 0
0 0 0 40
0 0 0 0

[
m2
]
AP,E =

62.5 62.5 41.7 41.7 0
62.5 62.5 41.7 41.7 0
62.5 62.5 41.7 41.7 2198
 [m2]
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MI =

1815
1815
807
807
856
856
856
856
1815
1815
807
807
856
856
856
856
1815
1815
807
807
856
856
856
856
4280
4280
2497
2497
4280
4280
4280
2497
2497
4280
4280
4280
2497
2497
4280
333333
333333
333333

[
kJ
K
]
AP,I =

0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
400 0 0
400 0 0
233 0 0
233 0 0
400 0 0
0 400 0
0 400 0
0 233 0
0 233 0
0 400 0
0 0 400
0 0 400
0 0 233
0 0 233
0 0 400
0 0 0
2198 0 0
0 2198 0

T
[
m2
]
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AZ,I =

82.5 0 0 0 82.5 0 0 0 0 0 0 0 0 0 0
0 82.5 0 0 82.5 0 0 0 0 0 0 0 0 0 0
0 0 36.7 0 36.7 0 0 0 0 0 0 0 0 0 0
0 0 0 36.7 36.7 0 0 0 0 0 0 0 0 0 0
0 38.9 0 38.9 0 0 0 0 0 0 0 0 0 0 0
38.9 0 0 38.9 0 0 0 0 0 0 0 0 0 0 0
38.9 0 38.9 0 0 0 0 0 0 0 0 0 0 0 0
0 38.9 38.9 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 82.5 0 0 0 82.5 0 0 0 0 0
0 0 0 0 0 0 82.5 0 0 82.5 0 0 0 0 0
0 0 0 0 0 0 0 36.7 0 36.7 0 0 0 0 0
0 0 0 0 0 0 0 0 36.7 36.7 0 0 0 0 0
0 0 0 0 0 0 38.9 0 38.9 0 0 0 0 0 0
0 0 0 0 0 38.9 0 0 38.9 0 0 0 0 0 0
0 0 0 0 0 38.9 0 38.9 0 0 0 0 0 0 0
0 0 0 0 0 0 38.9 38.9 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 82.5 0 0 0 82.5
0 0 0 0 0 0 0 0 0 0 0 82.5 0 0 82.5
0 0 0 0 0 0 0 0 0 0 0 0 36.7 0 36.7
0 0 0 0 0 0 0 0 0 0 0 0 0 36.7 36.7
0 0 0 0 0 0 0 0 0 0 0 38.9 0 38.9 0
0 0 0 0 0 0 0 0 0 0 38.9 0 0 38.9 0
0 0 0 0 0 0 0 0 0 0 38.9 0 38.9 0 0
0 0 0 0 0 0 0 0 0 0 0 38.9 38.9 0 0
400 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 400 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 233 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 233 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 400 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 400 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 400 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 233 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 233 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 400 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 400 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 400 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 233 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 233 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 400
400 400 233 233 400 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 400 400 233 233 400 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 400 400 233 233 400

T
[
m2
]
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Some other case study values are calculated using algebraic relationships.
The required fresh air flow rate is taken as:
qminfresh,z(k) =

Vz2e
−4s−1 Weekday 9 AM - 6 PM
Vz4e
−5s−1 Saturday 9 AM - 6 PM
Vz2e
−5s−1 Sunday 9 AM - 6 PM
0 Else
The infiltration rates are calculated as a function of contact area with external walls
and the roof:
qleak,z = 0.001
m
s
∑
e
Az,e
qleak,pl = 0.001
m
s
∑
e
Apl,e
The incident solar radiation (insolation) on all surfaces is calculated based on the
insolation on a horizontal plane, a.k.a. global horizontal insolation (GHI), the extrater-
restrial radiation (ETR), and the solar geometry:
ψ(t) =
GHI(t)
ETR(t)
fdiff (t) =

1.02− 0.248ψ(t) ψ(t) ≤ 0.3
1.45− 1.67ψ(t) 0.3 < ψ(t) ≤ 0.78
0.147 ψ > 0.78
DHI(t) = GHI(t)fdiff (t)
DNI(t) =
GHI(t)
(
1− fdiff (t)
)
sin
(
ω(t)
)
He(t) = DNI(t)cos
(
φe(t)
)
+DHI(t)
1 + cos
(
θe
)
2
+GHI(t)
A
(
1− cos(θe))
2
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Hw(t) = DNI(t)cos
(
φw(t)
)
+DHI(t)
1 + cos
(
θw
)
2
+GHI(t)
A
(
1− cos(θw))
2
Hs(t) = DNI(t)cos
(
φs(t)
)
+DHI(t)
1 + cos
(
θs
)
2
+GHI(t)
A
(
1− cos(θs))
2
where ψ is a clearness index; fdiff is the diffuse fraction; DHI is the diffuse horizontal
insolation; DNI is the direct solar insolation; ω is the solar elevation angle; A is the
ground albedo; He, Hw, Hs are solar insolation values on building surfaces, windows,
and the PV panels, receptively; φe, φw, φs are the angle of incidence between direct
solar radiation and these surfaces; and θe, θw, θs are the angle between these surfaces
and the horizontal plane (i.e. their tilt angle).
Note that the ETR and ω are easy to find/calculate given a latitude, longitude, and
the date/time. The ground albedo is assumed to 0.2. The tilt angles are:
θE =

90o
90o
90o
90o
0o

θW =

90o
90o
90o
90o
 θs = 44.9o
I.e. there are 4 vertical walls and a horizontal roof, the windows are all vertical, and
the solar panels are tilted equal to the latitude. In addition, to calculate the incidence
angles, the azimuth of the surfaces are needed. The walls (i.e. {e1, e2, e3, e4}) face
directly East, West, South, and North, respectively. The windows follow the same
pattern. The PV panels are South-facing. Then, one can again use known solar ge-
ometry to find the angle of incidence. Obviously a higher degree of accuracy could
be obtained using measured data for all of these surfaces, but this provides a simple,
straight-forward approach that can be used for case studies where only GHI is available.
The available solar power is calculated as a function of solar radiation and panel
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temperature:
Ts(k) = Ts(k − 1) + ∆T
hext
(
Tamb(k)− Ts(k)
)
+ 0.3Hs(k)
8.33 kJ/K-m2
∀k
Pmaxs (k) = P
rated
s
Hs(k)
1000 W/m2
(
1− 0.005(Ts(k)− 25oC)) ∀k
where Ts is the solar panel temperature, and P
rated
s is the rated panel power output
(200 kW). Note that these equations do not depend at all on the optimization decision
variables, and can be calculated a priori.
For the scheduling layer, forecast uncertainties depend on the forecasted values and
the look-ahead time:
σ`(k) = P`(k)
(
0.2 + 0.015
k − kc
47
)
∀k ≥ kc
σs(k) = min
(
P rateds
(
0.17 + 0.05
k − kc
47
)
,
Pmaxs (k)
3
)
∀k ≥ kc
where kc is the current time period.
5.8.4 Online Forecast Updates
The observed values for power demand, ambient temperature, and solar radiation are
used to update future forecasts by estimating some forecast errors, δ`, δT , and δs,
respectively:
τ`
dδ`
dt
+ δ`(t) = Pˆ`(t)− P˜`(t) (5.49)
τT
dδT
dt
+ δT (t) = Tˆamb(t)− T˜amb(t) (5.50)
τs
dHˆavg
dt
+ Hˆavg(t) = Hˆ(t) (5.51)
τs
dH˜avg
dt
+ H˜avg(t) = H˜(t) (5.52)
δs(t) =
max
(
Hˆavg(t), 50W/m2
)
max(H˜avg(t), 50W/m2
) (5.53)
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Note that δ` and δT refer to an absolute deviation, whereas δs refers to a fraction
deviation. This method is used for solar radiation is used since the solar clearness
fraction tends to be relatively stable whereas absolute solar radiation has a very strong
diurnal pattern. Moreover, this approach for solar power prevents forecasting of negative
solar radiation and does not alter the predicted sunrise/sunset times. The solar terms
are saturated at 50 W/m2 so that small deviations around sunrise and sunset do not
have an overly pronounced impact on the forecast. The filter time constants τ`, τT , and
τs are selected as 10 minutes, 1 hour, and 1 hour, respectively.
Future forecasts are then given by:
P`(t) = P˜`(t) + δ`(T )e−
t−T
β` ∀t ≥ T (5.54)
Tamb(t) = T˜amb(t) + δ`(T )e−
t−T )
βT ∀t ≥ T (5.55)
H(t) = H˜(t)
(
1 +
(
δs(T )− 1
)
e
− t−T
βS
)
∀t ≥ T (5.56)
where the current time is denoted as T . The values of βT and βs are taken to be 10 hours
and 3 hours, respectively. The value of β` is taken to be ∞. In essence, the forecasting
error for power demand is assumed to persist indefinitely, whereas the weather terms are
assumed to decay back to the original, long-term forecast with some characteristic times
βT and βs. This approach is used since the original power forecast is just based on a
typical load profile, but the weather forecasts would come from a physics-based weather
model which should accurately predict the long-term trends over the next several days.
CHAPTER 6
Energy Management and Load Shaping for Commercial Microgrids
Coupled with Flexible Building Environmental Control
6.1 Introduction
In Chapter 5, load shaping regulation was achieved by incorportating flexible cooling
loads into the microgrid scheduling and control problem. In particular, a case study
for a 5,000 m2 office building located in Minneapolis, MN over a 1 week period in
the summer was examined. Conceivably this approach might work well only for the
particular case study chosen (e.g. works well in the summer when cooling demand
is high but poorly in other seasons). In this chapter, the formulation and analysis is
extended to consider several different commercial load shapes and other seasons, i.e. fall
(when cooling loads are much milder) and winter (when heating loads are also present).
This chapter provides important insights about how well this commercial microgrid
paradigm can be used to absorb the stochasticity and variability of on-site renewable
generation, and highlights what potential limitations might exist.
The primary contributions of this chapter are an extension of the formulation from
Chapter 5 to consider process units and thermal dynamics associated with space heating,
formulation of a more generic building model that can represent a wide variety of end
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Figure 6.1: Energy flow diagram of the microgrid system considered.
users, and analysis of an extended case study across a diverse group of commercial
load shapes and seasons. In Section 6.2 the optimization model used in scheduling
and supervisory control is formulated. A brief description of the underlying real-time,
dynamic system is also provided. In Section 6.3, a case study over multiple commercial
load shapes and seasons is described. Finally, specific results and overall conclusions
from this case study are showcased in Sections 6.4 and 6.5, respectively.
6.2 Model Formulation
A microgrid scheduling and supervisory control problem is formulated for the system
shown in Figure 6.1. This supervisory controller seeks to regulate the indoor air tem-
perature and the net power flow between the microgrid system and the external utility.
In this problem, a fast time scale (on the order of minutes) is associated with stochastic
fluctuations in weather and loads, and with the dynamics of building air temperatures
(which can be changed relatively rapidly by the HVAC system). A slower time scale
(on the order of hours) is associated with the battery storage level, slow temperature
dynamics (i.e. those of walls and floors), and the natural diurnal patterns of occupancy
and weather. Moreover, the supervisory controller needs to coordinate local power gen-
eration and consumption such that the hourly energy exchange with the external utility
lies within a specific interval as dictated by the proposed market structure.
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Thus, the centralized decision making is divided into an hourly scheduling problem
and a more frequent economic dispatch problem. The hourly scheduling problem dic-
tates long-term goals for energy exchange, storage levels, and building average temper-
atures. The economic dispatch problem responds to realized conditions and optimizes
unit setpoints to minimize operating cost and keep the system on track to meet long-term
goals. The decision making at both time scales is based on economic model predictive
control (E-MPC). The scheduling problem considers a relatively coarse temporal granu-
larity and discrete decisions such as on/off states, but utilizes some approximations for
non-convex terms. In contrast, the dispatch problem fixes all discrete decisions based
on the most recent scheduling iteration, but considers inherent process non-convexities
and employs a finer temporal granularity in the problem formulation.
Since the proposed market structure has been discussed in more detail in Chapters
4 and 5, it is only briefly restated in Section 6.2.1. Then, the system model used in
the E-MPC is formulated. This model is an extension of the one presented in Chapter
5, with the primary addition being consideration of building heating instead of just
cooling.
6.2.1 Market Structure
The same market structure from Chapters 4 and 5 is considered again. Recall that
unlike existing demand response schemes, the utility company is provided with specific
information about the residual load from each microgrid 24 hours ahead of time. The
mathematical formulation is again briefly summarized here.
The energy exchange between the microgrid and the external utility is metered over
a series of balancing periods, where each balancing period is taken to be 1 hour (e.g.
net energy exchange would be metered over the period from 8 AM to 9AM):
Eg(h) =
∑
k∈h
Pg(k)∆T (6.1)
where h is a balancing period index, k is a discrete time index, Pg is the power flow
between the microgrid and the utility, ∆T is the sampling time, and Eg is the metered
188
energy exchange. The energy exchange is expected to lie close to some previously es-
tablished commitment, as constrained by a market parameter called schedule elasticity :
− γ − Ev(h) ≤ Eg(h)− Egc(h) ≤ γ + Ev(h) (6.2)
where Egc is an energy exchange commitment, γ is the schedule elasticity (i.e. the al-
lowed uncertainty in the residual load), and Ev is a non-negative commitment violation.
The microgrid incurs steep fines if this commitment violation is non-zero.
In addition, adjacent commitments are required to lie close to each other, as con-
strained by a market parameter called schedule adaptability :
Egc(h− 1)− δ ≤ Egc(h) ≤ Egc(h− 1) + δ (6.3)
where δ is the schedule adaptability (i.e. the allowed variability in the residual load).
These energy exchange commitments are dictated by the microgrid, but they must be
communicated to the utility company at least 24 hours before the start of the relevant
balancing period.
6.2.2 Microturbines
Microturbines serve as a source of controllable local power generation, and energy can
be recovered from their exhaust to help in space heating. Microturbines of the same
model type are treated as indistinguishable in the model formulation, and, for simplicity,
only a single type is considered (though this assumption could easily be relaxed). The
aggregate power output of microturbines is then given by:
xm(k)P
lo
m(k) ≤ Pm(k) ≤ xm(k)P upm (6.4)
where xm is the number on, P
lo
m and P
up
m are the maximum and minimum operating
setpoints, and Pm is the power output. The waste heat recovery is then given by:
Qm(k) ≤ λm,varPm(k) + λm,fixxm(k) (6.5)
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where λm,var and λm,fix are positive coefficients, and Qm is the heat recovered for use
in space heating of the building.
The fuel source of the microturbines is taken as natural gas, with a consumption
rate given by:
Fm(k) = Fm,varPm(k) + Fm,fixxm(k) (6.6)
where Fm is the fuel consumption rate, and Fm,var and Fm,fix are positive constants.
The number of active microturbines, i.e. xm, is treated as a decision variable in the
hourly scheduling problem, but is taken as a parameter in the dispatch problem. This
not only prevents the introduction of discrete variables into the non-convex dispatch
problem, but also prevents rapid on-off cycling of microturbines in response to short-
term stochasticity.
6.2.3 Photovoltaic Panel
A photovoltaic array (PV) generates on-site renewable power. The available renewable
power is a function of the weather only, and can be calculated before each optimization
instance based on the current weather forecasts. The PV power is curtailable if desired,
i.e. the total available power does not have to be used:
0 ≤ Ps(k) ≤ Pmaxs (k) (6.7)
where Pmaxs is the renewable availability, and Ps is the actual PV power used. In general,
PV curtailment will only be used to avoid exporting too much power to the utility and
incurring commitment violations.
6.2.4 Battery
A battery bank is used for storing and later dispatching electrical energy. The battery
storage dynamics are described by:
Eb,max
(
ξb(k)− ξb(k − 1)
)
= ∆T
(
ηIPc(k)− Pd(k)/ηI −Qc(k)−Qd(k)
)
(6.8)
where Eb,max is the battery storage capacity, ξb is the battery state of charge (SOC), ηI
is the inverter efficiency, Pc and Pd are the charging and discharging power (respectively)
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measured at the battery terminals, and Qc and Qd are the internal heat generation due
to charging and discharging (respectively).
The internal heat generation terms are described in the same way as Chapter 5:
Qd(k) ≥ κd1Pd(k)2 (6.9)
Qc(k) ≥ κc1Pc(k)2 (6.10)
Qc(k) ≥ κc2Pc(k)2 + κc3Pc(k) + κc4ξb(k)− κc5 (6.11)
The battery temperature is constrained to lie below some maximum operating temper-
ature to prevent damage and excessive degradation.
Additional constraints are added to the dispatch formulation which ensure that a
minimum battery depth of charge is not exceeded, and which penalize under-charging
the battery (i.e. having a terminal storage level below the value requested by the hourly
scheduling). More details on these can be found in Chapter 5.
6.2.5 Building Thermal Model
The building thermal model consists of a set of zones (i.e. air volumes), interior furnish-
ings, interior solid building elements (e.g. internal walls), and exterior solid building
elements (i.e. external walls and roofs). Unlike in Chapter 5, no explicit distinction
is made between occupiable zones and plenum spaces in this chapter, and thermal dy-
namics of interior furnishings are considered. This is done to facilitate a more general
building model.
The temperature dynamics of zones are described by:
ρCpVz
dTz
dt =
∑
f Az,fhz,f
(
Tf (t)− Tz(t)
)
+
∑
iAz,ihz,i
(
Ti(t)− Tz(t)
)
+
∑
eAz,ehz,e
(
T inte (t)− Tz(t)
)
+
∑
w Az,wUw
(
Tamb(t)− Tz(t)
)
+
∑
w Az,wσwHw(t)
+ρCpqleak,z
(
Tamb(t)− Tz(t)
)
+Qgen,z(t) +QHV AC,z(t)
(6.12)
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The first three lines on the right-hand side describe convective heat transfer with other
thermal elements. Note that, different from the formulation in Chapter 5, the convective
heat transfer coefficient inside the building is no longer uniform. This allows the model
to capture the impact of materials like carpeting which can impede heat transfer but
have negligible thermal mass. The fourth and fifth line describe heat transfer and direct
solar gain via windows. The sixth line describes heat loss due to infiltration/exfiltration.
The final line describes the heat gain due to internal generation within the zone and
heat gain/loss due to HVAC system. This HVAC term is the heat gain/lost due to
forced ventilation plus heat gain from the heating system:
QHV AC,z(t) = Qflow,z(t) +Qheat,z(t) (6.13)
The temperature dynamics of furnishings are described by:
Mf
dTf
dt
=
∑
z
Az,fhz,f
(
Tz(t)− Tf (t)
)
(6.14)
It is worthwhile to note that each furnishing element will contact exactly one zone.
The temperature dynamics of interior solid building elements are described by:
Mi
dTi
dt =
∑
z
Az,ihz,i
(
Tz(t)− Ti(t)
)
+Ag,iUg,i
(
Tamb(t)− Ti(t)
) (6.15)
Note that building elements like the slab or underground walls (which contact the soil,
but not ambient air) are treated as interior building elements. These elements have
some slow rate of heat transfer with the environment governed by the contact area with
the soil, Ag,i, and an overall heat transfer coefficient, Ug,i.
The exterior solid building elements directly contact the ambient air on one side.
As before, they are described in terms of a interior, exterior, and bulk temperature:
M inte
dT inte
dt =
∑
z
Az,ehz,e
(
Tz(t)− T inte (t)
)
+AeUe,1
(
T blke (t)− T inte (t)
) (6.16)
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M blke
dT blke
dt = AeUe,1
(
T inte (t)− T blke (t)
)
+AeUe,2
(
T exte (t)− T blke (t)
) (6.17)
M exte
dT exte
dt = AeUe,2
(
T blke (t)− T exte (t)
)
+Aehext
(
Tamb(t)− T exte (t)
)
+AeσeHe(t)
(6.18)
The heat gain/loss term in (6.12) is a bilinear function of the ventilation flow rate
and the zone temperatures:
Qflow,z(t) = ρCp
[
qvent,z
(
Tac − Tz(t)
)
+
∑
z′∈Cz
qvent,z′
(
Tz′(t)− Tz(t)
)]
(6.19)
where Cz is the subset of zones which feed air to zone z. As an example, consider Figure
6.2. In this example, Cz1 = ∅, Cz2 = ∅, and Cz3 = {z1, z2}. In addition, note that zone z3
in this example cannot receive supply air directly from the A/C unit (i.e. qvent,z3 := 0).
The affine temperature dynamics in (6.12)-(6.18) can be summarized as the continuous-
time linear system:
dT
dt
= AT (t) +BU(t) (6.20)
with the stacked temperature vector, T , and appropriately defined matrices A and B.
The QHV AC,z terms are treated as exogenous inputs (i.e. included in U). Then, the
Thermal
Zone
Thermal
Zone
Thermal
Zone
(z1)
(z2)
(z3)
Supply Air
(from A/C)
Return Air
(to A/C or exhaust)
Supply Air
(from A/C)
Figure 6.2: Illustrative thermal model example.
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temperature dynamics are given at the discrete sampling time by:
T (k) = AdT (k − 1) +BdU(k) (6.21)
Ad = e
∆TA (6.22)
Bd = A
−1 (e∆TA − I)B (6.23)
(6.24)
with the bilinear terms treated with a zero-order hold approximation
Qflow,z(k) = ρCp
[
qvent,z
(
Tac − Tz(k)
)
+
∑
z′∈Cz
qvent,z′
(
Tz′(k)− Tz(k)
)]
(6.25)
This transformation to discrete-timeAd andBd results in very dense matrices (i.e. there
are no zero elements), though many elements remain exceedingly small. To improve
computational tractability of the optimization problem, some terms are neglected. In
particular, terms introduced by this discrete time transformation with a sufficiently
small magnitude (e.g. < 10−3) are eliminated.
6.2.6 HVAC System
The heating, ventilation, and air conditioning (HVAC) system supplies space heating
and cooling to the building zones in order to regulate the temperature to some desired
range. In particular, the supervisory controller should regulate the indoor air tempera-
ture to be:
 21-24oC during occupied hours
 18-27oC during unoccupied hours
Note that in this chapter, the occupied hours vary among the different buildings types
considered. The ventilation system supplies chilled air at a constant temperature to
cool zones. In addition, an independent heating system (e.g. a system of hot water
radiators) can supply heat to the zones.
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The total ventilation rate is given by:
qtotvent(k) =
∑
z∈Zv
qvent,z(k) (6.26)
where qtotvent is the ventilation flow rate and Zv is the subset of zones which have air
supplied to them directly by the HVAC system. Recall that some zones do not receive
ventilation directly from the HVAC system:
qvent,z(k) := 0 ∀z /∈ Zv (6.27)
Returning to the earlier example in Figure 6.2, Zv = {z1, z2}, and z3 /∈ Zv.
The cooling duty of the A/C unit is a function of the inlet temperature and the
total ventilation rate:
Qac(k) = ρCpq
tot
vent(k)
(
Tmix(k)− Tac
)
(6.28)
where Qac is the cooling duty, Tmix is the inlet temperature to the HVAC system, and
Tac is the supply air temperature. The inlet air is a mixture of recycled building air and
fresh air from outside. The inlet temperature is then given by:
qtotvent(k)Tmix(k) =q
tot
fresh(k)Tamb(k)
+ fr(k)
∑
z∈Zr
[(
qvent,z(k) +
∑
z′∈Cz
qvent,z′(k)
)
Tz(k)
]
(6.29)
qtotvent(k) = q
tot
fresh(k) + fr(k)
∑
z∈Zr
[
qvent,z(k) +
∑
z′∈Cz
qvent,z′(k)
]
(6.30)
where qtotfresh is the flow rate of fresh air to the building, Zr is the subset of zones which
can recycle air to the HVAC system1, and fr is the fraction of air recycled. During
occupied hours, adequate fresh air must be supplied to the building zones, as described
by:
qtotfresh(k)qvent,z(k) ≥ qminfresh,z(k)qtotvent(k) (6.31)
1Some building zones, such as kitchens and medical spaces, cannot recycle their air and must vent
it all directly outside. Additionally, some other zones not return directly to the HVAC unit, e.g. zones
z1 and z2 in Figure 6.2.
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where qminfresh,z is a parameter which characterizes the minimum fresh air flow rate to
zone z.
The cooling-duty is supplied by an A/C unit with a parasitic power consumption
described by:
Pac(k) = λac,1Qac(k)
2 + λac,2Qac(k) (6.32)
In addition, the parasitic power of the fans in the ventilation system is described by:
Pvent(k) = λvent,1q
tot
vent(k)
2 + λvent,2q
tot
vent(k) (6.33)
The heating-duty is supplied by a combination of waste heat recovery, resistive
heating, and dedicated natural gas heating:
∑
z
Qheat,z(k) = Qm(k) +Qr(k) +Qn(k) (6.34)
where Qr is the heat supplied by an electric resistive heater, and Qn is heat supplied
via a traditional gas-fired furnace. Obviously, using resistive heating leads to coincident
parasitic power consumption:
Pr(k) = Qr(k)/ηr (6.35)
Similarly, natural gas heating has coincident fuel usage:
Fn(k) = Qn(k)/ηn (6.36)
The efficiency of gas-fired heating and resistive heating are taken to be 85% and 90%,
respectively.
During seasons when heating is not needed (e.g. the Summer) the terms and equa-
tions related to space heating can be removed from the optimization formulation to
reduce the problem size. Note that cooling is generally needed for some zones through-
out the year (i.e. zones that lie within the core of the building and do not contact any
external building elements).
Some changes are made to the thermal model and HVAC model to preserve convexity
and reduce computational complexity in the scheduling formulation. In particular, a
reduced thermal model is used by aggregating thermal elements of the same type, and a
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nominal indoor temperature is assumed in calculating cooling duties and enthalpy flow
terms. This approach is described in more detail in Chapter 5. The only significant
difference is that not all indoor air is aggregated into a single, lumped temperature.
Instead, the zones are divided into 2 categories based on the ratio of window and external
element contact area to zone volume, i.e.:∑
e
Az,e + 10
∑
w
Az,w
Vz
A factor of 10 is used for window area since heat transfer via windows is much higher
than via external walls or roofs. Zones in which this characteristic ratio is high will
generally need heating during the winter, while zones in which this characteristic ratio
is low or zero will generally need cooling even during the winter. Aggregating all air
into a single element would therefore underestimate both heating and cooling needs in
the winter months.
6.2.7 Energy Balances
The energy balances from Chapter 5 are updated to reflect the new terms (i.e. the
power consumption of the resistive heater):
Pm(k) + Pd(k) + Ps(k) + Pg(k) = P`(k) + Pc(k) + Pac(k) + Pr(k) + Pvent(k) (6.37)
Prob
[
Pˆm(k) + Pˆd(k) + Pˆs(k) + Pˆg(k) =
Pˆ`(k) + Pˆc(k) + Pˆac(k) + Pˆr(k) + Pˆvent(k)
∣∣∣∣ Eˆv(k) ≤ Ev(k)
xm(k), χb(k)
]
≥ α (6.38)
where again variables denoted with a circumflex (e.g. Pˆm) refer to the realized values
after uncertainty has been revealed and recourse actions have been taken.
As in Chapters 4 and 5, a set of linear inequalities are derived which guarantee the
chance constraints can be satisfied:
Pmaxm (k) + P
max
d (k)− Pminac (k)− Pminvent(k)− Pminr (k) + Egc(k) + γ + Ev(k)
≥ P`(k)− Pmaxs (k) + Φ−1
(
1 + α
2
)√
σ2` (k) + σ
2
s(k) (6.39)
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Pminm (k)− Pmaxc (k)− Pmaxac (k)− Pmaxvent (k) + Pmaxr (k) + Egc(k)− γ − Ev(k)
≤ P`(k) + Φ−1
(
1− α
2
)
σ`(k) (6.40)
where Φ−1(p) denotes the inverse cumulative distribution function of the standard nor-
mal distribution at probability level p. The auxiliary variables on the left hand side (e.g.
Pmaxm and P
min
m ) specify the maximum and minimum energy generation/consumption
of each unit. Some auxiliary variables are constrained based on first-stage decisions (i.e.
the on/off state microturbines, the charge/discharge state of the battery, and energy
exchange commitments). Auxiliary variables are also constrained based on the path
constraints of state variables (e.g. zone temperatures and battery level) and the rele-
vant system dynamics. For example, Pminac should be sufficient to ensure the maximum
zone temperature is not exceeded. The full set of constraints related to these auxiliary
variables can be seen in the optimization formulations shown in Section 6.7.1. Note that
normally distributed forecasting errors are assumed in this work2.
6.2.8 Objective Functions
The scheduling layer is ultimately formulated as a mixed integer quadratically con-
strained program with the objective function:
minimize
∑
k
[
ζbuy(k)Ebuy(k)− ζsell(k)Esell(k) + ζgas
(
Fm(k) + Fn(k)
)
+ζmym(k) + ζcPc(k) + ζdPd(k) + ζcomfortTv(k)
+ζvEv(k)
]
− ζstore(kf )Eb,maxξb(kf ) + ζtemp(kf )Tbldg(kf )
(6.41)
where a term for fuel consumption by the natural gas heater has been added. In addition,
the coefficient for the terminal building temperature (ζtemp) now also depends on the
season. For example, in the summer it is advantageous to have the building cold (i.e.
ζtemp > 0) to offset future A/C needs, but this is not the case in the winter. The
scheduling problem has a receding horizon of 48 hours and a sampling time of 1 hour.
It is important to note that all the quadratic constraints within this scheduling problem
2This assumption could easily be relaxed as the stochastic parameters appear affinely in the chance
constraint. Thus, one only needs to evaluate the cumulative distribution function of the stochastic terms
P`(k) and P`(k)− Pmaxs (k) at the appropriate probability levels.
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are convex, so it is computationally tractable to solve the problem to global optimality.
The scheduling decisions for the number of microturbines turned on, the energy exchange
commitments, and the targets for battery level and building temperature are relayed to
the dispatch layer.
The dispatch layer is ultimately formulated as a nonlinear program with the objective
function:
minimize
∑
h
[
ζbuy(h)Ebuy(h)− ζsell(h)Esell(h) + ζvEv(h)
]
+∆T
∑
k
[
ζgas
(
Fm(k) + Fn(k)
)
+ ζcomfortTv(k) + ζcPc(k)
+ζdPd(k)
]
− ζstore(kf )Cb
(
ξb(kf )− 23b
)
+ ζtemp(kf )Tbldg(kf ) + ζtrack(kf )T
(6.42)
The dispatch problem has a receding horizon of 2 hours and a sampling time of 2
minutes. This dispatch problem in non-convex, and it is only solved to local optimality
since global optimality cannot be achieved in a practical time. The dispatch decisions for
power generation levels (e.g. Pm) and ventilation rates to each zone are then broadcast
to each unit within the microgrid. Each unit tracks their setpoint request using local
control.
6.2.9 Dynamic System Model
A continuous-time, dynamic system model built in Simulink is used to implement and
test the proposed control approach. In particular, this model is an extension of the one
used in Chapter 5. New units corresponding to the heaters and a heat exchanger for
waste heat recovery from the microturbine exhaust are added.
For simplicity, the resistive and natural gas heaters are modeled as static energy
conversion units with a constant efficiency. The heat recovery unit is modeled as a
dynamic heat exchanger. A controllable damper varies the fraction of the microturbine
exhaust flow which is sent the heat recovery unit in order to regulate the amount of heat
supplied. This split fraction can be set to use all available microturbine exhaust during
the winter unless the building is at risk of overheating (i.e. exceeding the maximum
desired temperature). During appropriate seasons (e.g. summer) these heaters and heat
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recovery unit can be left out of the model to improve simulation speed. For a description
of the modeling of other process units, see Section 5.3.
6.3 Case Study
A case study is used to showcase that this proposed approach is able to effectively
mitigate uncertainty and variability in the residual load at little opportunity cost across
a range of commercial buildings. In particular, we will focus on the following commercial
building types:
 Office space
 Education
 Mercantile
 Health care
Together, these building types account for over 50% of the electricity consumption of
commercial buildings [127]. Moreover, they exhibit significant differences in their load
shapes on daily, weekly, and seasonal times scales. Thus, they provide a relevant and
interesting test set for examining the effectiveness of the proposed control approach. In
our case study, these general commercial building types are represented by:
 A 5,000 m2 office building
 A 6,871 m2 school building
 A 2,500 m2 stand-alone retail store
 A 22,436 m2 hospital
The U.S. Department of Energy reference commercial reference buildings were used as
a starting point for modeling [128]. The non-HVAC power demands and total internal
heat generation for each building type are shown in Figures 6.3. Note that these values
are assumed to have no seasonal dependence (while the total power demand including
HVAC loads will have a significant seasonal dependence). The layout of thermal zones
in each building is shown in Section 6.7.3.
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Figure 6.3: Power demand and heat generation profiles for each customer type.
The performance of this control approach is studied in a winter period, a summer
period, and a shoulder period (when temperature values are less extreme, i.e. fall). In
each case, a 9-day closed-loop simulation is performed, but the results from the first 48
hours are discarded as a burn-in period. The weather inputs, i.e. solar global horizontal
irradiance (GHI) and ambient temperature are taken from the Typical Meteorological
Year 3 data3 for Minneapolis, MN. The date ranges used are:
 Summer period: July 12th-20th
 Shoulder period: September 10th-18th
3Accessible at http://rredc.nrel.gov/solar/old data/nsrdb/1991-2005/tmy3/
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Figure 6.4: Solar radiation profiles and forecasts for each season.
 Winter period: January 7th-15th
White noise was added to the GHI signal to simulate more realistic, noisy data. Solar
radiation on other surfaces (e.g. walls, inclined solar panels, etc.) are calculated based
on the GHI. Noise was not added to the temperature data as the natural thermal
dynamics of the system would damp them out regardless. The GHI values and forecasts
for each season are shown in Figure 6.4.
For each building type, the schedule elasticity and schedule adaptability values are
scaled based on the average energy demands. The exact values are shown in Table
6.1. To facilitate a fair comparison, a base case is considered for all building types and
seasons where no regulatory/load shaping constraints are imposed on the microgrid (i.e.
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Table 6.1: Market Parameters
Retail Office School Hospital
Schedule Elasticity (kWh) 6 10 20 57.5
Schedule Adaptability (kWh) 6 10 20 57.5
Table 6.2: Unit sizing
Retail Office School Hospital
Number of microturbines 3 3 3 3
Rated microturbine power (kW) 4 7 15 40
Rated PV power (kW) 100 200 313 1150
Battery capacity (kWh) 150 300 470 1725
A/C capacity (tons) 35 65 100 375
Resistive heater capacity (kW) 10 20 31 115
Furnace capacity (kW) 122.5 225 350 700
schedule elasticity and adaptability are taken as ∞). This base case is used to scale
results where appropriate. For example, the cost of energy supply increases with the
building size, so a relative cost is defined:
Relative Cost =
Cost
(Cost)Base Case
(6.43)
The sizing of local process units is also scaled according to the characteristic building
energy demands as shown in Table 6.2. Note that the installed capacity of dispatchable
generation (i.e. microturbines) has been reduced by a factor of ∼3 compared to Chapter
5. This was done to analyze what impact this reduction in dispatchable capacity might
have on the load shaping ability of the microgrid. Other details on the case study
parameter values are provided in Section 6.7.4.
6.4 Results
The overall cost of energy supply in each case is shown in Table 6.3. The breakdown of
the different cost factors is shown in Figure 6.5. As mentioned, the values are scaled by
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Table 6.3: Energy supply cost (relative to base case).
Retail Office School Hospital
Summer 1.27 1.14 1.43 1.14
Fall 1.18 1.15 1.22 1.04
Winter 1.21 1.36 1.27 1.41
Figure 6.5: Breakdown of cost factors in each scenario. Values are shown in terms of
relative cost (i.e. scaled by the total cost in the base case).
the base case in which no no load shaping restrictions are imposed. In most cases, the
cost is ∼15-25% higher than the base case. Comparing the cost of the office building in
the summer to the results from Chapter 5, reducing the installed capacity of dispatchable
generation by a factor of ∼3 has only caused the relative cost to rise from 1.11 to 1.14.
In the winter, the cost is largely dominated by the fuel cost (i.e. to supply the
gas-fired furnace and the microturbines which cogenerate both heat and power). An
exception to this trend is the hospital. The hospital has a higher level of power con-
sumption and occupancy during off-peak hours (i.e. overnight) compared to the other
load shapes considered. Thus, it has a relatively high level of internal heat generation
during the night/weekends, and less need for the furnace and microturbines to supply
space heating. Furthermore, the hospital is a large building, so the rate of heat loss to
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Table 6.4: Cumulative commitment violations (kWh). The value in parenthesis shows
this cumulative commitment violations scaled by the allowed elasticity to facilitate easier
comparison among the load shapes.
Retail Office School Hospital
Summer 563 (94) 222 (22.2) 2,180 (109) 1,460 (25.3)
Fall 6.5 (1.1) 16 (1.6) 16.9 (0.9) 289 (5.0)
Winter 171 (28.5) 444 (44.4) 625 (31.2) 2,440 (42.4)
the environment is slow compared to a small building like the stand-alone retail store
(due to the scaling between building surface area and volume). In the summer, the cost
is dominated by the cost of imported power. Although more solar power is available
during the summer, it is not enough to offset the overall increase in power demands
due to the high cooling loads, and more power must be imported. The fall season
represents a balance between these two cases. Space heating needs are negligible (or
non-existent) so less fuel is used, but the cooling loads are also lower so less power tends
to be imported.
The magnitude of incurred commitment violations in each case is shown in Table
6.4. To aid in comparison among the cases with different energy demand magnitudes,
a normalized value (i.e. scaled by the allowed elasticity) is also shown in parenthesis.
The magnitude of commitment violations is higher in the summer and winter seasons
as compared to the fall. In the winter, space cooling only accounts for a small fraction
of the energy usage, and space heating is achieved primarily by using natural gas rather
than electricity as a primary energy source. Thus, the flexible HVAC system is less
effective at enabling load shaping and commitment violations occur more frequently. In
the fall, the inherent flexibility in the air conditions/cooling system can be effectively
leveraged to mitigate renewable and demand uncertainty. In summer, cooling loads are
very high, and the HVAC system is less able to engage in flexible operation (i.e. the
system may need to be operated continuously to prevent temperatures from rising too
high).
The residual load profile for each load shape over the summer season is shown in
Figure 6.6. Note that realized values outside of the maximum/minimum bounds indicate
commitment violations. A similar shape to the residual load profile is seen among all
205
-48 -24 0 24 48 72 96 120 144 168
-40
-20
0
20
40
60
80
100
 Realized
 Minimum
 Maximum
R
es
id
ua
l L
oa
d 
(k
W
h)
Hour
(a) Retail
-48 -24 0 24 48 72 96 120 144 168
-50
0
50
100
150
 Realized
 Minimum
 Maximum
R
es
id
ua
l L
oa
d 
(k
W
h)
Hour
(b) Office
-48 -24 0 24 48 72 96 120 144 168
-100
0
100
200
300  Realized
 Minimum
 Maximum
R
es
id
ua
l L
oa
d 
(k
W
h)
Hour
(c) School
-48 -24 0 24 48 72 96 120 144 168
-400
-200
0
200
400
600
800  Realized
 Minimum
 Maximum
R
es
id
ua
l L
oa
d 
(k
W
h)
Hour
(d) Hospital
Figure 6.6: Residual load profile for each load shape in the summer season. Maximum
and minimum bounds result from the day-ahead commitments.
4 systems. In particular, the energy imports are higher during the evening hours and
overnight when the electricity prices are lower. During the middle of the day, less power
is purchased from the utility company due to the combined effect of high prices and
the availability of solar power. Sale/export of power to the utility company is generally
rare, and tends to only occur on the weekends when local power demand is very low.
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Table 6.5: Characteristic time scales for heat losses in each building in units of hours.
Retail Office School Hospital
5.1 8.6 5.8 12.0
As evidenced by both Table 6.4 and Figure 6.6, the systems with the office building
and hospital have a level of commitment violations that is 4-5x lower than the other
cases in the summer season. This is in part due to the difference in the time scale for
heat loss to the environment among the different buildings considered. A characteristic
time scale for heat losses in each building can be calculated as:
Mbldg∑
e
Aehext +
∑
w
∑
z
Az,wUw +
∑
i
Ag,iUg,i
where Mbldg is the total thermal mass of the building given by:
Mbldg =
∑
z
ρCpVz +
∑
f
Mf +
∑
i
Mi +
∑
e
(
M inte +M
blk
e +M
ext
e
)
The values of this characteristic time for each building considered are shown in
Table 6.5. As shown by this table, the retail building and school have a significantly
lower characteristic time (i.e. heat losses to the environment occur faster). Thus, their
effective thermal storage is akin to a leaky battery, and the load shaping performance
is worse (i.e. more commitment violations are incurred). In particular, due to the
higher rate of losses to the environment, less pre-cooling of the building is observed
during closed-loop operations, and so flexibility is not available to mitigate forecasting
errors. This can be seen in Figure 6.7 which compares the temperature profiles during
the summer season. In summer, the office building is pre-cooled to a larger extent
compared to both the school and retail buildings. Typically the office is pre-cooled
overnight to a building average temperature of ∼21oC as compared to ∼23oC and ∼22oC
for the retail building and school, respectively. The control system elects not to pre-
cool these buildings as much since more of this stored energy would be lost (and it
is therefore economically inefficient). Furthermore, the office heats up slower over the
daytime hours, so flexible operation of the A/C unit can still be achieved during the
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Figure 6.7: Temperature profiles for each load shape in the summer season. The comfort
range varies by load shape due to the differences in occupancy patterns.
later afternoon/evening hours when the school and retail building incur commitment
violations.
The retail building has a fast characteristic time for heat losses due to its smaller
size (i.e. in terms of square footage). In general, the volume of the building will scale
with the total square footage of the building raised to a power of 1.5, whereas the area
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for heat loss to the environment will scale linearly. Therefore, a larger building will
have a more attractive ratio of volume (and thus thermal inertia) to surface area for
heat loss, and so will perform better at the required load shaping. The school building,
despite its relatively large square footage, also has a high specific surface area due to
its layout with 3 separate wings (see the layouts in Section 6.7.3). Therefore, it also
performs poorly at load shaping in the summer.
The hospital is assumed to be occupied at all hours, so deep pre-cooling of the build-
ing zones is not allowed. However, by keeping the air temperature close to the lower
bound during the night hours, the average building temperature can still be brought
quite low. In addition, the hospital has a slow rate of heat exchange with the sur-
roundings due to its large volume-to-surface area ratio. Combined, these effects allow
for sufficient shifting of thermal loads, and a relatively low magnitude of commitment
violations.
Figure 6.8 shows the residual load profile of the office building in each season. The
overall profile is similar in each season. In particular, energy imports are higher during
the overnight period when electricity is inexpensive. In the fall and winter the difference
between the peaks and valleys in the residual load profile are less extreme. Thus, a
tightening of the allowed schedule adaptability would likely primarily impact the cost
during the summer season. Export of power to the utility company is more common
during the fall and winter seasons since less power is needed locally for cooling. During
the winter season a small amount of power is sometimes exported around noon on
weekdays, but overall these exports occur midday on the weekends. The utility company
could redistribute this energy to serve nearby residential customers which have higher
loads on the weekend. Similar trends are observed for the other load shapes considered.
Figure 6.9 shows the temperature profiles of the office building in each season. Simi-
lar closed-loop behavior is seen in the summer and fall where pre-cooling of the building
is done overnight. In the fall, very deep levels of pre-cooling can be achieved on cold
nights (e.g. around hours 50 and 75) since freely available cold air can be sent directly
to the building zones (i.e. power is only needed for the ventilation and not for chilling
of the air). In the winter, the building is building cools overnight due to heat loss to
the environment. The building heats somewhat during the daytime hours due to the
high level of internal heat generation from occupants and electricity consumption, but
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Figure 6.8: Residual load profile for the office building in each season. Maximum and
minimum bounds result from the day-ahead commitments.
the upper comfort bound is never approached. Similar trends are observed for the other
buildings considered. In all cases, satisfactory indoor air temperatures are maintained.
Table 6.6 shows the load factor (defined in the same way as Chapter 5) in each case.
The load factor is substantially increased in all cases by +20-80% relative to the base
case. In some cases, the improvement in load factor is strongly season-dependent. For
buildings with a fast characterisitc time scale for heat loss, this improvement is modest
in the summer (i.e. since the HVAC system must be operated more consistently to keep
the building cool). However, in the fall and winter, overall power demand is lower (i.e.
little to no energy must be spent in cooling), and cogeneration technologies are favored
since significant space heating is needed. In the base case, the average energy imports
are very low in these seasons, leading to a small load factor. A dramatic improvement
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Figure 6.9: Temperature profiles for the office building in each season.
is then seen when the proposed market structure is implemented.
For buildings with a long characteristic time scale for heat transfer with the environ-
ment (i.e. the office and hospital), the improvement in the load factor is fairly uniform
across all seasons. Such buildings still utilize a significant amount of space cooling in
the winter, and technologies which cogenerate heat and power are less attractive. Thus,
imported power remains a larger fraction of total energy supply throughout the year,
and the load factor is relatively stable across seasons.
Table 6.7 shows that the load variability (defined the same way as in Chapter 5)
is also improved (i.e. variability is decreased). Unlike load factor, this improvement is
fairly uniform across all load shapes and seasons at a ∼30-45% reduction in hour-to-
hour variability. Obviously this can be tuned through a proper selection of the schedule
adaptability parameter.
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Table 6.6: Mean load factor. The value in parenthesis shows the improvement relative
to the base case.
Retail Office School Hospital
Summer 0.354 (+44%) 0.496 (+23%) 0.387 (+20%) 0.524 (+45%)
Fall 0.356 (+81%) 0.445 (+54%) 0.294 (+58%) 0.358 (+22%)
Winter 0.227 (+82%) 0.243 (+44%) 0.131 (+60%) 0.381 (+34%)
Table 6.7: Load variability in units of kW. The value in parenthesis shows the change
relative to the base case.
Retail Office School Hospital
Summer 6.51 (-27%) 9.38 (-52%) 21.6 (-56%) 60.9 (-42%)
Fall 4.33 (-38%) 9.75 (-38%) 17.3 (-35%) 53.2 (-30%)
Winter 5.30 (-41%) 9.98 (-42%) 18.0 (-46%) 52.5 (-44%)
Finally, utilization of available renewable power is shown in Table 6.8. As shown,
practically all of the available solar power is used in every cases. Thus, unlike the results
in Chapter 4 curtailment of renewable power is not needed because the supervisory
controller is leveraging the flexible operation of the HVAC system.
6.5 Conclusions
In this chapter, a scheduling/supervisory control framework is developed for microgrids
that can be used to explicitly limit the uncertainty and variability in the residual load
throughout the year. The formulation presented uses flexible heating and cooling loads
to help address load shaping needs. A case study utilizing multiple different commercial
load shapes shows a substantial improvement in both the load factor and load variability
are observed in all seasons.
For appropriate building types, this load shaping only results in a ∼15% increase
in microgrid operating cost for most of the year. The level of commitment violations
is relatively high during the winter since little space cooling is needed, and the space
heating loads are not as effective for electric load shaping. In particular, space heating
is dominated by gas-based technologies (i.e. the furnace and microturbines). If space
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Table 6.8: Utilization of available solar power.
Retail Office School Hospital
Summer 100% 100% 100% 100%
Fall 98.8% 98.9% 98.8% 98.4%
Winter 100% 100% 100% 99.0%
heating were instead based on an electric furnace or heat pump, load shaping results (i.e.
in terms of commitment violations) should be similar in both summer and winter. Such
heating systems are more common in warmer climates, but can also be implemented in
cold climates (e.g. via a ground-source heat pump).
Buildings with a high specific surface area exhibit higher load shaping costs during
summer since pre-cooling is less economically attractive (i.e. a significant amount of
energy leaks out to the environment) and is less effective (i.e. even when pre-cooled,
the building heats up faster). Similar high costs are not observed during the fall and
winter seasons since cooling loads are much lower. These challenges can be addressed
at the project planning stage if the building and microgrid are co-designed by rationally
selecting the building layout, or by selecting building materials which enable better
insulation. The system could also be augmented with cold thermal storage units (e.g.
at the project planning state or later via a retrofit) to further enhance the shifting of
cooling loads. The use of thermal storage units could similarly improve the economic
performance of buildings which are always occupied (i.e. the hospital) by allowing for
better shifting of thermal loads. Such approaches were not addressed in this chapter in
order to maintain simplicity in the formulation and comparability among the systems
considered.
In all cases, similar closed-loop behavior is observed across different building types
and in different seasons. Importantly, this indicates that these microgrid systems will
behave predictably from the utility company perspective. In addition, rational behavior
emerges during the closed-loop operation, such as pre-cooling the building in response
to low electricity prices or cold ambient temperatures.
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6.6 Nomenclature
Table 6.9: Nomenclature - Sets/Indicies
Cz ⊂ Z Zones upstream from zone z t Time
e ∈ E External Building Elements T Current time
f ∈ F Interior furnishings w ∈ W Windows
h Balancing periods z ∈ Z Zones
h1 First balancing period in horizon Z1 ⊂ Z Zones aggregated into group 1
hf Last balancing period in horizon Z2 ⊂ Z Zones aggregated into group 2
i ∈ I Internal Building Elements Zv ⊂ Z Set of zones which are directly
k Time periods ventilated by the HVAC system
kf Final time period in horizon Zr ⊂ Z Set of zones which may return
Kh Time periods in balacing period h air to the HVAC system
Table 6.10: Nomenclature - Parameters
α Confidence level
β` Load forecast relaxation time
βs Insolation forecast relaxation time
βT Temperature forecast relaxation time
δ Schedule adaptability
δ` Load forecast error
δs Insolation forecast error
δT Ambient temperature forecast error
∆T Sampling time
ηI Battery inverter efficiency
ηn Furnace efficiency
ηr Resistive heater efficiency
γ Schedule elasticity
Γb Battery DOC coefficient
λac,1 A/C quadratic power cost
λac,2 A/C linear power cost
Continued on next page
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Table 6.10 – continued from previous page
λc1 − λc5 Empirical coefficients for battery internal heat gen-
eration during battery charging
λd1 Empirical coefficient for battery internal heat gener-
ation during battery discharging
λm,var Marginal waste heat availability
λm,fix No-load waste heat availability
λvent,1 Ventilation quadratic power cost
λvent,2 Ventilation linear power cost
ρ Air density
σ` Power forecast standard deviation
σe Solar gain coefficient of e
σs Solar forecast standard deviation
σw Solar gain coefficient of w
τb Battery characteristic time
τ` Load forecast filter time
τs Insolation forecast filter time
τT Temperature forecast filter time
ξminb Minimum battery SOC
ζbuy Electricity import price
ζc Battery charge cost
ζcomfort Temperature violation price
ζd Battery discharge cost
ζgas Natrual gas price
ζm Microturbine startup cost
ζsell Electricity export price
ζstore Value of stored electricity
ζtemp Value of building temperature
ζtrack Value of tracking scheduled temperature
ζv Commitment violation price
ξtargetb Target for terminal battery SOC
Continued on next page
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Table 6.10 – continued from previous page
Ad State matrix of thermal model
Ag,i Surface area between thermal element i and soil
Az,e Surface area between thermal elements z and e
Az,f Surface area between thermal elements z and f
Az,i Surface area between thermal elements z and i
Az,w Surface area between thermal elementsz and w
Ab Battery heat transfer area
Ae Area of building element e
Bd Input matrix of thermal model
Cp Air heat capacity
Dminb Minimum battery DOC
Eb,max Battery storage capacity
Egc Energy exchange commitment
E0g Energy exchange so far in current balancing period
Fm,fix No-load fuel consumption
Fm,var Marginal fuel consumption
hext Convective heat transfer coefficient outdoors
hz,f Convective heat transfer coefficient between z and f
hz,e Convective heat transfer coefficient between z and e
hz,i Convective heat transfer coefficient between z and i
He Solar radiation on element e
H Solar radiation on a horizontal surface
H˜ Original forecast for solar radiation
H˜avg Filtered value for H˜
Hˆ Observed solar radiation
Hˆavg Filtered value for Hˆ
Hw Solar radiation on window w
Lh Fraction of balancing period h which lies in the plan-
ning horizon
Mb Battery thermal inertia
Continued on next page
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Table 6.10 – continued from previous page
M inte , M
blk
e , M
ext
e Thermal masses of element e (interior, bulk, and ex-
terior, respectively)
Mf Thermal mass of furnishing element f
Mi Thermal mass of element i
Nm Number of microturbines
P` Forecasted inflexible power demand
P˜` Original forecast for inflexible power demand
Pˆ` Realized power demand
P lom Minimum microturbine setpoint
P upm Maximum microturbine setpoint
Pmaxs Available solar power
Qratedac Rated cooling duty of the A/C
Qgen,1, Qgen,2 Internal heat generation (in aggregated scheduling
model)
Qgen,z Internal heat generation
qleak,z Zone infiltration flow
Qupn Maximum setpoint of the resistive heater
Qupr Maximum furnace heating duty
qupvent Maximum ventilation flow rate
qminfresh,z Minimum flow rate of fresh air to zone z
Tac Supply air temperature
Tmaxair Maximum desired zone temperature
Tminair Minimum desired zone temperature
Tamb Forecasted ambient temperature
T˜amb Original forecast for ambient temperature
Tˆamb Observed ambient temperature
Tmaxb Maximum battery temperature
T targetbldg Terminal building temp. target
Tref Reference temperature
T¯z Nominal indoor air temperature
Continued on next page
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Table 6.10 – continued from previous page
Ue,1, Ue,2 Internal heat transfer coefficient (interior-to-bulk
and bulk-to-exterior, respectively)
Ub Battery overall heat transfer coefficient
Ug,i Overall heat transfer from i through the ground to
ambient surroundings
Uw Window overall heat transfer coefficient
Vz Zone Volume
Table 6.11: Nomenclature - Binary Variables (1 =⇒ True)
χb Is battery charging
Table 6.12: Nomenclature - Integer Variables (∈ {0, 1, 2, ...})
xm Number of microturbines on ym Number of microturbines started up
zm Number of microturbines shut down
Table 6.13: Nomenclature - Continuous Variables
b Battery storage shortfall
T Building temperature shortfall
ξb Battery state of charge
ξaux1b , ξ
aux2
b Auxiliary battery SOC variable
Db Battery depth of charge
Ebuy Energy import from utility
Eg Energy exchange with utility
Eexpgc Expected exchange commitment
Esell Energy export to utility
Ev Commitment violation
Eˆv Realized commitment violation
fr Fraction of recycled air
Continued on next page
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Table 6.13 – continued from previous page
Fm Microturbine fuel consumption
Fn Furnace fuel consumption
Pac A/C power consumption
Pˆac Realized A/C power consumption
Pmaxac Maximum feasible A/C power
Pminac Minimum feasible A/C power
P avgb Average battery power
Pc Battery charge power
Pˆc Realized battery charging power
Pmaxc Maximum feasible charge power
Pd Battery discharge power
Pˆd Realized battery discharging power
Pmaxd Maximum feasible discharge power
Pg Utility power exchange
Pˆg Realized power exchange
Pm Microturbine power
Pˆm Realized microturbine power
Pmaxm Maximum feasible microturbine power
Pminm Minimum feasible microturbine power
Ps Solar power used
Pˆs Realized solar power
Pr Restive heater power consumption
Pˆr Realized restive heater power
Pmaxr Maximum feasible resistive heater power
Pminr Minimum feasible resistive heater power
Pvent Ventilation power consumption
Pˆvent Realized ventilation power
Pmaxvent Maximum feasible ventilation power
Pminvent Minimum feasible ventilation power
qfresh,1, qfresh,2 Fresh air flow rate (in aggregated scheduling model)
Continued on next page
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Table 6.13 – continued from previous page
qaux1fresh,1, q
aux2
fresh,1 Auxiliary fresh air flow for group Z1
qaux1fresh,2, q
aux2
fresh,2 Auxiliary fresh air flow for group Z2
qtotfresh Total fresh air flow rate
qrecycle,1, qrecycle,2 Recycle air flow rates (in aggregated scheduling
model)
qaux1recycle,1, q
aux2
recycle,1 Auxiliary recycle air flow for group Z1
qaux1recycle,2, q
aux2
recycle,2 Auxiliary recycle air flow for group Z2
qaux1vent,1, q
aux2
vent,1 Auxiliary ventilation rate for group Z1
qaux1vent,2, q
aux2
vent,2 Auxiliary ventilation rate for group Z2
qvent,1, qvent,2 Ventilation flow rates (in aggregated scheduling
model)
qtotvent Total ventilation flow rate
qvent,z Ventilation flow rate to zone z
Qac A/C cooling duty
Qmaxac Maximum feasible cooling duty
Qminac Minimum feasible cooling duty
Qc Battery charge heat
Qmaxc Maximum feasible battery charge heat
Qd Battery discharge heat
Qmaxd Maximum feasible battery discharge heat
Qflow,1, Qflow,2 Enthalpy flow from ventilation (in aggregated
scheduling model)
Qaux1flow,1, Q
aux2
flow,1 Auxiliary enthalpy flow for group Z1
Qaux1flow,2, Q
aux2
flow,2 Auxiliary enthalpy flow for group Z2
Qflow,z Enthalpy flow to zones
Qheat,1, Qheat,2 Zone heating (in aggregated scheduling model)
Qaux1heat,1, Q
aux2
heat,1 Auxiliary zone heating for group Z1
Qaux1heat,2, Q
aux2
heat,2 Auxiliary zone heating for group Z2
Qheat,z Zone heating
Continued on next page
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Table 6.13 – continued from previous page
QHV AC,1, QHV AC,2 Net heating/cooling due to HVAC system (in aggre-
gated scheduling model)
Qaux1HV AC,1, Q
aux2
HV AC,1 Auxiliary heating/cooling from HVAC system for
group Z1
Qaux1HV AC,2, Q
aux2
HV AC,2 Auxiliary heating/cooling from HVAC system for
group Z2
QHV AC,z Net heating/cooling due to HVAC system
QHV AC,Z Row vector of all QHV AC,z
Qm Microturbine waste heat recovered
Qaux1m , Q
aux2
m Auxiliary waste heat recovery
Qn Furnace heat output
Qaux1n , Q
aux2
n Auxiliary furnace heat output
Qr Resistive heater output
Qaux1r , Q
aux2
r Auxiliary resistive heater output
Tair,1, Tair,2 Lumped indoor air temperatures (used in scheduling)
T aux1air,1 , T
aux1
air,2 Auxiliary lumped indoor air temperatures
T aux2air,1 , T
aux2
air,2 Auxiliary lumped indoor air temperatures
Tb Battery temperature
Tbldg Average temperature of building
T inte , T
blk
e , T
ext
e Temperature of element e (interior, bulk, exterior)
T E Row vector of all Te
Tf Furnishing temperature
TF Row vector of all Tf
Ti Temperature of element i
T I Row vector of all Ti
Tv Temperature violation
Tz Zone Temperature
TZ Row vector of all Tz
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6.7 Supporting Information
6.7.1 Scheduling Layer Formulation
Because a time period length of 1 hour is used, a conversion factor is not shown when
converting between energy (in units of kWh) and power (in units of kW).
minimize
∑
k
[
ζbuy(k)Ebuy(k)− ζsell(k)Esell(k) + ζgas
(
Fm(k) + Fn(k)
)
+ζmym(k) + ζcPc(k) + ζdPd(k) + ζcomfortTv(k)
+ζvEv(k)
]
− ζstore(kf )Eb,maxξb(kf ) + ζtemp(kf )Tbldg(kf )
subject to:
Pm(k) + Pd(k) + Ps(k) + Pg(k) = P`(k) + Pc(k) + Pac(k) + Pvent(k) + Pr(k) ∀k
Pmaxm (k) + P
max
d (k) + Egc(k) + γ + Ev(k)− Pminac − Pminvent(k)− Pminr (k)
≥ P`(k)− Pmaxs + +1.96
√
σ2` (k) + σ
2
s(k)
∀k ≤ k24
Pmaxm (k) + P
max
d (k) + E
exp
gc (k) + γ + Ev(k)− Pminac − Pminvent(k)− Pminr (k)
≥ P`(k)− Pmaxs + 1.96
√
σ2` (k) + σ
2
s(k)
∀k > k24
Pminm (k)− Pmaxc (k) + Egc(k)− γ − Ev(k)− Pmaxac − Pmaxvent (k)− Pmaxr (k)
≤ P`(k)− 1.96σ`(k)
∀k ≤ k24
Pminm (k)− Pmaxc (k) + Eexpgc (k)− γ − Ev(k)− Pmaxac − Pmaxvent (k)− Pmaxr (k)
≤ P`(k)− 1.96σ`(k)
∀k > k24
Market Constraints
Ebuy(k)− Esell(k) = Pg(k) ∀k
− γ − Ev(k) ≤ Pg(k)− Egc(k) ≤ γ + Ev(k) ∀k ≤ k24
− γ − Ev(k) ≤ Pg(k)− Eexpgc (k) ≤ γ + Ev(k) ∀k > k24
Egc(k24)− δ ≤ Eexpgc (k25) ≤ Egc(k24) + δ
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Eexpgc (k − 1)− δ ≤ Eexpgc (k) ≤ Eexpgc (k − 1) + δ ∀k > k25
Eexpgc (k25) = Pg(k25)
Solar Constraints
Ps(k) ≤ Pmaxs (k) ∀k
Microturbine Constraints
Pmaxm (k) = xm(k)P
up
m ∀k
Pminm (k) = xm(k)P
lo
m ∀k
Pminm (k) ≤ Pm(k) ≤ Pmaxm (k) ∀k
Fm(k) = Fm,varPm(k) + Fm,fixxm(k) ∀k
xm(k) = xm(k − 1) + ym(k)− zm(k) ∀k
Qm(k) ≤ λm,varPm(k) + λm,fixxm(k) ∀k
Battery Constraints
Eb,max
(
ξb(k)− ξb(k − 1)
)
= ∆T
(
ηIPc(k)−Qc(k)− Pd(k)/ηI −Qd(k)
) ∀k
Tb(k) = Tb(k − 1) + ∆T
UbAb
(
Tref − Tb(k)
)
+Qc(k) +Qd(k)
Mb
∀k
Tb(k) ≤ Tmaxb ∀k
Qc(k) ≥ λc1Pc(k)2 ∀k
Qd(k) ≥ λd1Pd(k)2 ∀k
Qc(k) ≥ λc2Pc(k)2 + λc3Pc(k) + λc4ξb(k) + λc5 ∀k
Pc(k) ≤ Pmaxc (k) ∀k
Pd(k) ≤ Pmaxd (k) ∀k
Eb,max
(
ξaux1b (k)− ξb(k − 1)
)
= ∆T
(
ηIP
max
c (k)−Qmaxc (k)
) ∀k
Eb,max
(
ξaux2b (k)− ξb(k − 1)
)
= ∆T
(− Pmaxd (k)/ηI −Qmaxd (k)) ∀k
Tmaxb ≥ Tb(k − 1) + ∆T
UbAb
(
Tref − Tmaxb
)
+Qmaxc (k) +Q
max
d (k)
Mb
∀k
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Qmaxc (k) ≥ λc1Pmaxc (k)2 ∀k
Qmaxd (k) ≥ λd1Pmaxd (k)2 ∀k
Qmaxc (k) ≥ λc2Pmaxc (k)2 + λc3Pmaxc (k) + λc4ξaux1b (k) + λc5 ∀k
Pmaxc (k) ≤ 0.4(1− χb(k))Cb/ηI ∀k
Pmaxd (k) ≤ 0.4χb(k)CbηI ∀k
ξminb ≤ ξb(k) ≤ 1 ∀k
ξminb ≤ ξaux1b (k) ≤ 1 ∀k
ξminb ≤ ξaux2b (k) ≤ 1 ∀k
Temperature Dynamics
T (k) = AdT (k − 1) +BdU(k) ∀k
T (k) = [Tair,1(k) Tair,2(k) TF (k) T I(k) T E(k)]T
U(k) = [QHV AC,1(k) QHV AC,2(k) Qgen,1(k) Qgen,2(k) H(k) Tamb(k)]
T
Tminair (k)− Tv(k) ≤ Tair,1(k) ≤ Tmaxair (k) + Tv(k) ∀k
Tminair (k)− Tv(k) ≤ Tair,2(k) ≤ Tmaxair (k) + Tv(k) ∀k
Tbldg(k) =
∑
z∈Z1
ρCpVzTair,1(k) +
∑
z∈Z2
ρCpVzTair,2(k) +
∑
f
MfTf (k)∑
z
ρCpVz +
∑
f
Mf +
∑
i
Mi +
∑
e
(
M inte +M
blk
e +M
ext
e
)
+
∑
i
MiTi(k) +
∑
e
(
M inte T
int
e (k) +M
blk
e T
blk
e (k) +M
ext
e T
ext
e (k)
)
∑
z
ρCpVz +
∑
f
Mf +
∑
i
Mi +
∑
e
(
M inte +M
blk
e +M
ext
e
)
∀k
QHV AC,1(k) = Qflow,1(k) +Qheat,1(k) ∀k
QHV AC,2(k) = Qflow,2(k) +Qheat,2(k) ∀k
HVAC Constraints
qvent,1(k) = qrecycle,1(k) + qfresh,1(k) ∀k
qvent,2(k) = qrecycle,2(k) + qfresh,2(k) ∀k
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qfresh,1(k) ≥
∑
z∈Z1
qminfresh,z(k) ∀k
qfresh,2(k) ≥
∑
z∈Z2
qminfresh,z(k) ∀k
Qflow,1(k) = qvent,1(k)ρCp
(
Tac − T¯z
) ∀k
Qflow,2(k) = qvent,2(k)ρCp
(
Tac − T¯z
) ∀k
Qac(k) ≥ρCp
(
qfresh,1(k) + qfresh,2(k)
)(
Tamb(k)− Tac
)
+ ρCp
(
qrecycle,1(k) + qrecycle,2(k)
)(
T¯z − Tac
) ∀k
Pac(k) ≥ λac,1Qac(k)2 + λac,2Qac(k) ∀k
Pvent(k) ≥ λvent,1
(
qvent,1(k) + qvent,2(k)
)2
+ λvent,2
(
qvent,1(k) + qvent,2(k)
) ∀k
Qheat,1(k) +Qheat,2(k) = Qm(k) +Qr(k) +Qn(k) ∀k
Fn(k) = Qn(k)/ηn(k) ∀k
Pr(k) = Qr(k)/ηr(k) ∀k
qvent,1(k) + qvent,2(k) ≤ qupvent ∀k
Qr(k) ≤ Qupr ∀k
Qn(k) ≤ Qupn ∀k
Auxiliary HVAC Equations Set 1 (Used to bound Pmaxac , P
max
vent , P
max
r )
Tminair (k)− Tv(k) ≤ T aux1air,1 (k) ≤ Tmaxair (k) + Tv(k) ∀k
Tminair (k)− Tv(k) ≤ T aux1air,2 (k) ≤ Tmaxair (k) + Tv(k) ∀k
T aux1(k) = AdT (k − 1) +BdUaux1(k) ∀k
Uaux1(k) = [Qaux1HV AC,1(k) Q
aux1
HV AC,2(k) Qgen,1(k) Qgen,2(k) H(k) Tamb(k)]
T
Qaux1HV AC,1(k) = Q
aux1
flow,1(k) +Q
aux1
heat,1(k) ∀k
Qaux1HV AC,2(k) = Q
aux1
flow,2(k) +Q
aux1
heat,2(k) ∀k
qaux1vent,1(k) = q
aux1
recycle,1(k) + q
aux1
fresh,1(k) ∀k
qaux1vent,2(k) = q
aux1
recycle,2(k) + q
aux1
fresh,2(k) ∀k
qaux1fresh,1(k) ≥
∑
z∈Z1
qminfresh,z(k) ∀k
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qaux1fresh,2(k) ≥
∑
z∈Z2
qminfresh,z(k) ∀k
Qaux1flow,1(k) = q
aux1
vent,1(k)ρCp
(
Tac − T¯z
) ∀k
Qaux1flow,2(k) = q
aux1
vent,2(k)ρCp
(
Tac − T¯z
) ∀k
Qmaxac (k) ≥ρCp
(
qaux1fresh,1(k) + q
aux1
fresh,2(k)
)(
Tamb(k)− Tac
)
+ ρCp
(
qaux1recycle,1(k) + q
aux1
recycle,2(k)
)(
T¯z − Tac
) ∀k
Pmaxac (k) ≥ λac,1Qmaxac (k)2 + λac,2Qmaxac (k) ∀k
Pmaxvent (k) ≥ λvent,1
(
qaux1vent,1(k) + q
aux1
vent,2(k)
)2
+ λvent,2
(
qaux1vent,1(k) + q
aux1
vent,2(k)
) ∀k
qaux1vent,1(k) + q
aux1
vent,2(k) ≤ qupvent ∀k
Qaux1heat,1(k) +Q
aux1
heat,2(k) = Q
aux1
m (k) +Q
aux1
r (k) +Q
aux1
n (k) ∀k
Pmaxr = Q
aux1
r (k)/ηr ∀k
Qaux1m ≤ λm,varxm(k)P upm + λm,fixxm(k) ∀k
Qaux1r (k) ≤ Qupr ∀k
Qaux1n (k) ≤ Qupn ∀k
Auxiliary HVAC Equations Set 2 (Used to bound Pminac , P
min
vent , P
min
r )
Tminair (k)− Tv(k) ≤ T aux2air,1 (k) ≤ Tmaxair (k) + Tv(k) ∀k
Tminair (k)− Tv(k) ≤ T aux2air,2 (k) ≤ Tmaxair (k) + Tv(k) ∀k
T aux2(k) = AdT (k − 1) +BdUaux2(k) ∀k
Uaux2(k) = [Qaux2HV AC,1(k) Q
aux2
HV AC,2(k) Qgen,1(k) Qgen,2(k) H(k) Tamb(k)]
T
Qaux2HV AC,1(k) = Q
aux2
flow,1(k) +Q
aux2
heat,1(k) ∀k
Qaux2HV AC,2(k) = Q
aux2
flow,2(k) +Q
aux2
heat,2(k) ∀k
qaux2vent,1(k) = q
aux2
recycle,1(k) + q
aux2
fresh,1(k) ∀k
qaux2vent,2(k) = q
aux2
recycle,2(k) + q
aux2
fresh,2(k) ∀k
qaux2fresh,1(k) ≥
∑
z∈Z1
qminfresh,z(k) ∀k
qaux2fresh,2(k) ≥
∑
z∈Z2
qminfresh,z(k) ∀k
Qaux2flow,1(k) = q
aux2
vent,1(k)ρCp
(
Tac − T¯z
) ∀k
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Qaux2flow,2(k) = q
aux2
vent,2(k)ρCp
(
Tac − T¯z
) ∀k
Qminac (k) ≥ρCp
(
qaux2fresh,1(k) + q
aux2
fresh,2(k)
)(
Tamb(k)− Tac
)
+ ρCp
(
qaux2recycle,1(k) + q
aux2
recycle,2(k)
)(
T¯z − Tac
) ∀k
Pminac (k) ≥ λac,1Qminac (k)2 + λac,2Qminac (k) ∀k
Pminvent(k) ≥ λvent,1
(
qaux2vent,1(k) + q
aux2
vent,2(k)
)2
+ λvent,2
(
qaux2vent,1(k) + q
aux2
vent,2(k)
) ∀k
qaux2vent,1(k) + q
aux2
vent,2(k) ≤ qupvent ∀k
Qaux2heat,1(k) +Q
aux2
heat,2(k) = Q
aux2
m (k) +Q
aux2
r (k) +Q
aux2
n (k) ∀k
Pmaxr = Q
aux2
r (k)/ηr ∀k
Qaux2m ≤ λm,varxm(k)P lom + λm,fixxm(k) ∀
Qaux2r (k) ≤ Qupr ∀k
Qaux2n (k) ≤ Qupn ∀k
Non-negativity Constraints
Pm(k), Ps(k), Pd(k), Pc(k), Pac(k), Pvent(k), P
min
ac (k), Qac(k), Q
min
ac ≥ 0 ∀k
Pmaxac (k), P
min
vent(k), P
max
vent (k), Fm(k), Qc(k), Qd(k), P
max
c (k), P
max
d (k) ≥ 0 ∀k
Ev(k), Ebuy(k), Esell(k), Q
max
c (k), Q
max
d (k), qfresh,1(k), qfresh,2(k) ≥ 0 ∀k
qrecycle,1(k), qrecycle,2(k), q
aux1
fresh,1(k), q
aux2
fresh,1(k), q
aux1
recycle,1(k), q
aux2
recycle,1(k) ≥ 0 ∀k
qaux1fresh,2(k), q
aux2
fresh,2(k), q
aux1
recycle,2(k), q
aux2
recycle,2(k), Tv(k)), Q
max
ac ≥ 0 ∀k
Integrality Constraints
xm(k), ym(k), zm(k) ∈ {0, 1, ..., Nm} ∀k
χb(k) ∈ {0, 1} ∀k
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6.7.2 Dispatch Layer Formulation
minimize
∑
h
[
ζbuy(h)Ebuy(h)− ζsell(h)Esell(h) + ζvEv(h)
]
+∆T
∑
k
[
ζgas
(
Fm(k) + Fn(k)
)
+ ζcomfortTv(k) + ζcPc(k)
+ζdPd(k)
]
− ζstore(kf )Cb
(
ξb(kf )− 23b
)
+ ζtemp(kf )Tbldg(kf ) + ζtrack(kf )T
subject to:
Pm(k) + Pd(k) + Ps(k) + Pg(k) = P`(k) + Pc(k) + Pac(k) + Pvent(k) + Pr(k) ∀k
Market Constraints
Ebuy(h)− Esell(h) = Eg(h) ∀h
Eg(h1) = E
0
g + ∆T
∑
k∈Kh1
Pg(k)
Eg(h) = ∆T
∑
k∈Kh
Pg(k) ∀h 6= h1
− γ − Ev(h) ≤ Eg(h)− Egc(h) ≤ γ + Ev(h) ∀h 6= h3
− γ − Ev(h3) ≤ Eg(h3)− Lh3Egc(h3) ≤ γ + Ev(h3)
Solar Constraints
Ps(k) ≤ Pmaxs (k) ∀k
Microturbine Constraints
xm(k)P
lo
m ≤ Pm(k) ≤ xm(k)P upm ∀k
Fm(k) = Fm,varPm(k) + Fm,fixxm(k) ∀k
Qm(k) ≤ λm,varPm(k) + λm,fixxm(k) ∀k
Battery Constraints
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Eb,max
(
ξb(k)− ξb(k − 1)
)
= ∆T
(
ηIPc(k)−Qc(k)− Pd(k)/ηI −Qd(k)
) ∀k
Tb(k) = Tb(k − 1) + ∆T
UbAb
(
Tref − Tb(k)
)
+Qc(k) +Qd(k)
Mb
∀k
Qc(k) ≥ λc1Pc(k)2 ∀k
Qd(k) ≥ λd1Pd(k)2 ∀k
Qc(k) ≥ λc2Pc(k)2 + λc3Pc(k) + λc4ξb(k) + λc5 ∀k
P avgb (k) = P
avg
b (k − 1)e−∆T /τb +
(
Pd(k)− Pc(k)
)(
1− e−∆T /τb) ∀k
Db(k)
(
1− ΓbP avgb (k)
)
= −ΓbP avgb (k) + ξb(k) ∀k
b ≥ ξtargetb − ξb(kf )
Pc(k) ≤ 0.5Eb,max ∀k
Pd(k) ≤ 0.5Eb,max ∀k
ξminb ≤ ξb(k) ≤ 1 ∀k
Db(k) ≥ Dminb ∀k
Tb(k) ≤ Tmaxb ∀k
Temperature Dynamics
T (k) = AdT (k − 1) +BdU(k) ∀k
T (k) = [TZ(k) TF (k) T I(k) T E(k)]T ∀k
U(k) = [QHV AC,Z(k) Qgen,Z(k) H(k) Tamb(k)]
T ∀k
Tminair (k)− Tv(k) ≤ Tz(k) ≤ Tmaxair (k) + Tv(k) ∀k, z ∈ Zv
Tbldg(k) =
∑
z
ρCpVzTz(k) +
∑
f
MfTf (k) +
∑
i
MiTi(k)∑
z
ρCpVz +
∑
f
Mf +
∑
i
Mi +
∑
e
(
M inte +M
blk
e +M
ext
e
)
+
∑
e
(
M inte T
int
e (k) +M
blk
e T
blk
e (k) +M
ext
e T
ext
e (k)
)
∑
z
ρCpVz +
∑
f
Mf +
∑
i
Mi +
∑
e
(
M inte +M
blk
e +M
ext
e
)
∀k
T ≥ Tbldg(kf )− T targetbldg
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HVAC Constraints
QHV AC,z(k) = Qflow,z(k) +Qheat,z(k) ∀k, z
qtotvent(k) =
∑
z∈Zv
qvent,z(k) ∀k
qvent,z(k)
(
1− fr(k)
) ≥ qminfresh,z(k) ∀k, z
qtotvent(k) = q
tot
fresh(k) + fr(k)
∑
z∈Zr
[(
qvent,z(k) +
∑
z′∈Cz
qvent,z′(k)
)] ∀k
Qflow,z(k) = ρCp
[
qvent,z
(
Tac − Tz(t)
)
+
∑
z′∈Cz
qvent,z′
(
Tz′(t)− Tz(t)
)] ∀k, z
Qac(k) ≥ ρCp
[
qtotfresh(k)Tamb(k)− qtotvent(k)TAC
+ fr(k)
∑
z∈Zr
(
qvent,z(k) +
∑
z′∈Cz
qvent,z′(k)
)
Tz(k)
] ∀k
Pac(k) ≥ λac,1Qac(k)2 + λac,2Qac(k) ∀k
Pvent(k) ≥ λvent,1qtotvent(k)2 + λvent,2qtotvent(k) ∀k∑
z
Qheat,z(k) = Qr(k) +Qn(k) +Qm(k) ∀k
Pr(k) = Qr(k)/ηr ∀k
Fn(k) = Qn(k)/ηn ∀k
0 ≤ fr(k) ≤ 1 ∀k
qtotvent(k) ≤ qupvent ∀k
Qr(k) ≤ Qupr (k) ∀k
Qn(k) ≤ Qupn (k) ∀k
Non-negativity Constraints
Ev(h), Ebuy(h), Esell(h) ≥ 0 ∀h
Pm(k), Ps(k), Pd(k), Pc(k), Pac(k), Tv(k) ≥ 0 ∀k
Pvent(k), Qac(k), Fm(k), Qc(k), Qd(k) ≥ 0 ∀k
qvent,z(k) ≥ 0 ∀k, z
b, T ≥ 0
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6.7.3 Building Layouts
Figure 6.10: Office building layout.
Figure 6.11: Stand-alone retail building layout.
Figure 6.12: School building layout.
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Figure 6.13: Hospital building layout.
6.7.4 Case Study Parameter Values
ζtemp(k) =

1.5e−7Mbldgζbuy(k) Summer
0 Fall
0 Winter
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Table 6.14: Scalar Case Study Values
α 0.95 ζc 4 ¢/kWh
β` 10 h ζd 4 ¢/kWh
βs 3 h ζgas 2.5 ¢/kWh
βT 10 h ζv 45 ¢/kWh
∆T (scheduling) 3600 s Cp 1 kJ/kg-K
∆T (dispatch) 120 s D
min
b 0.1
ηI 0.95 hext 20 W/m
2-K
ηn 0.85 Tac 286 K
ηr 0.9 T
max
air (occupied) 297.15 K
ρ 1.225 kg/m3 Tmaxair (unoccupied) 300.15 K
σe (external walls) 0.6 T
min
air (occupied) 294.15 K
σe (roofs) 0.7 T
min
air (unoccupied) 291.15 K
σw (skylights) 0.33 T
max
b 308 K
σw (other windows) 0.39 Tref 297 K
τb 5000 s T¯z 297.15 K
τ` 10 min Ub 16 W/m
2-K
τs 1 h Uw (skylights) 0.05 W/m
2-K
τT 1 h Uw (other windows) 3.24 W/m
2-K
ξminb 0.2
ζtrack(k) =

1e−7Mbldgζbuy(k) Summer
1e−7Mbldgζbuy(k) Fall
2.67e−7Mbldgζgas Winter
ζcomfort = 3e
−6Mbldg
For the scheduling layer, forecast uncertainties depend on the forecasted values and
the look-ahead time:
σ`(k) = P`(k)
(
0.1 + 0.1
k − kc
47
)
∀k ≥ kc
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Table 6.15: Time-of-Use Values
Rate Applicable Times
ζbuy ζsell ζstore
(¢/kWh) (¢/kWh) (¢/kWh)
Off-Peak 10PM-6AM 5 0 3.75
Mid-Peak 6AM-10PM (except On-Peak) 10 5 7.5
On-Peak 2PM-8PM (weekdays only) 15 7.5 11.25
σs(k) = min
(
P rateds
(
0.1 + 0.22
k − kc
47
)
,
Pmaxs (k)
3
)
∀kc ≤ k ≤ kc + 26
σs(k) = min
(
0.22 · P rateds ,
Pmaxs (k)
3
)
∀k ≥ kc + 27
where kc is the current time period.
The US Department of Energy (DOE) commercial reference building model files4
were used to develop the building thermal models. In particular, Version 1.4 7.2 New
Construction buildings files were considered. These files contain the information regard-
ing building layouts necessary to find:
 Zone footprint area (Az) and zone volumes (Vz)
 Contact area between zones, internal building elements, external building ele-
ments, windows, and the ground (Az,i, Az,e, Az,w, and Ag,i)
 Size of internal and external building elements (Ai and Ae, respectively)
These values are not reproduced here due to the large size of the vectors and matrices.
These files also describe nominal building occupancy profiles which are used to determine
fresh air requirements (i.e. qminfresh,z). The fresh air required is calculated as:
qminfresh,z(k) = Oz(k) · 10
L
s-person
where Oz is the expected occupancy (in persons) of zone z. The office occupancy profile
is modified somewhat to be closer to the one used in Chapter 5:
4Available from https://energy.gov/eere/buildings/commercial-reference-buildings. Ac-
cessed on 1 February 2017.
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Office Building, Saturday
Oz(k)
Omaxz
=

0 12 AM - 8 AM
0.03 8 AM - 9 AM
0.2 9 AM - 5 PM
0.17 5 PM - 6 PM
0.0025 6 PM - 7 PM
0 7 PM - 12 AM
∀z ∈ Zv
Office Building, Sunday
Oz(k)
Omaxz
=

0 12 AM - 8 AM
0.025 8 AM - 9 AM
0.1 9 AM - 5 PM
0.075 5 PM - 6 PM
0 6 PM - 12 AM
∀z ∈ Zv
Office Building, Weekday
Oz(k)
Omaxz
=

0 12 AM - 8 AM
0.225 8 AM - 9 AM
1 9 AM - 5 PM
0.775 5 PM - 6 PM
0.05 6 PM - 7 PM
0 7 PM - 12 AM
∀z ∈ Zv
The infiltration flow is proportional to the contact area with windows and external
building elements:
qleak,z = 3.02e
−4 m3
s-m2
(∑
w
Az,w +
∑
e
Az,e
)
∀z ∈ Z
Each ventilated zone is associated with some interior furnishings (i.e. z1 is associated
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with f1, z2 is associated with f2, etc.). The contact area for heat transfer is given as:
Azi,fj = Azδij ∀zi ∈ Zv, fj ∈ F
where δij is the Kronecker delta function. The furnishing thermal mass is then given
by:
Mf = 98
kJ
K-m2
∑
z
Az,f ∀f ∈ F
The thermal mass of interior building elements is given by:
Mi =

Ai · 4.90 kJK-m2 If drop ceiling
Ai · 16.5 kJK-m2 If interior wall
Ai · 381 kJK-m2 If basement wall
Ai · 190 kJK-m2 If floor/slab
∀i ∈ I
The thermal mass of exterior building elements is given by:
M inte =
Ae · 3.17
kJ
K-m2
If exterior wall
Ae · 135 kJK-m2 If roof
∀e ∈ E
M blke =
Ae · 17.5
kJ
K-m2
If exterior wall
Ae · 56.3 kJK-m2 If roof
∀e ∈ E
M exte =
Ae · 12.1
kJ
K-m2
If exterior wall
Ae · 28 kJK-m2 If roof
∀e ∈ E
Heat transfer through the exterior building elements is described by:
Ue,1 =
0.427
W
K-m2
If exterior wall
3.0 W
K-m2
If roof
∀e ∈ E
Ue,2 =
0.786
W
K-m2
If exterior wall
0.267 W
K-m2
If roof
∀e ∈ E
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The heat transfer between zones and other thermal elements (i.e. hz,f , hz,i, and hz,e)
is generally taken to be 5 W/m2-K. The only exception is the top-side of floors in the
school, office, and hospital (except the basement floor), where the convection coefficient
is instead taken to be 2.4 W/m2-K. This is done to capture the thermal resistance of
materials like carpeting.
The heat transfer coefficient via the ground, Ug,i, is calculated as:
Ug,i =
1
c1di + c2
for underground walls (6.44)
Ug,i =
PiF
Ag,i
for slabs on grade (6.45)
Ug,i =
1
Ag,i
PiF
+ c1di + c2
for underground (i.e. basement) floors (6.46)
where Pi is the perimeter length of element i, di is the average depth below the ground
of element i, and c1, c2, and F are constant parameters taken as:
c1 = 0.3479
m-K
W
(6.47)
c2 = 0.0601
m2-K
W
(6.48)
F = 1.22
W
m-K
(6.49)
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Table 6.16: Load-Shape Dependent Values
Parameter Retail Office School Hospital
λac,1 ( kW
−1) 6.79E-4 3.65E-4 2.38E-4 6.34E-5
λac,2 0.2841 0.2841 0.2841 0.2841
λc1 ( kW
−1) 2.6E-3 1.28E-3 8.17E-4 2.23E-4
λc2 ( kW
−1) 8.72E-5 4.36E-5 2.78E-5 7.58E-6
λc3 0.234 0.234 0.234 0.234
λc4 10.6 21.1 33.1 121
λc5 -11.0 -22.1 -34.6 -127
λd1 ( kW
−1) 4.8E-3 2.38E-3 1.5E-3 4.14E-4
λm,fix ( kW) 0.37 0.74 1.16 4.22
λm,var 1.45 1.45 1.45 1.45
λvent,1 (kW-s
2/m6) 0.0727 0.0436 0.0291 0.0075
λvent,2 (kW-s/m
2) 0.1382 0.1382 0.1382 0.1382
Γb( kW
−1) 0.014 0.007 0.0045 0.0012
Ab (m
2) 8.8 14.0 18.9 45.0
Eb,max (kWh) 150 300 470 1725
Fm,fix (kW) 1.2 2.4 3.8 13.7
Fm,var 3.2 3.2 3.2 3.2
qupvent (m
3/s) 15 25 37.5 145
Qratedac (kW) 123 229 352 1,320
Mb (kJ/K) 8,100 16,200 25,380 93,150
Nm 3 3 3 3
P lom (kW) 0.35 0.75 1.1 5.75
P upm (kW) 3.5 7 11 57.5
Qupn (kW) 122.5 225 350 700
Qupr (kW) 10 20 31 115
CHAPTER 7
Conclusion and Future Directions
7.1 Conclusions
The research presented in this thesis tackles several challenges related to the integra-
tion of distributed power production into the current infrastructure. Process Systems
Engineering techniques are used to address these challenges in a systematic manner.
In Chapters 2 and 3, mixed integer linear optimization is used to address optimal
microgrid design and technology selection. These chapters present a general formulation
for this design optimization and then show how it can be used as a valuable tool for
analysis simply by slightly changing constraints or input data. In Chapter 2 this is used
to compare the impact of different policy scenarios on the optimal design. The results
show that adoption of distributed renewables is best enabled by reducing their cost (i.e.
either instantaneously via tax incentives or over the long term by investing in research
and development). It is also shown that achieving 20-40% autonomy via cogeneration
units is a relatively low-regret microgrid design choice. In essence, the performance
of this microgrid design is not unduly impacted by potential policy changes, and this
system design can be retrofitted later with added renewables capacity in order to further
reduce environmental impact or in response to a drop in their price.
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In Chapter 3, optimization is used to explore the impact of geographic location and
load shape on microgrid design. The results further support the widespread value of a
microgrid design based primarily on a combination of local cogeneration and import of
power from the macrogrid. Results from both Chapters 2 and 3 indicate that relying
solely on local power generation is undesirable/expensive except in a few niche cases.
The results from Chapter 3 are further used to develop a surrogate model which is used
to identify underlying trends and provide quantitative predictions of key design metrics.
Chapters 4, 5, and 6 explore the use of Economic Model Predictive Control to en-
able microgrids to interact with the existing electrical infrastructure in a non-disruptive
manner. In Chapter 4, a novel market structure is proposed which explicitly requires
this non-disruptive interaction. Then, an EMPC formulation is derived based on chance
constrained optimization for scheduling of an electric-only microgrid. The level of reg-
ulatory compliance is shown to be very high: commitment violations occur ≤ 1% of the
time. In addition, annual peak loads are reduced by up to 30%, and the hour-to-hour
variability in the residual load can be explicitly controlled by a selection of tunable
market parameters. However, enabling this load shaping increased the microgrid oper-
ating cost by 20-45% due to lower fuel efficiency, renewable curtailment, and the cost
of utilizing battery storage.
In Chapter 5 and 6 this cost of load shaping is addressed by returning to a microgrid
system which supplies both power and some form of thermal energy (i.e. space cooling
in Chapter 5 and both space cooling and space heating in Chapter 6). A hierarchical
supervisory control structure is formulated in Chapter 5 which considers the building
thermal dynamics and decision making at multiple time scales. This supervisory con-
troller is able to simultaneously regulate energy exchange with the utility company and
ensure comfortable indoor air temperature. In Chapter 6 this approach is extended to
consider other seasons and load shapes. By coupling power supply and building temper-
ature management, load shaping can be carried out with as little as 10− 15% increase
in cost, and the curtailment of available renewable power is essentially eliminated. This
small increase in operating cost could be offset by changes in the electricity tariffs since
these microgrids are now behaving as almost ideal customers.
The research presented in this thesis shows how the techniques from Process Systems
Engineering can be used to identify and address issues related to distributed power
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integration. However, there still several open questions and future directions that require
further investigation.
7.2 Future Directions
7.2.1 Operation of Non-Commercial Systems
The microgrid operation work presented in Chapters 5 and 6 relied on utilizing flexi-
ble heating and cooling loads in order to mitigate the stochasticity inherent in energy
demands and renewable availability. The case studies presented focused on commer-
cial buildings because these building types typically have well-defined environmental
regulation goals (i.e. to ensure a comfortable working environment). In certain cases,
there may even be legal obligations or specifications in a lease that explicitly define
allowable temperature. Moreover, heating and cooling is typically achieved via a forced
ventilation system.
Residential buildings, on the other hand, do not have such strict requirements on
environmental conditions, and occupants are more likely to use alternative methods (e.g.
opening a window) to regulate air temperature. However, residential loads have other
sources of flexible demand that are insignificant or not present in many commercial
buildings. For example, water heating and refrigeration can be significant sources of
electricity demand that are ubiquitously present throughout the year and shiftable (as
long as appropriate temperatures are maintained) [129]. In addition, emerging technolo-
gies, such as schedulable smart appliances and plug-in vehicles, offer new opportunities
for flexible loads. These could also be supplemented by active measures; for example,
a text notification could be sent to customers in danger of incurring commitment vio-
lations so they have an opportunity to turn off lights and appliances. For residential
microgrids, this combination of alternative flexible loads and active measures could be
used to meet the load shaping regulations of the proposed market/regulatory structure
like HVAC loads were used for commercial microgrids.
Microgrids could also be coupled with small-scale distributed chemicals and/or fuels
production systems. These chemical processes can enable system flexibility by taking
advantage of low-cost liquid storage vessels. Thus, some combination of traditional
electrical storage (e.g. batteries) and inherent process flexibility could be used to comply
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with the load shaping regulations of the proposed market structure. Further process
integration could also be achieved by allowing conversion of chemicals/fuels back into
electricity (e.g. via a fuel cell) in an emergency. Some preliminary work on this idea of
distributed generation of power, fuels, and chemicals can be found in [130].
A study of the extension of the proposed scheduling and supervisory control to these
other cases would further improve our understanding of how end users can effectively
mitigate the disruptive impact of on-site distributed generation, and it would provide
valuable insights about what mix of active and passive measures are useful for achieving
these goals.
7.2.2 Development of Rich Simulation Testbed
As part of the work in Chapters 5 and 6, a dynamic microgrid model was developed in
Simulink. The Simulink file was made available on the internet to facilitate reproduction
and further research efforts. This work could be extended to incorporate a much larger
library of DER units for use in dynamic simulation studies. In particular, the models
developed focused on capturing dynamic phenomena on the time-scale of seconds or
more. Thus, they are useful for similar studies on the scheduling, supervisory control,
and energy production coordination of a microgrid.
Furthering developing an open-source modeling library and simulation platform for
microgrids is useful as many current works in literature do not study the implementation
of the proposed central/supervisory control in a continuous-time system. In doing so,
one risks overestimating the performance because they do not have effects from plant-
model mismatch or degradation in performance due to the discrete sampling time of the
central controller. Thus, a virtual library of high fidelity DER models in an appropriate
simulation testbed would be useful to the research community at large as it would allow
for more accurate analysis of performance, easier reproduction by other authors, and
easier comparison among studies carried out in a consistent framework.
7.2.3 On-Line Model Identification
Unit models for individual DER units are necessary for the Model Predictive Control
framework used in Chapters 4, 5, and 6. Researchers are able to develop these unit
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models based on open-loop simulation of high-fidelity dyanmic models, teting of exper-
imental equipment, or first-principles arguments. In reality, microgrid operators will
need to develop such models for their own individual DER units. This task is compli-
cated because the majority of end users may not possess the necessary technical skills to
perform the model identification themselves. Manufacturers are not fully able to address
this need either since there will be inevitable variances between the performance of in-
dividual units based on imperfections in manufacturing, aging, and local environmental
conditions.
On-line model identification at the supervisory layer could be used to identify these
models during closed loop operations. Because the dispatch of the various units is
inherently dynamic (i.e. due to varying energy demands and renewable availability),
there may be sufficient excitation present in closed loop operation of a microgrid system
to enable automated model identification. This could be supplemented by limited model
identification experiments as needed. Developing a methodology to perform this model
identification during closed-loop operations would enable any consumer to utilize this
sophisticated MPC framework for microgrid operations without a deep level of technical
expertise. Moreover, the supervisory layer could continue to refine the unit models over
time to adapt to changing conditions (e.g. changes in the performance of an individual
unit due to aging/wear).
7.2.4 Integration of Design and Non-Disruptive Operations
The microgrid design and technology selection research presented in Chapters 2 and
3 used modeling assumptions based on how microgrids and distributed generation are
currently treated in marketplace. However, it would valuable to revisit this design
problem in light of the proposed market/regulator structure and results from Chapters
4, 5, and 6. With the knowledge gained from these studies, one could analyze microgrid
design not only with the nominal energy supply cost in mind, but also seeking to enable
future operational flexibility so that load shaping is easily achievable. In particular,
based on the results form Chapters 5 and 6, it would be interesting to consider the
co-design of a microgrid, building layout, and building environmental controls with
the thought of combined control of microgrid units and the HVAC system in mind.
Obviously, this does not make sense for existing buildings which are considering investing
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in microgrids, but could provide interesting insights about future directions for low-
carbon intesity neighborhoods or districts.
A study on the design of microgrids for economic performance and non-disruptive
operations would further improve the understanding of the strengths and weaknesses of
various DER technologies, and could provide new insights about synergies that can be
developed between these technologies. At a fundamental level these answers are of in-
terest even if the proposed market structure is never widely implemented. For example,
this underlying concept of intentionally building flexibility into the system design would
enable microgrid energy systems to more effectively participate in a dynamic market
environment (e.g. with real-time electricity prices), or could enable microgrids to offer
more ancillary services (such as interruptible load capacity) to the power market.
7.2.5 Quantification of Operational Benefits to Utilities
The results presented in Chapters 4, 5, and 6 show that by tapping into the inherent
flexibility of energy loads (i.e. HVAC loads were considered) end users can incorporate
deep penetrations of on-site renewables while simultaneously reducing residual load
variability and uncertainty. However, the analysis was done entirely from the end-user
perspective. Thus, the results presented some quantitative properties of the residual
load, but could not offer a financial analysis of what impact this has on the utility
company operating cost. A study in this respect is ultimately needed to definitively
quantify the economic benefits of this load shaping for utility companies. Moreover, this
study could investigate how best to incorporate the information provided by microgrid
operators (i.e. their energy exchange commitments) into the scheduling and control
decisions of the utility company. This study can also be extended to compare different
market structures for microgrids to identify the benefits and challenges each has in terms
of utility operations.
7.2.6 Applications to Utility Expansion Planning
Another problem that Process Systems Engineering can be used to address is the long-
term expansion planning of the utility/macrogrid infrastructure with regards to un-
certainties in distributed generation adoption. These expansion activities (e.g. the
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permitting and construction of traditional power plant) have long lead times and high
investment costs. Obviously the task of economically making investments and ensuring
the future reliability of the macrogrid becomes particularly challenging due to uncer-
tainties in how much distributed generation will be adopted and how it will impact the
day-to-day operations of the larger power system. A study on how stochastic formu-
lations from the PSE field can be used to help address this problem would be useful.
In particular, this study could also yield information about how changing the roles
and responsibilities of microgrid users (e.g. by changing market structures) can either
help to mitigate or exacerbate investment risks associated with this expansion planning
problem.
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APPENDIX A
Glossary and Acronyms
A.1 Glossary
 Curtailable – A load or generation term which can be reduced if desired.
 Distributed Energy Resource – A process unit which provides distributed
generation or distributed storage.
 Distributed Generation – The generation of power using small scale units close
to the point of ultimate consumption (typically on-site).
 Distributed Storage – The storage of energy using small scale units close to the
point of ultimate consumption (typically on-site).
 Dispatchable – A process unit which can up and down regulated at will.
 Insolation – The solar irradiance on a surface (i.e. the name comes from incident
solar radiation)
 Load Factor – The ratio of the peak power demand to the average power demand.
 Load Shape – The profile of energy demand over time.
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 Macrogrid – The large, interconnected network of power plants, power trans-
mission and distribution infrastructure, and customers. This system spans wide
geographic regions (e.g. multiple U.S. states) and consists of many independent
parties (e.g. generation companies, system operators, etc.).
 Microgrid – A small power system which uses distributed generation and storage
units to supply local energy demands.
 Prosumer – An end user who both produces and consumes electricity.
 Residual Load – The demand of a microgrid customer that is supplied by the
utility company rather than via local generation. Note that this residual load can
be negative, which indicates the utility is absorbing/buying excess power from the
microgrid.
 Schedule Adaptability – The maximum hour-to-hour difference between energy
exchange commitments in the proposed market structure used in Chapters 4, 5,
and 6.
 Schedule Elasticity – The maximum difference between the energy exchange
commitment and realized energy exchange before fines are incurred in the proposed
market structure used in Chapters 4, 5, and 6.
A.2 Acronyms
Table A.1: Acronyms
Acronym Meaning
A/C Air Conditioning
ANN Artificial Neural Network
CCHP Combined Cooling, Heat, and Power
CHP Combined Heat and Power
CV Coefficient of Variation
DER Distributed Energy Resource (i.e. distributed generation/storage unit)
Continued on next page
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Table A.1 – continued from previous page
Acronym Meaning
DG Distributed Generation
E-MPC Economic Model Predictive Control
GAMS Generic Algebraic Modeling System (an optimization software)
GHG Greenhouse Gas
HVAC Heating, Ventilation, and Air Conditioning
MILP Mixed Integer Linear Program
MIQCP Mixed Integer Quadratically Constrained Program
MPC Model Predictive Control
NLP Nonlinear Program
ODE Ordinary Differential Equation
PMSG Permanent Magnet Synchronous Generator
PV Photovoltaics
R&D Research and Development
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A.3 Piecewise Linearization
Piecewise linearization is a method of approximating a continuous nonlinear function
with a set of connected linear line segments. An example of this is shown in Fig. A.1.
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 f(x)
 Piecewise
Figure A.1: Piecewise linear approximation for nonlinear function y=f(x)
In order to approximate a nonlinear function f(x), first define a set of points {(a1, b1),
(a2, b2),... ,(an, bn)} that lie on f(x):
bi = f(ai) ∀i = 1, ..., n
Then, define a set of linear functions {g1(x), g2(x), ..., gi−1(x)}:
gi(x) = mix+ ci ∀i = 1, ..., n− 1
where mi and ci are defined as:
mi =
bi+1 − bi
ai+1 − ai ∀i = 1, ..., n− 1
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ci =
ai+1bi − aibi+1
ai+1 − ai ∀i = 1, ..., n− 1
This set of linear functions then has the properties that:
f(a1) = g1(a1)
f(ai) = gi−1(ai) = gi(ai) ∀i = 2, ..., n− 1
f(an) = gn−1(an)
And we can define the piecewise linear approximation, f˜(x) as:
f˜(x) =

g1(x), a1 ≤ x < a2
g2(x), a2 ≤ x < a3
...
...
gi(x), ai ≤ x < ai+1
...
...
gn−1(x), ai−1 ≤ x ≤ an
This could be represented in a MILP format as:
aizi ≤ xi ≤ ai+1zi ∀i = 1, ..., n− 1
x =
n−1∑
i=1
xi
f˜ =
n−1∑
i=1
mixi +
n−1∑
i=1
ciyi
n−1∑
i=1
zi ≤ 1
zi ∈ {0, 1} ∀i = 1, ..., n− 1
Note that this formulation allows for zi = 0 ∀i, which results in x = 0 and f˜ = 0. This
would be helpful for the sizing problem as it allows the system to not include a unit.
