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A metal matrix composite (MMC) is a composite material with reinforcement phase 
which is dispersed within a continuous metallic host to improve the thermo-
mechanical properties of the host metal.  Recent experiments show that reducing the 
reinforcement size to the nanoscale dramatically increases the mechanical strength of 
MMCs.  While extensive numerical studies on the mechanical properties of 
conventional MMCs have been conducted, only a handful of such studies exist for 
metal matrix nanocomposites (MMNCs).  Numerical simulations are useful for 
performing virtual experiments on MMNCs to explore effects which are currently 
difficult to investigate experimentally and to analyse the underlying processes that 
govern the mechanical response of these materials.  Hence, the objective of this study 
is to investigate the mechanical properties of MMNCs using numerical simulations in 
order to determine the best combinations of constituent material properties, 
compositions and microstructure for optimum mechanical performance of these 
materials.   
 
Two-dimensional discrete dislocation analysis implemented using the multi-inclusion 
representative volume element (RVE) approach is adopted for the simulations.  A 
calibration procedure is developed to determine the suitable values for various 
parameters which describe dislocation processes in a pure metallic matrix.  Suitable 
RVE sizes required for the modelling of MMNCs are also established; it is found that 
a statistically representative RVE should have approximately 70 to 80 inclusions.   
 
 ix
Simulations conducted to investigate the effects of microstructural features on the 
overall response of MMNCs show that higher inclusion volume fraction and smaller 
inclusion size increase the mechanical strength since impediment to dislocation 
motion is enhanced.  Inclusion aspect ratio seems to have little influence on the 
overall response if the inclusions are randomly aligned, but the flow stress increases 
with increasing proportion of inclusions which are aligned perpendicular to the 
dislocation slip planes.  The simulations also reveal that the flow stress and degree of 
hardening are lowest for MMNCs with regular rectangular and highly clustered 
inclusion arrangements as there are many unimpeded slip planes, but non-clustered 
random and mildly clustered inclusion arrangements result in improved overall 
response.  Furthermore, the elastic properties of the reinforcement phase seem to have 
little effect on the overall response of MMNCs at low inclusion volume fractions, but 
their influence is more apparent at large inclusion volume fractions.   
 
The simulations also show that damage of the inclusions and matrix has significant 
influence on the mechanical response of MMNCs.  Lower inclusion fracture strength 
causes lower composite flow stress, earlier onset of inclusion damage and higher 
fraction of damaged inclusions.  In addition, non-clustered random and mildly 
clustered inclusion arrangements lead to more inclusion damage compared to regular 
rectangular and highly clustered arrangements because the former result in more 
effective impediment to dislocation motion.  Also, matrix damage due to void 
formation leads to lower overall strength of MMNCs.  Void formation is dominated 
by rather well-dispersed void nucleation in cases with well-distributed inclusions, but 
clustered inclusion arrangements cause void formation around inclusion clusters and 
earlier onset of void growth. 
 x
Finally, experiments are conducted using the V-notched beam method (also known as 
the Iosipescu shear test) with a modified test fixture to investigate the effect of 
inclusion volume fraction in a magnesium – zinc oxide nanocomposite.  The 
experimental results display the same trend as predictions from the discrete 
dislocation simulations, but the improvement in flow stress shown in the numerical 
results is much less significant compared to the experimental results.  This is because 
the contribution from the interfacial zone between the matrix and inclusions has not 
been taken into account in the simulations; the discrepancy between the experimental 
and numerical results in the present study indicates the importance of the interfacial 
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This chapter gives an overview of metal matrix composites (MMCs) and metal matrix 
nanocomposites (MMNCs), the numerical studies which have been performed on 
these materials, the size effects observed in MMNCs, and the numerical methods for 
modelling dislocations.  Based on a brief review of past work done in these areas, the 
objectives and scope of this study shall be presented. 
 
1.1 Metal matrix composites – overview 
 
A metal matrix composite (MMC) is a composite material with a reinforcement phase 
dispersed within a continuous metallic host, as shown in Figure 1.1.  The purpose of 
the reinforcement phase is to improve the thermo-mechanical properties and 
performance of the host metal (Callister, 2003).  For example, the addition of 
reinforcement may improve specific stiffness, specific strength, abrasion resistance, 
creep resistance, thermal conductivity, and dimensional stability.  The reinforcement 
phase in MMCs may be in the form of particulates, continuous and discontinuous 
fibers, and whiskers; concentrations range between 10 and 60 per cent by volume.  
Common reinforcement materials include silicon carbide, alumina and carbon.   
 
MMCs can generally be classified into particle-reinforced and fiber-reinforced 
composites (Callister, 2003).  There are two types of particle-reinforced composites: 
large particle and dispersion-strengthened composites.  Micrometer-sized particles are 
considered large, whereas the size of particles in dispersion-strengthened composites 
is in the order of 10 to 100 nanometers.  The dominant strengthening mechanisms in 
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Figure 1.1  Two-dimensional schematic diagram of a inclusion-reinforced  
metal matrix composite. 
 
both types of particle-reinforced composites are different.  For large-particle 
composites strengthening occurs due to load transfer from the matrix phase to the 
stronger reinforcement phase, and the particles restrain the deformation of the matrix 
phase in the vicinity of each particle.  On the other hand, reinforcement in dispersion-
strengthened composites occurs at the atomic level: the matrix bears the major portion 
of an applied load whereas the particles hinder or impede the motion of dislocations in 
the matrix (Callister, 2003).  In fiber-reinforced composites, strengthening occurs by 
load transfer from the matrix to the fibers through the interfacial bond between the 
matrix and fibers.   
 
MMCs have been used extensively in the automotive and aerospace industries, in 
particular aluminum-matrix and magnesium-matrix composites which are lightweight 
but have enhanced mechanical properties.  Other types of MMCs include nickel and 
cobalt based alloys which are reinforced by refractory metals such as tungsten.  These 
composites can be used at higher operating temperatures such as in turbine engines 
(Callister, 2003). 
Metal matrix Inclusions 
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1.2 Numerical studies on metal matrix composites 
 
A vast amount of experimental work has been carried out over the past few decades to 
investigate the thermo-mechanical behaviour of MMCs, characterize the properties of 
these materials, and to find the optimum combination of constituent material 
properties, reinforcement content, geometrical properties of reinforcement and 
processing methods in order to achieve the best mechanical performance.  With the 
development of computing technology and various numerical methods such as the 
finite element method, numerical analyses and simulations have also been employed 
over the past two decades to study the mechanical properties of MMCs.  The goal of 
these numerical studies is to accurately predict the mechanical properties and 
performance of a MMC, given the constituent material properties and the relevant 
processing information.  Nowadays, numerical simulations have become an extremely 
useful tool for conducting virtual experiments, allowing researchers to investigate the 
various parameters which affect the properties of composite materials without having 
to conduct numerous experiments.  Instead, results from numerical simulations are 
used to determine the best combinations for these parameters to produce composite 
materials with the desired properties, thereby reducing the number of actual 
experiments required.  Finite element analysis is the computational tool selected in 
almost all the numerical work reported in the literature.   
 
1.2.1 Metal matrix composite systems 
 
The chosen MMCs used in most simulations are aluminum-alumina and aluminum-
silicon carbide composites, most probably due to the fact that they are the most 
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commonly available MMCs.  The ceramic reinforcements are usually modelled as 
circular or spherical inclusions in many studies (Han et al., 2001; Mishnaevsky, 2004; 
Mishnaevsky et al., 2004; Mondal et al., 2006; Rosenberger et al., 2007; Segurado et 
al., 2003; Zhang et al., 2007a).  The size of the inclusions is in the order of 
micrometers to milimeters, while the volume fraction of reinforcements used in most 
studies is in the range of 10 to 20 per cent (Chawla et al., 2006; Chen et al., 2000; 
Han et al., 2001; Kenesei et al., 2004; Mishnaevsky, 2004; Mishnaevsky et al., 2004; 
Su et al., 1999) and up to 40 per cent in some reports (Ganesh and Chawla, 2005; 
Groh et al., 2005; Segurado et al., 2003; Xia et al., 2001; Zhang et al., 2007a).  
Conventional continuum plasticity theories are adopted for the matrix whereas the 
ceramic inclusions are normally assumed to be linear elastic.  Inclusion damage due to 
fracture is also considered in quite a number of studies (Ayyar et al., 2007; Han et al., 
2001; Mishnaevsky, 2004; Mishnaevsky et al., 2004; Segurado et al., 2003; Soppa et 
al., 2003; Xia et al., 2001; Xia and Curtin, 2001; Zhang et al., 2007a).  Apart from 
spherical or circular inclusions, reinforcements in the form of fibers or short whiskers 
have also been used in a number of studies (Ellyin and Xia, 2001; Groh et al., 2005; 
Shati et al., 2001; Xia and Curtin, 2001; Xia et al., 2001). 
 
1.2.2 Influence of various microstructural features on mechanical properties of 
metal matrix composites 
 
Numerical studies have shown that the flow stress of MMCs increases with increasing 
reinforcement volume content.  Higher flow stress is also observed for greater number 
of inclusions compared to smaller number of inclusions at the same volume content 
when inclusion failure is considered (Mishnaevsky, 2004).  Inclusion morphology has 
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little effect on the overall stress-strain behaviour but considerable local stress 
concentration is seen around reinforcements with sharp corners (Chen et al., 2000).  
Inclusion size distribution also affects the behaviour of MMCs: a large variation in 
inclusion size (instead of a relatively uniform inclusion size distribution) for a given 
average inclusion size has been shown to cause a strong decrease in strain hardening 
rate and leads to quicker and earlier damage growth in composites (Mishnaevsky, 
2004).   
 
Apart from the amount, size and shape of reinforcement, the arrangement of 
inclusions also have a significant effect on the behaviour and properties of MMCs.  
Results from various numerical simulations have shown that inclusion clustering 
increases the plastic strain in the matrix phase.  Composites with clustered inclusions 
show higher flow stress due to more severely-hardened matrix compared with 
composites having uniformly distributed inclusions (Borbély et al., 2001).  However, 
the overall failure strain is significantly lower for composites with clustered 
inclusions (Mishnaevsky et al., 2004).  Moreover, although the effect of inclusion 
clustering on the effective elastic behaviour of MMCs is weak, the average maximum 
principal stresses in inclusions and its standard deviation is appreciably higher in 
composites with non-homogeneous inclusion distribution.  This in turn leads to a 
dramatic increase in the fraction of broken or damaged inclusions even at a small 
degree of clustering (Segurado et al., 2003).  In addition, computations show that the 
effective stresses and local stress and strain fields are much higher in microstructures 
with random inclusion distribution compared to a regular distribution.  However, the 
effect of inclusion arrangement on the effective response of MMCs becomes 
 6
significant only at loads when a significant number of inclusions have failed 
(Mishnaevsky, 2004).   
 
1.2.3 Microstructural modelling using representative volume element approach 
 
In order to accurately predict the mechanical properties of a MMC, accurate 
representation of its real microstructure in the numerical model is essential as the 
macro-mechanical properties of the composite material are directly related to its 
microstructural features.  Hence, the focus of many studies has also been on the 
construction of accurate and realistic numerical models.   
 
Numerical models are commonly created based on a representative volume element 
(RVE) of the MMC; the mechanical properties of the composite material are 
determined based on the response of the RVE under a certain idealized form of 
loading.  Both single-inclusion and multi-inclusion RVEs have been proposed in 
various studies.  The use of single-inclusion RVEs necessitates the assumption that 
inclusions are arranged in a uniform, highly-idealised manner.  Consequently, 
simulations using single-inclusion RVEs may be able to satisfactorily predict the 
overall behaviour of the composite material but are incapable of capturing the 
response at the local scale.  Correct local stress and strain states are required in order 
to accurately predict damage initiation and propagation.  In order to overcome the 
limitations of single-inclusion RVEs, multi-inclusion RVEs with some forms of 
idealised inclusion arrangement have been used.  Multi-inclusion RVEs are generally 
more accurate compared to single-inclusion RVEs, but the computational cost is much 
greater since finer spatial discretization is required to accurately represent a more 
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complex microstructure.  Many forms of inclusion arrangement have been 
investigated using the multi-inclusion RVEs, such as uniform arrangement, random 
distribution, gradient arrangement and clustered arrays (Borbély et al., 2001; Chen et 
al., 2000; Han et al., 2001; Mishnaevsky, 2004; Mishnaevsky et al., 2004; Segurado 
et al., 2003).   
 
Nevertheless, multi-inclusion RVEs constructed using idealized or simplified 
inclusion arrangements may not be able to capture the complex morphology, size and 
spatial distribution of reinforcement particles perfectly.  Thus, RVEs constructed 
based on scanning electron micrographs of real specimens have been used in order to 
more accurately represent the actual microstructure of MMCs.  This approach has 
been adopted in two-dimensional (2-D) analyses (Ayyar et al., 2007; Chawla and 
Chawla, 2006; Ganesh and Chawla, 2005; Heness et al., 1999; Soppa et al., 2003) and 
extended to three-dimensional (3-D) models using techniques such as serial sectioning 
and 3-D reconstruction (Chawla and Chawla, 2006; Chawla et al., 2006; Kenesei et 
al., 2004; Mishnaevsky et al., 1999).   
 
Although 2-D approximations in general cannot accurately capture the true stress and 
strain fields as well as damage processes in a real 3-D material, such models have 
been widely used due to the immense computational cost required for 3-D models.  
Results obtained from analyses using 2-D models have been able to show the 
expected trends, but comparison with actual experimental results may not be fully 
realistic (Chawla and Chawla, 2006; Kenesei et al., 2004; Mishnaevsky, 2004; 
Segurado et al., 2003).  Two-dimensional plane stress and plane strain models have 
been shown to give softer and stiffer overall elasto-plastic response respectively under 
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uniaxial loading compared to 3-D models (Han et al., 2001).  However, with the 
increase in computational power and imaging capabilities in recent years, 3-D models 
based on actual microstructures have been getting more popular (Chawla and Chawla, 
2006; Chawla et al., 2006; Kenesei et al., 2004).   
 
Techniques such as the multiphase finite element method have also been used to 
simulate complex microstructures using relatively simple forms of spatial 
discretization (Mishnaevsky et al., 1999; Soppa et al., 2003).  In the multiphase finite 
element method, different phase properties can be assigned to individual integration 
points in an element.  This results in a finite element mesh which is independent of 
the phase arrangement of the material (Mishnaevsky et al., 1999).   
 
1.2.4 Boundary conditions for representative volume element 
 
Periodic boundary conditions are normally imposed if the actual composite material is 
assumed to be built up of a periodic arrangement of the RVEs (Han et al., 2001; 
Segurado et al., 2003).  However, periodic boundary conditions may not be easy to 
implement and other modelling approaches have also been proposed.  One example is 
the embedded cell approach (Mishnaevsky, 1999; Mishnaevsky, 2004; Mishnaevsky 
et al., 2004; Zhang et al., 2007b), whereby an RVE of the composite is embedded in 
an outer region which has the averaged properties of the composite material and is 
used for introducing loads into the RVE.  Problems with boundary conditions can be 
avoided using this approach and periodic boundary conditions need not be imposed.  
Another method which has been used for a micrograph-based RVE is to impose actual 
displacements along the boundaries as measured in experiments instead of applying 
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an idealized form of loading and imposing periodic boundary conditions on the RVE.  
The displacements and deformation in real specimens are measured using 
stereoimaging (Heness et al., 1999).  However, there are also many numerical studies 
in which the effect of periodicity has not been considered. 
 
1.3 Metal matrix nanocomposites – overview 
 
Metal matrix nanocomposites (MMNCs) can be defined as MMCs which have nano-
size reinforcements.  Ceramic inclusions are normally used as reinforcements in 
MMCs due to their high stiffness and strength, but large ceramic inclusions are prone 
to cracking which leads to premature failure and low ductility of the composite 
material (Tjong, 2007).  Many experimental results have shown that reducing the size 
of inclusions to the nanoscale dramatically improves the mechanical properties of 
MMCs such as tensile strength, hardness and creep resistance while preserving good 
ductility (Ma et al., 1996; Ma et al., 1997; Cao et al., 2008; Mazahery et al., 2009), 
with an example shown in Table 1.1 from the experimental work done by Hassan and 
Gupta (2006a).  This is due to the increased strength of the inclusions as inclusion 
fracture is greatly reduced, as well as the activation of strengthening mechanisms 
operating at the nanoscale within the metallic matrix such as Orowan strengthening 
(Kang and Chan, 2004; Tjong, 2007).  Moreover, the experimental studies have also 
found out that nano-size inclusions are highly effective in improving the strength of 





Table 1.1  Mechanical properties of Mg–Al2O3 nanocomposites with different 





Hardness 0.2% offset yield 
strength (MPa) 
Ultimate tensile 
strength (MPa) Ductility (%) Macro (15 HRT) Micro (HV) 
Pure Mg - 43.5 ± 0.3 37.4 ± 0.4 132 ± 7 193 ± 2 4.2 ± 0.1 
0.05 0.47 59.7 ± 0.5 69.5 ± 0.4 194 ± 5 250 ± 2 6.9 ± 1.0 
0.3 2.85 56.3 ± 0.5 51.8 ± 0.4 182 ± 3 237 ± 2 12.1 ± 1.4 
1.0 9.49 50.3 ± 0.5 51.2 ± 0.4 172 ± 1 227 ± 2 16.8 ± 0.4 
NOTE: Al2O3 content is 1.1 vol%. 
 
 
Figure 1.2  Typical tensile stress-strain curves for magnesium reinforced with  
nano-size silicon carbide at various inclusion contents (by weight) (Cao et al. 2008). 
 
Table 1.2  Mechanical properties of Mg–SiC nanocomposites with different  
nano-size inclusion contents (by volume) (Wong and Gupta, 2006). 
SiC content (vol%) Microhardness (HV) 0.2% offset yield strength (MPa) 
Ultimate tensile 
strength (MPa) Ductility (%) 
Unsintered     
0 35 ± 1 106 ± 7 160 ± 8 5.8 ± 1.0 
0.35 38 ± 1 116 ± 12 169 ± 17 5.2 ± 1.4 
0.5 40 ± 1 107 ± 10 161 ± 11 6.5 ± 0.2 
1.0 41 ± 2 125 ± 2 181 ± 4 6.1 ± 0.9 
Microwave sintered     
0 39 ± 2 125 ± 15 172 ± 12 5.8 ± 0.9 
0.35 40 ± 1 132 ± 14 194 ± 11 6.3 ± 1.0 
0.5 42 ± 1 144 ± 12 194 ± 10 7.0 ± 2.0 
1.0 43 ± 2 157 ± 22 203 ± 22 7.6 ± 1.5 
NOTE: Average SiC inclusion size is 45 to 55 nm. 
 
Nevertheless, the main disadvantage of using nano-size inclusions in MMCs is the 
tendency of these inclusions to agglomerate into coarse clusters even at very low 
inclusion content due their high specific surface area and poor wettability (Tjong, 
2007).  Agglomeration of inclusions has detrimental effects on the mechanical 
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properties of MMNCs, leading to little improvement in the mechanical properties 
beyond three to four volume per cent of inclusions added as shown in Figure 1.3.  
Hence, many experimental studies have been focused on developing and improving 
various methods to achieve good dispersion of nano-size inclusions in MMNCs 
(Tjong, 2007).  Friction stir processing is one method which has been developed to 
produce MMNCs with a well distributed reinforcement phase even at very high 
reinforcement content.  Unlike the current approach of adding pre-fabricated 
inclusions to the host metal used in conventional methods of processing, inclusions 
are synthesized in situ in friction stir processing (Hsu et al., 2006).  However, creation 
of the reinforcement phase requires the correct chemical reactions with the host metal.  
Some mechanical properties of MMNCs fabricated via friction stir processing are 
shown in Table 1.3. 
 
The focus of most experiments has been on the effect of inclusion volume fraction on 
common mechanical properties such as tensile strength, hardness and ductility.  
However, few have explored the effects of microstructural features such as inclusion 
size, geometry and distribution in detail.  This could be due to difficulties in 
manufacturing nano-size inclusions with a good range of sizes and controlling the 
processing parameters in order to achieve sizes within that range.  It could also be 
difficult to control the variability in inclusion size.  Also, even though many methods 
have been proposed with some moderate success, proper dispersion of nano-size 
inclusions is still not easy to achieve.  Furthermore, in most cases experiments can 
only be used to gather information about the overall response of the composite 
material, but do not provide much detail on the underlying mechanisms and processes 
which govern the response and mechanical behaviour of the composite.   
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Figure 1.3  Tensile properties of aluminum matrix composites  
(Kang and Chan, 2004). 
 
Table 1.3  Mechanical properties of Al–Al3Ti nanocomposites with different  







0.2% offset yield 
strength (MPa) 
Ultimate tensile 
strength (MPa) Elongation (%) 
7 700 82 ± 6 277 ± 7 313 ± 7 18 ± 2 
7 1400 80 ± 4 250 ± 34 300 ± 32 18 ± 6 
24 700 95 ± 4 383 ± 5 435 ± 17 14 ± 2 
28 1400 91 ± 3 316 ± 17 366 ± 19 6 ± 0.2 
47 700 108 ± 5 471 ± 30 518 ± 8 0.8 ± 0.4 
49 1400 114 ± 1 406 ± 28 471 ± 21 1.0 ± 0.2 
NOTE: Average Al3Ti inclusion size ranges from 47 to 147 nm. 
 
In view of the above-mentioned issues, numerical simulation can be an extremely 
useful tool for studying the properties of MMNCs.  Numerical simulations can be 
used to perform virtual experiments to explore effects which are currently very 
difficult or impossible to investigate in real experiments, such as inclusion size and 
shape, inclusion distribution, interfacial bonding and residual stress.  Numerical 
simulations can also be used to study the underlying processes and mechanisms which 
govern the mechanical response of the composite material.  Moreover, numerical 
simulations can be used to complement experimental work by providing a basis or 
guide on selecting the optimum set of parameters to be used.  Thus, the amount of 
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redundant experiments can be reduced and the experimental studies can be focused on 
a few cases which will likely be most useful, based on the predictions from numerical 
simulations. 
 
1.4 Size effects on mechanical properties of metal matrix 
composites 
 
Size effects on the mechanical properties of the constituent phases and the overall 
composite material are ignored in most studies on conventional MMCs since the size 
of the RVE and the inclusions are relatively large.  However, size effects may be 
significant when the characteristic dimensions of the composite material are 
decreased.  Size effects must be considered when the distance between inclusions in 
MMCs approaches the mean free path of dislocations (Groh et al., 2005), or the size 
of the inclusions is within the sub-micrometer range (Borbély et al., 2001).  Size 
effects have been experimentally observed in many studies involving characteristic 
dimensions in the order of micrometers, e.g. Fleck et al. (1994), Stolken and Evans 
(1998), Ma and Clarke (1995) and Poole et al. (1996). 
 
It is now well known that conventional constitutive theories of plasticity cannot be 
used to explain the size effects observed in plasticity, since such theories possess no 
intrinsic material length scale (Xue et al., 2002).  Continuum-based constitutive laws 
are only useful for composites with large reinforcements, which in one study are 
defined as inclusions with size greater than 10 micrometers (Borbély et al., 2001).  
Constitutive laws which incorporate size effects should be used when the 
characteristic dimensions of the composite material approach the sub-micrometer 
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range.  In the past decade, nonlocal approaches have been used to incorporate the size 
dependence of plastic flow in a phenomenological continuum theory.  In nonlocal 
plasticity models, a microstructure characteristic length is introduced while the stress 
response at a material point is assumed to depend on the state of its neighbourhood in 
addition to the state at the material point itself (Harik and Salas, 2003; Needleman and 
Van der Giessen, 2001).  As a result, gradient terms or measures of incompatibility 
are also introduced in the constitutive model.   
 
The concept of statistically stored and geometrically necessary dislocations is used in 
order to characterize micrometer-scale plastic deformation in several nonlocal 
plasticity approaches (Fleck and Hutchinson, 1993; Fleck and Hutchinson, 2001; Gao 
and Huang, 2003), for example the mechanism-based strain gradient plasticity and the 
conventional mechanism-based strain gradient plasticity theories which are based on 
the Taylor dislocation model.  In these theories, the intrinsic material length scale has 
been shown to be proportional to the magnitude of the Burgers vector and an 
empirical constant (Gao et al., 1999; Huang et al., 2000; Huang et al., 2004).  These 
strain gradient plasticity theories have been used successfully in the past decade to 
predict size effects observed in plastic behaviour of metallic materials.  They have 
also been used to study inclusion size effect in MMCs with micron-sized 
reinforcements.  The studies show that the stress-strain relation for the composite 
material can be predicted quite accurately using the strain-gradient plasticity 
formulations compared to predictions based on classical plasticity (Qu et al., 2005; 
Xue et al., 2002; Yan et al., 2007).  There also exist other nonlocal plasticity theories 
which take into account the crystal structure of the material.  Instead of using a 
dislocation-density based description for the material constitutive behaviour, a 
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measure of incompatibility based on slip gradients is calculated and incorporated in 
the equations for hardening or flow stress (Acharya and Bassani, 2000; Shu and 
Fleck, 1999).   
 
However, nonlocal plasticity theories may not be suitable at extremely small length 
scales.  The underlying assumption in most of these theories is that the effect of 
individual dislocation processes can be averaged over a small area, while local 
dislocation interactions and patterns are inconsequential to the constitutive behaviour 
of the material (Mughrabi, 2004).  For example, in dislocation density-based plasticity 
theories, the spatial averages of statistically stored and geometrically necessary 
dislocations are used.  When characteristic and geometrical dimensions are in the 
nanoscale range, the movement and interaction of dislocations must be considered 
discretely at this level (Brinckmann et al., 2006).  Furthermore, nonlocal plasticity 
theories may require the incorporation of empirical constants or other material 
parameters in addition to the microstructure length scale to describe the constitutive 
behaviour of the material.  These parameters or constants need to be determined 
experimentally, but so far actual experiments for the direct measurement of the 
phenomenological coefficients are still lacking (Harik and Salas, 2003).    
 
1.5 Methods of computer simulations for dislocations 
 
Various simulation methods which account for dislocations in a discrete manner have 
been proposed in the literature.  These methods can be divided into atomistic and 
continuum methods.  A detailed review of these methods is given in Bulatov and Cai 
(2006); the key points are highlighted in the following sections.   
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1.5.1 Atomistic methods 
 
In atomistic methods such as Monte-Carlo simulations and molecular dynamics, 
atoms are modelled discretely.  The interaction between atoms are described using 
various interatomic potential models whereas the movement of these atoms are 
computed based on Boltzmann’s statistics and Newton’s equation of motion for 
interacting atoms.  The position and movement of every atom are tracked throughout 
the simulation.  Such atomistic simulations have been used to study the behaviour of 
dislocations such as dislocation nucleation, motion, and interactions with other 
dislocations, defects and grain boundaries (Chang et al., 2001; Chang et al., 2002; 
Hasnaoui et al., 2004; Kohler et al., 2005; Li et al., 2003; Liu et al., 2003; Liu et al., 
2007; Liu and Biner, 2008; Stewart and Cheong, 2008).  The details of these 
processes which occur at the atomic scale are captured accurately using atomistic 
simulations since every atom is individually resolved.   
 
Nevertheless, atomistic simulations require huge computational resources; even with 
parallel computing, molecular dynamics simulations can only handle very small 
specimens and short simulation times within a reasonable total computational time.   
Firstly, the maximum number of atoms in a molecular dynamics specimen is in the 
order of a few million, thus maximum specimen size is in the range of a few hundred 
nanometers.  Secondly, extremely small time steps of the order of femtoseconds (10-15 
s) are required in molecular dynamics simulations in order to accurately capture the 
trajectory of all the atoms in the system.  Consequently, the simulation time which can 
be achieved (known as the time horizon) rarely exceeds one nanosecond, with the 
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number of time steps required in the order of a million.  On the other hand, dislocation 
behaviours of interest typically occur on time scales of milliseconds or longer.   
 
1.5.2 Continuum methods 
 
While atomistic simulations are useful for studying the behaviour of dislocations and 
their interactions, it is not practical to employ such simulations for problems 
involving collective dislocation behaviour when the number of dislocations is 
substantial.  In such cases, individual dislocations should be taken as the discrete 
entities in the system instead of atoms or molecules.  Dislocations are treated as 
singularity particles which propagate through a continuous solid medium; this 
technique is adopted in continuum-based formulations.  In continuum approaches, 
linear elasticity theory of dislocations is used to describe the stress, strain and 
displacement fields of the dislocations whereas constitutive equations are used to 
describe the nucleation, motion and interactions of dislocations (Needleman and Van 
der Giessen, 2001).  Since continuum theory breaks down near the dislocation centres, 
special methods have been adopted to cater for the singularity points and their 
interactions.  Simulations with length and time scales far greater than those of 
atomistic simulations can be achieved using continuum-based methods.  Continuum-
based simulation approaches for dislocations include kinetic Monte-Carlo method, the 
discrete dislocation (or line dislocation dynamics) method, and the phase field 
method.   
 
In the kinetic Monte-Carlo method, the motion of a dislocation line or curve is treated 
as a stochastic sequence of discrete events in which dislocation motion and velocity 
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are predicted as functions of stress and temperature.  While this method is good for 
accurate simulation of the motion and evolution of a dislocation because of the fine 
spatial resolution used to model the dislocation line, it is not practical for systems 
with multiple dislocations. 
 
The discrete dislocation or line dislocation dynamics method is developed for 
simulating the collective motion of many dislocations.  Unlike the kinetic Monte-
Carlo method, discrete dislocation method uses less detailed discretizations of 
dislocation lines and treats dislocation motion as deterministic.  The force per unit 
length of dislocation line (also known as the Peach-Koehler force) is evaluated for 
each dislocation segment based on the location of the segment within the simulation 
domain, and the resulting movement of dislocations will be computed according to a 
prescribed relationship between the Peach-Koehler force and velocity of a dislocation 
segment.  Constitutive rules are used to describe other dislocation interactions such as 
nucleation and annihilation.  The discrete dislocation method is useful for simulations 
involving many dislocations but can be complicated in three-dimensional problems 
where there is a need to keep track of the evolving line topography of every 
dislocation.  Also, these methods are difficult to extend to problems with anisotropic 
materials and material interfaces as well as three-dimensional problems where the 
analytical solutions for dislocation fields do not exist (Belytschko and Gracie, 2007). 
 
In the phase field method, dislocations are represented by a set of continuum fields 
instead of mathematical lines or curves used in the discrete dislocation method.  The 
evolution equations for the continuum fields describe the movement and interaction of 
dislocations within the system.  Compared to the discrete dislocation method, there is 
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no need to keep track of the evolving line topography of every dislocation – which 
may require careful and complex book-keeping procedures – in the phase field 
method.  Also, anisotropic elasticity and evolution of other microstructural elements 
such as phase transformation can be easily handled using the phase field method.  
However, a serious drawback of the phase field method is its inability to achieve high 
spatial resolution.  This is due to the limit on the size of data arrays which the fast 
Fourier transform – which is used to compute the solutions for the phase fields – can 
handle even with parallel computing.  On the other hand, the discrete dislocation 
method can achieve comparatively higher spatial resolution.   
 
1.5.3 Extended finite element method 
 
Recently, the extended finite element method (XFEM) has been applied to study 
dislocations (Belytschko and Gracie, 2007; Gracie et al., 2007; Gracie et al., 2008; 
Ventura et al., 2005).  This method was originally developed to model crack 
propagation problems without the need for remeshing (Belytschko and Black, 1999; 
Moes et al., 1999).  In this method, dislocations are modelled directly as arbitrary 
interior discontinuities in a standard finite element mesh.  A dislocation is defined by 
the location of its core and the orientation of its glide plane.  The displacement field at 
any material point is additively decomposed into a continuous part which is given by 
the standard finite element approximation and a discontinuous part (due to the 
presence of dislocations) which is described by enrichment functions (Gracie et al., 
2008).  Standard finite element software can be adapted to use this method.  This 
method has been adopted to study a number of problems such as a dislocation near a 
free surface, dislocation near a bi-material surface, three-dimensional circular 
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dislocation loops, and dislocation motion in thin films (Belytschko and Gracie, 2007; 
Gracie et al., 2008).  The advantage of XFEM as compared to the discrete dislocation 
method is the ability to handle material anisotropy, material nonlinearity and 
geometrical complexity easily since it is finite element based.  Moreover, the Peach-
Koehler force can be computed directly from the nodal displacements in a more 
efficient manner for a system with a large number of dislocations, as the computation 
of the Peach-Koehler force in XFEM is of O(N) complexity compared to O(N2) in the 
discrete dislocation method (Gracie et al., 2008).  However, the accuracy of the 
computed Peach-Koehler force is highly dependent on the resolution of the finite 
element mesh as well as the type of enrichment functions chosen; the finite element 
mesh must be sufficiently refined and higher-order elements may be needed in order 
to capture the high gradients of the stress field near dislocation cores.  According to 
Belytschko and Gracie (2007), it is still unclear at the present time whether XFEM 
offers an advantage over the discrete dislocation method for an isotropic material with 
simple boundary conditions and relatively few dislocations. 
 
1.5.4 Multi-scale modelling and coupled atomistic-continuum methods 
 
Apart from atomistic simulations and continuum-based approaches, concurrent and 
hierarchical multi-scale approaches (Gnosh et al., 2007; Heness et al., 1999; Lee and 
Pyo, 2008; Xia and Curtin, 2001; Xia et al., 2001) as well as coupled atomistic-
continuum methods have also been used such as the quasicontinuum method (Knap 
and Ortiz, 2001; Miller et al., 1998; Tadmor et al., 1996) and the coupled atomistic 
and discrete dislocation method (Shilkrot et al., 2004).  These methods have been 
adopted to study a wide range of problems such as fracture, nano-indentation, 
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dislocation junctions and grain boundaries.  The advantage of these coupled methods 
is the ability to preserve atomistic resolution at the locations of interest in order to 
accurately capture local deformation and processes, while using continuum-based 
formulations in all other regions which are of less importance and require lower 
spatial resolution.  Coupled methods are computationally more efficient compared to 
purely atomistic methods since atomistic descriptions are only used at certain 
locations or points of interest.  Consequently, larger specimen sizes can be modelled 
using coupled methods as compared to atomistic methods, in addition to the greater 
simulation time which can be achieved.  However, coupling between atomistic and 
continuum regions require the use of transition zones between the two regions.  The 
detailed treatment of the material in the transition zone is a critical aspect of coupled 
atomistic-continuum methods.  The transition region must be well-defined and some 
approximation has to be made in this zone due to the fundamental incompatibility of 
the nonlocal atomistic description and the local continuum description.  The drawback 
of coupled atomistic-continuum methods is the need to define the exact locations 
where atomistic resolution is required.  Also, the extent of these regions must remain 
unchanged throughout the simulation.  Hence, in a general problem where 
dislocations are free to move through the entire simulation domain, coupled atomistic-
continuum methods are unsuitable. 
 
1.6 Numerical simulations of metal matrix nanocomposites 
 
As discussed in Section 1.4, numerical simulations using continuum-based 
constitutive laws are not suitable for the modelling of MMCs with nano-size 
inclusions; dislocations must be modelled discretely for MMNCs.  While a vast 
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amount of work about numerical simulations of MMCs has been reported in the 
literature, only a handful of such studies have been performed for MMNCs.  
Moreover, there have been more numerical studies conducted on polymer matrix 
nanocomposites such as polymer-clay nanocomposites (Cannillo et al., 2006; Cho et 
al., 2007; Hbaieb et al., 2007; Luo and Daniel, 2003; Odegard et al., 2005) and 
carbon nanotube reinforced polymer composites (Luo et al., 2007; Odegard et al., 
2003; Selmi et al., 2007) than MMNCs. 
 
One of the earliest numerical studies performed on MMNCs was done by Cleveringa 
et al. (1997) using the discrete dislocation method, of which a set of results is shown 
in Figure 1.4.  In this study, a two-dimensional plane strain unit cell with hexagonally 
arranged inclusions was subjected to simple shear.  Simulations with different 
reinforcement morphologies, size and area fraction were conducted.  The simulations 
showed that significant size effect was observed when the inclusions blocked 
dislocation slip planes in the matrix, but no size effect was seen when veins of 
unreinforced matrix were present.  Moreover, high local stress concentrations were 
observed in the inclusions when dislocation pile-ups occurred at the inclusion-matrix 
interfaces. 
 
In another study by Ward et al. (2006), the deformation and failure of aluminum-
silicon nanocomposites were examined using molecular dynamics simulations.  In the 
simulations, a quasi-two-dimensonal polycrystalline structure consisting of columnar 
hexagonal grains with diameters of five nanometers was used.  The simulated nano-
sized specimen contained approximately 25,000 atoms.  The results showed that the  
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(a) Overall shear stress-strain response. (b) Dislocations in material (i). 
  
(c) Dislocations in material (ii). (d) Dislocations in material (iii). 
  
Figure 1.4  Overall shear stress-strain response and distribution of dislocations  
in composite material obtained using discrete dislocation simulations  
(Cleveringa et al., 1997). 
 
introduction of silicon grains increased the stiffness and strength of the nano-grain 
aluminum. 
 
One of the most recent numerical studies about MMNCs was performed by Broedling 
et al. (2008) to investigate the mechanical properties of a bio-inspired metallic 
nanocomposite which consisted of hard nano-size nickel platelet embedded in a soft 
aluminum matrix.  The numerical study was conducted using large-scale molecular 
dynamics simulations.  A quasi-two-dimensional model was used.  Different 
characteristic length scales of the nanocomposite were studied, as well as the effect of 
different nanostructural morphology on the resulting overall properties and local 
deformation mechanisms.  The results showed that a transition in the dominant 
deformation mechanism occurred from interfacial sliding at small length scales to 
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dislocation processes at larger length scales.  The transition took place at a length 
scale of 50 nanometers, where a maximum point in the calculated flow stress was also 
observed. 
 
In summary, many experimental studies have been conducted which have produced a 
number of useful results and shown significant trends in the mechanical properties of 
MMNCs.  However, it is currently still rather difficult to investigate in detail the 
effect of many parameters such as inclusion size, shape and distribution on the 
mechanical response of MMNCs due to the difficulties in material processing and 
fabrication which have yet to be resolved effectively.  Moreover, experimental studies 
yield little information about the underlying mechanisms and processes which affect 
the properties of these materials.  A good understanding about the processes and 
strengthening mechanisms that occur in MMNCs is relatively not well developed 
compared to regular MMCs.   It is also well known that material properties at the 
nanoscale may be significantly different than at the macroscale or microscale.  
Therefore, numerical simulations can be a very valuable tool for investigating the 
behaviour of MMNCs as well as to perform virtual experiments which are difficult to 
conduct in practice and on specimens which are hard to fabricate at this point in time.  
Furthermore, numerical studies can be used to find links between the mechanical 
properties of a MMNC with its microstructure and the processes and mechanisms that 
occur within the material.  While more advanced processing techniques and 
experimental methods are being developed, the results of numerical simulations can 
be used as a guide or basis for selecting the desired material properties and parameters 
to be studied experimentally.  Hence, numerical studies can play a significant role in 




The objective of this study is to investigate the mechanical properties of MMNCs 
using numerical simulations in order to determine the best combinations of 
constituent material properties, compositions and microstructure for the optimum 
performance of these materials.   
 
1.8 Scope and limitations 
 
The discrete dislocation method will be used for the numerical simulations.  Only 2-D 
plane strain models based on the unit cell approach will be considered in this study.  
This is because 3-D discrete dislocation simulations are extremely complex and the 
computational cost is currently prohibitive.  Even though 2-D approximations may not 
be able to show precisely all the different aspects of the material behaviour, such 
approximations may be good enough to capture many of the essential physics, the 
trend of the overall response, and provide good insights into the various 
microstructural factors which affect the mechanical behaviour of MMNCs.  
Correlations between numerical and experimental results can be made to match 
results from 2-D simulations to actual experimental outcomes.  
 
Metal matrix – ceramic reinforcement systems will be used in this study.  Lightweight 
metals such as aluminum and magnesium are selected as the host metal in the 
composites, while common ceramic inclusions such as silicon carbide and alumina 
would be used as the inclusions.  Isotropic material properties are assumed for both 
matrix and inclusions.  In the numerical simulations, the inclusion size range is 
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between tens of nanometers and a few hundred nanometers.  A single inclusion type is 
used in each simulation, though it is also possible to have multiple inclusion types 
within the same material.  
 
The effects of the following parameters on the overall mechanical response of 
MMNCs shall be investigated: inclusion volume fraction, size, orientation and 
arrangement (e.g. regular, uniform random, and clustered), material properties of 
constituent materials, and damage in the inclusions and matrix. 
 
1.9 Organization of the study 
 
Chapter 2 describes the theoretical formulation used for the numerical simulations.  
The discrete dislocation framework, the computational procedure and the formulation 
of the 2-D unit cell or RVE model used in this numerical study will be described in 
detail.  Various numerical implementation issues will be highlighted in Chapter 3.  
The numerical simulations conducted to study the effects of microstructural features 
on the mechanical response of MMNCs shall be presented in Chapter 4, while the 
effects of inclusion and matrix damage will be discussed in Chapter 5.  Experimental 
work carried out to verify the some of the results obtained from the numerical 
simulations will be described in Chapter 6.  Lastly, Chapter 7 summarizes the work 






2.0 Theoretical framework for composite material model 
using discrete dislocation method 
 
This chapter gives a brief overview of the basic characteristics of dislocations and 
describes in detail the discrete dislocation framework, the computational procedure 
and the two-dimensional (2-D) unit cell model used in this study.   
 
2.1 Dislocations – basic concepts and characteristics 
 
The actual strength of metals is approximately one to two orders of magnitude lower 
than the strength levels expected from theoretical calculations; this discrepancy has 
been explained in terms of defects and imperfections in the crystal structure of the 
material.  There are four types of defects in metal crystals: point defects such as a 
vacancy (missing atom), an interstitial atom (extra atom in the lattice), or an impurity 
(foreign atom that has replaced the atom of the pure metal) as shown in Figure 2.1; 
linear (one-dimensional) defects called dislocations as shown in Figure 2.2; planar 
(two-dimensional) imperfections such as grain boundaries and phase boundaries; and 
volume or bulk imperfections such as voids, inclusions, other phases, or cracks.  Point 
defects exist in all metal crystals due to thermodynamic equilibrium (the presence of 
vacancies, for example, increases entropy so as to minimize free energy) while the 
occurrence of planar and volume imperfections depends on manufacturing processes.  
Linear defects, on the other hand, exists both naturally (introduced during 




Figure 2.1  Schematic illustration of types of point defects: self-interstitial, vacancy, 




Figure 2.2  Atom positions and stress field around an edge dislocation  
(Callister, 2003). 
 
A dislocation is a linear, one-dimensional defect around which some of the atoms in 
the lattice of a crystalline material are misaligned as shown in Figure 2.2.  The 
distortion of the lattice surrounding a dislocation results in displacement, strain and 
stress fields around the dislocation.  The magnitude of the lattice distortion and the 
resultant dislocation fields decreases with distance away from the centre or core of the 
dislocation.  The magnitude and direction of the lattice distortion associated with a 
dislocation is expressed in terms of a Burgers vector b.   
 
Edge and screw are the two fundamental dislocation types.  In an edge dislocation, 
localized lattice distortion exists along the end of an extra half-plane of atoms which 
also defines the dislocation line, as shown in Figure 2.2.  A screw dislocation may be 
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(a) (b) 
Figure 2.3  Screw dislocation within a crystal (Callister, 2003). 
 
thought of as being formed by a shear stress that is applied to produce the distortion 
shown in Figure 2.3(a): the upper front region of the crystal is shifted one atomic 
distance to the right relative to the bottom portion.  A spiral or helical path or ramp 
can be traced around the dislocation line by the atomic plane of atoms, as shown in 
Figure 2.3(b).   In general, a dislocation line has both edge and screw components.   
 
Plastic deformation in metals results from the collective motion of a large number of 
dislocations.  An edge dislocation moves in response to a shear stress applied in a 
direction perpendicular to its line through successive and repeated breaking of atomic 
bonds and shifting by inter-atomic distances as shown in Figure 2.4.  This process in 
which plastic deformation is produced by dislocation motion is termed slip; the 
crystallographic plane along which the dislocation transverses is the slip plane.  
Metallic materials are generally ductile because their plastic behaviour arises from the 
motion of dislocations.  Brittle crystalline materials, on the other hand, are unable to 
undergo any appreciable plastic deformation due to the lack of dislocations or 




Figure 2.4  Motion of an edge dislocation under an applied shear stress  
(Callister, 2003). 
 
The resolved shear stress along a slip plane drives the motion of dislocations on the 
slip plane.  A slip band is formed when slip occurs on a series of closely-spaced 
parallel slip planes as shown in Figure 2.5, with the spacing between the slip planes 
being approximately 100 times the atomic diameter.  Many slip bands can be formed 
during plastic deformation.  The average spacing between slip bands is approximately 
10000 times the atomic diameter as shown in Figure 2.5. 
 
 
Figure 2.5  Schematic illustration of slip planes and slip bands in a single crystal 
(grain) subjected to a shear stress (Kalpakjian and Schmid, 2006). 
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Dislocations do not move with the same degree of ease on all crystallographic planes 
of atoms and crystallographic directions.  Instead, dislocations move preferably on 
planes with the most dense atomic packing and greatest distance between parallel 
planes.  Furthermore, within a slip plane, dislocations will move in the direction 
which is most closely packed with atoms.  The combinations of preferred slip planes 
and slip directions are termed as slip systems.  Different crystal structures have 
different type and number of slip systems.  More ductile metals such as aluminum and 
copper have greater number of slip systems than less ductile ones such as titanium and 
magnesium.  In polycrystalline materials, the direction of slip varies from one grain to 
another as dislocation motion occurs along the slip system which has the most 
favourable orientation within each grain, as shown in Figure 2.6. 
 
 
Figure 2.6  Slip lines on the surface of a polished and deformed  








2.2 Discrete dislocation formulation 
 
The discrete dislocation plasticity framework used in this study follows closely the 
formulation developed by Van der Giessen and Needleman (1995) which is based on 
the infinitesimal strain theory; this formulation by Van der Giessen and Needleman 
(1995) is an extension of the original formulation of Lubarda et al. (1993).   
 
Consider a linear elastic body of volume V which contains elastic inclusions with 
volume VP and has a distribution of dislocations in the matrix material VM, as shown 
in Figure 2.7(a).  The elastic properties of the matrix material are governed by the 
fourth-order tensor LM while the elastic modulus tensor for the inclusions is denoted 
by LP; unless otherwise stated, the matrix and inclusions are assumed to be of infinite 
strength.  The dislocations are regarded as line defects in the matrix material.  Each 
dislocation i is characterized by its Burgers vector bi and the unit vector ni of its slip 
plane.  The boundary S = Su  Sf of this body is subjected to time-dependent traction 
and displacement boundary conditions T = T0(t) on Sf and U = U0(t) on Su, 
respectively. 
 
2.2.1 Instantaneous state of dislocated body 
 
The current state of the body in terms of the displacement u, strain ε and stress σ 
fields can be written as the superposition of two fields: 
Vinˆ~ˆ~,ˆ~ σσσ,εεεuuu   (2.1) 
The ( ~ ) fields are associated with the n dislocations in their current configuration but 
in an infinite medium of the homogeneous matrix material, as shown in Figure 2.7(b).   
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Figure 2.7  Problem formulation and decomposition of problem for dislocated body 
with inclusions into problem of interacting dislocations in the homogeneous infinite 
solid and the complementary problem for the non-homogeneous body without 
dislocations (Van der Giessen and Needleman, 1995). 
 








i ,...,1where~~,~~,~~   σσεεuu  (2.2)
The ( ~ ) fields give rise to traction T~  and displacement U~  on the boundary of the 
body. 
 
The ( ^ ) fields represent the image fields which correct for the actual boundary 
conditions on S and for the presence of inclusions, as shown in Figure 2.7(c).  The 
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  (2.5) 
 
where   is the vector differential operator while v is the outer unit normal to S. 
 
The presence of inclusions gives rise to the so-called polarization stress in the 
inclusions: 
     σILLεLLp ~::~:ˆ 1PMPM    (2.6) 
This polarization stress is similar to the eigenstress concept in some analytical models 
for materials with inhomogeneities (Tian and Rajapakse, 2007).  The polarization 
stress is caused by the dislocation strain field and the different elastic properties of the 
inclusions compared to the matrix material.  With μM and BM denoting the shear and 
bulk moduli of the matrix material, and with μP and BP denoting the corresponding 
values for the inclusions, the components of the polarization stress for an isotropic 
















   (2.7) 








if1  (2.8) 
 
Provided that the dislocation displacement field remains continuous on Su and along 
the interface between the matrix and the inclusion, the ( ^ ) fields (i.e. the image fields) 
are smooth.  Hence, Equations (2.3) to (2.5) constitute a well-posed linear elastic 
boundary value problem which can be solved using the finite element method 
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(Cleveringa et al., 1997; Van der Giessen and Needleman, 1995) or boundary element 
method (Biner and Morris, 2002). 
 
2.2.2 Forces between dislocations 
 
The variation of the potential energy of the body due to infinitesimal variations of the 









where ti is the direction vector of the i-th dislocation line. 
 
Assuming dislocation glide only, the component of the Peach-Koehler force which 









This force determines the motion of the dislocation within the slip plane and is also 
known as the glide force. 
 
For an edge dislocation with bi and ni parallel to the x and y-axes, respectively, the 
expression for the glide force simplifies to: 
iii bf 12,  (2.11)
where σi,12 is the resolved shear stress acting in the slip plane on the dislocation line 
and bi is the magnitude of the Burgers vector for dislocation i. 
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While the magnitude of the Burgers vector b for a dislocation is actually dependent on 
the particular slip system in which the dislocation is located, for simplicity all 
dislocations are taken to have the value of b in this formulation.  Also, dislocation 
climb is not considered here because it is a process which is mediated through flow of 
vacancies in the crystal lattice and largely limited to high-temperature behaviour 
(Biner and Morris, 2002).   
 
2.2.3 Constitutive relations for motion of dislocations 
 
A dislocation will move when the resolved shear stress on the dislocation exceeds a 
threshold resistance.  This threshold value is called the critical resolved shear stress 
τcrss, which is in the range of 1 to 10 MPa for most metals (Courtney, 2000).  The 
velocity at which the dislocation moves along the slip plane is a function of the 
resolved shear stress or glide force and its interaction with phonons, that is, the 
thermal waves in the crystal lattice.  Provided the dislocation velocity is well below 
the velocity of sound in the material, the phonon interaction will give rise to a drag 
force that will balance the glide force.  Hence, the magnitude of the glide velocity ηi 
of dislocation i can be taken as linearly related to the glide force acting on the 
dislocation through the drag relation (Van der Giessen and Needleman, 1995; Argon, 
2008): 
iif   (2.12) 
where β is the drag coefficient.   
 
According to Argon (2008) several different specific mechanisms have been 
suggested for the phonon drag, including (a) thermal shear stress fluctuations that set 
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dislocation segments into “fluttering” vibrations, radiating elastic energy; (b) 
scattering of phonons from the elastic inhomogeneity of the dislocation core; and (c) 
the dissipation of energy when volume elements around a dislocation are alternately 
stressed and unstressed.  As these processes are temperature-dependent, the resulting 




where k is the Boltzmann constant, Ω is the atomic volume and vD is the Debye 
frequency which is the theoretical maximum frequency of vibration for the atoms that 
make up the crystal.   
 
Values for the drag coefficient are reasonably well known from theory as well as from 
experiment (Kubin et al. 1992).  Following Van der Giessen and Needleman (1995), 
the drag coefficient is related to the applied shear deformation rate   and the shear 





   (2.14)
Typical values for the drag coefficient are 5×10-5 Pa·s for copper and 1×10-4 Pa·s for 
aluminum (Kubin et al. 1992). 
 
A cut-off velocity ηmax for dislocation glide is prescribed in this formulation to 
account for the fact that the drag coefficient increases significantly at high velocities 
(Kubin et al. 1992).  Moreover, the position of dislocations inside dislocation pile-ups 
can be rather unstable, which leads to high velocity oscillatory motions; prescribing a 
cut-off velocity helps to reduce the computational burden of following these 
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essentially irrelevant oscillations (Cleveringa et al., 1997).  Values for this cut-off 
velocity which have been used in discrete dislocation simulations range from 20 m/s 
(Biner and Morris, 2002; Cleveringa et al., 1999) to 100 m/s (Kubin et al. 1992).  As 
with the drag coefficient, this cut-off velocity should also be material and temperature 
dependent. 
 
Alternatively, a more gradual method for introducing a maximum velocity of 
dislocation glide can also be adopted using the following equation: 
  ii f ˆexp1max   (2.15) 
where ˆ  is a constant which governs how quickly the maximum velocity is 
approached with increasing glide force f, and is somewhat analogous to the drag 
coefficient β.  However, in this study, Equation (2.12) is used to determine the glide 
velocity of dislocations with a limiting velocity ηmax. 
 
The motion of dislocations along a slip plane can be hindered in real crystals by 
several types of obstacles such as dislocations on intersecting slip planes and the 
presence of impurities, small precipitates or solute atoms.  Moving dislocations may 
get pinned at these obstacles or impurities, creating dislocation pile-ups.  As the 
number of dislocations in a pile-up increases, the shear stress acting on the leading 
dislocation increases substantially, so that it will eventually bypass the obstacle or 
impurity through a thermally activated processes.  This phenomenon is modelled by 
placing point obstacles with a prescribed strength value in the metallic matrix.  Pinned 
dislocations can only bypass the obstacles when the resolved shear stress on a 
dislocation (in absolute value) exceeds this obstacle strength value.  In this 
formulation, all obstacles are taken to have the same strength τobs = 5.7×10-3 μM (Van 
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der Giessen and Needleman, 1995).  Obstacles may be randomly placed throughout 
the matrix or along prescribed slip planes.  In this study, the obstacles or impurities 
are distributed in a uniformly random manner along the pre-determined slip planes.  
For ease of computations, a radius of influence is prescribed for the obstacles.  Any 
dislocation within an obstacle’s radius of influence and moving against the obstacle 
will not be allowed to bypass the obstacle until the resolved shear stress on the 
dislocation exceeds the strength of the obstacle.  In this study, the radius of influence 
of the obstacle is equated to the size of the dislocation core.  
 
2.2.4 Constitutive relations for creation and annihilation of dislocations 
 
Prior to any working processes or applied deformation, dislocations can be formed in 
metallic materials through various means: (a) errors in stacking during solidification 
or crystallization, (b) stresses from solidification shrinkage or thermal gradients, (c) 
mismatch at interfaces, (d) concentration gradients, and (e) coalescence of vacancies 
or interstitials to form prismatic dislocations (Bowman, 2004; Hull and Bacon, 1984).  
However, in this study, the metallic matrix is assumed to be initially dislocation-free 
while new dislocations are created as the material is subjected to external loading or 
deformation.  These dislocations are generated by simulating Frank-Read sources, 
which is a form of self-perpetuating process of dislocation multiplication from 
existing immobile dislocation segments.  As shown in Figure 2.8, the initial 
dislocation segment of a Frank-Read source bows out when subjected to shear within 
its slip plane until a critical configuration is formed and leaves behind a replica of the 








An immobile dislocation segment is subjected to 





Bowing out of the dislocation segment occurs 
(direction of bowing depends on the direction of 


















Formation of a new dislocation loop at the end of 
the process, while the initial dislocation segment 
which is regenerated can continue to form new 
dislocation loops in the same manner. 
 
Figure 2.8  Nucleation of new dislocation pair from a Frank-Read source in a three-
dimensional crystal (Bowman, 2004).  Two-dimensional approximation of the process 
is viewed from the right side of the figures, in which the initial dislocation segment is 
represented by a point source while segments of the new dislocation loop parallel to 
the initial dislocation segment are represented by a pair of opposite dislocations. 
 
the resolved shear stress on this new dislocation segment is sufficiently large so that 
the same process of bowing-out and replication is maintained. 
 
Thus, a dislocation source is characterized by the critical stress for activation of the 
Frank-Read process, the time to form a critical configuration and the diameter of the 
generated dislocation loop.  In a 2-D approximation, point sources on slip planes are 
assumed.  A dislocation dipole is generated when the magnitude of the resolved shear 
stress τrss at the source has exceeded the nucleation strength τnuc for duration of time 
tnuc.  The dipole comprises of two opposite dislocations with Burgers vector ±b along 
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the slip plane, the polarity being determined by the sign of the shear stress at the 
dislocation source, as shown in Figure 2.9.  The distance Lnuc between the dislocations 






L   (2.16)
where vM is the Poisson's ratio of the matrix.  At this distance Lnuc, the nucleation 
stress balances the attractive shear stress which the two dislocations exert on one 
another.   
 
The strength of dislocation sources is randomly chosen from a Gaussian distribution 
with a mean strength M
3
nuc 109.1*    and a standard deviation of nuc*2.0  (Van 
der Giessen and Needleman, 1995), instead of assuming that all dislocation sources 
have the same nucleation strength.  This is because in an initially dislocation-free and 
homogeneous material with all dislocation sources having the same nucleation 
strength, dislocations will be generated at the same instant at all these sources once 
the critical applied stress is reached.  This sudden mass nucleation of dislocations is 
not very realistic.  Therefore, a random strength distribution is the more reasonable 
way to prescribe the nucleation strength for dislocation sources.  Moreover, it has 
been reported that the above choice of the standard deviation smoothes the transition 
from the elastic to the plastic response but does not significantly affect the response in 
the fully plastic regime (Deshpande et al., 2005). 
 
The nucleation time tnuc for all sources (equivalent to the time duration required to 
generate a new dislocation loop through the Frank-Read process) is taken as (Van der 
Giessen and Needleman, 1995): 
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t  (2.17) 
 
Annihilation of two dislocations with opposite Burgers vector occurs when they are 
sufficiently close together.  This is modelled by eliminating two dislocations when 
they are within a material-dependent, critical annihilation distance Le, which is taken 
to be Le = 6b (Kubin et al., 1992; Van der Giessen and Needleman, 1995). 
 
Another method for detecting the annihilation of opposite dislocations is by tracking 
dislocation motion on every slip plane; once a pair of opposite dislocations has 
crossed paths, they will be considered as annihilated.  This tracking method allows for 
the use of greater time-steps in the discrete dislocation simulations.  Smaller time-
steps are required when the critical annihilation distance is used since the maximum 
relative distance travelled by two opposite dislocations within each time-step cannot 
exceed Le, otherwise the annihilation process would not be captured.  In this study, the 
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2.3 Analytical solutions for dislocation fields in two-dimensional 
space 
 
The orientation of a slip plane with respect to the x-axis (i.e. angle between m and the 
x-axis) is denoted by θ where θ  [-π/2, +π/2] as shown in Figure 2.10.  The 
orientation of a dislocation with respect to the x-axis (i.e. angle between the x′-axis 
and the x-axis) is denoted by  where   [0, 2π].  Since both positive and negative 
dislocations can be present on the same slip plane, the positive dislocation will be 
defined as the one with  = θ whereas the negative dislocation will be defined as the 
one with  = θ + π.   
 
The infinite-body stress field  yxi ,~σ  and displacement field  yxi ,~u  due to an edge 
dislocation i positioned at (Xi, Yi) can be evaluated following Muskhelishvili’s method 
(Freund, 1994; Muskhelishvili, 1953; Shu et al., 2001) in terms of a pair of complex 
potentials φ(ζ) and ψ(ζ): 
         2,~,~
2
1
,, yxyx xiyi  (2.18)
            yxjyxyx xyixiyi ,~,~,~21 ,,,  (2.19)
              M,,M 43,~,~2 vyxujyxu yixi  (2.20)
where the overbar denotes the complex conjugate, ζ = x + jy,  is the real part, and 
1j . 
 
The derivatives of the complex potentials are given by the following expressions 
(Freund, 1994; Shu et al., 2001): 
 44
 
Figure 2.10  Sign convention for slip plane and dislocation orientations. 
 























  (2.22) 
where bi = bx + jby = |b|(cos  + j sin ) and Z = Xi + jYi. 
 
The second derivative of the complex potential φ(ζ) is required to evaluate the stress 
field and is obtained by direct differentiation of Equation (2.21) above: 







  (2.23) 
 
The calculation of the displacement field requires integration of Equations (2.21) and 
(2.22).  Direct integration gives the following expressions: 
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The solution for complex potentials φ(ζ) and ψ(ζ) given in Equations (2.24) and (2.25) 
is only valid up to an integration constant Cu (which is a function of constants Cφ and 
Cψ).  Without the addition of the integration constant, the discontinuity in the 
displacement field calculated using the expressions for complex potentials φ(ζ) and 
ψ(ζ) is not properly oriented along the slip plane.  However, no detailed suggestion on 
how this integration constant is to be determined has been forthcoming in literature.  
To overcome this problem, the displacement fields are not calculated using the 
method of complex potentials in this study.  Instead, they are evaluated by coordinate 
transformation, i.e. to first determine the displacement field along the slip plane in 
local coordinates and then using a rotation matrix to calculate the displacement field 
in the global coordinate system.  The equations for the displacement field in local 
coordinates may be found in the following section. 
 
2.3.1 Special case of two-dimensional space with horizontal slip planes 
 
For the special case with horizontal slip planes (i.e. θ = 0), simpler expressions for the 
dislocation fields exist.  The infinite-body stress field  yxi ,~σ  due to an edge 
dislocation i positioned at (Xi, Yi) are given by (Nabarro, 1952; Van der Giessen and 
Needleman, 1995): 
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with bi = +b for a positive dislocation and bi = -b for a negative dislocation. 
 
The contours for these stress components are shown in Figure 2.11.  It is evident that 
the dislocation stress field is long-range and highly non-linear. 
 
The infinite-body displacement field  yxi ,~u  can be derived by integration and are 
given by the following expressions (Nabarro, 1952; Van der Giessen and Needleman, 
1995): 
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byxu   (2.31) 
 
The dislocation fields in local coordinates (i.e. along an inclined slip plane of a 
dislocation) can also be determined using Equations (2.26) to (2.31) through 
coordinate transformation between the global coordinate system (x and y) and the 
local coordinate system (x′ and y′), via a rotation matrix which is a function of  as 
shown in Figure 2.10. 
 
While the dislocation fields given by the method of complex potentials shown in the 
previous section are not identical to the ones given in this section, the differences are 





Figure 2.11  Contours of dislocation stress field components 
 (a) x~ , (b) y~  and (c) xy~ . 
 
material.  These differences are due to the two possible ways of “creating” an edge 
dislocation in a perfect crystal material using Volterra’s method as shown in Figure 
2.12 – making a plane cut into the crystal, moving the two parts of the crystal 
separated by the cut relative to each other, and filling in or removing material if 






Figure 2.12  Creation of an edge dislocation using Volterra’s methods. 
 
with the core of the edge dislocation.  Both ways produce identical stress fields 
around the core of the dislocation and relative displacement between the two parts 
separated by the cut (which is equal to the Burgers vector).  The actual displacement 
field around the dislocation core are slightly different for both cases, but the 
differences are negligible.  The dislocation displacement field given in Equations 
(2.30) and (2.31) is obtained by the method shown in Figure 2.12(a), whereas the 
method of complex potentials produces the displacement field given in Equation 
(2.20) for the dislocation shown in Figure 2.12(b).  Thus, the differences are due to 
the two different mathematical descriptions adopted for an edge dislocation.  The 














planes instead of the method of complex potentials since they are computationally less 
demanding. 
 
The infinite-body linear elastic dislocation fields are accurate except in a small region 
surrounding the core of the dislocation, where the fields become singular at zero 
distance from the centre of the dislocation.  This is an artefact arising from the use of 
Hooke’s law in the basic solution of the dislocation stress field problem.  In order to 
avoid numerical problems associated with singularity near dislocation cores, the 
stresses in Equations (2.26) to (2.28) could be formally cut off at a radius rcore, the 
core radius, where the ideal shear strength is reached (Argon, 2008).  Atomistic 
simulations have shown that the extent of the core region is about 10 atomic distances 
from the centre of a dislocation (Van der Giessen and Needleman, 1995).  For 
simplicity, in this study the stresses and displacements at any point within the 
dislocation core are taken as the same for another point which lies at the intersection 
of boundary of the core region (i.e. at distance equal to the core radius rcore) with a 
straight line passing through the earlier point and the centre of the dislocation; the 
stresses and displacements are assumed to be constant within the core region.   
 
However, an alternative method has also been suggested by Argon (2008) to describe 
the dislocation fields which does not result in singularity at the dislocation core.  For 
example, the shear stress along the x-axis for a dislocation located at the origin (0, 0) 
is described by the following equation: 













  (2.33) 
is the half-width of the spread-out dislocation core and τis is the ideal shear strength of 
the material.  As shown in Figure 2.13, at distances far away from the dislocation core 
(x » ξ) the solution for the dislocation field approaches that which is given in Equation 
(2.28).  Thus, this method more accurately describes the stress and displacement 
fields within the core region but has minimal effect at distances far away from the 
core.  Consequently, the treatment of the core region is expected to have negligible 
influence on the overall response of the dislocated body, which is the main interest in 
this study.  
 
2.4 Implementation of discrete dislocation formulation for two-
dimensional unit cell analyses 
 
The metal matrix nanocomposite is assumed to be built up of a doubly-periodic array 
of unit cells or representative volume elements (RVEs) of width W and height H, as 
shown in Figure 2.14.  The left-hand corner of the unit cell is located at the origin of 
the x-y plane.  The inclusions may be placed in an arbitrary fashion within the unit 
cell.  Dislocation slip planes are oriented at predefined angles with respect to the x-
axis.  More than one slip system may be present in the material.  Only edge 
dislocations are considered in this formulation.  Quasi-static plane strain condition 
involving small strains is adopted.  The material is assumed to be dislocation-free 





Figure 2.13  Distribution of shear stress of a positive edge dislocation around the 
centre, in a linear elastic medium (Equation (2.32)) and in a medium having  
an ideal shear strength (Equation (2.28)) (Argon, 2008). 
 
The unit cell or RVE is subjected to simple shear deformation prescribed through 
kinematic boundary conditions, in which a uniform displacement is applied along its 















where   is the applied shear deformation rate. 
 
Periodic boundary conditions are imposed along lateral sides x = 0 and x = W as well 
as for the y-deformation along y = 0 and y = H.  In Van der Giessen and Needleman 
(1995), kinematic constraint equations are required to impose the periodic boundary 
conditions for the image fields only.  The periodic boundary conditions are 




















Figure 2.14  Unit cell in a doubly-periodic array subjected to simple shear. 
 
displacement fields generated by a dislocation with its replicas in all the surrounding 
unit cells or RVEs.  Together with its replicas, any dislocation in the unit cell forms 
infinitely long strings of dislocations with spacing of W and H along the x-direction 
and y-direction, respectively, as shown in Figure 2.14.  The stress and displacement 
fields for infinitely long strings of dislocations are derived analytically in Van der 
Giessen and Needleman (1995) and used in place of Equations (2.26) to (2.31).  
However, as an alternative to performing analytical summations to obtain the 





  tHtU x  ,0  
O 
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periodicity of the dislocation fields can also be imposed through the image fields.  
This is achieved by imposing the periodicity on the total (i.e. dislocation plus image) 
displacement, strain and stress fields (following Balint et al., 2008) instead of 
imposing the periodicity for the dislocation and image fields separately, with the 
dislocation fields calculated using Equations (2.26) to (2.31).  In this study, the 
periodic boundary conditions are imposed in this manner as it is computationally 
more efficient. 
 
For the unit cell with permeable external boundaries and horizontal slip planes, 
dislocations leaving the cell at x = W re-enter at the opposite side x = 0 due to the 
periodicity of the unit cell, and vice versa.  The displacement field of this dislocation 
needs to be corrected for by adding the following contributions to the displacement 
components: 
   ybyxu ixi  sgn2,~ ,  
  0,~ ,  yxu yi  
(2.35)
For displacements leaving the cell at x = 0 and re-entering at x = W, the correction is 
made by subtracting the above contributions from the displacement field.   
 
The addition or subtraction of the displacement step is done each time a dislocation 
exits the unit cell on one side and re-enters on the opposite side, regardless of the 
number of times the same dislocation has exited and re-entered the unit cell; the 
addition or subtraction is cumulative.  Thus, apart from keeping a record of the 
current position of dislocations, the number of times a dislocation has exited and re-
entered the unit cell must also be recorded.  The step in the displacement field given 
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in Equation (2.35) above is retained at all times even after dislocation i has been 
annihilated by another dislocation.  Therefore, even though the stress field due to a 
pair of annihilated dislocations is zero, the step in the displacement field is preserved. 
 
The overall or average shear stress τave needed to sustain the deformation is computed 
from the shear component of the total stress σ along the top and bottom edges of the 
unit cell: 
    

  W xyxy dxHxx
W 0ave 2
,0,1   (2.36) 
 
The overall or average shear strain γave is calculated from the displacement along the 
top and bottom edges of the unit cell: 
    





,0,1  (2.37) 
 
2.5 Computational scheme 
 
The discrete dislocation analyses are carried out using a self-written program in 
MATLAB®.  The image fields are solved using the finite element method.  The 
composite material is discretized into many elements.  Balint et al. (2005) showed 
that element size up to approximately 1000b is able to produce sufficiently accurate 
solution for the image fields.   
 
Computation of the deformation history is carried out in a linear incremental manner.  
For simplicity, an explicit time-stepping algorithm with a fixed time-step is adopted 
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instead of an adaptive time-stepping method.  Consequently, individual events of 
dislocation nucleation and annihilation may be timed slightly differently, but the 
overall results should not be significantly affected.   
 
At the start of a time step, the positions of all dislocations are known.  The resulting 
traction T~  and displacement U~  on boundaries Sf and Su, respectively, are computed 
based on the currently known positions of the dislocations.  The body force due to 
polarization stress pˆ  in every inclusion element is also computed.  The nodal force 


















where N is the element shape function matrix.  Bilinear quadrilateral (Q4) elements 
with full integration are used to form the finite element mesh in this study, although 
other element types can also be easily incorporated into the program. 
 
Adaptive quadrature based on Newton-Cotes formulas of even degree is used to 
evaluate the nodal force vector T
~f .  Introduction to adaptive quadrature can be found 
in Davis and Rabinowitz (1984) and Chapra and Canale (2010), among other 
references.  First, an element edge located along the boundary Sf is subdivided into 
two segments.  The integral and an error estimate are evaluated within each segment.  
If the estimated error within a segment is larger than a prescribed tolerance value, the 
segment will be further subdivided and the evaluation continues for the newly created 
segments.  On the other hand, no further computations will be carried out for a 
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segment within which the error estimate is smaller than the prescribed tolerance 
value; the value of the integral evaluated within the segment will be recorded.  The 
total integral is the sum of the integral values for all the segments which make up the 
edge of the element when no further subdivisions are required. 
 
The prescribed boundary traction T0 and displacement U0 for each time step are 
known quantities.  The nodal force vector due to prescribed boundary traction T0 is 





0 TNf  (2.40) 
The nodal force vectors 0f  and P
~f  are evaluated using standard Gauss quadrature.   
 
Kinematic constraint equations are used to impose the periodic boundary conditions 
for the unit cell.  For each equation of constraint, one degree of freedom can be 
eliminated.  In this study, the Lagrange multiplier method is adopted to solve the 
constraint equations.  The equations that couple or constraint the degrees of freedom 
are: 
QCu   (2.41) 
where C is a matrix of constants and Q is a vector of constants.  Since there are 
typically more degrees of freedom than constraint equations, C has more columns 
than rows.   
 
Following Balint et al. (2008), the periodicity is imposed on the total displacement 
field.  Hence, Q = 0 and knowing that uuu ˆ~  , the constraint equations can be re-
organized into the following form: 
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uCuC ~ˆ   (2.42)
 
The solution for the image displacement field uˆ  is obtained using the standard finite 



















~~ˆ ffff   (2.44)
uCq ~  (2.45)
K is the standard global stiffness matrix of the system while λ is a vector which 
contains as many Lagrange multipliers as there are constraint equations.  The 
Lagrange multipliers may be interpreted as forces of constraint.   
 
After the solution for the image displacement field uˆ  has been obtained, the nodal 
forces due to the image field can be then calculated: 
λCuKf Tˆˆ   (2.46)
 
Based on the image displacement field uˆ , the corresponding image strain field εˆ  and 
image stress field σˆ  are computed.  Using the currently known positions of 
dislocations and the image stress field σˆ , the glide force is calculated for every 
dislocation and the new positions of the dislocations are determined using the Euler 
forward scheme, taking into consideration the presence of obstacles or impurities and 
material interfaces which may restrict the movement of dislocations.  Checks are also 




Figure 2.15  Computational procedure within each time step for  
discrete dislocation formulation. 
 
The computational procedure within each time step is summarized in Figure 2.15. 
 
 
from previous time step 
to next time step End of time step  
Start of time step 
Calculate T~  and U~  at the boundaries 
and pˆ  in the inclusions. 
Calculate T
~f  and p
~f , subtract from f0. 
Solve for image displacement field uˆ  
and calculate image strain field εˆ  and 
image stress field σˆ . 
Calculate glide force on every 
dislocation and determine new 
position of dislocations. 
Check for generation and annihilation 
of dislocations. 
Applied boundary 





3.0 Numerical implementation issues 
 
This chapter discusses several important numerical implementation issues in the 
discrete dislocation simulations, which include the efficiency of various 
computational procedures, calibration of material parameters used in the constitutive 
relations for the motion, nucleation and annihilation of dislocations, as well as the size 
of the unit cell or representative volume element. 
 
3.1 Computational time-step and efficiency 
 
The bulk of the computational time in each time-step is spent for dislocation-related 
calculations whereas the linear-elastic finite element calculations are completed 
relatively quickly.  Specifically, the parts which take up the most computational time 
are the evaluation of boundary traction due to dislocation stress field and calculation 
of glide force on dislocations.  Moreover, the extremely small time-step required is a 
limiting factor in the computations. 
 
3.1.1  Evaluation of boundary nodal forces due to dislocation stress field 
 
As mentioned in Chapter 2, boundary nodal forces T
~f  due to dislocation stress field 
are calculated using the adaptive quadrature scheme based on the Newton-Cotes 
method.  Instead of adaptive quadrature, Gauss quadrature has also been used to 
evaluate T
~f  (Van der Giessen and Needleman, 1995).  However, it is found in this 
study that the accuracy of T
~f  computed using Gauss quadrature may be rather poor if 
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dislocations are located very near to the boundaries, as shown in Figure 3.1 and Table 
3.1.  This is because the dislocation stress fields given in Equations (2.26) to (2.28) 
and as shown in Figure 2.11 are highly non-linear.  On the other hand, high accuracy 
can be achieved using adaptive quadrature even though it comes with a greater 
computational price.  Since the accuracy of T
~f  is extremely important in the 
subsequent computations, adaptive quadrature is adopted instead of Gauss quadrature. 
 
The computational time required for the evaluation of T
~f  using the adaptive 
quadrature technique depends on the level of accuracy required, which is governed by 
the error tolerance value and the maximum number of subdivisions or segments along 
an element edge.  A greater level of accuracy can be achieved by prescribing a lower 
error tolerance value and/or a greater number of subdivisions, but will result in a 
substantial computational cost.  On the other hand, a sufficient degree of accuracy is 
required for T
~f  since it will directly affect the calculations for the image fields as 
well.  The results shown in Table 3.1 seem to suggest that an error tolerance value of 
approximately 0.01 with maximum number of subdivisions of up to 1000 are required 
to give reasonably accurate values for T
~f . 
 
Figure 3.2 shows the overall response of a composite material computed using 
different error tolerance values and maximum number of subdivisions in the adaptive 
quadrature evaluation of T
~f , while Tables 3.2 and 3.3 show the corresponding total 
computational time required for the simulations.  The results indicate that the overall 
response is not significantly sensitive to the displayed range of values for the error 
tolerance and maximum number of subdivisions; the overall results for the different 
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Figure 3.1  Dislocations near element boundaries. 
 
Table 3.1  Boundary nodal forces due to dislocation stress field using adaptive and 
Gauss quadratures with different controlling parameters (corresponding to 

























Adaptive 10-1 0.747 2.091 1.084 -1.267 -1.131 -1.000 -1.701 1.705 0.004 
100000 10-2 1.146 1.182 1.106 -1.243 -1.083 -1.007 -1.172 1.056 0.016 
 10-3 1.147 1.188 1.104 -1.243 -1.081 -1.007 -1.171 1.058 0.053 
 10-4 1.148 1.191 1.104 -1.245 -1.081 -1.008 -1.171 1.061 0.140 
 10-8 1.148 1.192 1.104 -1.245 -1.081 -1.008 -1.172 1.061 79.24 
Adaptive 10-1 0.747 2.091 1.084 -1.267 -1.131 -1.000 -1.701 1.705 0.005 
10000 10-2 1.146 1.182 1.106 -1.243 -1.083 -1.007 -1.172 1.056 0.014 
 10-3 1.147 1.188 1.104 -1.243 -1.081 -1.007 -1.171 1.058 0.051 
 10-4 1.148 1.191 1.104 -1.245 -1.081 -1.008 -1.171 1.061 0.139 
Adaptive 10-1 0.747 2.091 1.084 -1.267 -1.131 -1.000 -1.701 1.705 0.005 
1000 10-2 1.146 1.182 1.106 -1.243 -1.083 -1.007 -1.172 1.056 0.013 
 10-3 1.147 1.188 1.104 -1.243 -1.081 -1.007 -1.171 1.058 0.050 
 10-4 1.148 1.191 1.104 -1.245 -1.081 -1.008 -1.171 1.061 0.152 
Adaptive 10-1 0.747 2.091 1.084 -1.267 -1.131 -1.000 -1.701 1.705 0.005 
100 10-2 1.146 1.182 1.106 -1.243 -1.083 -1.007 -1.172 1.056 0.015 
 10-3 0.948 1.916 0.547 -1.092 -0.569 -0.909 -1.035 1.545 0.003 
 10-4 2.170 -0.077 -0.384 -1.010 -0.972 -0.253 0.592 0.472 0.032 
Gauss 2 - 2.982 2.612 2.541 -1.629 0.042 -1.248 -0.093 1.847 0.001 
Gauss 4 - 3.844 1.155 5.138 -2.490 1.543 -1.682 0.596 1.267 0.002 
Gauss 8 - 0.822 0.575 -6.844 3.377 -6.118 2.197 -1.212 0.061 0.002 
 
cases are only slightly varied compared to one another even though individual 
dislocation events are dissimilar in the various cases.  In view of these results and also 
those shown in Table 3.1, an error tolerance value of 0.01 with maximum number of 
subdivisions of 1000 is adopted for the adaptive quadrature in subsequent simulations.  
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2% inclusions, 50 nm inclusions
Realization 1
 
Figure 3.2  Overall response for composite material with different  
(a) error tolerance values, and (b) maximum number of subdivisions for adaptive 
quadrature used to evaluate boundary nodal forces due to dislocation stress field.    
 
Table 3.2  Total computational time required using different error tolerance values. 




NOTE: Maximum number of subdivisions = 1000. 
 
Table 3.3  Total computational time required using different  
maximum number of subdivisions. 




NOTE: Error tolerance value = 0.01. 
 
though the total computational time is significantly increased, while a slightly higher 
maximum number of subdivisions than seemingly required is used to cater for 




3.1.2  Effect of cut-off distance on calculation of dislocation fields 
 
Another method which has been used to reduce the computational cost of evaluating 
the dislocation fields is to prescribe a cut-off distance: only dislocations located 
within the cut-off distance shall be considered when evaluating the dislocation field at 
a particular point.  This method is popular in atomistic simulations but has seldom 
been adopted in discrete dislocation techniques.  However, this method must be 
applied judiciously as the results are highly sensitive to the value of the cut-off 
distance, which depends on the nature of the dislocation fields.  Figure 3.3 shows that 
very small cut-off distances result in vastly different outcomes compared to large cut-
off distances.  The higher flow stress obtained for cases with small cut-off distances is 
due to the substantial number of dislocations and dislocation pile-ups in the matrix, as 
shown in Table 3.4 and Figure 3.4(a).  This is because when a small cut-off distance 
is used, the magnitude of the back-stress exerted by dislocations on dislocation 
sources as well as the resolved shear stress on dislocations are lower compared to a 
case in which a larger cut-off distance is used.  This numerical artefact results in the 
nucleation of more dislocations and very compact dislocation pile-ups.  Because of 
the higher density of dislocations in the matrix, it is much more difficult for 
dislocation motion to occur; hence, a larger applied shear stress is required to further 
deform the material.  On the other hand, as shown in Figure 3.4(b) fewer dislocations 
are formed when large cut-off distances are used because the back-stress exerted by 
dislocations on dislocation sources is still captured even when the dislocations are 
relatively far away from a dislocation source.  The results obtained using cut-off 
distance of 10000 b is similar to the one computed without prescribing a cut-off 
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Realization 1
 
Figure 3.3  Overall response for composite material with different  
cut-off distances rcut used in the evaluation of dislocation fields  
(b is the magnitude of the Burgers vector).    
 
Table 3.4  Total computational time required (up to γave = 0.375%)  
using different cut-off distances rcut. 
Cut-off distance rcut Total number of dislocations Computational time (hours) 
100 b 2330 101.5 
1000 b 2958 101.3 
10000 b 262 21.0 
No cut-off 294 1.3 




Figure 3.4  Distribution of dislocations within matrix of composite material for cut-off 
distance rcut of (a) 100 b, and (b) 10000 b.  Inclusions are represented by shaded boxes 
while dislocations are represented by ‘ + ’ and ‘ × ’ marks. 
 
results prove that the dislocation fields are long range (compared to atomic or 
molecular fields which are short range) and the cut-off distance, if used, must be at 
least four orders of magnitude larger than the magnitude of the Burgers vector (the 
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Burgers vector is a measure of the elastic distortion due to the presence of a 
dislocation).   
 
The above observations agree with findings by Biner and Morris (2002) who reported 
that a cut-off distance was unphysical as it introduced an artificial length scale that 
affected the resulting dislocation configurations.  Gulluoglu et al. (1989) indicated 
that unrealistic dislocation microstructures were developed even when a cut-off 
distance as large as 1000 b was used.  On the other hand, Kubin et al. (1992) used an 
even greater cut-off distance of approximately 10000 b and found that it did not have 
a significant effect on their results. 
 
Therefore, in the simulations presented here, the use of a cut-off distance with the aim 
of reducing the computational cost inadvertently results in the opposite outcome, as 
shown in Table 3.4.  Hence, following many other studies such as Balint et al. (2008), 
Cleveringa et al. (1997), Deshpande et al. (2005) and Shu et al. (2001), a cut-off 
distance is not used for dislocation fields in this present study.  Nevertheless, it should 
be noted that the size of the unit cell or RVE here is relatively small.  Using a cut-off 
distance may be helpful for simulations with very large unit cells or RVEs as the 
stress field due to nearby dislocations are expected to be much stronger than those 
which are very far away.   
 
3.1.3 Evaluation of dislocation glide force 
 
The evaluation of the glide force on dislocations also takes up substantial 
computational time which increases rapidly with the number of dislocations.  It is 
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expected that these calculations will post a very significant computational challenge 
when dislocations number in the range of thousands.  The dislocation system is an N-
body problem with the calculation of the glide force being an O(N2) process for 2-D 
analyses.  Many methods have already been developed to overcome the O(N2) 
complexity of an N-body problem.  For example, the fast multipole method (FMM) 
can be used to reduce the O(N2) complexity to O(N) for dislocation problems by a 
serial partitioning of the unit cell or RVE into increasingly smaller domains, with the 
solution for the original problem being a function of the solutions for the small 
domains (Biner and Morris, 2002; Greengard and Rokhlin, 1987; Jonsson, 2003; 
Wang and LeSar 1995).  Such methods require the use of complex potentials for 
description of dislocation fields, some of which have been shown in Chapter 2.  Using 
these fast summation methods can result in substantial reduction in computational 
time with negligible loss of accuracy when the number of dislocations is large.  Apart 
from fast summation algorithms, parallel processing is another method which has 
been used extensively for dislocation calculations, especially for very large systems 
with thousands of dislocation segments (Fivel, 2008; Shin et al. 2006).  The problem 
can be solved more quickly using parallel computation instead of the serial manner 
currently used in this study. 
 
However, there are also added computational costs in using such methods which may 
be due to partitioning of the unit cell, evaluation and book-keeping of various 
quantities, and message passing processes.  Consequently, the advantages of these 
methods will only be realized at very large number of dislocations when the extra 
computational cost is outweighed by the substantial savings in evaluation of the 
complex potentials.  Moreover, these methods are not easy to implement and require a 
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detailed modification of the current computational scheme.  The fast multiple method 
(FMM) has been tested in this study but does not result in any substantial 
improvement in computational efficiency for the range of problems and unit cell or 
RVE sizes investigated.  Hence, fast summation schemes and parallel processing are 
subsequently omitted in this study but should be considered in future works where 
necessary, such as to investigate problems which require larger unit cell or RVE sizes. 
 
A cut-off distance can also be used to reduce the computational burden of evaluating 
the dislocation glide force.  However, as discussed in the Section 3.1.2, this approach 
is only feasible for very large unit cell or RVE sizes since the dislocation fields are 
long range. 
 
3.1.4  Time-step 
 
Very small time-steps are required in the discrete dislocation simulations to accurately 
capture the motion, generation and annihilation of dislocations due to the short time 
scales associated with these events.  Since dislocations can travel at velocities up to 
100 m/s (Hull and Bacon, 1984), very small time-steps are needed to trace the 
dislocation paths correctly.  The critical time-step is controlled by the maximum 
displacement of dislocations allowed in each time-step, which cannot exceed the 
critical annihilation distance Le since a pair of opposite dislocations may glide pass 
each other instead of being annihilated if the time-step is too large.  Therefore, the 
critical time-step tc is equal to the ratio of the critical annihilation distance Le to the 
cut-off velocity for dislocation motion ηmax.  For Le = 6b with b = 0.25 nm and ηmax = 
20 m/s, the critical time-step tc is equal to 0.075 ns.  The magnitude of the time-step 
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may also be influenced by other secondary factors such as size of the unit cell and 
inclusions.   
 
Different time-step values have been proposed by various authors in their discrete 
dislocation simulations.  Van der Giessen and Needleman (1995) used an adaptive 
time-stepping algorithm which ensures that the flight distance of any dislocation 
within a time-step remains smaller than a distance of up to 0.3 times the spacing 
between slip planes.  However, Balint et al. (2008), Biner and Morris (2002), Kumar 
et al. (2009) and other authors have used a constant time-step of 0.5 ns in their 
simulations, but no explanation has been given in these studies on how the 
annihilation of dislocations can be captured accurately despite this time-step being 
almost one order of magnitude higher than the above-mentioned critical time-step tc.  
In another study by Kubin et al. (1992), a time-step of the order of 0.1 μs is used but 
annihilation of dislocation segments is assumed to be negligible.   
 
In the current study, where possible, an element-based approach is adopted to check 
for annihilation of dislocations (which will be discussed further in Section 3.1.5) by 
tracking dislocation motion on every slip plane instead of using a distance-based 
approach.  This approach allows for the use of larger time-steps of up to 0.5 ns.  
However, the very small time-steps and long simulation duration limit the simulation 
to only very small deformation (up to 1%) and short deformation durations (of the 
order of microseconds).  Therefore, there is a need to overcome the challenges with 
the computational time-step and efficiency in order to achieve more realistic scales of 
imposed deformation and duration of simulation.  A more detailed discussion of 
several methods to improve the efficiency of discrete dislocation simulations, some of 
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which have been mentioned in the preceding sections, can be found in Shin et al. 
(2006). 
 
3.1.5  Tracking of dislocation events and processes 
 
The distribution of dislocations in the matrix changes constantly due to the motion of 
dislocations, creation of new dislocations, and annihilation of opposite dislocations.  
To capture these dislocation processes, the movement of each dislocation and the state 
of its surrounding features need to be tracked constantly.  Search routines are required 
for this task.  In this study, the search for surrounding or neighbouring features is 
performed in a more efficient manner using an element-based structured list approach.  
A structured list is created in which the dislocations, obstacles or impurities, and 
dislocation nucleation sites within each element and its neighbours are recorded and 
updated at every time-step.   
 
Provided that the time-step is small enough, a dislocation moving out from an element 
will be located in one of the neighbouring elements.  Hence, a search is made among 
the neighbouring elements only for the new element in which the dislocation is 
located.  This new element in which the dislocation is now located is recorded in the 
dislocation data list and the element-based structured list.  Searching for the new 
position of a dislocation in the neighbouring elements only instead of the entire unit 
cell reduces the computational cost noticeably.  The overhead cost required to build 
the element-based structured list for the neighbouring elements of each element is 
negligible as it is done only once (at the beginning of computation) and does not need 
to be repeated at every time-step.  The search window, however, must be greater than 
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the maximum distance a dislocation can travel within a time-step.  Consequently, the 
computational cost of this search process increases with decreasing size of elements 
and increasing time-step. 
 
To detect the annihilation of a dislocation by another opposite dislocation, a search is 
made only within the element in which the dislocation is located and the neighbouring 
elements, instead of searching through the full list of dislocations.  Searching through 
the entire unit cell is an O(N2) process in which N is the total number of dislocations, 
while searching through a much smaller subset reduces the computational cost 
tremendously.  The speed at which the search is completed for each dislocation 
reduces with the size of the search field.  The search field, however, must not be 
smaller than twice the maximum distance a dislocation can travel within each time-
step so that any annihilation of opposite dislocations can be detected correctly.  In 
most cases, it is found that a search field comprising an element and its immediate 
neighbours only is sufficiently wide.  This same method is used to detect whether a 
dislocation is impeded by an obstacle or impurity.   Nevertheless, searching among 
neighbouring elements incurs an overhead cost of O(N) in compiling and updating the 
list of dislocations within each element.   
 
A binary search is adopted in this study to detect the element in which a newly-
created dislocation is located.  The unit cell is progressively divided into smaller 
domains until the domain at the lowest level contains only a few elements, creating a 
binary search tree which is subsequently used in the binary search process.  In 
creating this binary tree, a domain at each level is divided into 4 smaller sub-domains 
at the next lower level as shown in Figure 3.5.  This complete binary tree is generated 
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Figure 3.5  Binary tree used to search for element in which a dislocation is located 
(integers denote domain number). 
 
only once at the beginning of computations, and is stored as an implicit data structure 
in arrays so that it wastes no memory space.  The binary search is an O(log NE) 
process and is more efficient than naively searching through all elements in the unit 
cell, which is an O(NE) process whereby NE is the number of elements. 
 
While the search methods adopted above reduce computational cost considerably, 
there is a significant increase in the amount of computer memory required to store the 
numerous details contained in the structured lists for the dislocations, elements, and 
binary search tree.  Nevertheless, large memory is more readily available nowadays 
and is much less likely to be the limiting factor compared to processing speed. 
 
The search methods used above are somewhat similar to a hybrid between the 
conventional Verlet table and cell linked list algorithms, which are popular neighbour 
list algorithms in the simulation of system of particles (Allen and Tildesley, 1987; 
Yao et al., 2004).  The conventional Verlet table algorithm is efficient when the 
Unit cell 
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6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 
                                
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number of interacting particles is relatively small and if the particles move slowly.  
The cell linked list algorithm is more effective when the number of particles is large, 
but the evaluation of particle interactions for each particle is more costly than the 
conventional Verlet table algorithm.   
 
3.2 Calibration of material parameters for dislocation processes 
 
As discussed in Chapter 2, a number of parameters or quantities are used in the 
constitutive relations for dislocation motion, nucleation and annihilation.  Suggested 
values have been given in the literature for a number of these quantities but not 
prescribed for others.  Specifically, no particular values have been suggested for the 
density and strength of dislocation sources and obstacles or impurities on the slip 
planes.  The strength of an obstacle or impurity on a slip plane is given as τobs = 
5.7×10-3 μM in Van der Giessen and Needleman (1995) whereby μM is the shear 
modulus of the matrix, while various values for the density of these obstacles or 
impurities ρobs have been used in published works ranging from 40 μm-2 to 320 μm-2 
(Van der Giessen and Needleman, 1995; Cleveringa et al., 1999; Balint et al., 2006; 
Balint et al., 2008; Kumar et al., 2009).  On the other hand, the nucleation strength of 
dislocation sources is randomly chosen from a Gaussian distribution with mean 
strength τ*nuc = 1.9×10-3 μM and a coefficient of variation of 0.2 in Van der Giessen 
and Needleman (1995), while various values for the density of these sources have 
been used ranging from 20 μm-2 to 320 μm-2 (Van der Giessen and Needleman, 1995; 
Cleveringa et al., 1999; Balint et al., 2006; Balint et al., 2008; Kumar et al., 2009). 
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While the strength and density of the obstacles or impurities as well as the dislocation 
sources affect the outcome of the discrete dislocation simulations significantly, these 
effects have not been thoroughly investigated.  The right values to be used for these 
quantities are still unclear at this point in time.  The various values used in the 
published works previously cited have been adopted without much physical 
justification.  Appropriate values for these quantities must be prescribed in order to 
accurately capture the plastic response of the metallic matrix in the discrete 
dislocation simulations.  This is especially important in the current study as the 
computational model for the metallic matrix has no other inherent strengthening 
mechanism; the matrix itself is unable to display any hardening response unless the 
right values are chosen for these quantities.  In this section, the effects of these 
quantities on the overall response of the metallic matrix will be investigated and 
suggestions will be made on the manner in which the appropriate values for these 
quantities can be estimated based on fitting numerical to experimental results.   
 
The numerical results presented in the following sections are obtained using 
representative elastic properties for aluminum matrix (Young’s modulus EM = 70 
GPa, Poisson’s ratio vM = 0.3).  The magnitude of the Burgers vector b is taken as 
0.25 nm for the aluminum matrix.  Following Van der Giessen and Needleman 
(1995), the size of the unit cell is 2 μm × 2 μm and contains 80 equally spaced 
horizontal slip planes, the spacing between slip planes d = 100b; unless otherwise 
stated, τ*nuc is taken as 50 MPa with coefficient of variation of 0.2.  The value of the 
drag coefficient β is taken as 10-4 Pa·s (Kubin et al., 1992).  Fifty thousand equal time 
increments with time-step Δt = 0.5 ns are used for a total imposed shear deformation 
Γ of 2.5 per cent, with an applied shear deformation rate   of 103 s-1.  The total 
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imposed shear deformation on the unit cell used in the present study is significantly 
larger than those reported in other published works (Van der Giessen and Needleman, 
1995; Cleveringa et al., 1999; Balint et al., 2006; Balint et al., 2008; Kumar et al., 
2009) in order to capture a greater portion of the material’s response in the plastic 
range. 
 
Figure 3.6 shows the overall response in the form of shear stress – shear strain curves 
for the aluminum matrix.  The nature of the overall response is similar to the results 
presented in Van der Giessen and Needleman (1995).  Prominent serrations can be 
seen on each stress-strain curve; these serrations are associated with discrete 
dislocation events.  Moreover, the overall response obtained from the discrete 
dislocation simulations is dependent on the random distribution of dislocation sources 
and impurities.  Consequently, the mean response computed from at least three 
different realizations of dislocation source and impurity distributions are obtained and 
plotted for every case studied henceforth. 
 
3.2.1  Density and strength of impurities or obstacles 
 
Figure 3.7(a) shows the mean overall response of the metallic matrix with a relatively 
low strength of impurities τobs of 0.15 GPa.  A perfectly-plastic response is obtained 
and no improvement in the degree of hardening is observed even when the density of 
the impurities ρobs is increased from 40 μm-2 to 320 μm-2.  The initial yield stress is 
reached when the first few dislocations are nucleated on slip planes having dislocation 
sources with the lowest nucleation strength values.  At low values of ρobs, localization 
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Figure 3.6  Overall response of aluminum matrix for different realizations of random 
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Figure 3.7  Mean overall response of metallic matrix for different values of ρobs  
with τobs of (a) 0.15 GPa, and (b) 1.20 GPa. 
 
annihilation on a particular slip plane as highlighted in Figure 3.8(a) – occurs almost 






Figure 3.8  Deformation of RVE and distribution of dislocations within metallic 
matrix with ρobs = 80 μm-2 and τobs of (a) 0.15 GPa and (b) 0.60 GPa.  Dislocations are 
represented by ‘ + ’ and ‘ × ’ marks.  Gridlines are plotted to show the degree of 
deformation; localization of dislocation activity occurs in the highlighted region. 
 
on these slip planes.  Hence, as shown in Figure 3.7(a), the steady-state flow stress is 
reached almost immediately while hardening after yield is not observed because 
dislocation sources with higher nucleation strength are not activated.   
 
However, at larger values of ρobs the first few dislocations will be impeded by the 
impurities and nucleation of dislocations by the dislocation sources with the lowest 
strengths will be temporarily retarded due to the back-stress exerted by the impeded 
dislocations.  Consequently, nucleation of new dislocations will occur on slip planes 
with greater nucleation strength values.  Obstruction of dislocation motion and 
nucleation of dislocations by dislocation sources with greater nucleation strength 
result in the post-yield hardening observed at larger values of ρobs as shown in Figure 
3.7(a), until a point when the stress within the matrix reaches a value high enough for 
dislocation nucleation and motion to be reactivated on the weakest slip planes.  This 
leads to the subsequent localization of dislocation activity on the weakest slip planes 
and results in the steady-state response after the short post-yield hardening.  
Localization does not necessarily happen on the slip plane with the weakest 
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dislocation source, but will occur on one among the weakest where the resolved shear 
stress at that dislocation source is large enough compared to at other dislocation 
sources.  At this stage, the resolved shear stress on the dislocations will also be large 
enough to easily overcome the temporary obstruction by the impurities.    
 
As shown in Figure 3.7(a), the extent of the short post-yield hardening regime 
becomes more significant as ρobs is increased but the flow stress will still reach a 
steady-state value eventually.  Also, the steady-state flow stress τflow,ss increases with 
ρobs because dislocations have to bypass more obstacles along the slip planes even 
though the strength of these obstacles is low; the mean glide velocity of dislocations 





 seems to be decreasing rapidly with increasing ρobs at low values of ρobs but 
more gradually at high values of ρobs as shown in Table 3.5.  This suggests that when 
ρobs is large enough, any further increase in ρobs will not result in much significant 
improvement to the flow stress if τobs is low.   
 
On the other hand, a hardening response is obtained in the plastic regime instead of a 
perfectly-plastic response with a steady-state flow stress if τobs is high; as shown in 
Figures 3.7(b) and 3.9, the flow stress and degree of hardening increase with higher 
values of ρobs and τobs.  The mean overall response in these cases is governed by the 
formation of dislocation pile-ups against the impurities as shown in Figure 3.8(b).  
The back stress generated by the dislocation pile-ups increases as their size grows, 
which retards the nucleation of new dislocations until the external applied stress on 
the RVE is further increased to overcome the back stress so that new dislocations can 
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Table 3.5  Variation of steady-state flow stress τflow,ss with ρobs (τobs = 0.15 GPa). 
Density of impurities 
ρobs (μm-2) 
Steady-state flow 





40 25.1 0.628 
80 23.5 0.294 
160 34.3 0.214 
320 44.8 0.140 
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Figure 3.9  Mean overall response of metallic matrix for different values of τobs  
with ρobs of (a) 80 μm-2, and (b) 160 μm-2. 
 
be created.  Also, as the external applied stress is increased dislocation motion is 
mostly limited to the slow, gradual shifting of dislocations within the pile-ups.  
Consequently, the material shows an increasing degree of hardening at higher values 




formation of larger dislocation pile-ups.  Similar trends are observed in the findings of 
Chakravarthy and Curtin (2010). 
 
However, Figure 3.9(a) also shows that there is an apparent limiting value for τobs 
above which no further improvement in the flow stress and degree of hardening is 
observed.  The strength of impurities τobs controls the duration for which a dislocation 
will be impeded upon meeting an impurity and also the size of the resulting 
dislocation pile-up, which is limited by the number of new dislocations which can be 
generated.  Larger dislocation pile-ups will generate greater back-stress that will 
retard the nucleation of new dislocations.  Consequently, since it is difficult for 
dislocation pile-ups to grow beyond a certain maximum size, there will also be an 
apparent limiting value of τobs required to hold back the dislocations in the pile-ups.  
On the other hand, the initial yield is relatively unaffected by the value of τobs.   
 
Results shown in Figure 3.9(b) for cases with higher ρobs also display the same trend 
as that in Figure 3.9(a), albeit the flow stress and degree of hardening are generally 
higher for cases with the larger value of ρobs because dislocations encounter more 
impurities along the slip planes.  A few large dislocation pile-ups are formed at low 
values of ρobs as shown in Figure 3.10(a), while many well-distributed but smaller 
dislocation pile-ups are created at high values of ρobs as shown in Figure 3.10(b). 
 
The results above show that improvement in the flow stress and degree of hardening 
can be achieved by increasing τobs even at relatively low ρobs.  On the other hand, the 




Figure 3.10  Distribution of dislocations within metallic matrix with τobs = 0.60 GPa 
and ρobs of (a) 80 μm-2, and (b) 320 μm-2. 
 
sufficiently high value of τobs.  This suggests that for the range of values considered 
here, τobs has a greater influence on the overall response compared to ρobs.   
 
3.2.2  Density of dislocation sources 
 
The initial yield stress decreases rapidly with increasing density of dislocation sources 
ρnuc at low values of ρnuc, but at larger values of ρnuc the change in the initial yield 
stress with increasing ρnuc becomes less significant as shown in Figure 3.11(a).  For 
cases with perfectly-plastic response as shown in Figure 3.11(a), the steady-state flow 
stress decreases when ρnuc is increased from 20 μm-2 (one dislocation source per slip 
plane) to 40 μm-2 (two dislocation sources per slip plane) but little change in the 
steady-state flow stress is observed as ρnuc is further increased.  These results suggest 
that for a perfectly-plastic response, the total number of dislocation sources has a 
minimal effect on the overall response so long as there is a sufficient number of 
dislocation sources which can be activated as the material is being deformed; 
nucleation of dislocations is controlled by dislocation sources with the lowest 












0.0 0.5 1.0 1.5 2.0 2.5
















ρnuc = 20 μm-2
ρnuc = 40 μm-2
ρnuc = 80 μm-2
ρnuc = 160 μm-2
0% inclusion volume fraction, 














0.0 0.5 1.0 1.5 2.0 2.5
















ρnuc = 40 μm-2
ρnuc = 80 μm-2
ρnuc = 160 μm-2
0% inclusion volume fraction, 
ρ obs = 80 μm-2, τ obs = 1.20 GPa
 
Figure 3.11  Mean overall response of metallic matrix for different values of ρnuc  
with τobs of (a) 0.15 GPa, and (b) 1.20 GPa. 
 
On the other hand, ρnuc has a significant influence for a hardening response.  As 
shown in Figure 3.11(b), the flow stress (and degree of hardening) decrease with 
increasing ρnuc.  This is because the number of dislocation sources with low nucleation 
strengths also increases with increasing ρnuc.  Consequently, nucleation of new 
dislocation can still occur relatively easily even through many dislocation pile-ups 
have been formed.  Hence, more dislocations are nucleated but fewer dislocation pile-










Figure 3.12  Distribution of dislocations within metallic matrix with τobs = 0.60 GPa 
and ρnuc of (a) 40 μm-2, and (b) 160 μm-2. 
 
 
3.2.3  Nucleation strength of dislocation sources 
 
In Van der Giessen and Needleman (1995) as well as in the present study, the 
nucleation strength of dislocation sources is randomly chosen from a Gaussian 
distribution with mean strength τ*nuc and coefficient of variation of 0.2.  However, the 
simulation results obtained in the present study show that the overall response is 
highly dependent on the nucleation strength of the dislocation sources.  As shown in 
Figure 3.13(a), for cases with perfectly-plastic response the initial yield stress and 
steady-state flow stress increase with τ*nuc.  The initial yield stress and steady-state 
flow stress are controlled by dislocation sources with nucleation strengths at the lower 
tail of the nucleation strength distribution, typically the lowest 2.3 per cent 
(Chakravarthy and Curtin, 2010).  Localization of dislocation activity which leads to 
the steady-state flow stress will occur on slip planes where these dislocation sources 
are located, while dislocation sources with higher nucleation strengths are not 
activated.  For cases with hardening response, the initial yield and the flow stress 
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Figure 3.13  Mean overall response of metallic matrix for different values of τ*nuc 
with τobs of (a) 0.15 GPa, and (b) 1.20 GPa.  Coefficient of variation of 0.2 is used. 
 
nucleation strengths will have to be activated for further plastic deformation to occur 
once nucleation of dislocations at sources with lower strengths is retarded by 
formation of dislocation pile-ups on the affected slip planes.  Nevertheless, the degree 
of hardening does not seem to change significantly with increasing τ*nuc as shown in 
Figure 3.13(b).  The resolved shear stress required to generate new dislocations 
increases with τ*nuc.  However, the back-stress exerted by dislocation pile-ups on the 
dislocation sources is lower since the size of these dislocation pile-ups is smaller at 
larger values of τ*nuc, as the larger stress applied on the material to generate new 
dislocations also makes it easier for dislocations to bypass the point obstacles or 
impurities against which the dislocation pile-ups are formed.  Consequently, the 




values of τ*nuc but the reduced back-stress exerted by the smaller dislocation pile-ups 
cancel each other, which explains why the degree of hardening does not seem to 
change significantly with increasing τ*nuc as shown in Figure 3.13(b).  Therefore, 
increasing τ*nuc will result in increasing flow stress but no significant change in the 
degree of hardening. 
 
The effect of the strength and density of the obstacles or impurities as well as the 
strength and density of the dislocation sources on the overall response of the metallic 
matrix is summarized in Table 3.6.  These results are similar to those in Chakravarthy 
and Curtin (2010).  Weak impurities, high density of dislocation sources and low 
density of impurities lead to a perfectly-plastic response.  On the other hand, the 
conditions which will result in a hardening response are strong impurities, low density 
of dislocation sources and high density of impurities.  
 
3.2.4  Calibration procedure 
 
The values for the strength and density of dislocation sources as well as the impurities 
may be varied to closely match the response of the metallic matrix obtained from the 
discrete dislocation simulations to that which is attained from experiments.  As shown 
in Table 3.6, the initial yield stress is governed by dislocation nucleation parameters 
τ*nuc and ρnuc; lower values for τ*nuc will result in lower initial yield since new 
dislocations can be more readily created, while lower values for ρnuc have the opposite 
effect.  The flow stress is also largely affected by τ*nuc and ρnuc since these parameters 
control the subsequent nucleation of dislocations after yielding.  On the other hand, 
the degree of hardening is principally governed by the impurities related parameters 
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Table 3.6  Effect of various parameters for dislocation processes on the  
overall response of the metallic matrix. 
Quantity / Parameter Initial yield stress τyield and flow stress τflow 
Degree of 
hardening n 
   Density of dislocation sources ρnuc  
   Strength of dislocation sources τnuc  - 
   Density of impurities ρobs - 
   Strength of impurities τobs - 
NOTE: ‘ - ’ indicates no significant effect, ‘  ’ indicates increase in mechanical property with increase 
in quantity / parameter, ‘  ’ indicates decrease in mechanical property with increase in quantity / 
parameter. 
 
τobs and ρobs which control the resistance to dislocation motion along the slip planes, 
with ρnuc also having a significant effect.  Increasing τobs will increase the degree of 
hardening, while increasing ρobs will also have the same effect but only when τobs is 
sufficiently large.  Increasing ρnuc will result in the reverse effect on the degree of 
hardening.   
 
Since there are many parameters or quantities which may affect the overall response, 
a consistent procedure must be adopted in order to find the appropriate values for 
these quantities which can best fit the experimental result.  However, except for 
Nicola et al. (2006) and Chakravarthy and Curtin (2010), there are no suggestions in 
the literature on how such a procedure could be done.  The mean nucleation strength 
τ*nuc is adjusted to match the flow stress while density of dislocation sources ρnuc is 
used to tune the degree of hardening in Nicola et al. (2006); however, no impurities or 
obstacles are used in their simulations.  Chakravarthy and Curtin (2010) proposed a 
model to describe the relationship between the macroscopic yield stress, mean 
nucleation strength τ*nuc and strength of impurities or obstacles τobs, and suggested 
that the two strength values can be tuned for specific alloy systems.  For example, 
strength τobs and density ρobs of impurities or obstacles in the simulations can be 
related to the type, size and concentration of impurities in a specific type of alloy.  
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However, they did not recommend appropriate values for the densities of the 
dislocation sources ρnuc and impurities or obstacles ρobs even though the effects of 
these parameters are shown in their results.   
 
In the present study, a procedure is proposed based on effects of the various 
parameters on the overall response as discussed earlier.  Based on the results shown 
earlier in Sections 3.2.1 to 3.2.3, the overall response of the metallic matrix can be 
idealized as comprising three deformation stages as shown in Figure 3.14: linear-
elastic (Stage 1), plastic flow (Stage 3), and transition from linear-elastic to plastic 
flow (Stage 2).  The start of Stage 2 (and end of Stage 1) is marked by the initial yield 
stress τyield, which is reached when nucleation of dislocations begins from the weakest 
dislocation sources as shown in Figure 3.15(a); this point is controlled by dislocation 
nucleation parameters τ*nuc and ρnuc.  The degree of hardening within Stage 2 depends 
on the density of impurities ρobs which governs the rate at which dislocation pile-ups 
are formed in the matrix as shown in Figure 3.15(b); a larger value of ρobs results in 
more dislocation pile-ups.  In Stage 3, the flow stress and degree of hardening depend 
on the strength of impurities τobs which determines the size of the dislocation pile-ups 
in the matrix as shown in Figure 3.15(c); higher τobs leads in larger dislocation pile-
ups.   
 
Therefore, the following procedure is proposed to find the appropriate values for τ*nuc, 
ρnuc, τobs and ρobs.  Firstly, the following initial values can be used: ρnuc = 40 μm-2, ρobs 
= 40 μm-2, τobs = 5.7×10-3 μM and τ*nuc = 1.9×10-3 μM whereby μM is the shear modulus 
of the metallic matrix; the overall response is computed using these values and 
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Figure 3.14  Overall response of metallic matrix with different 
 deformation stages indicated. 
 
deviation snuc based on the pre-determined relationship between these quantities) will 
be adjusted so that τyield of the computed overall response matches that obtained from 
experiment.  Thirdly, ρobs will be adjusted such that the computed overall response 
matches the experimental curve in Stage 2.  Fourthly, τobs will be adjusted to increase 
τflow (and n) until the computed overall response matches the experimental curve in 
Stage 3. 
 
The procedure above is tested to determine the right values to be used for these 
quantities for an aluminum matrix, as demonstrated in Figure 3.16.  Since the overall 
response obtained using the discrete dislocation simulation is in the form of a shear 
stress – shear strain curve, it is compared with experimental results from small-strain 
torsional tests of pure metal specimens which in this present study is obtained from 
Nicholas (1971).  After obtaining the first curve using the suggested initial values, 
τ*nuc is lowered to 20 MPa (with snuc = 0.2τ*nuc), resulting in a reasonable match for 
τyield as shown in Figure 3.16(a).  After that, ρobs is increased to 120 μm-2 such that the 
computed overall response matches the experimental curve in Stage 2 as shown in 
Figure 3.16(b).  Next, τobs is increased to 0.15 GPa so that the computed flow stress 





Figure 3.15  Distribution of dislocations within metallic matrix at (a) initial yield  
(γave = 0.05%), (b) Stage 2 (γave = 0.25%), and (c) Stage 3 (γave = 1.5%). 
 
final values are accepted:  ρnuc = 40 μm-2, τ*nuc = 20 MPa (7.5×10-4 μM), ρobs = 120 
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Figure 3.16  (a) Adjusting value for τ*nuc to match τyield.  (b) Increasing value for ρobs 
to match Stage 2.  (c) Increasing value for τobs to match Stage 3 so that resulting 
overall response produces a reasonably good fit with experimental results.   
Error bars on the experimental curve denotes the 10 per cent error bound. 
 
An important consideration is the criteria by which the resulting overall response is 
deemed to be a reasonably good match with the experimental stress-strain curve.  A 
very close match is extremely difficult to obtain, if not impossible, due to the 
stochastic nature of the numerical results.  In this present study, the acceptable fit 





using a moving average of values obtained from the discrete data points) and work or 
energy of deformation (denoted by area under the stress-strain curve) from 
experimental values.  The resulting overall response is deemed to be a reasonably 
good match with the experimental stress-strain curve if both deviations are not more 
than 10 per cent of the experimental values.  For the results shown in Figure 3.16(c), 
the final computed overall response passes both measures. 
 
In this study as well others such as Van der Giessen and Needleman (1995), 
Cleveringa et al. (1999), Balint et al. (2006) and Kumar et al. (2009), the distribution 
of dislocation sources as well as impurities or obstacles are assumed to be static 
during the simulations.  However, it is also possible to use a dynamic distribution 
such as in Benzerga et al. (2004) which allows for the formation of new dislocation 
sources and obstacles with increasing deformation.  It is reported that a dynamic 
distribution better mimics key 3-D effects within a 2-D model and consequently 
results in more accurate hardening response.  However, for simplicity, a static 
distribution is used in this study.   
 
3.3 Size of representative volume element 
 
The unit cell or representative volume element (RVE) approach is often used in the 
study of the mechanics and physics of heterogeneous materials with the goal of 
predicting the effective properties of such materials based on the constitutive laws and 
spatial distribution of their components.  In this approach, it is suggested that the 
constitutive properties of the bulk material can be captured accurately by performing 
analyses on the unit cell or RVE only, whose dimensions are far smaller than a 
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macroscopic body of the material.  Another way of looking at this concept is that the 
macroscopic body is assumed to be built up of a periodic array of the unit cell or 
RVE.  Using a small volume of the material instead of modelling an entire 
macroscopic specimen makes the analyses of such materials tractable and reduces 
computational cost significantly.  Consequently, the RVE approach is very appealing 
and has been widely used in the analytical and numerical studies of heterogeneous 
materials, in particular composite materials.   
 
A key issue in the use of the RVE approach to capture the effective properties of 
heterogeneous materials is the correct size of the RVE to be used in the analyses.  
This matter has been explored extensively in many studies.  The RVE should be as 
small as possible to minimize computational burden, yet at the same time still large 
enough to be constitutively valid (Gitman et al., 2007).  A variety of classes of RVE 
definition used in the mechanics of heterogeneous materials were reviewed by Gitman 
et al. (2007), of which the most important are stated as follows.  Firstly, the RVE is 
usually regarded as a volume which is sufficiently large to be statistically 
representative of the material (Pelissou et al., 2009) in the sense that it contains 
statistically enough mechanisms of deformation processes (Gitman et al., 2007) and 
all microstructural heterogeneities that occur in the material (Kanit et al., 2003).  
Secondly, the RVE must ensure a given accuracy of the overall estimated properties 
obtained by spatial averaging of the stress, strain or energy fields (Kanit et al., 2003).  
Every definition suggests that the RVE should contain enough information on the 
microstructure yet be sufficiently smaller than the macroscopic structural dimensions 
(Gitman et al., 2007).  Thus, RVE sizes are defined as a minimum size of a 
microstructural cell that fulfils the requirement of statistical homogeneity and as such 
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is a lower bound (Pelissou et al., 2009); large microstructural cells behave similarly 
while smaller ones do not (Gitman et al., 2007).  Consequently, the goal is to find the 
smallest RVE to be analyzed which can accurately capture the desired property of the 
bulk heterogeneous material.   
 
The RVE size is dependent on many factors and is generally not the same for different 
properties of the bulk material, e.g. the correct RVE size to capture the elastic 
properties of the material may not necessarily be the same as the one used to 
determine its thermal properties.  A large range of suggestions for minimum RVE size 
exists in literature as there are many parameters which affect the quantification of the 
RVE size (Gitman et al., 2007).  Numerical studies performed by Gitman et al. 
(2006), Gitman et al. (2007) and Stroeven et al. (2004) have shown that the RVE size 
is not significantly affected by the loading scheme (e.g. tension versus shear), but 
there is a strong dependence of the RVE size with the material properties and volume 
fraction of inclusions with greater material heterogeneity and lower inclusion content 
leading to larger RVEs.  Imposition of material and boundary periodicity of the RVE 
has been shown to have very significant effect (Gitman et al., 2007).  Furthermore, 
test parameters or the desired material property – such as average stiffness, average 
stress, peak load, dissipated energy and strain intensity factor – may or may not have 
an effect on the size of the RVE (Gitman et al., 2006; Stroeven et al., 2004).  It is also 
now clear that the RVE size increases with the non-linearity of the considered 
behaviour (Pelissou et al., 2009).   
 
Small RVEs of a heterogeneous material normally produce a large fluctuation or 
range of values for a specified effective quantity of interest (i.e. greater variance or 
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standard deviation) and more realizations of the RVE are required to compute the 
correct ensemble average or mean value.  For small RVEs, statistical effects play an 
important role in the behaviour predicted by discrete dislocation simulations 
(Needleman et al., 2006); results obtained using small RVEs are often very sensitive 
to small perturbations in local microstructural variations.  On the other hand, large 
RVEs result in smaller fluctuations and fewer realizations are required to get a stable 
mean value, but the computational burden is much greater for large RVEs compared 
to small ones.   
 
Generally, the effective properties of a heterogeneous material computed using the 
RVE approach would converge to their final values as the RVE size is increased.  
Consequently, the correct RVE size would be the one above which little change is 
observed in the effective properties of the material.  However, Gitman et al. (2006) 
and Stroeven et al. (2004) postulate that this correct RVE exists only for the overall 
response of a composite material in the linear-elastic and hardening regimes but 
cannot be found for the softening regime.  This is because of localization of 
deformation during softening which results in the loss of statistical homogeneity.  In 
contrast, Pelissou et al. (2009) suggests that the question of RVE validity is still open 
and the answer can depend on the overall property of interest and on the type of 
considered microstructure.   
 
The RVE approach has mostly been utilized to examine the linear elastic behaviour of 
heterogeneous materials such as metal matrix composites, but it has also been used to 
investigate non-linear mechanical response in several studies e.g. in Jiang et al. 
(2001), Khisaeva and Ostoja-Starzewski (2006), Pelissou et al. (2009), and Segurado 
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et al. (2003).  This RVE approach is also used in the implementation of the discrete 
dislocation method in this study.  The huge gap between the nanoscale at which the 
dislocations operate and the macroscale dimensions of typical specimens necessitates 
the use of the RVE approach in the simulations.  However, the effect of RVE size on 
the results obtained from this method of simulation has not been considered in detail 
in the literature. 
 
In this section, the effect of RVE size on results obtained from the discrete dislocation 
simulations of metal matrix nanocomposites shall be investigated.  The various 
material parameters used in the simulations follow those in Section 3.2.  The 
simulations are first performed for the matrix only without the presence of inclusions 
in order to determine whether the change in overall response of the composite 
material with RVE size is significantly affected by the density of dislocation sources 
ρnuc as well as strength τobs and density ρobs of impurities.  After that, the simulations 
are carried out for a composite material to assess whether volume fraction and size of 
the inclusions has a considerable effect on the change in the overall response with 
RVE size.  Unless otherwise stated, a mean nucleation strength τ*nuc = 50 MPa with 
coefficient of variation of 0.2 is used. 
 
3.3.1  Density of dislocation sources 
 
For perfectly-plastic response, Figure 3.17(a) shows that the steady-state flow stress 
decreases as the RVE size is increased from 0.5 μm × 0.5 μm to 3 μm × 3 μm.  Since 
the steady-state flow stress is the result of localization of dislocation activity on the 
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Figure 3.17  Mean overall response of metallic matrix for different RVE sizes  
with τobs = 0.15 GPa and ρnuc of (a) 160 μm-2, and (b) 40 μm-2. 
 
the statistical distribution of minimum nucleation strength of the dislocation sources.  
As described in Section 3.2, the nucleation strength τnuc is randomly chosen from a 
Gaussian distribution.  During the steady-state response, the flow stress is controlled 
by dislocation sources with the lowest values of τnuc.  With larger RVE size, the 
absolute number of dislocation sources in the system is increased, i.e. sample size for 
the distribution of dislocation nucleation strengths is bigger.  This leads to a greater 
number of dislocation sources with low values of τnuc as well as an increased 
probability of obtaining nucleation strengths below a particular or specified value.  In 
other words, the likelihood that localization of dislocation activity will eventually 
occur on the weakest slip planes instead of stronger ones increases with the number of 
dislocation sources.  Consequently, for the metallic matrix with a perfectly-plastic 




Figure 3.18(b) resulting in the steady-state flow stress decreasing with increasing 
RVE size.   
 
However, Figure 3.17(a) also shows that the steady-state flow stress seems to increase 
as the RVE size is increased from 3 μm × 3 μm to 4 μm × 4 μm.  While the absolute 
number of dislocation sources in the system is increased and there are more 
dislocation sources with low values of τnuc, the absolute number of impurities or 
obstacles along the slip planes also increases with RVE size.  Although the impurities 
are relatively weak in this case, dislocations can still be temporarily impeded by the 
impurities.  Consequently, even though localization can still occur on the weakest slip 
planes in larger RVEs, the dislocations travelling on these planes have to overcome a 
great number of impurities when moving across the RVE; this explains the apparent 
increase in the steady-state flow stress when the RVE size is increased from 3 μm × 3 
μm to 4 μm × 4 μm.  The mean overall response is now less affected by the increased 
number of dislocation sources with low values of τnuc compared to the increased 
resistance to dislocation motion by the impurities at larger RVE sizes.  At smaller 
RVE sizes, the previous factor is more significant than the later one.   
  
It is also interesting to note that the steady-state flow stress for very small RVEs as 
shown in Figure 3.17(a) exhibits a significant regular oscillatory pattern compared to 
that of large RVEs.  This is because only a single dislocation source and a pair of 
opposite dislocations are active during the localization process and there are not other 
dislocations in the RVE as shown in Figure 3.18(a).  A pair of opposite dislocations 
will be generated by the dislocation source and thereafter propagate along the slip 
plane until they are annihilated, after which a new pair of opposite dislocations will be 
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(a) (b) 
Figure 3.18  Deformation of RVE and distribution of dislocations within metallic 
matrix for RVE sizes of (a) 0.5 μm × 0.5 μm and (b) 3 μm × 3 μm with  
τobs = 0.15 GPa and ρnuc = 160 μm-2.  Gridlines are plotted to show the degree of 
deformation.  Localization of dislocation activity occurs in highlighted regions. 
 
generated by the dislocation source and the same process is continually repeated.  The 
oscillation wavelength in the steady-state flow stress corresponds to the time taken for 
a single cycle of this process.  In large RVEs, this phenomenon is not apparent 
because of the influence of other dislocations in the RVE; dislocation activity may 
also occur on other slip planes even as localization happens on a single slip plane.  
Consequently, these results show that small RVEs are not suitable as they are unable 
to capture the actual effect of the collective motion of dislocations.   
 
Figure 3.17(b) also shows the same trend as Figure 3.17(a), but the variation of the 
mean overall response with change in RVE size is not as considerable compared to 
that shown in Figure 3.17(a).  This is because as ρnuc is smaller for the results shown 
in Figure 3.17(b), the reduction in the steady-state flow stress with increasing RVE 
size due to an increased number of dislocation sources with low values of τnuc is less 
significant.  As the RVE size is increased further, the steady-state flow stress also 
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Figure 3.19  Mean overall response of metallic matrix for different RVE sizes  
with τobs = 0.60 GPa and ρnuc of (a) 40 μm-2, and (b) 160 μm-2. 
 
Figure 3.19 shows that for a hardening response, the mean overall response also 
increases with RVE size.  This is because as the RVE size is increased, dislocations 
will have to overcome a greater number of impurities.  More dislocation pile-ups are 
also formed because of the relatively high value of τobs.   
 
3.3.2 Strength and density of impurities 
 
For a perfectly-plastic response, the change in RVE size has a more significant effect 
on the steady-state flow stress for cases with large density of the impurities ρobs.  As 
shown in Figure 3.20(a), the steady-state flow stress is reached almost immediately 
after the initial yield and does not change considerably with RVE size for low values 
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Figure 3.20  Mean overall response of metallic matrix for different RVE sizes  
with τobs = 0.15 GPa and ρobs of (a) 80 μm-2, and (b) 320 μm-2. 
 
before the steady-state flow stress is reached as shown in Figure 3.20(b).  This steady-
state flow stress decreases with increasing RVE size because there are more relatively 
weaker slip planes on which the subsequent localization of dislocation activity can 
occur, but converges with increasing RVE size. 
 
For a hardening response, Figure 3.21(a) shows that the mean overall response 
increases slightly with increasing RVE size at low values of ρobs.  This can be 
attributed to the greater number of impurities and dislocation pile-ups which would be 
encountered by dislocations in larger RVEs.  On the contrary, Figure 3.21(b) shows 
that the mean overall response does not change significantly with RVE size at high 
values of ρobs.  This is because there are already many impurities and dislocation pile-
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Figure 3.21  Mean overall response of metallic matrix for different RVE sizes  
with τobs = 0.60 GPa and ρobs of (a) 80 μm-2, and (b) 320 μm-2. 
 
number of impurities will along the slip planes in larger RVEs will not cause any 
considerable change in the overall response.  In fact, in larger RVEs with high values 
of ρobs, many dislocation sources can be activated along the same slip plane but these 
dislocations are unable to propagate far because of the high resistance from the 
impurities. 
 
3.3.3  Change in mean overall response with number of realizations 
 
The mean overall response does not change considerably with increasing number of 
realizations.  However, as shown in Figure 3.22 for a perfectly-plastic response, the 
range of results is very wide for small RVEs compared to large RVEs.  For the 1 μm × 
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Figure 3.22  Overall response for various realizations of metallic matrix with ρnuc = 
160 μm-2, ρobs = 80 μm-2 and τobs = 0.15 GPa for RVE sizes of (a) 1 μm × 1 μm,  
(b) 2 μm × 2 μm, and (c) 3 μm × 3 μm.  Each curve represents a single realization.    
 
realization can be up to 35 per cent off from the mean overall response.  On the other 
hand, for the 3 μm × 3 μm RVE as shown in Figure 3.22(c) the deviation of the 
overall response for each realization is not more than 15 per cent from the mean 
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Figure 3.23  Mean overall response of metallic matrix computed using different 
number of realizations for case with ρnuc = 160 μm-2, ρobs = 80 μm-2 and  
τobs = 0.15 GPa and RVE sizes of (a) 1 μm × 1 μm, and (b) 3 μm × 3 μm.   
 
Also, as shown in Figure 3.23(a) for the case with a small RVE there is a difference 
between the mean overall responses computed using only three and six realizations 
compared with those which are calculated using nine and fifteen realizations.  
Moreover, the difference between the mean overall response obtained using nine and 
fifteen realizations is still rather large.  On the other hand, when a larger RVE is used 
the mean overall response converges more quickly with increasing number of 
realizations used as shown in Figure 3.23(b).  
 
Figure 3.24 shows that for a hardening response the range of results is also rather 
wide for small RVEs compared to large RVEs.  However, when normalized with the 
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Figure 3.24  Overall response for various realizations of metallic matrix with  
ρnuc = 40 μm-2, ρobs = 320 μm-2 and τobs = 0.60 GPa for RVE sizes of  
(a) 1 μm × 1 μm, and (b) 3 μm × 3 μm.  Each curve represents a single realization.    
 
response shown in Figure 3.24 compared to those for perfectly-plastic response shown 
in Figure 3.22.  The deviation of the overall response for each realization from the 
mean overall response is approximately 15 and 5 per cent, respectively, for the 1 μm × 
1 μm RVE as shown in Figure 3.24(a) and the 3 μm × 3 μm RVE as shown in Figure 
3.24(b). 
 
Therefore, although the mean overall response does not seem to change drastically 
with increasing RVE size for many of the cases presented so far, more realizations are 
required if a small RVE is used compared to a large one in order to obtain an accurate 
mean overall response.  A large RVE is preferable as the deviation of results of each 
realization from the mean overall response is less significant compared to that when a 










discrete dislocation simulations is much higher compared to small RVEs even though 
fewer realizations are required.  Hence, an acceptable compromise needs to be found 
between the computational cost and accuracy of results when considering the suitable 
RVE size to be used in these simulations.  The results above suggest that for both 
perfectly-plastic and hardening cases the mean overall response of the metallic matrix 
converges with increasing RVE size.  Therefore, if a suitable RVE size is chosen, the 
mean overall response of the metallic matrix will not change significantly with further 
increase of the RVE size.  
 
3.3.4  Overall response of composite material 
 
The simulations are now performed for a composite material to determine whether the 
change in the mean overall response of the composite material with RVE size is 
significantly affected by volume fraction and size of the inclusions.  The following 
values are used in these simulations: mean strength of dislocation sources τ*nuc = 25 
MPa, density of dislocation sources ρnuc = 40 μm-2, density of impurities ρobs = 160 
μm-2 and strength of impurities τobs = 0.30 GPa.  These values result in a hardening 
response for the matrix material. 
 
Figure 3.25 shows that the mean overall response increases marginally with 
increasing RVE size but the effect is less significant at larger inclusion volume 
fractions.  The effectiveness of the inclusions in strengthening the matrix by blocking 
dislocation motion increases with the number of inclusions.  At low inclusion volume 
fractions, small RVEs contain too few inclusions to sufficiently capture the 
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Figure 3.25  Mean overall response of composite material with 50 nm inclusions  
for different RVE sizes with inclusion volume fraction of  
(a) 2 per cent, and (b) 5 per cent.     
 
small RVEs may be able to capture the effect of the inclusions rather satisfactorily 
due to the increased number of inclusions.  In other words, small RVEs are unable to 
capture the overall response accurately because they contain too few inclusions and 
consequently are not statistically representative of the composite material.  Because of 
this, the improvement in the flow stress for the case with 2 per cent inclusion volume 
fraction is not considerable when a 1 μm × 1 μm RVE is used as shown in Figure 
3.26(a) compared to when a 3 μm × 3 μm RVE is used as shown in Figure 3.26(b).  
This same observation has been reported elsewhere in the numerical study of 
conventional metal matrix composites (e.g. Mishnavesky, 2004). 
 
When larger inclusions are used, the change in the mean overall response with 
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Figure 3.26  Mean overall response of composite material with 50 nm inclusions  
for different inclusion volume fractions and RVE sizes of  
(a) 1 μm × 1 μm, and (b) 3 μm × 3 μm.   
 
fractions, as shown in Figure 3.27.  For example, the flow stress at γave = 0.99% 
computed using the 3 μm × 3 μm RVE for the composite material with 5 per cent 
inclusion volume fraction and 100 nm inclusions is about 10 per cent higher than that 
obtained using the 1 μm × 1 μm RVE, as shown in Figure 3.27(b).  In contrast, this 
difference is only 6 per cent for the composite material with inclusion size of 50 nm 
but at the same inclusion volume fraction of 5 per cent, as shown in Figure 3.25(b).  
For inclusion volume fraction of 2 per cent, the difference is 14 per cent and 12 per 
cent for inclusion size of 100 nm and 50 nm, respectively, as shown in Figures 3.27(a) 
and 3.25(a).  This is because at the same inclusion volume fraction, there will be 
fewer inclusions if large inclusions are used compared to small ones.  Therefore, a 
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Figure 3.27  Mean overall response of composite material with 100 nm inclusions  
for different RVE sizes with inclusion volume fraction of  
(a) 2 per cent, and (b) 5 per cent.   
 
the RVE contains enough inclusions to be a constitutively valid representation of the 
composite material.  Convergence to the right RVE size occurs less quickly when 
inclusions are few (either due to larger inclusions being used or low inclusion volume 
fraction).   
 
Figure 3.28 shows the deformation of the RVE and distribution of dislocations within 
the composite material with inclusion size of 100 nm and 2 per cent inclusion volume 
fraction.  It is obvious that the 1 μm × 1 μm RVE as shown in Figure 3.28(a) has only 
two inclusions and is not statistically representative of the composite material.  No 
matter how many realizations of the same RVE are used, the material is not 
adequately homogeneous.  Figure 3.28(b) shows a 3 μm × 3 μm RVE which has more 






Figure 3.28  Deformation of RVE and distribution of dislocations within matrix of 
composite material with 2 per cent inclusion volume fraction and 100 nm inclusions 




Figure 3.29  Deformation of RVE and distribution of dislocations within matrix of 
composite material with 2 per cent inclusion volume fraction and 50 nm inclusions for 
RVE sizes of (a) 1 μm × 1 μm, and (b) 3 μm × 3 μm. 
 
homogeneous but the number of inclusions may still be insufficient for the RVE to be 
statistically representative of the composite material.  Figure 3.29 shows a similar 
comparison for a composite material with inclusion size of 50 nm and 2 per cent 
inclusion volume fraction.  The 1 μm × 1 μm RVE shown in Figure 3.29(a) is still 
rather inhomogeneous, but the 3 μm × 3 μm RVE shown in Figure 3.29(b) seems to 
be spatially uniform. 
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Therefore, an important issue which needs to be addressed is an appropriate method 
(rather than by pure visual inspection) to determine whether an RVE is large enough 
such that it is effectively homogeneous.  This minimum RVE size should be a 
function of the inclusion volume fraction and size, while the overall response should 
be used as the basis for comparison.  Beyond this minimum size, a slight perturbation 
in the spatial distribution of the inclusions would not result in a significant change in 
the overall properties of the composite material; when this happens, the material can 
be considered effectively homogeneous.  
 
Based on the results shown in Figures 3.25 and 3.27 as well as Table 3.7, it seems that 
an RVE needs to have at least approximately 70 to 80 inclusions to be effectively 
homogeneous, i.e. statistically representative of the composite material.  Results 
obtained using RVEs which have more inclusions than this minimum value will not 
vary significantly with increasing RVE size.  This minimum number of inclusions 
corresponds to a minimum RVE size of around ten times the average inter-inclusion 
spacing.  Also, this minimum number of inclusions is double of that used by Segurado 
(2002) and Segurado and Llorca (2005) while the corresponding ratio of minimum 
RVE size to average inter-inclusion spacing is higher than the value of 2.4 suggested 
by Borbély (2001).  Also, the ratio of minimum RVE size to inclusion size obtained in 
this study (which is around 50) is much greater than the value of 2 suggested by 
Drugan and Willis (1996).   
 
However, the works by Segurado (2002), Segurado and Llorca (2005) and Borbély 
(2001) are on conventional elasto-plastic composites with very large inclusion volume 
fractions (up to 40 per cent) while the RVE size suggested by Drugan and Willis 
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Table 3.7  Number of inclusions in RVE for different RVE size, inclusion size  
and inclusion volume fraction. 
RVE size 50 nm inclusions 100 nm inclusions 2 vol% 5 vol% 2 vol% 5 vol% 
1 μm × 1 μm 8 20 2 5 
2 μm × 2 μm 32 80 8 20 
3 μm × 3 μm 72 180 18 45 
4 μm × 4 μm 128 320 32 80 
Average inter-inclusion spacing (nm) 354 224 707 447 
 
(1996) is based on the elastic properties of a composite material.  Clearly, larger 
RVEs are required for studying elasto-plastic behaviour of metallic composites, and 
much larger RVEs are needed at low inclusion volume fractions.  Unfortunately, the 
effect of RVE size on the elasto-plastic behaviour of nanocomposites has not been 
widely studied and only references to conventional metallic composites are readily 
















4.0 Effects of microstructural features and constituent 
material properties on mechanical response of metal 
matrix nanocomposites 
 
A parametric study is conducted to investigate the effects of various microstructural 
features and elastic properties of constitu ent phases on the mechanical response of 
MMNCs.  Continuing from the previous chapter, the simulations are performed for a 
MMNC with aluminum matrix (Young’s modulus EM = 70 GPa and Poisson’s ratio 
vM = 0.3) and nano-size silicon carbide inclusions (Young’s modulus EP = 460 GPa 
and Poisson’s ratio vP = 0.19, unless otherwise stated).  The magnitudes of the 
Burgers vector b and drag coefficient β are taken as 0.25 nm and 10-4 Pa·s, 
respectively, for the aluminum matrix.  The unit cell contains 80 equally spaced 
horizontal slip planes (slip plane spacing d = 100b).  The following values are adopted 
for the aluminum matrix: mean nucleation strength τ*nuc = 26.92 MPa with coefficient 
of variation of 0.2 and density ρnuc = 40 μm-2 for the dislocation sources, with strength 
τobs = 0.2692 GPa and density ρobs = 120 μm-2 for the impurities on the slip planes.  
An applied shear deformation rate   of 103 s-1 with time-step magnitude of Δt = 0.5 
ns is used.  The mean overall response is computed using many different realizations 
of random dislocation source, impurities and inclusion distributions.   
 
4.1 Inclusion volume fraction 
 
Figure 4.1(a) shows the flow stress and degree of hardening increase significantly 
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Figure 4.1  Mean overall response of composite material with different inclusion 
volume fraction and inclusion size of (a) 25 nm, (b) 50 nm, and (c) 100 nm. 
 
impenetrable barriers to dislocation motion, resulting in the formation of dislocation 
pile-ups against the inclusions as shown in Figures 4.2(a) and 4.2(b).  The number of 
dislocations in these pile-ups (i.e. size of the dislocation pile-ups) increases with 
applied deformation; the dislocations which are impeded by the inclusions are unable 
to glide pass the inclusions, even when the glide force on the dislocations is high.  





(a) 2% inclusions, 25 nm (c) 2% inclusions, 100 nm 
  
(b) 5% inclusions, 25 nm (d) 5% inclusions, 100 nm 
  
Figure 4.2  Distribution of dislocations in composite material with different  
inclusion volume fraction and inclusion size.  Inclusions are represented by  
shaded boxes while dislocations are represented by ‘ + ’ and ‘ × ’ marks.   
The slip planes (not shown in the figures) are horizontal. 
 
overcome the resistance and glide pass the impurities once the glide force on the 
dislocations is larger than the strength of the impurities.  As the number of inclusions 
in the matrix increases with the inclusion volume fraction, a greater proportion of the 
dislocations are also impeded by the inclusions and more dislocation pile-ups are 
formed.  As shown in Figure 4.3(a), the density of dislocations in the matrix increases 
with inclusion volume fraction due to the formation of more dislocations and 
dislocation pile-ups.  This will cause a greater back-stress on dislocation sources and 
existing dislocations in the matrix, which results in a larger applied load or 
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Figure 4.3  Density of dislocations in composite material with different inclusion 
volume fraction and inclusion size of (a) 25 nm, (b) 50 nm, and (c) 100 nm. 
 
Consequently, the flow stress and degree of hardening increase with inclusion volume 
fraction since the number of slip planes blocked by the inclusions is also increased.  
As shown in Figure 4.1(a), the flow stress at average shear strain γave of 1.05% is 
approximately 25 per cent and 55 per cent higher for the composite material with 2 
per cent and 5 per cent inclusion volume fraction, respectively, compared to the pure 
metallic matrix.  Also, as shown in Figure 4.3(a), the density of dislocations at 





for the composite material with 2 per cent and 5 per cent inclusion volume fraction, 
respectively, compared to the pure metallic matrix.   
 
Improvement in the flow stress with increasing inclusion volume fraction is also 
observed for cases with larger inclusion sizes, as shown in Figures 4.1(b) and 4.1(c) 
for inclusion sizes of 50 nm and 100 nm, respectively.  However, this effect is much 
less significant for cases with large inclusions compared to small ones.  As shown in 
Figure 4.1(c) for inclusion size of 100 nm, the flow stress at average shear strain γave 
of 1.05% is only about 5 per cent and 10 per cent higher for the composite material 
with 2 per cent and 5 per cent volume fraction of inclusion, respectively, compared to 
the pure metallic matrix.  Moreover, in the results shown here, improvement in the 
degree of hardening is negligible when large inclusions are used.  This is because the 
number of inclusions reduces when the inclusion size is increased for the same 
inclusion volume fraction.  As fewer slip planes are blocked by inclusions, it will be 
easier for dislocations to form and propagate within the material.  Hence, there will be 
fewer dislocations and dislocation pile-ups in the matrix.  As shown in Figure 4.3(c), 
for the range of applied deformation up to γave = 1.05% there is no observable change 
in the density of dislocations with increasing inclusion volume fraction for the case 
with inclusion size of 100 nm. 
 
4.2 Inclusion size 
 
The flow stress and degree of hardening also increase with decreasing inclusion size.  
As shown in Figure 4.4(a) for inclusion volume fraction of 2 per cent, the flow stress 
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5% inclusions, Mean response
Non-clustered random arrangement
 
Figure 4.4  Mean overall response of composite material with different inclusion size 
and inclusion volume fraction of (a) 2 per cent, and (b) 5 per cent. 
 
composite material with inclusion size of 25 nm and 50 nm, respectively, compared to 
the case with inclusion size of 100 nm.  As discussed in Section 4.1, the number of 
inclusions reduces when the inclusion size is increased while the inclusion volume 
fraction is kept constant, resulting in less impediment to dislocation motion and 
formation of fewer dislocation pile-ups against the inclusions as shown in Figures 
4.2(c) and 4.2(d); as shown in Figure 4.5, the density of dislocations in the matrix 
reduces with increasing inclusion size.   
 
Hence, improvement to the metallic nanocomposite’s mechanical resistance can be 
achieved by reducing the inclusion size because there are more inclusions (at a fixed 
inclusion volume fraction) which can effectively block the motion of dislocations, 
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5% inclusions, Mean response
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Figure 4.5  Density of dislocations in composite material with different inclusion size 
and inclusion volume fraction of (a) 2 per cent, and (b) 5 per cent. 
 
trend of these results agrees well with many experimental observations reported in the 
literature, such as by Hassan and Gupta (2006a).  The results shown here also seem to 
suggest that increment in the flow stress and degree of hardening with decreasing 
inclusion size seems to be more considerable compared to that which is achievable 
from merely increasing the inclusion volume fraction.  However, in contrast with 
experimental observations, the numerical results presented in Figures 4.1 and 4.4 do 
not show any significant improvement in the initial yield stress with increasing 
inclusion volume fraction and decreasing inclusion size.  In the simulations, the yield 
stress is controlled solely by the strength distribution of the dislocation sources and 
there are no pre-existing dislocations in the matrix.  On the other hand, several 
experimental studies have reported that there is enhancement to the density of pre-




dislocations is due to the residual plastic strain caused by the difference in the 
coefficients of thermal expansion between the matrix and the inclusions (Zhang and 
Chen, 2006; Zhang and Chen, 2008).  The increased density of pre-existing 
dislocations with decreasing inclusion size has been proposed as the main cause of the 
increased initial yield stress – which can range from a few per cent up to 25 per cent 
compared to the pure metallic matrix, depending on the particular nanocomposite 
system – observed in experimental studies.  Hence, in order to capture the trend of 
increasing initial yield stress with decreasing inclusion size, the effect of thermal 
residual stress in creating a pre-existing distribution of dislocations in the metallic 
nanocomposite should be considered in the simulations.   
 
4.3 Inclusion aspect ratio and orientation 
 
Figure 4.6 shows the mean overall response for a composite material having 2 per 
cent inclusion volume fraction with different inclusion aspect ratios (the width of each 
inclusion is fixed at 25 nm while its length is varied according to the aspect ratio), 
while Figure 4.7 shows the corresponding distribution of inclusions and dislocations 
in the matrix.  For the range of applied deformation up to γave = 1.05%, inclusion 
aspect ratio seems to have little effect on the mean overall response if all the 
inclusions are vertically aligned (i.e. perpendicular to the slip planes).  Most of the 
slip planes are blocked by the inclusions regardless of the inclusion aspect ratio; as 
shown in Figures 4.7(d) and 4.7(f), there are no larger horizontal bands of 
unreinforced matrix with increasing inclusion aspect ratio.  However, inclusion aspect 
ratio has a significant effect if all the inclusions are horizontally aligned (i.e. parallel 
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Figure 4.6  Mean overall response of composite material having 2 per cent inclusion 
volume fraction and inclusion width of 25 nm with different inclusion aspect ratios. 
 
with increasing inclusion aspect ratio.  This is because there are fewer slip planes 
blocked by the inclusions with increasing inclusion aspect ratio; as shown in Figures 
4.7(c) and 4.7(e), the horizontal bands of unreinforced matrix are larger with 
increasing inclusion aspect ratio if the inclusions are horizontally aligned. 
 
Nevertheless, the effect of inclusion size is also included in the results shown in 
Figure 4.6 since the width of the inclusions is fixed but its length is increased with 
aspect ratio.  Hence, the overall inclusion size also increases with inclusion aspect 
ratio.  As discussed in Section 4.3, the number of inclusions reduces when inclusion 
size is increased while inclusion volume fraction is kept constant, resulting in less 
impediment to dislocation motion and formation of fewer dislocation pile-ups against 





(a) 0% inclusions (b) Aspect ratio = 1 
  
 
(c) Aspect ratio = 2, horizontally aligned (d) Aspect ratio = 2, vertically aligned 
  
 
(e) Aspect ratio = 4, horizontally aligned (f) Aspect ratio = 4, vertically aligned 
  
Figure 4.7  Distribution of dislocations in composite material having 2 per cent 
inclusion volume fraction and inclusion width of 25 nm with different inclusion 
aspect ratios and alignment (slip planes are horizontal but not shown in the figures). 
 
Therefore, in order to separate the effect of inclusion size from inclusion aspect ratio, 
the overall inclusion size must be fixed by maintaining a constant inclusion volume 
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Figure 4.8  Mean overall response of composite material having (a) 2 per cent, and  
(b) 5 per cent inclusion volume fraction and inclusion volume of 2500 nm3/nm  
with different inclusion aspect ratios and alignment. 
 
Figure 4.8 shows the mean overall response for a composite material with different 
inclusion aspect ratios in which the overall inclusion volume fraction and the volume 
of each inclusion are fixed, while Figures 4.9 and 4.10 show the corresponding 
distribution of inclusions and dislocations in the matrix.  The results indicate that 
there is no significant difference in the mean overall response with increased inclusion 
aspect ratio if the inclusions are randomly aligned (which are modelled by an equal 
mix between horizontally and vertically aligned inclusions, as shown in Figures 4.9(d) 
and 4.10(d)).  This is because the overall degree of resistance to dislocation motion is 
not affected by the inclusion aspect ratio if there are equal numbers of horizontally 
aligned inclusions (which provides minimal obstruction of the slip planes) and 
vertically aligned inclusions (which results in maximum obstruction of the slip 





(a) Aspect ratio = 1 (b) Aspect ratio = 4, horizontally aligned 
  
 
(c) Aspect ratio = 4, vertically aligned (d) Aspect ratio = 4, mixed alignment 
  
Figure 4.9  Distribution of dislocations in composite material having 2 per cent 
inclusion volume fraction and inclusion volume of 2500 nm3/nm  
with different inclusion aspect ratios and alignments  
(slip planes are horizontal but not shown in the figures). 
 
the inclusions are horizontally aligned, while the opposite trend occurs if all the 
inclusions are vertically aligned.   
 
Therefore, these results show that inclusion aspect ratio by itself does not have a 
significant effect on the mean overall response of the metallic nanocomposite.  
Conversely, inclusion orientation has a considerable influence on the mechanical 
behaviour; the flow stress increases with increasing proportion of inclusions which 
are aligned in a perpendicular manner to the slip planes because more dislocations are 
blocked by the inclusions.  Thus, there is little advantage in using inclusions with 
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(a) Aspect ratio = 1 (b) Aspect ratio = 4, horizontally aligned 
  
(c) Aspect ratio = 4, vertically aligned (d) Aspect ratio = 4, mixed alignment 
  
Figure 4.10  Distribution of dislocations in composite material having 5 per cent 
inclusion volume fraction and inclusion volume of 2500 nm3/nm  
with different inclusion aspect ratios and alignments  
(slip planes are horizontal but not shown in the figures). 
 
large aspect ratios (e.g. whiskers instead of particulates) unless the inclusions can be 
aligned in a perpendicular manner to the slip planes.  As the orientation of slip planes 
in a polycrystalline metallic nanocomposite is random, there is also hardly any 
justification to align all the inclusions in a particular direction.  Therefore, it may be 






4.4 Arrangement of inclusions 
 
Mishnaevsky (2004), Mishnaevsky et al. (2004), Segurado et al. (2003) and many 
other researchers have found that the spatial distribution of inclusions has a significant 
effect on the overall response and damage evolution of conventional MMCs.  
However, it is uncertain whether the same effect is observed in metallic 
nanocomposites.  This is because the inclusion volume fraction in conventional 
MMCs is much higher than in metallic nanocomposites and the dominant 
strengthening mechanisms in both materials are different.  In this section, the effect of 
inclusion arrangement on the overall response of MMNCs is investigated.   
 
Figure 4.11 shows the mean overall response of the composite material for different 
regular inclusion arrangements, while Figure 4.12 shows the corresponding 
distributions of inclusions and dislocations within the matrix.  Regular rectangular 
arrangement of inclusions results in the lowest flow stress and degree of hardening as 
the number of slip planes blocked by the inclusions is minimized.  On the other hand, 
the mean overall response for diagonal arrangements depends on the w/h ratio as 
shown in Figure 4.11(a) with increasing w/h ratio resulting in higher flow stress.  This 
is because number of slip planes blocked by the inclusions increases with the w/h ratio 
as the width of the unreinforced (horizontal) bands in the matrix decreases as shown 
in Figures 4.12(b) to 4.12(d).  Figure 4.11(b) shows that a horizontally staggered 
inclusion arrangement (shown in Figure 4.12(e), in which successive rows of 
inclusions in a rectangular arrangement are shifted by a constant horizontal distance 
relative to preceding rows) produces a similar mean overall response compared to the 
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Figure 4.11  Mean overall response of composite material with  
undamaged inclusions for different regular inclusion arrangements. 
 
unchanged even though there are minor changes in the resulting distribution of 
dislocations since the sequence of dislocation events is slightly altered.  However, 
higher flow stress and degree of hardening are obtained for a vertically staggered 
inclusion arrangement (shown in Figure 4.12(f), in which successive columns of 
inclusions in a rectangular arrangement are shifted by a constant vertical distance 
relative to preceding columns) as there are more slip planes which are blocked by the 
inclusions.  Therefore, more dislocations are impeded by the inclusions if the regular 
arrangement of inclusions results in many blocked slip planes, which results in 
improved flow stress and degree of hardening. 
 
Non-clustered random inclusion arrangements are created using the random 





(a) Rectangular (b) Diagonal (w/h = 0.5) 
  
 
(c) Diagonal (w/h = 2.0) (d) Diagonal (w/h = 1.0) 
  
 
(e) Horizontal stagger (f) Vertical stagger 
  
Figure 4.12  Distribution of dislocations in composite material with  
undamaged inclusions for different regular inclusion arrangements  
(slip planes are horizontal but not shown in the figures). 
 
inclusion centre positions are generated randomly and sequentially: the distances 
between inclusion i and all the inclusions previously accepted j = 1, 2, …, i–1 have to 








inclusions with each other as well as the boundaries of the unit cell.  Clustered 
inclusion arrangements are generated following Mishnaevsky et al. (2004), in which 
the coordinates of inclusion centres in a cluster are calculated as follows: the distance 
between cluster centre and inclusion centre follows a Gauss distribution, with the 
angle between the horizontal line and the line between the centre of cluster and 
inclusion follows a uniform random distribution.  The clusters are randomly 
distributed within the matrix.  The standard deviations of the distribution of inclusion 
coordinates in a cluster can be varied to produce different degrees of clustering.  
Rintoul and Torquato (1997), Segurado and Llorca (2002) and Segurado et al. (2003), 
among others, have also discussed other methods for generating clustered 
microstructures such as the modified random sequential adsorption process (MRSA) 
which may produce better reconstructions of actual inclusion distributions observed in 
composite materials.  However, these methods are particularly useful for composite 
materials with large inclusion volume fractions; for inclusion volume fractions less 
than 20 per cent, the RSA algorithm is able to produce satisfactorily representative 
inclusion distributions compared to the more advanced techniques. 
 
The degree of inclusion clustering can be described quantitatively using several 
measures such as the average nearest-neighbour distance (NND), the nearest 
neighbour index (NNI, ratio of observed to expected average nearest-neighbour 
distance), the coefficient of variation of the mean near-neighbour distance (COVd) 
and the radial distribution function.  The first three mainly provide information about 
the inclusion arrangement within individual clusters while the radial distribution 
function also includes data on the interaction among the clusters (Segurado et al., 
2003).  Nevertheless, the NND, NNI and COVd are more convenient measures as a 
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single value is used to describe the inclusion distribution.  The NNI shall be used here 
to quantify the degree of inclusion clustering, in which the following definitions apply 
for calculation of the NNI in 2-D space (Clarke and Evans, 1954): 
 
NNDi = distance from inclusion i to its nearest neighbouring inclusion. (4.1) 






NND1  (4.2) 
Expected average NND 
N
RVEor  cellunit  of Area
2
1  (4.3) 
NNI 
NND average Expected
NND average Observed  (4.4) 
 
where N is the total number of inclusions in the unit cell or RVE.  A NNI value close 
to zero indicates a highly clustered arrangement while a value close to 2.15 indicates a 
well-dispersed arrangement. 
 
Figure 4.13 shows the mean overall response for a composite material for clustered 
inclusion arrangements with different degrees of clustering.  As shown in Figure 
4.13(a), a high degree of inclusion clustering (NNI = 0.616) results in lower flow 
stress and degree of hardening with increasing applied deformation, compared to the 
case with mild (NNI = 1.162) and moderate (NNI = 0.910) degrees of clustering.  As 
shown in Figures 4.14(b) to 4.14(d), higher degrees of clustering results in more 
unreinforced regions and unobstructed slip planes in the matrix.  This effect is more 
significant with increasing applied deformation when localization of dislocation 
activity begins to occur on the unobstructed slip planes.  Hence, the composite 
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Figure 4.13  Mean overall response of composite material with undamaged inclusions 
for different irregular inclusion arrangements (numbers in brackets indicate the 
number of clusters in the RVE and number of inclusions in each cluster respectively). 
 
with well-dispersed random arrangement of larger inclusions in which the inclusion 
size is equivalent to the cluster size in the former case.  Mild degree of clustering, 
however, results in only a small reduction in the flow stress compared to the case with 
non-clustered random inclusion arrangement.  This is because the inclusions are still 







(a) Random – NNI = 1.546 (b) Clustered (11×11) – NNI = 1.162 
  
 
(c) Clustered (11×11) – NNI = 0.910 (d) Clustered (11×11) – NNI = 0.616 
  
 
(e) Clustered (20×6) – NNI = 0.946 (f) Clustered (6×20) – NNI = 0.936 
  
Figure 4.14  Distribution of dislocations in composite material with undamaged 
inclusions for different irregular inclusion arrangements (numbers in brackets indicate 
the number of clusters in the RVE and number of inclusions in each cluster 
respectively).  
 
Figure 4.13(b) shows that while the number and size of the inclusion clusters are 
dissimilar, the resulting mean overall response does not vary significantly if the NNI 
 131
is approximately similar.  This suggests that the inclusion distribution within each 
cluster is roughly equally compact for all the different clustered inclusion 
arrangements as shown in Figures 4.14(e) and 4.14(f).  Consequently, the number and 
size of inclusion clusters seem to have minimal effect on the mean overall response if 
the density of inclusions within clusters is relatively unchanged and the degree of 
clustering is moderate.  Hence, for the results shown here, the density of inclusions 
within clusters is a more important factor than the number and size of the clusters. 
 
Figure 4.13(c) shows that regular rectangular inclusion arrangement gives the lowest 
flow stress and degree of hardening while the random and clustered distributions 
result in higher flow stress and degree of hardening.  Also, the results shown for the 
composite material with non-clustered random and mildly clustered distributions 
indicate that both inclusion arrangements are on average equally effective in impeding 
the motion of dislocations in the matrix.  Both distributions result in most (though not 
all) slip planes being blocked by inclusions.  On the other hand, there are many wide, 
unreinforced (horizontal) bands in a matrix with rectangular inclusion arrangement in 
which dislocations can move with minimal hindrance.  
 
In conclusion, for composite materials with undamaged nano-size inclusions the flow 
stress and degree of hardening are lowest for regular rectangular and highly clustered 
inclusion arrangements in which there are many unimpeded slip planes on which 
dislocations can move with minimal obstruction.  Other regular inclusion 
arrangements which result in more obstructed slip planes increase the flow stress and 
degree of hardening.  Non-clustered random and mildly clustered arrangements of 
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inclusions also result in improved mean overall response compared to a regular 
rectangular arrangement. 
 
4.5 Material properties of constituent phases 
 
In this section, the effect of the elastic material properties of the inclusions (relative to 
the matrix) on the mean overall response of the metallic nanocomposite is 
investigated.  Continuing from the previous sections, the simulations are performed 
with aluminum matrix which Young’s modulus EM = 70 GPa and Poisson’s ratio vM = 
0.3 are unchanged but the Young’s modulus EP and Poisson’s ratio vP of the 
inclusions are varied. 
 
Figure 4.15 shows that there is a reduction in the flow stress of the composite material 
with decreasing inclusion Young’s modulus EP, and a convergence of the mean 
overall response when EP approaches zero.  However, the mean overall response does 
not seem to be very sensitive to the value of EP; as shown in Figure 4.15(a), the flow 
stress for the composite material with EP = 0.007 GPa is less than 10 per cent lower 
compared to the one with EP = 700 GPa even though the value of EP varies by five 
orders of magnitude.  Also, this difference is only apparent at larger applied 
deformation γave.  On the other hand, Figure 4.15(b) shows that the difference in the 
mean overall response between the composite material with EP = 0.007 GPa compared 
to the one with EP = 700 GPa with is more pronounced at higher inclusion volume 
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Figure 4.15  Mean overall response of composite material for inclusions  
with different Young’s modulus, inclusion size of 25 nm  
and inclusion volume fraction of (a) 2 per cent, and (b) 5 per cent. 
 
Figures 4.16(a) and 4.16(b) show that the distribution of dislocations in the composite 
material with EP = 0.007 GPa and EP = 700 GPa, respectively, does not vary 
significantly with the change in the value of EP; the overall distribution is very similar 
and there are only a few local differences.  This indicates that the stiffness of the 
inclusions has little effect on the dislocation processes.  In the simulations, the ability 
of the inclusions to resist the motion of dislocations is not a function of their stiffness.   
 
Hence, the lower flow stress observed with decreasing inclusion stiffness is a result of 
the reduced elastic constraint on the matrix surrounding the inclusions; a lower 
applied stress is required to produce the same degree of deformation if the matrix is 
able to deform more easily.  Inclusions which are stiffer than the matrix result in 





(a) EP = 700 GPa (b) EP = 0.007 GPa 
Figure 4.16  Distribution of dislocations in composite material having 5% inclusion 
volume fraction and inclusion size of 25 nm. 
 
produce the opposite results.  The effect of inclusion stiffness is more significant at 
higher inclusion volume fractions because of the greater degree of load transfer 
between the matrix and the inclusions.  The effect of inclusion stiffness is also more 
pronounced with increasing inclusion size; as shown in Figure 4.17, the reduction in 
flow stress is apparent even after the onset of yielding for the composite with EP = 
0.007 GPa (compared to the one with EP = 460 GPa).  This is expected since larger 
inclusions exert greater elastic constraint on the surrounding matrix.  Yet, as shown in 
Figure 4.17 the degree of reduction in the flow stress is not more than 10 per cent 
lower even though the value of EP varies by five orders of magnitude. 
 
Figure 4.18 shows that the Poisson’s ratio of the inclusions vP does not have a 
significant effect on the mean overall response of the composite material.  However, 
there seems to be a significant reduction in the flow stress as vP approaches 0.5 for the 
composite material with 5 per cent inclusion volume fraction, which is apparent with 
increasing applied deformation γave.  This reduction is due to the damage of the 
inclusions; Figure 4.19(b) shows a number of damaged inclusions in the metallic 
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Figure 4.17  Mean overall response of composite material having  
inclusion volume fraction of 5% and inclusion size of 100 nm  
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Figure 4.18  Mean overall response of composite material for inclusions  
with different Poisson’s ratio, inclusion size of 25 nm  
and inclusion volume fraction of (a) 2 per cent, and (b) 5 per cent. 
 
section, inclusion damage does not occur).  The reduction in the flow stress due to 
inclusion damage occurs because the damaged inclusions are unable to impede the 




Figure 4.19 shows that while the overall distribution of dislocations is not greatly 
altered with the change in the value of vP, there are local differences around the 
damaged inclusions as dislocation pile-ups are unable to form against these 
inclusions. 
 
Incompressible inclusions (vP ≈ 0.5) are more susceptible to damage because of the 
higher stresses within the inclusions.  As shown in Equation (2.7), the hydrostatic 
polarization stress components depend on the shear and bulk moduli of the matrix and 
the inclusions.  While the difference in the shear modulus with variation in Poisson’s 
ratio is at most 50 per cent, the bulk modulus can be increased by several orders of 




 12  (4.5) 
 v
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Consequently, the hydrostatic stresses in the inclusions increase rapidly when the 
Poisson’s ratio of the inclusions approaches 0.5.  Therefore, for composites with 
damageable inclusions, inclusion damage occurs more easily and results in lower flow 
stress when vP approaches 0.5.  However, if inclusion damage does not occur (because 
the inclusions have high fracture strength), the Poisson’s ratio of the inclusions has 
little effect on the overall response of the composite material.  Also, except for rubber 
and clay, common reinforcement particles such as ceramics have Poisson’s ratio 
ranging from 0.2 to 0.4.  Hence, inclusion damage due to incompressibility of the
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(a) vP = 0 (b) vP = 0.499 
Figure 4.19  Distribution of dislocations in composite material having 5% inclusion 
volume fraction and inclusion size of 25 nm, with inclusion fracture strength  
τinclusion = 1000 MPa.  Intact and damaged inclusions are represented by shaded and 
empty boxes, respectively. 
  
inclusions is seldom encountered in practice.  The effect of inclusion damage shall be 
discussed in more detail in Section 5.1. 
 
Therefore, the mean overall response of the metallic nanocomposite is relatively 
insensitive to the elastic material properties of the inclusions at low inclusion volume 
fraction.  This is advantageous in the numerical modelling of MMNCs since the 
elastic properties of some types of inclusions, especially ceramics, may be difficult to 
determine precisely and varies over a wide range (but around the same order of 
magnitude for the Young’s modulus).  The results shown here indicate that 
uncertainties in the elastic properties of the inclusions are not expected to have any 
significant influence on the overall results. 
 
4.6 Nature of dislocation pile-ups in metallic nanocomposites 
 
In the results presented in this chapter, improvement in flow stress and degree of 
hardening observed in the metallic nanocomposites is attributed to the impediment of 
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dislocation motion by the inclusions.  Since the inclusions are assumed to act as 
impenetrable barriers to dislocation motion, formation of dislocation pile-ups occurs 
against the inclusions.  Hence, with increasing inclusion volume fraction and 
decreasing inclusion size, the strength of the composite material increases due to the 
formation of more dislocation pile-ups.  This observation agrees with that in 
Cleveringa et al. (1997). 
 
However, in general, there are three modes of interaction between dislocations and 
inclusions in metallic nanocomposites: (a) shearing of inclusions by dislocations, (b) 
dislocation bowing around inclusions (which is also known as Orowan strengthening), 
and (c) accumulation of dislocations around inclusions to accommodate lattice 
incompatibilities (i.e. formation of geometrically necessary dislocations).  The 
governing mode of interaction depends on the inclusion volume fraction, size and 
strength.   
 
In metallic composites with inclusion size between a few hundred nanometers to a 
few micrometers, the formation of dislocation pile-ups is normally associated with the 
accumulation of geometrically necessary dislocations around the inclusions 
(Humphreys and Bate, 2003; Van der Giessen and Needleman, 2003).  While 
dislocations can move easily between inclusions, accumulation of the geometrically 
necessary dislocations happens in order to accommodate the high plastic strain 
gradients around the inclusions.  As a result, the increasing strength of MMCs with 
decreasing inclusion size within this length scale is usually referred to as strain-
gradient hardening (Courtney, 2000).   
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In metallic composites with nano-size inclusions up to a size of 100 nm, reducing the 
inclusion size dramatically decreases the mean spacing between inclusions.  
Consequently, as dislocations move through the inclusion-reinforced matrix, they are 
forced to bow around the inclusions in the manner shown in Figure 4.20.  The 
strength of MMCs increases with decreasing nano-inclusion size because it is harder 
for dislocations to bow as they move between the inclusions when the average 
spacing between inclusions is reduced.  Moreover, Figure 4.20 shows that the bowing 
process leaves behind dislocation loops around the inclusions.  As more dislocations 
move through the inclusion-reinforced matrix, the density of dislocation loops around 
the inclusions increases.  This results in the growth of dislocation pile-ups around the 
inclusions.    
 
However, dislocation bowing occurs only if the nano-size inclusions are strong.  For 
low strength inclusions and inclusions smaller than approximately 100b (where b is 
the magnitude of the Burgers vector of the matrix), dislocations may cut through 
instead of bowing around the inclusions (Brown and Ham, 1971).  The resistance of 
inclusions to shearing by dislocations increases with the increasing size and strength 
of the inclusions.  On the other hand, the resistance to dislocation bowing at a fixed 
volume fraction of inclusions increases with reducing inclusion size.  Consequently, 
there is an optimum inclusion size at which maximum strength of the metallic 
nanocomposite is achieved (Courtney, 2000); the optimum inclusion size depends on 
the particular matrix-inclusion combination.  Inclusion shearing is dominant when 
inclusion size is below the optimum size, while dislocation bowing is dominant at 
larger inclusion sizes. 
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Figure 4.20  Illustration of dislocation bowing between inclusions: (a) Plan view of 
slip plane showing a dislocation (solid line) approaching a pair of inclusions; (b) the 
dislocation bows around the inclusions, and (c) dislocation loops encircle the 
inclusions after the original dislocation has bypassed the inclusions (Courtney, 2000). 
 
Therefore, in 2-D discrete dislocation simulations, the dislocation pile-ups may be due 
to either dislocation bowing or accumulation of geometrically necessary dislocations.  
However, for the range of inclusion sizes considered in this study, the dislocation 
pile-ups more closely mimic the former process rather than the later.  Nevertheless, at 
much larger inclusion sizes, it is expected that contribution from the later process will 
be more significant.  On the other hand, for inclusion sizes smaller than 
approximately 100b, the effect of inclusion shearing should be considered.  A more 









5.0 Simulation of damage in metal matrix nanocomposites 
 
Ceramics such as silicon carbide and alumina which are commonly used as 
reinforcement particles are brittle and may be easily damaged due to fracture.  While 
the addition of reinforcement particles enhances the mechanical properties of the host 
metal, the subsequent damage of these inclusions also has a significant effect on the 
performance of the composite material.  The effect of inclusion damage on the 
mechanical properties of MMCs has been discussed rather extensively in literature 
(Yang et al., 1990; Bao, 1992; Finot et al., 1994; Llorca and Gonzalez, 1998; Sun et 
al., 2003).  Results from numerical simulations show that inclusion damage reduces 
the flow stress and degree of hardening considerably and the effect of inclusion 
damage is influenced by the spatial distribution of the inclusions.  Segurado et al. 
(2003) reported that the fraction of damaged inclusions increases dramatically in a 
clustered inclusion arrangement compared to that of a non-clustered distribution due 
to higher average and standard deviation of the maximum principle stress in 
composites with non-homogeneous inclusion distribution.  Mishnaevsky (2004) found 
that the flow stress and degree of hardening of the composite material is lowest for a 
highly clustered inclusion arrangement but highest for a regular microstructure.  
However, the effect of inclusion arrangement becomes significant only at the load at 
which inclusions begin to fail and does not influence the effective response of the 
composite material in the elastic and small plastic deformation regimes.  In addition, 
Ayyar et al. (2008) showed that MMCs with a regular (i.e. uniform) distribution of 
inclusions and uniform inclusion fracture strength has the highest strength to failure, 
but a uniform distribution of inclusions whose fracture strength follows a Weibull 
distribution results in the lowest strength to failure.   
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Fracture of inclusions is not the only form of damage in MMCs.  Fracture of 
inclusions is the primary mechanism for damage if the strength of the inclusion-
matrix interface is greater than the strength of the inclusion.  On the other hand, if the 
inclusion-matrix interface is weaker than the inclusion, interface decohesion will take 
place prior to fracture of inclusions which will lead to void nucleation and 
coalescence in the matrix before fracture of inclusions occurs.  According to Ayyar et 
al. (2008), damage by fracture of inclusions tends to occur in composites formed 
through powder metallurgy and extrusion which generally have a strong mechanical 
bond between the inclusion and matrix, while interface decohesion tends to occur in 
composites manufactured through casting.   
 
The effect of void nucleation and growth on the mechanical response of MMCs has 
also been studied by a number of researchers.  Christman et al. (1989) suggested that 
in MMCs with strong interface, the triaxial stresses in the matrix generated during 
loading can give rise to appreciable void growth within the matrix.  Llorca et al. 
(1991) showed that the process of void nucleation and growth is strongly influenced 
by inclusion morphology.  Inclusions with high aspect ratio and sharp corners 
promote early void nucleation and rapid void growth driven by high tensile 
hydrostatic stresses that arise from constrained plastic flow.  On the other hand, 
constrain on plastic flow for particulate and sphere-reinforced composites is less and 
strains large enough to induce void nucleation can occur over a significant fraction of 
the matrix.  Hence, the extensive cavitation reduces the build-up of tensile hydrostatic 
stresses which slows down the progress of void growth. 
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However, the different damage mechanisms do not act independently and are not 
mutually exclusive.  In many cases, fracture of inclusions will normally occur first 
which may lead to decohesion of the inclusion-matrix interface and ultimately cause 
damage by void nucleation and coalescence in the matrix.  Inclusion distribution has 
also been shown to have a significant effect on damage in the matrix.  Inclusion 
clustering increases the plastic strain in the matrix phase compared to composites with 
uniformly distributed inclusions (Borbély et al., 2001); the former leads to 
significantly lower overall failure strain (Mishnaevsky et al., 2004).  Ghosh and 
Moorthy (1998) showed that damage initiates within each cluster of inclusions, 
propagates within the cluster and finally links up with the damage in neighbouring 
clusters.  Also, variation in inclusion size for a given average inclusion size causes a 
strong decrease in strain hardening rate and leads to quicker and earlier damage 
growth in MMCs (Mishnaevsky, 2004).  Understanding the damage evolution in 
MMCs is important towards predicting toughness and ductility, apart from the 
strength which can be achieved by these materials. 
 
Similarly, damage of inclusions in metallic nanocomposites may also affect the 
mechanical response of these materials.  However, the effect of inclusion damage in 
MMNCs has not been explored for a number of possible reasons.  Firstly, the effect of 
inclusion damage is difficult to investigate experimentally, even more so for nano-size 
inclusions.  The effect of inclusion damage can be most conveniently studied using 
numerical simulations, but there have been comparatively few numerical studies on 
MMNCs.  Secondly, damage of inclusions is much less likely to occur in nano-size 
inclusions since fracture strength increases with decreasing inclusion size due to the 
reduced likelihood of flaws (Tjong, 2007).  Thirdly, since the inclusion volume 
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fraction in MMNCs is generally quite low, damage of inclusions is not expected to 
have as significant an effect on the overall response as compared to conventional 
MMCs.  Nevertheless, the effect of inclusion damage in MMNCs could be different 
compared to that which is observed in conventional MMCs since the dominant 
strengthening mechanism in conventional MMCs is different compared to MMNCs.  
Therefore, it is important to determine whether and how the effect of inclusion 
damage in MMNCs differs from that observed in MMCs.   
 
In this chapter, the effects of damage due to fracturing of inclusions and void 
formation in the matrix on the mechanical response of MMNCs will be explored.  
Continuing from the previous chapters, the simulations are performed for a MMNC 
with aluminum matrix and nano-size silicon carbide inclusions. 
 
5.1 Damage of inclusions 
 
In the simulations, an inclusion is considered fully damaged when the average 
maximum principal stress within the inclusion reaches or exceeds its fracture strength.  
Since the stress distribution is not uniform within each inclusion, the average stresses 
for every inclusion are computed based on several sampling points (in this study, the 
Gauss integration points in the inclusion elements are used).  The inclusion fracture 
strength τinclusion can either be uniform or follows a certain distribution.  There is 
ample evidence that the strength of brittle ceramic inclusions follows the Weibull 
distribution (Ayyar et al., 2008; Segurado et al., 2003; Weibull, 1951).  However, for 
simplicity, uniform inclusion fracture strength is adopted for the simulations 
presented in this section unless otherwise stated.  Moreover, damaged inclusions are 
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not removed from the RVE or unit cell as they may still contribute to stiffening or 
strengthening (Chalwa and Shen, 2001).  Instead, dislocations will be allowed to glide 
past the damaged inclusions.   
 
5.1.1  Effects of fracture strength, volume fraction and size of inclusions 
 
Figures 5.1 and 5.2 show the overall response for two different realizations of random 
inclusion arrangement, having inclusions with volume fraction of 2 per cent and size 
of 50 nm.  Generally, the flow stress decreases with decreasing inclusion fracture 
strength, while the fraction of damaged inclusions at any particular stage of 
deformation increases with decreasing inclusion fracture strength.  As expected, the 
onset of inclusion damage occurs at lower applied deformation with decreasing 
inclusion fracture strength as shown in Figures 5.1(b) and 5.2(b).  The same figures 
also show that the fraction of damaged inclusions increases at a higher rate if the 
inclusion fracture strength is low.  However, the yield stress is unaffected by the 
inclusion fracture strength for the cases shown in Figures 5.1 and 5.2 as the onset of 
inclusion damage occurs after yielding has begun. 
 
Figure 5.2(a) shows that a large and sudden decrease in the flow stress can occur due 
to a corresponding large and sudden increase in the fraction of damaged inclusions as 
shown in Figure 5.2(b).  The sudden increase in the fraction of damaged inclusions 
happens when the maximum principle stress in many inclusions reaches the fracture 
strength at approximately the same time.  When this takes place, dislocations which 
are previously impeded by the inclusions are now able to bypass the inclusions and 
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Figure 5.1  (a) Overall response of composite material with different values of τinclusion, 
and (b) corresponding fraction of damaged inclusions for Realization 1  
of random inclusion distribution with 2 per cent inclusion volume fraction  
and inclusion size of 50 nm. 
 
dislocations results in the drop in the flow stress.  The magnitude of this reduction 
depends on the size of the dislocation pile-ups against the inclusions prior to damage, 
as well as the mean free path of the released dislocations after bypassing the damaged 
inclusions.  Hence, a large and sudden decrease in the flow stress may occur when 
many dislocations are suddenly released and can move easily after bypassing the 
damaged inclusions.  Localization of dislocation activity may subsequently come 
about on the slip planes on which damage of inclusions and the sudden release of 
impeded dislocations occur, as shown in Figure 5.2 for the case with inclusion 
fracture strength of 100 MPa.  Localization happens when the nucleation, annihilation 
and motion of dislocations are concentrated on one or more relatively unimpeded slip 
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Figure 5.2  (a) Overall response of composite material with different values of τinclusion, 
and (b) corresponding fraction of damaged inclusions for Realization 3  
of random inclusion distribution with 2 per cent inclusion volume fraction  
and inclusion size of 50 nm. 
 
localization of dislocation activity is locked in, as the dislocation pile-ups against the 
remaining inclusions which are undamaged and the resultant maximum principal 
stress do not increase further.  The sudden increase in the fraction of damaged 
inclusions and the resulting release of impeded dislocations is captured in Figure 5.3, 
in which a drastic change in the distribution of dislocations is observed in the 
highlighted region. 
 
The possibility of a sudden and large decrease in the flow stress and subsequent 
localization of dislocation activity are highly dependent on the distribution of the 
inclusions and dislocations within the matrix.  If inclusion failure does not lead to a 






Figure 5.3  Distribution of dislocations in composite material with Realization 3  
of random inclusion distribution, 2 per cent inclusion volume fraction, inclusion size  
of 50 nm and τinclusion = 100 MPa at average shear strain (a) γave = 0.795%,  
and (b) γave = 0.840%.  The highlighted region shows a sudden change in the 
distribution of dislocations due to fracture of inclusions.  Intact and damaged 
inclusions are represented by shaded and empty boxes, respectively, while 
dislocations are represented by ‘ + ’ and ‘ × ’ marks. 
 
occur suddenly or rapidly, the resultant change observed in the flow stress will be 
relatively gradual as shown in Figure 5.1(a). 
 
Figure 5.4 shows the mean overall response obtained from six different realizations of 
random inclusion arrangement, having 2 per cent inclusion volume fraction and 
inclusion size of 50 nm.  When damage of inclusions  occurs easily, large dislocation 
pile-ups are unable to form against the inclusions.  Dislocations released by a 
damaged inclusion will also pile up against another inclusion which will quickly lead 
to the damage of this inclusion.  Hence, the flow stress decreases with decreasing 
inclusion fracture strength because of the reduced resistance to the motion of 
dislocations.  On the other hand, when the inclusion fracture strength is high the 
inclusions can impede the motion of dislocation effectively and allow for larger 
dislocation pile-ups to be formed since the inclusions are more tolerant to damage.  
Figure 5.4 also shows that the effect of inclusion damage is significant at very low 
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Figure 5.4  (a) Mean overall response of composite material with different inclusion 
fracture strength, and (b) corresponding fraction of damaged inclusions for  
random inclusion distributions with 2 per cent inclusion volume fraction  
and inclusion size of 50 nm. 
 
case with inclusion fracture strength of 100 MPa is approximately 10 per cent lower 
compared to the case with inclusion fracture strength of 1000 MPa in which inclusion 
damage does not occur.  However, there is only a little difference between the case 
with inclusion fracture strength of 200 MPa, in which the fraction of damaged 
inclusions is only 5 per cent at applied shear strain γave = 1.0%, and that with inclusion 
fracture strength of 1000 MPa.  Hence, the effect of inclusion damage on the mean 
overall response of the composite material is only significant when the fraction of 
damaged inclusions is relatively high. 
 
Figures 5.5 and 5.6 show the overall response for two different realizations of random 
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Figure 5.5  (a) Overall response of composite material with different values of τinclusion, 
and (b) corresponding fraction of damaged inclusions for Realization 1  
of random inclusion distribution with 5 per cent inclusion volume fraction  
and inclusion size of 50 nm. 
 
50 nm, while Figure 5.7 shows the mean overall response obtained from six different 
realizations of random inclusion arrangement.  The trends and occurrences shown in 
these figures are similar to those discussed previously for the case of 2 per cent 
inclusion volume fraction as shown earlier in Figures 5.1 to 5.4.  However, the effect 
of inclusion damage seems to be slightly more significant with increased inclusion 
volume fraction.  Figure 5.7(a) shows that the flow stress at applied shear strain γave = 
1.0% for the cases with inclusion fracture strength of 100 and 200 MPa is 
approximately 40 and 10 per cent lower, respectively, compared to the case with 
inclusion fracture strength of 1000 MPa in which damage of inclusions does not 
occur.  Moreover, the fraction of damaged inclusions is higher with increased 
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Figure 5.6  (a) Overall response of composite material with different values of τinclusion, 
and (b) corresponding fraction of damaged inclusions for Realization 3  
of random inclusion distribution with 5 per cent inclusion volume fraction  
and inclusion size of 50 nm. 
 
inclusion volume fraction compared to Figure 5.4(b) for the case of 2 per cent 
inclusion volume fraction.  This is because there are more dislocation pile-ups and 
greater load transfer from the matrix to the relatively stronger inclusions with 
increasing inclusion volume fraction.  Consequently, the average stresses in the 
reinforcement phase increase with greater inclusion volume fraction which result in a 
higher probability of inclusion damage.   
 
Figures 5.8 and 5.9 show the mean overall response for a composite material with 2% 
inclusion volume fraction and inclusion size of 100 nm and 25 nm, respectively.  The 
trends and occurrences shown in these figures are similar to those discussed 
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Figure 5.7  (a) Mean overall response of composite material with different inclusion 
fracture strength, and (b) corresponding fraction of damaged inclusions for  
random inclusion distributions with 5 per cent inclusion volume fraction  
and inclusion size of 50 nm. 
 
The flow stress at applied shear strain γave = 1.0% for the case with inclusion fracture 
strength of 100 MPa is approximately 10 per cent and 35 per cent lower compared to 
the case with inclusion fracture strength of 1000 MPa (in which damage of inclusions 
does not occur), for inclusion size of 100 nm and 25 nm respectively.  At the same 
inclusion volume fraction, the number of inclusions increases with decreasing 
inclusion size; as reported in Section 4.2 and numerous experimental studies, the 
increased number of inclusions by reducing inclusion size results in greater 
impediment to dislocation motion and hence increased strength of the metallic 
nanocomposite.  Also, the greater number of inclusions leads to the formation of more 
dislocation pile-ups against the inclusions.  These dislocation pile-ups are well-
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Figure 5.8  (a) Mean overall response of composite material with different inclusion 
fracture strength, and (b) corresponding fraction of damaged inclusions for  
random inclusion distributions with 2 per cent inclusion volume fraction  
and inclusion size of 100 nm. 
 
can move relatively easily.  Therefore, the average stress in the inclusions may be 
higher in the case with smaller inclusions because of the increased number of 
dislocation pile-ups.   
 
Moreover, dislocation pile-ups are formed quickly for the case with smaller inclusions 
since the mean free path of dislocations is smaller.  Consequently, the onset of 
inclusion damage occurs earlier and the fraction of damaged inclusions increases with 
decreasing inclusion size as shown in Figures 5.8(b), 5.4(b) and 5.9(b).  Furthermore, 
the effect of inclusion damage is more significant because extensive damage of 
inclusions is required to create a weak zone in the material.  Conversely, when there 
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Figure 5.9  (a) Mean overall response of composite material with different inclusion 
fracture strength, and (b) corresponding fraction of damaged inclusions for  
random inclusion distributions with 2 per cent inclusion volume fraction  
and inclusion size of 25 nm. 
 
inclusions and it is easier for localization of dislocation activity to occur due to the 
presence of large unreinforced regions.  Thus, the creation of new weak zones due to 
damage of inclusions is not as critical as there are already significant unreinforced 
regions in the matrix for the case with large inclusions. 
 
In conclusion, lower inclusion fracture strength results in lower composite flow stress, 
earlier onset of inclusion damage and higher fraction of damaged inclusions.  The 
effect of inclusion damage is more significant with increasing inclusion volume 
fraction as there are more dislocation pile-ups.  Load transfer from the matrix to the 
relatively stronger inclusions also becomes more considerable with increasing 




prominent with deceasing inclusion size (for the same inclusion volume fraction) 
assuming that inclusion fracture strength is independent of inclusion size, as there are 
more dislocation pile-ups in the metallic matrix and the average stresses in the 
inclusions are higher.   
 
Nevertheless, the observations above are only valid if the inclusion fracture strength is 
independent of inclusion size.  In actual fact, fracture strength of ceramic inclusions 
increases with decreasing inclusion size due to the reduced probability of flaws that 
cause cracking and premature failure (Tjong, 2007).  Hence, the effect of inclusion 
damage might not be more significant with decreasing inclusion size depending on the 
rate at which inclusion fracture strength increases with decreasing inclusion size. 
 
It should be pointed out that only damage of inclusions due to fracture is considered 
in this study.  However, as discussed in Section 4.6, shearing of inclusions by 
dislocations is possible for cases with inclusion size less than approximately 100b; the 
resistance of inclusions to shearing increases with the increasing size and strength of 
the inclusions.  Consequently, if both fracturing and shearing of inclusions are 
considered, there should be an optimum inclusion size at which the inclusion has 
maximum resistance to both fracturing and shearing.  Nevertheless, for metal matrix 
nanocomposites reinforced with nano-size ceramic reinforcements such as those 
considered in this study, shearing of inclusions is not expected to be significant since 
the boundaries between the matrix and inclusions are incoherent, i.e. atomic bonds do 
not match up across the interface between the matrix and inclusions (Courtney, 2000).  
As a result, dislocations are unable to cut through the inclusions by gradual shifting of 
inter-atomic distances in the inclusions (in the manner similar to dislocation motion in 
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the matrix as shown in Figure 2.4).  Therefore, damage of the nano-size ceramic 
reinforcements will more likely be due to fracture which splits the inclusions into 
smaller parts.  Shearing of inclusions is more commonly observed in precipitation-
hardened alloys (Brown and Ham, 1971; Courtney, 2000). 
 
5.1.2 Effect of inclusion arrangement 
 
As shown in Section 4.4, the spatial distribution of inclusions has a significant effect 
on the mean overall response of MMNCs with undamaged inclusions: the flow stress 
is lowest for rectangular and highly clustered inclusion arrangements while non-
clustered random and mildly clustered arrangements result in higher flow stress.  
Arrangement of inclusions may also affect the onset and extent of inclusion damage 
in MMNCs, which in turn have a significant influence on the resulting overall 
response.   
 
Figure 5.10 shows the mean overall response for a composite material with different 
inclusion arrangements and fracture strength.  For a regular rectangular arrangement 
of inclusions, the effect of inclusion damage on the mean overall response is 
insignificant as it does not result in substantial changes to the sequence of dislocation 
events and final distribution of dislocations as shown in Figures 4.12(a) and 5.11(a).  
This is because few dislocations are impeded by the inclusions.  The same trend is 
observed for a composite material within highly clustered inclusion arrangement as 
shown in Figure 5.11(d), in which damage of inclusions results in only a minor 
reduction in the flow stress and degree of hardening.  On the other hand, the effect of 
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Figure 5.10  Mean overall response of composite material with different inclusion 
fracture strength for (a) regular rectangular, (b) highly clustered (NNI = 0.616),  
and (c) mildly clustered (NNI = 1.162) inclusion arrangements. 
 
significant for non-clustered random and mildly clustered inclusion arrangements as 
shown in Figures 5.11(b) and 5.11(c), respectively.  As these arrangements of 
inclusions are more effective in blocking the motion of dislocations, many impeded 
dislocations are suddenly released upon damage of inclusions.  This leads to lower 
flow stress and degree of hardening when damage of inclusions occurs.  Figures 






(a) Rectangular – NNI = 1.926 (b) Random – NNI = 1.546 
  
 
(c) Clustered (11×11) – NNI = 1.162 (d) Clustered (11×11) – NNI = 0.616 
  
Figure 5.11  Distribution of dislocations in composite material with inclusion fracture 
strength of 200 MPa for different inclusion arrangements (intact inclusions are 
denoted by shaded boxes while damaged inclusions are represented by blanks;  
fracture strength of inclusions is 200 MPa). 
 
case with inclusion fracture strength 200 MPa is approximately 5 and 15 per cent 
lower, respectively, compared to the case with inclusion fracture strength of 1000 
MPa (in which damage of inclusions does not occur) for highly clustered and mildly 
clustered inclusion arrangements. 
 
Due to the increased efficiency in impeding the motion of dislocations, the average 
stresses within the inclusions in non-clustered random and mildly clustered inclusion 
arrangements are also higher compared to those in regular rectangular and highly 
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Figure 5.12  Average von Mises stress in undamaged inclusions for composite  
material with 2 per cent inclusion volume fraction, inclusion size of 25 nm,  
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Figure 5.13  Fraction of damaged inclusions for different inclusion arrangements with 
2 per cent inclusion volume fraction, inclusion size of 25 nm, and τinclusion = 200 MPa. 
 
damaged inclusions is greater in the former cases as shown in Figure 5.13.  A greater 
extent of inclusion damage must be achieved in these cases before the weakest path 
for localization of dislocation activity can be found compared to rectangular and 
highly clustered inclusion arrangements.  Also, as shown in Figure 5.11(d) not all 
inclusions in a cluster will be damaged.  The outermost inclusions will tend to fail 
first because they are under higher stresses due to the pile up of dislocations, whereas 
inner inclusions will be damaged later after the dislocations have bypassed the 
damaged periphery inclusions and begin to pile up against the inner inclusions. 
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Therefore, the damage of inclusions has a significant influence on the mean overall 
response of the composite material only when the arrangement of inclusions results in 
effective obstruction of dislocation motion prior to damage of inclusions.  It is shown 
that non-clustered random and mildly clustered inclusion arrangements result in more 
inclusion damage compared to regular rectangular and highly clustered arrangements.  
This is in contrast with the behaviour reported for conventional MMCs in which the 
fraction of damaged inclusions increases with degree of clustering (Segurado et al. 
2003).  The reason for this difference is the dissimilar dominant strengthening 
mechanism in metallic nanocomposites compared to conventional MMCs; obstruction 
of dislocation motion is the principal mode of strengthening in metallic 
nanocomposites whereas load transfer from matrix to the inclusions (i.e. constraint on 
deformation of the matrix surrounding the inclusions) governs in conventional 
MMCs. 
 
5.2 Matrix damage 
 
In the simulations, damage of the matrix through void nucleation and growth is 
modelled through failure of the elements representing the matrix phase.  A matrix 
element is considered fully damaged when the average maximum principal strain 
within the element reaches or exceeds its failure strain.  The matrix failure strain εfailure 
can either be assumed as uniform or follows a certain distribution; for simplicity, 
uniform failure strain is adopted for the simulations presented in this section unless 
otherwise stated.  A damaged element is replaced by a void; however, to prevent 
numerical instability due zero local stiffness, the “void” is assigned a Young’s 
modulus which is 1000 times smaller than the undamaged matrix.  Hence, the 
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damaged element will behave like a real void without causing numerical instability.  
Furthermore, existing dislocations in a damaged element will be annihilated since the 
newly-created void results in an internal free surface; this process is identical to 
dislocations approaching an external free boundary.  Also, any dislocation which 
subsequently approaches the void will be annihilated as well (i.e. “absorbed” by the 
void).   
 
Since the strain distribution is not uniform within each element, the average strains for 
every element should be computed based on several sampling points.  However, this 
process is extremely time-consuming since the required computational time is linearly 
proportional to the number of sampling points.  Hence, for the results presented in this 
section, the average maximum principal strain within each element is assumed to be 
the same as the value at the centre of the element.  The incorporation of matrix 
damage in the simulations also results in much longer total computational time as the 
global stiffness matrices need to be recalculated at each time-step in which new 
element damage is detected.   
 
As a damaged element is replaced by a void, the percentage of voids is henceforth 
defined as the ratio of the number of damaged elements to the total number of 
elements in the RVE.  However, since a void is formed by replacing a damaged 
element, the damage evolution due to void nucleation and growth may be sensitive to 
the finite element mesh density.  Consequently, while the results in the following 
sections are obtained using identical finite element mesh density, further work is 
necessary is to ascertain the level of sensitivity of the results to the mesh density. 
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The effect of matrix damage through formation of voids shall first be investigated for 
the pure metallic matrix, after which the results for the metallic nanocomposite will be 
discussed. 
 
5.2.1 Effect of void formation in a pure metallic matrix 
 
Figure 5.14(a) shows the mean overall response for a pure metallic matrix with 
different values of the failure strain εfailure.  It is evident that for the range of applied 
deformation up to γave = 1.5%, void formation does not result in any appreciable 
reduction in the flow stress when εfailure = 0.020 is used compared to the case with a 
fully intact matrix, while softening is observed at applied deformation γave greater than 
1.0% for the case with εfailure = 0.015.  However, the softening or reduction in flow 
stress shown in these results is not caused by the loss of local stiffness per se, since 
the percentage of voids formed is very small; as shown in Figure 5.14(b), the 
percentage of voids of at γave = 1.5% is only about 0.5% and 1.2% for the case with 
εfailure = 0.020 and εfailure = 0.015, respectively. Instead, the formation of voids alters 
the distribution of dislocations in the matrix and sequence of dislocation events 
around the voids since the voids act as sinks for dislocations when the slip planes 
intersect the voids.   
 
The formation of a void leads to a reduction in the number of dislocations and size of 
dislocation pile-ups on the slip planes which intersect the void, resulting in the 
remaining dislocations being able to move more easily along these slip planes.  
However, at the same time, the back stress exerted on dislocation sources on 












0.00 0.25 0.50 0.75 1.00 1.25 1.50
















ε failure = 0.015
ε failure = 0.020
ε failure = infinite










0.00 0.25 0.50 0.75 1.00 1.25 1.50









ds ε failure = 0.015
ε failure = 0.020












0.00 0.25 0.50 0.75 1.00 1.25 1.50
















ε failure = 0.015
ε failure = 0.020
ε failure = infinite
0% inclusions, Mean response
 
Figure 5.14  (a) Mean overall response of pure metallic matrix with different values  
of εfailure, with the corresponding (b) percentage of voids, and (c) density of active 
dislocations (i.e. excluding annihilated dislocations) in the matrix. 
 
Also, the matrix surrounding the void is subjected to greater deformation due to loss 
of local stiffness.  Consequently, there may be an initial built-up of dislocation pile-
ups along these neighbouring slip planes until subsequent formation of more voids 
result in the reduction in the number of dislocations and size of dislocation pile-ups on 





which affect the overall response of the matrix due to the formation of voids: 
reduction in the number of dislocations and size of dislocation pile-ups as dislocations 
are “absorbed” by the voids, and the initial built-up of dislocation pile-ups along the 
neighbouring slip planes.  When these two factors are in balance, there is little change 
observed in the overall response due to void formation; when the first factor becomes 
more significant compared to the second one (with increasing applied deformation), 
the flow stress decreases as more dislocations are “absorbed” by extensive void 
formation. 
 
These two competing factors are evident when comparing the distribution of 
dislocations shown in Figure 5.15.  At a lower applied deformation of γave = 0.75%, 
the percentage of voids is small enough such that these two factors balance each other 
as shown in the highlighted regions in Figures 5.15(a) to 5.15(c); hence, there is no 
significant change in the overall response because the change in the distribution of 
dislocations is not significant.  At a larger applied deformation of γave = 1.5%, there is 
also no significant difference in the overall response for the case with failure strain 
value εfailure = 0.020 compared to the case with a fully intact matrix; as shown in the 
highlighted regions in Figures 5.15(d) and 5.15(e), the two afore-mentioned factors 
balance each other.  However, there is a considerable reduction in the flow stress for 
the case with εfailure = 0.015 as shown in Figure 5.14(a) caused by the reduction in the 
number of dislocations and size of dislocation pile-ups throughout the matrix due to 
more extensive void formation as shown in Figure 5.15(f).  Even though the 
percentage of voids shown in Figure 5.15(f) is only 1.2%, its effect on the distribution 
of dislocations and size of dislocation pile-ups is significant.   
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(a) εfailure = infinite, γave = 0.75% (d) εfailure = infinite, γave = 1.5% 
  
(b) εfailure = 0.020, γave = 0.75% (e) εfailure = 0.020, γave = 1.5% 
  
 
(c) εfailure = 0.015, γave = 0.75% (f) εfailure = 0.015, γave = 1.5% 
  
Figure 5.15  Distribution of dislocations in pure metallic matrix with failure strain 
εfailure of (a) infinity, (b) 0.020 and (c) 0.015 at γave = 0.75%; (d) infinity, (e) 0.020  
and (f) 0.015 at γave = 1.5% (voids due to element failure are denoted by open circles). 
 
Additionally, Figure 5.15 demonstrates that at low applied deformation, damage of 
the matrix due to void formation is dominated by rather well-dispersed void 
nucleation.  However, Figure 5.15 also shows that with increasing applied 
 166
deformation, new voids seem to form in a more clustered manner around existing 
voids.  The formation of new voids around existing ones can be considered akin to 
growth of existing voids. 
 
Figure 5.14(c) shows that the density of dislocations in the matrix at γave = 0.75% for 
the case with εfailure = 0.015 and εfailure = 0.020 is 15 and 10 per cent lower, 
respectively, compared to the case without matrix damage.  The same figure also 
shows that the density of dislocations in the matrix at γave = 1.5% for the case with 
εfailure = 0.015 and εfailure = 0.020 is 30 and 10 per cent lower, respectively, compared 
to the case without matrix damage.  Therefore, the results seem to suggest that a 
significant reduction in the flow stress due to formation of voids is observed only 
when the reduction in the density of dislocations exceeds 15 to 20 per cent.  
Moreover, Figure 5.14(c) shows the reduction in density of dislocations for the case 
with εfailure = 0.015 compared to that with a fully intact matrix increases with higher 
applied deformation.  This is because the percentage of voids also increases with 
applied deformation as shown in Figure 5.14(b) due to the higher average strains in 
the matrix. 
 
5.2.2 Effect of void formation in a metallic nanocomposite 
 
Figure 5.16(a) shows the mean overall response for a composite material having 2 per 
cent inclusion volume fraction and inclusion size of 25 nm obtained from six different 
realizations of non-clustered random inclusion arrangements, with different values of 
the failure strain εfailure.  For the range of applied deformation up to γave = 1.05%, void 
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Figure 5.16  (a) Mean overall response of composite material with non-clustered 
random arrangements of 2 per cent inclusion volume fraction and inclusion size of 25 
nm for different values of εfailure, with the corresponding (b) percentage of voids, and  
(c) density of active dislocations (excluding annihilated dislocations) in the matrix. 
 
0.020 compared to the case with a fully intact matrix, but a significant reduction in the 
flow stress is observed for the case with εfailure = 0.015; at γave = 1.05%, the flow stress 
is about 20 per cent lower compared to the case without damage.  As discussed in the 
previous section, this reduction in the flow stress is not caused by the loss of local 






(a) εfailure = infinite (b) εfailure = 0.020 
  
 
(c) εfailure = 0.015 (d) εfailure = 0.015 
  
Figure 5.17  Distribution of dislocations in composite material with non-clustered 
random arrangement of 2 per cent inclusion volume fraction and inclusion size of 25 
nm at γave = 1.05% for different values of εfailure (voids due to element failure are 
denoted by open circles in (a), (b) and (c); shaded circles are used in (d)). 
 
shown in Figure 5.16(b).  Instead, the formation of voids alters the distribution of 
dislocations in the matrix and sequence of dislocation events.  As shown in Figure 
5.17, void formation for the case with εfailure = 0.020 does not lead to any major 
change to the number of dislocations and size of dislocation pile-ups compared to the 
case without matrix damage, but there is a significant reduction in the number of 
dislocations and size of dislocation pile-ups for the case with εfailure = 0.015.  Once 
again, the reduction in the flow stress for the case with εfailure = 0.015 can be attributed 
to the diminished resistance to dislocation motion due to void formation. 
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However, Figure 5.16(a) shows that reduction in the flow stress due to void formation 
when εfailure = 0.015 occurs earlier for the metallic nanocomposite (at around γave = 
0.6%) compared to the pure metallic matrix (which is around γave = 1.0%) as shown 
previously in Figure 5.14(a), even though the percentage of voids in both cases are 
approximately the same (approximately 0.7 per cent voids at γave = 1.0%) as shown in 
Figures 5.14(b) and 5.16(b).  The reductions in the flow stress and density of 
dislocations due to void formation are higher for the metallic nanocomposite 
compared to the pure metallic matrix.  As shown in Figure 5.16(c), the density of 
dislocations at γave = 1.05% for the case with εfailure = 0.015 and εfailure = 0.020 is 30 
and 10 per cent lower, respectively, compared to the case without matrix damage.  On 
the other hand, the corresponding reductions observed for the pure metallic matrix are 
only 20 and 5 per cent respectively.   
 
The effect of void formation on the distribution of dislocations (and the resulting 
overall response) of the metallic nanocomposite is more prominent compared to the 
pure metallic matrix because there are more and larger dislocation pile-ups in the 
matrix with the addition of the nano-size inclusions; when voids are formed, more 
dislocations are also “absorbed” by the voids.  Also, partial localization of dislocation 
activity occurs along segments of certain slip planes as highlighted in Figure 5.17(c); 
the deformation within the matrix is shown in Figure 5.17(d) in which an internal grid 
is plotted.  Each of these segments is located between two voids along the same slip 
plane.  Partial localization of dislocation activity occurs within each of these 
segments, in which dislocations are continually nucleated, moved along the slip 
planes and finally annihilated when they are “absorbed” by the voids.  The presence 
of the inclusions which block dislocation motion along the slip planes makes it 
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difficult for full localization to happen along entire slip planes, but partial localization 
can take place due to the formation of voids along the slip planes.  Nevertheless, 
inclusion localization can only happened when a sufficient amount of voids has been 
formed in the matrix.  On the other hand, this partial localization is not observed in a 
pure metallic matrix as shown in Figure 5.15 since there are no inclusions to block the 
motion of dislocations along the slip planes.  Hence, full localization can occur much 
more easily for a pure metallic matrix.  Therefore, since the average distance travelled 
by dislocations (before annihilation) on the slip planes in which localization occurs is 
shorter for the metallic nanocomposite, the reduction in the flow stress due to void 
formation is more significant as there are fewer impediments to the motion of these 
dislocations. 
 
Finally, Figure 5.17(b) shows that damage due to void formation in the matrix is 
dominated by rather well-dispersed void nucleation instead of void growth 
concentrated in a particular region.  With increasing applied deformation, new voids 
are formed in a more clustered manner and void growth begins to occur.  A similar 
observation was reported by Llorca et al. (1991) for conventional MMCs in which 
extensive cavitation reduces the build-up of tensile hydrostatic stresses and slows 
down the progress of void growth. 
 
5.2.3 Effect of inclusion volume fraction 
 
Figure 5.18(a) shows the mean overall response for a composite material having non-
clustered random arrangements of 5 per cent inclusion volume fraction and inclusion 
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Figure 5.18  (a) Mean overall response of composite material with non-clustered 
random arrangements of 5 per cent inclusion volume fraction and inclusion size of 25 
nm for different values of εfailure, with the corresponding (b) percentage of voids, and  
(c) density of active dislocations (excluding annihilated dislocations) in the matrix. 
 
applied deformation up to γave = 1.05%, void formation does not result in any 
appreciable change in the flow stress when εfailure = 0.020 compared to the case with a 
fully intact matrix, but a significant reduction in the flow stress is observed for the 
case with εfailure = 0.015.  As shown in Figure 5.19, void formation for the case with 






(a) εfailure = infinite (b) εfailure = 0.020 
  
 
(c) εfailure = 0.015 (d) εfailure = 0.015 
  
Figure 5.19  Distribution of dislocations in composite material with non-clustered 
random arrangement of 5 per cent inclusion volume fraction and inclusion size of 25 
nm at γave = 1.05% for different values of εfailure (voids due to element failure are 
denoted by open circles in (a), (b) and (c); shaded circles are used in (d)). 
 
size of dislocation pile-ups compared to the case without matrix damage, but there is a 
significant reduction in the number of dislocations and size of dislocation pile-ups for 
the case with εfailure = 0.015.  Hence, the reduction in the flow stress for the case with 
εfailure = 0.015 can again be attributed to the diminished resistance to dislocation 
motion due to void formation.  Similar to the earlier case with 2 per cent inclusion 
volume fraction, damage due to void formation in the matrix is dominated by rather 
well-dispersed void nucleation as shown in Figure 5.19(b) instead of void growth. 
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However, Figure 5.18(a) shows that reduction in the flow stress due to void formation 
when εfailure = 0.015 occurs earlier with increasing inclusion volume fraction (at 
around γave = 0.4% for 5 per cent inclusion volume fraction compared to γave = 0.6% 
for 2 per cent inclusion volume fraction shown previously in Figure 5.16(a)) even 
through the percentage of voids in both cases does not vary significantly.  Moreover, 
the reduction in the flow stress is much greater for the metallic nanocomposite with 
higher inclusion volume fraction; as shown in Figure 5.18(a) for the case with εfailure = 
0.015, the flow stress at γave = 1.05% is about 35 per cent lower compared to the case 
without damage.  The corresponding reduction in density of dislocations as shown in 
Figure 5.18(c) is also larger compared to that observed for the case with 2 per cent 
inclusion volume fraction shown earlier in Figure 5.16(c).  
 
The increasing reduction in the flow stress (due to the effect of void formation) with 
increasing inclusion volume fraction can be attributed to partial localization of 
dislocation activity which occurs along segments of certain slip planes as highlighted 
in Figure 5.19(c); the deformation within the matrix is shown in Figure 5.19(d) in 
which an internal grid is plotted.  It is much more difficult for full localization to take 
place since the increased inclusion volume fraction results in more blocked slip 
planes.  However, there is a greater tendency for partial localization to happen since 
the average distance travelled by dislocations (before annihilation) on the slip planes 
in which localization occurs is shorter with increasing inclusion volume fraction.  
Therefore, the reduction in the flow stress is more significant as there are fewer 




5.2.4 Effect of inclusion arrangement  
 
Figure 5.20(a) shows the mean overall response for a composite material having 
regular rectangular arrangements of 2 per cent inclusion volume fraction and 
inclusion size of 25 nm, with different values of the failure strain εfailure.  For the range 
of applied deformation up to γave = 1.05%, void formation does not result in any 
appreciable change in the flow stress when εfailure = 0.020 compared to the case with a 
fully intact matrix, but a slight reduction in the flow stress is observed for the case 
with εfailure = 0.015.  As shown in Figure 5.21, void formation for the case with εfailure 
= 0.020 does not lead to any major change to the number of dislocations and size of 
dislocation pile-ups compared to the case without matrix damage, but there is some 
reduction in the number of dislocations and size of dislocation pile-ups for the case 
with εfailure = 0.015.  Also, the percentage of voids as shown in Figure 5.20(b) does not 
vary significantly compared to the case with non-clustered random inclusion 
arrangements; Figure 5.21(b) shows that the voids are rather well-dispersed in the 
matrix.  However, Figure 5.20(a) shows at γave = 1.05% that the flow stress for the 
case with εfailure = 0.015 is about 15 per cent lower compared to the case without 
damage.  Moreover, Figure 5.20(c) shows that the density of dislocations at γave = 
1.05% for the case with εfailure = 0.015 is 25 per cent lower compared to the case 
without matrix damage. 
 
Figure 5.22(a) shows the mean overall response for a composite material having 
highly clustered arrangements of 2 per cent inclusion volume fraction and inclusion 
size of 25 nm, with different values of the failure strain εfailure.  For the range of 
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Figure 5.20  (a) Mean overall response of composite material with regular rectangular 
arrangements of 2 per cent inclusion volume fraction and inclusion size of 25 nm for 
different values of εfailure, with the corresponding (b) percentage of voids, and (c) 
density of active dislocations (i.e. excluding annihilated dislocations) in the matrix. 
 
the flow stress when εfailure = 0.020 compared to the case with a fully intact matrix, but 
a reduction in the flow stress is observed for the case with εfailure = 0.015.   
 
As shown in Figures 5.22(c) and 5.23, void formation for the case with εfailure = 0.020 






(a) εfailure = infinite (b) εfailure = 0.020 
  
 
(c) εfailure = 0.015 (d) εfailure = 0.015 
  
Figure 5.21  Distribution of dislocations in composite material with regular 
rectangular arrangement of 2 per cent inclusion volume fraction and inclusion size of 
25 nm at γave = 1.05% for different values of εfailure (voids due to element failure are 
denoted by open circles in (a), (b) and (c); shaded circles are used in (d)). 
 
there are some noticeable changes to the distribution of dislocations in the matrix; 
void formation results in the reduction of dislocations on certain slip planes, but at the 
same time increasing the size of dislocation pile-ups on other slip planes.  Moreover, 
as shown in Figure 5.23(b) the voids are formed in a rather clustered manner around 
the inclusion clusters while the percentage of voids as shown in Figure 5.22(b) is 
slightly higher compared to the earlier cases with non-clustered random inclusion 
arrangement.  This is because the initial regions of higher stresses are around the 
inclusion clusters due to greater elastic constraint on the matrix and formation of 
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Figure 5.22  (a) Mean overall response of composite material with highly clustered 
arrangements of 2 per cent inclusion volume fraction and inclusion size of 25 nm for 
different values of εfailure, with the corresponding (b) percentage of voids, and (c) 
density of active dislocations (i.e. excluding annihilated dislocations) in the matrix. 
 
leads to stress relaxation around the voids and reduction in the size of dislocation pile-
ups against the inclusion clusters, but more severe deformation in the neighbouring 
regions.  Hence, more dislocation pile-ups are later formed on the slip planes between 
the inclusion clusters.  Therefore, there may be an initial increase in the flow stress 
due to void formation because of the formation of more dislocation pile-ups on these 






(a) εfailure = infinite (b) εfailure = 0.020 
  
 
(c) εfailure = 0.015 (d) εfailure = 0.015 
  
Figure 5.23  Distribution of dislocations in composite material with highly clustered 
arrangement of 2 per cent inclusion volume fraction and inclusion size of 25 nm at γave 
= 1.05% for different values of εfailure (voids due to element failure are denoted by 
open circles in (a), (b) and (c); shaded circles are used in (d)). 
 
deformation the flow stress will decrease as more voids are formed in the matrix 
which will subsequently result in reduction of dislocation pile-ups on the slip planes. 
 
For the case with εfailure = 0.015, reduction of dislocations due to void formation 
happens at a much faster rate compared to any increase in the size of dislocation pile-
ups on neighbouring slip planes.  Consequently, the flow stress is lower compared to 
the case without matrix damage as shown in Figure 5.22(a).  Partial localization of 
dislocation activity along segments of certain slip planes also occurs, as highlighted in 
Figure 5.23(c).  Similar to the case with εfailure = 0.020, the voids are distributed in a 
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rather clustered manner.  The start of void growth in certain regions can also be 
observed.   
 
Therefore, these results show that the addition of nano-size inclusions has a very 
significant effect on the damage in the matrix due to void formation.  The addition of 
the nano-size inclusions leads to earlier onset of void formation as well as greater 
reductions in the flow stress and density of dislocations due to the presence of the 
voids.  These effects become more significant with increasing inclusion volume 
fraction.  Finally, the spatial arrangement of the inclusions also affects the damage in 
the matrix due to void formation.  Void formation tends to start around inclusion 
clusters, which may cause an slight apparent initial increase in the flow stress as more 
dislocations pile-ups are formed on slip planes between inclusion clusters.  Clustered 
inclusion arrangements also lead to earlier onset of void growth.  On the other hand, 
damage due to void formation is dominated by rather well-dispersed void nucleation 






































6.0 Experimental verification 
 
Experiments are conducted to assess whether the overall response of metal matrix 
nanocomposites predicted by the discrete dislocation simulations matches the 
behaviour observed in the actual materials.  The experimental work involves 
fabrication of the materials and specimens as well as selection of appropriate testing 
methods or procedures to capture the desired properties.  If necessary, suggestions 
shall be made on improvements to the numerical model based on the comparison with 
the experimental results.  These issues will be discussed in this chapter. 
 
6.1 Experimental method 
 
The overall response of the composite material obtained from the discrete dislocation 
simulations are in the form of shear stress – shear strain curves.  Consequently, the 
experimental results in the form of stress-strain behaviour under shear are required.  A 
number of methods available for shear testing of materials is given by Kuhn (2000), 
of which a few shall be briefly reviewed here.   
 
Torsion tests of solid rod and hollow tubes are popular for materials and parts under 
rotational shear.  However, these tests are unsuitable for capturing the stress-strain 
response under shear since the stress distribution in the cross-section of the specimen 
is not uniform after the onset of plastic deformation.  Moreover, the axial stress in the 
specimen increases with torsional deformation.  Hence, the torsion test is not used in 




Figure 6.1  Schematic diagram of specimen used in plane simple shear tests. 
 
To attain a gauge region under uniform shear, the plane simple shear test has been 
developed and used to capture the stress-strain response of polymers (G’Sell et al., 
1983) and metals (Bae and Ghosh, 2003).  The specimen consists of a rectangular 
sheet or block with a central, thin and narrow groove machined into the specimen to 
serve as the gauge section as shown in Figure 6.1.  Shear deformation is imposed on 
the gauge section by pulling the adjacent grip sections in opposite directions parallel 
to the gauge section.  This test method has been tried in this study but numerous 
difficulties are encountered, resulting in measured shear moduli which are one or two 
orders of magnitude smaller than the expected values even though the maximum shear 
strength is within the normal range.  The experimental difficulties included the 
inability to secure the grip sections tightly during the test due to the small overall 
width of the specimen (which is limited to 6 mm).  Even though the test is conducted 
on a micro-tester, it is not sensitive enough to capture the response in the elastic 
regime accurately.  Moreover, strain gauges cannot be used to measure the strain 






using the plane simple shear method have been discontinued due to the many 
experimental difficulties and unreliable results. 
 
Several other test methods for shear testing of materials are available in the ASTM 
Standards, one of which is the rail shear method for polymer matrix composites 
(ASTM D 4255).  The method works on essentially the same principles as the plane 
simple shear method but with the addition of strain gauges to measure strain in the 
gauge section of the specimen, as well as allowing the specimen to rotate in-plane 
during the test (thus removing the need for lateral restraints).  The rail shear method is 
unsuitable for the current study due to the small size of specimens available for 
testing.   
 
Another standard test method for shear properties is the V-notched beam method 
(ASTM D 5379) for composite materials reinforced with high-modulus fibers.  This 
test method is also known as the Iosipescu shear test, which was first proposed by 
Iosipescu (1967) for single shear testing of metals and further developed by Walrath 
and Adams (1983; 1985) and Adams and Walrath (1987) from the University of 
Wyoming for testing of composite materials.  In this test, a material coupon in the 
form of a rectangular flat strip with symmetrically located V-notches, shown 
schematically in Figure 6.2, is loaded in a mechanical testing machine by a special 
fixture shown in Figure 6.3.   The notches lie along the line of action of loading.  The 
two halves of the fixture are subjected to a relative displacement using a testing 
machine operated in compression mode.  The loading can be idealized as asymmetric 
flexure, as shown by the shear and bending moment diagrams in Figure 6.4.  The 
notches influence the shear strain along the loading direction by making the 
 184
 
Figure 6.2  Shape and standard dimensions for V-notched beam test coupon  











Figure 6.4  Idealized force, shear and moment diagrams for  
Iosipescu shear test specimen (ASTM D 5379). 
 
distribution more uniform that would be seen without the notches.  By placing two 
strain gauge elements, oriented at ± 45° to the loading axis, in the middle of the 
specimen (away from the notches) and along the loading axis, the shear response of 
the material can be measured.   
 
The Iosipescu shear test is adopted in this study to obtain the experimental stress-
strain curve of the metal matrix nanocomposites under shear.  The standard fixture 
used in this study is shown in Figure 6.5, with the major components shown in Figure  
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Figure 6.5  Picture of Iosipescu shear test fixture used in this study. 
 
6.6.  The standard specimen dimensions are shown in Figure 6.2 in which the total 
width is 20 mm while the nominal width of the gauge region is 12 mm.  However, the 
total width of the actual nanocomposite specimen is restricted to only 6 mm in this 
study.  Hence, additional modifications are made to the test fixture in order to 
accommodate a smaller specimen without resorting to using a scaled-down fixture 
which is much more expensive than the standard-size fixture.  These modifications 
are shown in Figure 6.7 with the detailed sketches and calculations included in 
Appendix A.  Additional metal pieces are required to reduce the distance between the 
contact points adjacent to the notches (i.e. reduce the length b shown in Figure 6.4) to 
prevent premature failure of the smaller nanocomposite specimen due to high bending 
stresses, as well as to fill in the gap in the grip regions due to the reduced specimen 
width.    
 
The typical thickness of a standard specimen is between 3 to 4 mm.  ASTM D 5379 












Figure 6.6  Major components of Iosipescu shear text fixture used in this study. 
 
away from the test region to strengthen and stabilize the specimen by locally 
increasing the thickness in the grip region.  This minimizes local crushing failure of 
the specimen in the grip region and reduces the possibility of twisting of the specimen 
in the fixture.  However, bonding of the tabs to the specimen using adhesives may 
cause other unintended problems especially the misalignment of the tabs and the 
resulting uneven surfaces along the sides of the specimen.  Hence, in this study an 
alternative method is used to strengthen the specimen in the grip region to prevent 


















Figure 6.7  Modifications to Iosipescu shear test fixture  




Figure 6.8  (a) Small metals pieces used to strengthen grip sections of specimen.   
(b) Alignment plate used for alignment of metal pieces.  
 
into a U-shape metal piece as shown in Figure 6.8(a) which functions as a grip block.   
Tightening screws are used to secure the metal pieces to the specimen so that the 
Specimen 





Specimen end to 
be inserted 
within this slot 
Screws for securing 









metal pieces will not slip off the specimen.  To ensure proper alignment of the metal 
pieces with respect to the specimen, a flat alignment plate is used as shown in Figure 
6.8(b).  Small holes are drilled into the top or bottom faces of the metal pieces so that 
small pins or screws can be inserted through the alignment plate, forcing the two 
metal pieces to be properly aligned.  The same method is used to strengthen the 
specimen ends for the smaller nanocomposite specimens used in this study.  The 
nominal thickness of these smaller nanocomposite specimens is 1 mm. 
 
6.1.1  Fixture assembly and installation 
 
The fixture needs to be installed into a testing machine with a stationery head and a 
moving head, before the specimen is inserted and the test is commenced.   
 
The fixture is assembled and installed following these steps, which sequence is 
similar to that in ASTM D 5379: 
 
1. The fixture is examined for signs of wear in the grip area or loose play between 
the linear bearing and its shaft.   
2. A 150 mm compression platen is attached to the lower head of the testing 
machine.   
3. The lower grip and bearing post are attached to the base plate (see Figure 6.6(a)), 
after which the entire lower grip assembly is seated on the compression platen.  
4. The housing for the linear bearing (with the linear bearing inside) and machine 
adaptor are attached to the upper grip (see Figure 6.6(b)).  The entire upper grip 
assembly is then attached to the upper head of the testing machine. 
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5.  The upper head of the machine is lowered slowly so that the bearing post (which 
is attached to the fixture base) slides through the linear bearing of the upper grip. 
6. The upper and lower grips are checked to ensure they are properly aligned. 
 
The specimen is then inserted into the fixture following these steps: 
1. The metal pieces or tabs are fixed to both ends of the specimen.  Alignment of 
the metal pieces is performed (see Figure 6.8(b)). 
2. The specimen strain gauges are connected into the data acquisition circuitry. 
3. The load display is zeroed and thereafter observed during the specimen 
installation to minimize undesirable preload on the specimen. 
4.  The jaw of each grip is loosened sufficiently to allow the specimen width to be 
freely inserted into the grip with clearance.  The movable head position is 
adjusted until the grips are approximately aligned vertically.  After that, the 
specimen alignment tool is placed in the groove in the lower fixture grip. 
5. The specimen is inserted loosely into both grips.  The back side of the specimen 
is pressed flat against the back wall or shims of the fixture.  The specimen 
alignment tool is pulled vertically up into the notch to centre the specimen V-
notch relative to the fixture as shown in Figure 6.9. 
6.   The jaw of the lower grip is lightly tightened while keeping the specimen 
centred, ensuring that the jaw is not over-tightened so as not to cause premature 
damage.  At the same time, there must be some clearance between the specimen 
and the upper grip.  If there is no clearance or if load on the specimen is 
indicated, the jaw of the upper grip or the upper head of the testing machine is 





Figure 6.9  Specimen placement and alignment in the shear test fixture  
(ASTM D 5379). 
 
7. The upper head of the testing machine is lowered very slowly until the upper 
inside surface of the upper grip just contacts the upper surface of the specimen 
without loading it.  The jaw of the upper grip is lightly tightened.  A small 
amount of preload would be unavoidable but must be minimized. 
 
6.1.2  Testing procedure 
 
After the specimen has been secured inside the fixture as shown in Figure 6.5, the test 
can commence.  The load display and strain gauge readings are zeroed, after which 
the specimen is loaded at a specified rate until failure while recording data 
continuously or at frequent regular intervals.  A standard head displacement rate of 2 
mm/min is recommended in ASTM D 5379.  However, in this study a constant 
displacement rate of 0.2 mm/min is used for the smaller nanocomposite specimens.  
Standard specimens can be tested on a general testing machine (e.g. Instron 1334) 
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with load cell capacity of 50 kN, but the smaller nanocomposite specimens used in 
this study are tested using a micro-tester (Instron 5548) with load cell capacity of 2 
kN.   
 
ASTM D 5379 recommends bonded resistance strain gauge with active gauge length 
of 1.5 mm.  The gauge length should not be so large as to extend significantly beyond 
the area in which shear strain is relatively uniform.  A minimum of two gauge 
elements is required, centred about the loading axis in the gauge section of the 
specimen as shown in Figure 6.10 and mounted at +45° and -45° to the loading axis.  
For the smaller nanocomposite specimens used in this study, strain gauges with gauge 
length of 0.3 mm are used (FLA-03-11-1LT TML single element strain gauges).   
 
The stress-strain curve under shear can be determined from the load and strain gauge 




P   (6.1) 
where P is the load, w is the width of the specimen across the notch, and h is the 
specimen thickness at the notch.  The actual specimen dimensions at the notch are 
measured for each test.   
 
 
Figure 6.10  Locations and alignment of strain gauges on shear test specimen  
(ASTM D 5379). 
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The shear strain γ is calculated from the strain gauge readings: 
4545     (6.2)
where |ε+45| and |ε-45| are the magnitudes of the strain readings obtained from the strain 
gauges oriented at +45° and -45° to the loading axis, respectively. 
 
6.2 Materials processing and specimen fabrication  
 
The specimens used in this study are made of magnesium (Mg) – zinc oxide (ZnO) 
nanocomposites.  These Mg-ZnO nanocomposites are similar to those in Tun et al. 
(2011) which are prepared using powder metallurgy processing involving microwave 
assisted rapid sintering.  Microwave sintering has been shown to be advantageous 
compared to conventional resistance furnaces as it is rapid, cost effective and 
produces materials with better microstructural and mechanical properties (Gupta and 
Wong, 2005; Wong et al., 2005; Wong and Gupta, 2006; Wong and Gupta, 2007a; 
Wong and Gupta, 2007b).   
 
Another popular method for fabrication of metallic nanocomposites is casting, in 
which the matrix metal is melted and the reinforcement particles are added, after 
which the mixture can be poured into moulds of any shape and size.  However, the 
main disadvantage of this method is the poor dispersion of nano-size inclusions 
because of their tendency to agglomerate in the melt (Tjong, 2007).  This is because 
of the large surface-to-volume ratio and poor wettability of the nano-size ceramic 
inclusions as well as the high viscosity of the liquid metal (Yang et al. 2004).  
Consequently, the melt must be continuously stirred or agitated (by mechanical means 
or high-intensity ultrasonic waves) to disperse the inclusions so as to prevent the 
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formation of large clusters, but some degree of clustering may still occur during 
solidification.  Moreover, the nano-size inclusions will tend to accumulate at the grain 
boundaries of the material as the melt solidifies.  Due to the agglomeration of nano-
size inclusions, the maximum inclusion volume fraction which can be achieved in 
casting is typically not more than 1 per cent.  Hence, powder metallurgy is chosen as 
it ensures better dispersion of the nano-size inclusions within the matrix provided that 
the raw material powders have been well-blended.  Good-quality metallic 
nanocomposites with inclusion volume fractions greater than 1 per cent can be 
produced using powder metallurgy, but nanocomposites with inclusion volume 
fractions greater than 2 per cent tend to fracture easily during secondary processing.   
 
In powder metallurgy, the primary processing stage involves blending, compaction 
and sintering.  Mg powder of 98.5% purity with a size range of 60 to 300 µm 
(supplied by Merck, Germany) is used as the matrix material.  ZnO nanoparticles of 
99.9% purity with a size range of 90 to 200 nm (supplied by Nanostructured & 
Amorphous Materials, Inc., USA) are used as the reinforcement; the shape of the 
particles is irregular.  The powders are weighed carefully and blended in a Retsch PM 
400 mechanical alloying machine using a speed of 200 rpm for 60 minutes without 
process control agents.  The blended powders are then cold compacted using a 
pressure of 97 bar (~ 50 tons) in a 100 ton press to form billets with dimensions of 40 
mm in height and 35 mm in diameter. The billets are sintered using an innovative 
microwave assisted hybrid sintering technique as shown in Figure 6.11 for 14 minutes 
in a 900 W, 2.45 GHz Sharp microwave oven (to reach the temperature of 640°C, the 
melting point of Mg).  For secondary processing, the sintered billets are soaked at 
400°C for one hour in a resistance furnace and subsequently hot extruded at a 
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Figure 6.11  Schematic diagram of experimental setup used for microwave sintering  
(Wong and Gupta, 2007b). 
 
temperature of 350 °C using an extrusion ratio of 26:1 on a 150 ton hydraulic press 
using colloidal graphite as lubricant to produce extruded rods with final diameter of 7 
mm.   Hot extrusion of the sintered billets is necessary as the porosity of the un-
extruded material may be very high (up to 10 per cent), which results in lower 
strength and a large variability in test results.  The same process is used to prepare the 
nanocomposite and monolithic Mg specimens.   
 
The test coupons are produced through milling and wire electrical discharge 
machining (with accuracy of 20 μm) of the 7 mm diameter extruded rods.  
Consequently, the total width of specimens used in this study is limited to 6 mm with 
the width across the notches reduced proportionally to 4 mm.  While this total width is 
much smaller than the standard width for the Iosipescu shear test (which is 20 mm), it 
is not feasible to produce standard size specimens in this present study based on the 
available processing setup.  The total length, on the other hand, is maintained at 76 
mm to provide large enough grip sections so that the specimen can be satisfactorily 
secured into the test fixture.   
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Mg-ZnO nanocomposites with ZnO inclusion volume fractions of 0.5 and 1.5 per cent 
are used in this study.  The specimens are tested using the Iosipescu shear test method 
discussed in Section 6.1 to obtain the stress-strain response under shear.  Figure 6.12 
shows a picture of the nanocomposite specimen used in the tests.  Load readings are 
recorded directly to a computer using Instron’s Bluehill testing software, while strain 
gauge readings are recorded using a Yokogawa digital oscilloscope; measurements for 
load and strain are taken at frequency of 10 Hz. 
 
6.3 Experimental results 
 
6.3.1  Hardness and tensile properties 
 
While not of particular interest in this present study, the hardness and tensile 
properties of the Mg-ZnO nanocomposites with different ZnO inclusion volume 
fractions is listed in Table 6.1 for the sake of completeness.  It is evident that the 
addition of the nano-size ZnO inclusions improves the hardness and strength as well 
as ductility of the Mg matrix.  Scanning electron micrograph images of the 
nanocomposites (Tun et al., 2011) show that the ZnO inclusions are uniformly 
dispersed within individual Mg grains, but there is also accumulation of ZnO 
inclusions at the inclusion-grain boundaries. 
 
6.3.2  Stress-strain response under shear  
 
Figure 6.13 shows the stress-strain response under shear for each Mg-ZnO 
nanocomposite specimen with different ZnO inclusion volume fractions, while the
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Figure 6.12  Nanocomposite test coupon used in the Iosipescu shear test.  
 
Table 6.1  Hardness and tensile properties of Mg-ZnO nanocomposites  













0 45 ±1 121 ± 5 179 ± 6 11 ± 1 20.7 ± 3.4 
0.5 53 ± 0.4 119 ± 9 203 ± 17 16 ± 2 8.9 ± 4.9 
1.0 62 ± 2 125 ± 9 231 ± 17 17 ± 2 8.8 ± 5.4 
1.5 66 ± 2 125 ± 4 229 ± 4 17 ± 2 8.8 ± 5.1 
 
mean stress-strain response is shown in Figure 6.14.  The end point of each curve 
shown in Figure 6.13 is due to failure of the strain gauges (which have strain limit of 
up to 5%) instead of the specimen as shown in Figure 6.15.  Consequently, the 
maximum shear strength and failure strain of the specimens cannot be obtained from 
the current results.  While the maximum shear strength can be measured if a specimen 
is loaded to failure, alternative methods are required to measure the corresponding 
strain values such as special large-strain gauges (which have strain limit up to 20%) or 
optical techniques.   
 
It is obvious that there is considerable variability in the experimental shear stress-
strain results, and this variability is more significant than those observed in the 
hardness and tensile test results previously shown in Table 6.1.  Also, the measured 
shear moduli are lower than the expected values, though of the same order of 
magnitude as shown in Table 6.2.  While these errors could be due to many reasons, 
the most probable causes are machining inaccuracies and difficulties in producing the 
flat nanocomposite specimens from the original extruded rods, imprecise mounting of 
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Figure 6.13  Stress-strain response under shear for Mg-ZnO nanocomposite 
specimens with ZnO inclusion volume fraction of (a) 0, (b) 0.5, and (c) 1.5 per cent. 
 
resulting in a significant initial slip as shown in Figure 6.15.  This initial slip is not 
noticeable when testing with standard-size dummy specimens, thus it is due to the 
modifications made to accommodate the smaller-size nanocomposite specimens into 
the same standard-size fixture.  Further improvements are required to better secure the 
nanocomposite specimens in the fixture.  For example, a thin and shallow central 
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Figure 6.14  Mean stress-strain response under shear for Mg-ZnO nanocomposite 
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Figure 6.15  (a) Force-time, and (b) strain-time data measured for Mg-ZnO 
nanocomposite specimen B2. 
 
6.16 such that when the specimen is gripped it can be locked neatly in position and 
prevented from moving laterally during the test.  Also, a small notch can be made on 




Table 6.2  Comparison between experimentally-determined and expected shear 
moduli of Mg-ZnO nanocomposites with different ZnO inclusion volume fractions. 
ZnO content (vol %) Mean shear modulus (GPa) Expected shear modulus (GPa) 
0 7.2 17.4 
0.5 7.2 17.5 
1.5 8.9 17.8 
 
 
Figure 6.16  Possible modifications to improve gripping of specimen  
within test fixture. 
 
as shown in Figure 6.16; this feature could minimize slip along the length of the 
specimen.  Nevertheless, while a more accurate stress-strain response could be 
obtained with these improvements, it may not be possible to obtain precise 
measurements of the shear moduli using the current testing method.  Other methods 
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Due to the significant variability in the experimental shear stress-strain results, test 
results from more specimens are required in order to obtain more accurate mean 
results.  However, due to the lack of materials, only a few specimens are available for 
the present study.   
 
6.4 Comparison with numerical results 
 
Discrete dislocation simulations are conducted for the Mg-ZnO nanocomposites with 
different ZnO inclusion volume fractions.  The Young’s modulus and Poisson’s ratio 
for the Mg matrix are EM = 45 GPa, and vM = 0.29, respectively, while the magnitude 
of the Burgers vectors b is taken as 0.35 nm (Callister, 2003).  For the ZnO inclusions, 
Young’s modulus EP = 120 GPa and Poisson’s ratio vP = 0.30 are used (Martin et al., 
1996).  While the actual inclusion size ranges from 90 to 200 nm, for simplicity a 
constant inclusion size of 140 nm is used in the simulations.   
 
The drag coefficient β = 6×10-5 Pa·s determined based on Equation (2.14) is used in 
the simulations, which is approximately similar to that estimated using Equation 
(2.13).  The limiting dislocation velocity ηmax is taken as 20 ms-1 while the nucleation 
time tnuc = 1×10-8 s is determined using Equation (2.17).    The size of the unit cell is 
11.2 μm × 11.2 μm and contains equally spaced horizontal slip planes with slip plane 
spacing d = 200b.  An applied shear deformation rate   of 103 s-1 with time-step 
magnitude of Δt = 0.5 ns is used.   
 
The following values are adopted for the Mg matrix based on the calibration 
procedure shown in Section 3.2.4: mean nucleation strength τ*nuc = 17 MPa (1×10-3 
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μM) with coefficient of variation of 0.2 and density ρnuc = 10 μm-2 for the dislocation 
sources, and strength τobs = 0.17 GPa (1×10-2 μM) and density ρobs = 30 μm-2 for the 
impurities on the slip planes.  Figure 6.17 shows that the mean overall response of the 
pure Mg matrix obtained from the simulations matches reasonably well with the 
experimental shear stress – shear strain curve within the displayed range of applied 
deformation except in the initial parts, i.e. the linear-elastic phase and transition to the 
plastic deformation stage.  This discrepancy is due to experimental inaccuracies 
described in previous section, whereby weak gripping of the specimens in the test 
fixture resulted in a significant initial slip. 
 
Figure 6.18 shows a comparison between the numerically-computed and 
experimentally-measured overall response of the Mg-ZnO nanocomposites with 
different ZnO inclusion volume fraction.   It is obvious that while the numerical and 
experimental results display a similar trend of increasing flow stress with increasing 
inclusion volume fraction, the improvement in flow stress shown in the numerical 
results is much less significant compared to the experimental results.  This 
discrepancy can be attributed to a number of factors.  Firstly, the contribution from 
the interfacial zone between the matrix and inclusions has not been taken into account 
in the simulations; the discrepancy between the experimental and numerical results in 
the present study points to the importance of the interfacial zone in the mechanical 
properties of MMNCs.  Consequently, a more complete numerical model which 
includes the effect of the interfacial zone is required to obtain more accurate results 
from the simulations.  Secondly, the addition of nano-size inclusions has been shown 
to reduce the average grain size of the metallic matrix significantly (Hassan and 
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Figure 6.17  Comparison between numerically-calibrated and experimentally-
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Figure 6.18  (a) Numerical, and (b) experimental shear stress - shear strain response of 
Mg-ZnO nanocomposite with different ZnO inclusion volume fraction. 
 
act as additional nucleation points for solidification; reduction of the average Mg 
grain size due addition of the ZnO nano-size inclusions is evidently shown in Table 




metallic materials because grain boundaries act as impenetrable barriers to dislocation 
motion (Callister, 2003).   
 
Therefore, comparison between the experimental and numerical results shows that 
key improvements need to be made to the numerical model so as to better capture the 
overall mechanical response of metallic nanocomposites.  In particular, the influence 
of the interfacial zone and grain size reduction due to addition of nano-size inclusions 



















7.0 Conclusions and future work 
 
This chapter summarizes the work performed in this study and lists the future work 




Numerical simulations using two-dimensional discrete dislocation method 
implemented within a multi-inclusion representative volume element (RVE) approach 
are conducted to investigate the mechanical properties of metal matrix 
nanocomposites (MMNCs).  The nanocomposite is considered as a linear elastic body 
which contains elastic inclusions, with a distribution of dislocations which glide along 
pre-determined slip planes in the matrix.  Constitutive relations are used to describe 
the motion, nucleation and annihilation of dislocations.   
 
In this study, a calibration procedure is developed to determine the suitable values for 
various parameters which describe the aforementioned dislocation processes – namely 
the density and strength of dislocation sources and impurities in the matrix – so that 
the overall response of the pure metallic matrix can be captured accurately.  The 
appropriate values are estimated based on fitting numerical to experimental results for 
the metallic matrix.  Moreover, the overall response obtained from the discrete 
dislocation simulations is dependent on the random distributions of the dislocation 
sources, impurities and inclusions.  Consequently, many different realizations of these 
distributions are used to obtain the mean overall response for every case studied. 
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Suitable RVE sizes required for modelling of MMNCs based on inclusion volume 
fraction and size are also established in the present study.  It is found that an RVE 
needs to have at least approximately 70 to 80 inclusions to be effectively 
homogeneous, i.e. statistically representative of the composite material.  Results 
obtained using RVEs which have more inclusions than this minimum value will not 
vary significantly with increasing RVE size.  This minimum number of inclusions 
corresponds to a minimum RVE size of around ten times the average inter-inclusion 
spacing.   
 
Simulations conducted to investigate the effects of microstructural features on the 
overall response of MMNCs show that higher inclusion volume fraction and smaller 
inclusion size increase the mechanical strength of the metallic nanocomposites 
because there are more inclusions which can block the motion of dislocations in the 
matrix.  Inclusion aspect ratio seems to have little influence on the overall response if 
the inclusions are randomly aligned with respect to the dislocation slip planes, but the 
flow stress increases with increasing proportion of inclusions which are aligned in a 
perpendicular manner to the slip planes.  The simulations also reveal that the flow 
stress and degree of hardening are lowest for MMNCs with regular rectangular and 
highly clustered inclusion arrangements as there are many unimpeded slip planes, but 
non-clustered random and mildly clustered inclusion arrangements result in improved 
overall response compared to a regular rectangular arrangement. 
 
The simulations show that the mean overall response of MMNCs seems to be 
relatively insensitive to the elastic properties (i.e. Young’s modulus and Poisson’s 
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ratio) of the reinforcement phase (relative to the matrix).  However, their influence is 
more apparent at large inclusion volume fractions.   
 
The simulations also show that damage of inclusions and matrix has significant 
influence on the mechanical response of MMNCs.  Lower inclusion fracture strength 
causes lower composite flow stress, earlier onset of inclusion damage and higher 
fraction of damaged inclusions.  In addition, non-clustered random and mildly 
clustered inclusion arrangements lead to more inclusion damage compared to regular 
rectangular and highly clustered arrangements.  This is because non-clustered random 
and mildly clustered inclusion arrangements result in more effective impediment to 
dislocation motion and hence greater average stresses in the inclusions.  Also, the 
effect of inclusion damage on the overall response of MMNCs is more significant 
with increasing inclusion volume fraction as there are more dislocation pile-ups and 
stronger load transfer from the matrix to the relatively stronger inclusions.   
 
Furthermore, matrix damage due to void formation leads to lower overall strength and 
density of dislocations in MMNCs.  This effect becomes more prominent with 
increasing inclusion volume fraction.  Void formation tends to start around inclusion 
clusters, and clustered inclusion arrangements lead to earlier onset of void growth.  
On the other hand, damage due to void formation is dominated by rather well-
dispersed void nucleation instead of void growth when the inclusions are also well-
distributed within the matrix. 
 
Finally, experiments are conducted using the V-notched beam method (also known as 
the Iosipescu shear test) with a modified test fixture to investigate the effect of 
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inclusion volume fraction in a magnesium – zinc oxide nanocomposite.  The 
experimental results display the same trend as predictions from the discrete 
dislocation simulations, but the improvement in flow stress shown in the numerical 
results is much less significant compared to the experimental results.   
 
7.2 Recommendations for future work 
 
In this study, the discrete dislocation simulations are able to capture many of the 
essential physics as well as the broad trends in the mechanical response of MMNCs.  
However, there are several drawbacks in the current approach.  In order to improve 
the accuracy of the results and expand the range of problems which can be explored in 
the simulations, these limitations should be addressed in future studies.  A couple of 
shortcomings of the current approach will be discussed in the following sections, 
namely the effect of interfacial zone and consideration of crystallographic details. 
 
7.2.1 Effect of interfacial zone 
 
The discrete dislocation simulations of the mechanical response of MMNCs 
performed in this study are able to capture the trend of increasing flow stress and 
degree of hardening with larger inclusion volume fraction and decreasing inclusion 
size, with impediment to dislocation motion by the inclusions being the primary 
mechanism of strengthening.  However, the improvements to the mechanical 
properties shown in these simulations are not as substantial as that reported in some 
experiments especially at very low inclusion volume fractions.  Also, the simulations 
seem to suggest that the elastic properties of the inclusions (relative to the matrix) do 
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not have a significant influence on the mechanical properties of the resulting 
nanocomposite.  However, experimental results such as those reported by Hassan and 
Gupta (2006b) show that the type (i.e. chemical composition) of reinforcing 
particulates results in different degrees of strength and ductility improvements 
compared to the pure metallic matrix.   
 
These discrepancies indicate that there are other important mechanisms of 
strengthening which have not been considered in the present simulations.  One such 
factor is the interfacial bonding between the inclusions and the matrix.  Hassan and 
Gupta (2006b) suggested that alumina nanoparticles result in greater improvement in 
the magnesium nanocomposite flow stress compared to zirconia nanoparticles 
because the former are more susceptible to diffusion controlled superficial reaction 
with magnesium to form strong interfacial bonding.  
 
A second important factor could be the effect is thermal residual stress.  Zhang and 
Chen (2006) postulates that enhanced dislocation density due to thermal residual 
stress is another significant mode of strengthening in MMCs.  Thermal residual stress 
is generated around the inclusions upon temperature change during fabrication 
because of the coefficient of thermal expansion mismatch between the inclusions and 
the matrix.  It is well documented that the thermal stress is normally large enough to 
produce dislocations around the inclusions (Hull and Bacon, 1984; Dunand and 
Mortensen, 1991).  Around each inclusion, dislocations are punched out in the matrix 
in a radial manner along various principal slip directions to relieve the thermal 
residual stress.  Dislocation tangles are formed around the inclusions due to the 
interaction of these dislocations which are on different slip systems.  These thermally-
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generated dislocations and dislocation tangles will later impede the motion of 
mechanically-generated dislocations.  An estimate for the density of the thermally-
generated dislocations has been calculated by Taya and Arsenault (1989) and is given 
in Zhang and Chen (2006) as a function of inclusion volume fraction, inclusion size, 
difference in the coefficients of thermal expansion of the inclusions and the matrix, 
difference between the processing and test temperatures, and magnitude of the 
Burgers vector of the matrix. 
 
Based on these observations, the interfacial zone between the inclusions and the 
matrix has a significant effect on the overall mechanical properties of MMNCs.  The 
atomic structure of matrix in this interfacial zone is considerably altered compared to 
the bulk matrix.  Consequently, dislocations will not be able to glide freely through 
the interfacial zone since the original slip planes are greatly distorted in this region.  
Hence, the resistance to dislocation motion due to the presence of the interfacial zone 
must be accounted for in the simulations in order to improve the accuracy of the 
numerical predictions and produce a more realistic distribution of dislocations in the 
material.     
 
One way to achieve this is to use an “effective size” for the nano-size inclusions 
which is larger than their actual size, i.e. this “effective size” accounts for both the 
actual inclusion and the adjacent interfacial zone.  Consequently, the appropriate 
“effective size” of the nano-size inclusions and/or the size of the interfacial zone need 
to be determined.  Dunand and Mortensen (1991) estimated that this interfacial 
(plastic) zone is between two to four times larger than the actual inclusion size for 
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micron-size inclusions.  However, the size of this interfacial zone is not readily 
available for nano-size inclusions.   
 
Figure 7.1 shows the mean overall response of a composite material with different 
size of the interfacial zone between the matrix and inclusions as a factor of the 
inclusion size.  In the simulations, an inclusion and its adjacent interfacial zone are 
modelled as an effectively larger inclusion which size is equal to the size of the 
interfacial zone plus the actual size of the inclusion.  It is clear that with larger 
interfacial zone, the flow stress of composite material increases significantly.  
Consequently, as discussed in Section 6.4, the interfacial zone should be accounted 
for in the simulations in order to capture the overall mechanical response of metallic 
nanocomposites more accurately.   
 
The size of this interfacial zone should be a function of the following factors: 
inclusion size, difference in coefficients of thermal expansion between the inclusions 
and the matrix, difference between the processing and test temperatures, magnitude of 
the Burgers vector of the matrix, as well as stiffness and strength of the inclusions and 
matrix.  Furthermore, the effect of chemical reaction between the inclusions and the 
matrix at the inclusion-matrix interface should be investigated further.  While nano-
size ceramic inclusions normally do not react with metallic matrices at room 
temperatures, some reactions could be activated at elevated temperatures to which the 
nanocomposite is subjected during processing.  Other non-inert reinforcements such 
as nano-size metal inclusions are known to react with the host metal.  The relationship 
between the size of the interfacial zone and the particular chemical reaction between 
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Figure 7.1  Mean overall response of composite material with different size of 
interfacial zone as a factor of inclusion size. 
 
A possible method of estimating the size of the interfacial zone as a function of the 
aforementioned factors is to use molecular dynamics simulation.  While molecular 
dynamics cannot be used to model a large specimen, simulations on a small 
representative volume containing a few nano-size inclusions can be done.  Molecular 
dynamics simulation is well-suited for investigation of the physical, chemical and 
thermal effects on the inclusion-matrix interfacial properties.  Provided suitable force 
field functions are chosen, the simulations can provide useful insights into the detailed 
local interactions between the nano-size inclusions and the matrix, and the size of the 
interfacial zone can be estimated with reasonable accuracy.  This approached has 
recently been used in the modelling of polymer matrix nanocomposites (e.g. Brown et 
al., 2008; Qiao and Brinson, 2009) in which the size of interface region is found to be 
several times larger than the actual size of the nano-size inclusions.  Dongare et al. 
(2009) have recently proposed a class of interatomic potentials (i.e. force field 






7.2.2 Consideration of crystallographic details 
 
Another major limitation in the current study is that actual crystallographic details are 
not explicitly accounted for in the simulations.  Metallic materials are crystalline; they 
belong to specific crystallographic systems or lattices which determine the manner in 
which the atoms are arranged to form these materials.  Since dislocations are linear 
defects around which atoms in the lattice of a crystalline material are misaligned, 
accurate representations of dislocations and description of dislocation processes in 
continuum-based simulation approach should take into account the crystallographic 
details.  Also, dislocations do not move with the same degree of ease on all 
crystallographic planes and directions; they move preferably on certain planes and in 
certain directions which are called slip systems.   
 
In the simulations performed in this study, it is assumed that there is only a single slip 
system in the matrix.  Consequently, all the slip planes in the matrix are parallel.  
While interaction between the dislocations travelling on these slip planes and the 
inclusions can be observed, interaction between dislocations on different slip planes – 
which results in strain hardening due to entanglement of dislocations – could not be 
explicitly captured in the simulations.  Nevertheless, if multiple slip systems are to be 
included in the simulations, it is uncertain how the orientations of these slip planes 
should be specified in a 2-D approximation.  Several discrete dislocation studies such 
as Balint et al. (2006), Cleveringa et al. (1999), Cleveringa et al. (2000) and Shu et al. 
(2001) included multiple slip systems in the matrix.  However, the orientations of the 
slip planes seem to be chosen based on the applied boundary conditions and intended 
overall outcomes rather than the actual crystallographic system of the material.  As a 
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result, while having multiple slip systems will enable the effect of dislocation “forest” 
interactions (Hull and Bacon, 1984) to be captured in the simulations, is it still unclear 
whether the chosen slip plane orientations mimic the actual slip systems in the 
material.  This issue should be further explored in future studies. 
 
Several researchers have also used discrete dislocation approaches in which the 
crystallographic system of the material is explicitly modelled (Ariza and Ortiz, 2005; 
Ramasubramaniam et al., 2007).  However, the discrete dislocation formulation used 
in these work is very different compared to that used in this study which is presented 
in Chapter 2.  Also, the spatial finer resolution required in the aforementioned 
approaches limits the range of problem sizes which can be investigated in the 
simulations. 
 
Finally, it should also be pointed out that metallic materials are polycrystalline, i.e. at 
the micro-level, they consist of grains or crystals which have the same type of slip 
systems but each grain or crystal is oriented in a random manner.  As a result, when 
the material is subjected to loading, the dominant slip direction in each grain depends 
on the orientation of the grain relative to the direction of applied loading as shown in 
Figure 2.6.  Moreover, dislocations are unable to propagate from one grain into 
adjacent ones through the grain boundaries.  Hence, the strength of the material 
increases with reducing grain size since more internal boundaries are created to limit 
the motion of dislocations; this method of strengthening through grain size reduction 
is referred to as the Hall-Petch effect (Callister, 2003; Courtney, 2000).  As mentioned 
in Section 6.4, a key reason for the disparity between the numerical and experimental 
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results obtained in this study is that the effect of grain size reduction is not accounted 
for in the simulations.   
 
Therefore, a more accurate numerical representation of metallic nanocomposites 
should include the influence of grain boundaries and slip plane orientations.  Discrete 
dislocation simulations of polycrystalline materials have been performed by several 
researchers such as Balint et al. (2006), Biner and Morris (2002) and Kumar et al. 
(2009).  RVE size greater that those used in the present study – for example, up to 25 
μm × 25 μm in Biner and Morris (2002) – is required for such simulations and 
depends on the expected average grain size of material, which in turn is controlled by 
processing methods as well as type, size and volume fraction of inclusions.  However, 
as discussed in Section 3.3, increasing the RVE size results in a dramatic increase in 
the required computational time since more dislocation-dislocation interactions need 
to be accounted for.   Consequently, such simulations are currently not possible in the 
present study due to limited computational resources.  The challenges with the 
computational time-step and efficiency which are highlighted in Section 3.1 should 
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Appendix A: Modifications to standard Iosipescu shear test 
fixture for testing of smaller specimens 
 
The standard specimen dimensions for the Iosipescu shear test are shown in Figure 
6.2 in which the total width is 20 mm while the nominal width of the gauge region is 
12 mm.  However, the total width of the Mg-ZnO nanocomposite specimen used in 
this study is restricted to only 6 mm, with the nominal width between the notches 
reduced proportionally to 4 mm.  Hence, additional modifications are made to the test 
fixture in order to accommodate a smaller specimen without resorting to using a 
scaled-down fixture which is much more expensive than the standard-size fixture.  As 
shown in Figure 6.7, additional metal pieces are required to reduce the distance 
between the contact points adjacent to the notches (i.e. reduce the length b shown in 
Figure 6.4) to prevent premature failure of the smaller specimen due to high bending 
stresses, as well as to fill in the gap in the grip regions due to the reduced specimen 
width.  Calculations to determine the dimensions of these additional metal pieces are 
shown here. 
 
As shown in Figure 6.4, the maximum bending moment in the specimen is given by 
2max
PbM   (A.1)
 
Since the cross-section of the specimen is rectangular, the elastic section modulus S of 
the cross-section in the grip region about the (horizontal) bending axis is given by 
2
16
1 hdS   (A.2)
 232
where h is the thickness of the specimen while d1 is the total width as shown in Figure 
6.2.   
 
Assuming that the shear stress τ is constant along the cross-section of the specimen in 
the notched region, the relationship between τ and the applied load P is given by 
hwP   (A.3) 
where w is the width of the specimen across the notched region. 
 
Therefore, if the grip region remains elastic throughout the duration of the test, the 
relationship between the maximum bending stress σmax in the grip region and the shear 









M   (A.4) 
 
To prevent premature failure of the grip region, the maximum bending stress σmax 
must be less than the yield strength σy of the specimen.  Assuming that shear strength 
3yy    and substituting into Equation (A.4), the following relationship between 












bw  (A.5) 
 









bw  (A.6) 
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Consequently, the standard-size specimen will not fail prematurely due to bending in 
the grip region with a factor of safety of 1.5. 
 
For the smaller specimen, d1 and w are limited to 6 mm and 4 mm respectively.  







Hence, a value of b = 0.15 in ≈ 3.8 mm is suggested for the smaller specimen to 
prevent bending failure in the grip region.  The corresponding factor of safety is 
approximately 1.35.   
 
Based on the suggested value of b and the dimensions of the smaller specimen, the 
dimensions of the additional metal pieces are determined as shown in Figure A.1.  
These additional metal pieces are inserted into the test fixture as shown in Figure 6.7 
when testing of the smaller specimen is conducted. 
 
 







0.075 (Units: inches) 
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