ABSTRACT Vehicular ad-hoc networks (VANETs) play an important role in enabling ubiquitous communications and connectivity among vehicles in intelligent transportation systems. Various messages can be transmitted in a VANET to improve road safety and furnish multiple types of application services. Therefore, the evaluation of VANET performance and its optimization should be considered. Previous conventional considerations regarding VANET modeling merely incorporated a general homogeneous road traffic scenario. Furthermore, prior research works primarily focused on the broadcasting performance in VANETs, since the safety beacon packets are transmitted in periodic broadcast. However, the exchange of some important data between vehicles is better accomplished by using unicast instead of broadcast with the retransmission mechanism. On the other hand, in the context of VANET optimization, most conventional schemes required continuous monitoring of the network by measuring the number of neighboring nodes to configure the transmission power or adjusting the transmission rate accordingly. Such constant tracking leads to large transmission overheads and measurement delay. In this paper, we propose a set of 802.11p unicast modeling and optimization methodologies to determine the optimal network parameters without continuously monitoring the vehicles in vicinity. This is accomplished by integrating a stochastic urban traffic model in the analysis then performing a cross-layer optimization for each network node to reduce packet collisions. The optimal transmission range and contention window size at different locations are derived based on the spatio-temporal velocity profile and are made known to entering vehicles. These aid the vehicles to configure their transmission power and rate accordingly upon entering a road segment. We evaluate the proposed system in terms of the network delay and throughput performance. Considerable simulation runs to verify the feasibility of the proposed model and optimization methods. Our results indicate that delay (throughput) is improved by about 53% (120%) on average for homogeneous traffic and 45% (104%) on average for heterogeneous traffic.
I. INTRODUCTION
The Vehicular Ad-Hoc Network (VANET) is a dynamic network of vehicles and roadside units (RSUs) or infrastructures for ubiquitous wireless access. It primarily focuses on vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) short-range communications that do not rely on base stations or wireless access points. Thus, VANET makes it convenient for inter-networking whenever any car joins or leaves the network regions. Based on VANET, various safety-and non-safety-related applications can be deployed to greatly enhance road travel and traffic/transportation efficiency [1] . This is possible by employing the IEEE 802.11p standard [2] that defines the physical (PHY) and medium access control (MAC) layers in the Dedicated Short Range Communications (DSRC) protocol stack for allowing vehicular communications in the 5.85-5.925 GHz range [3] , [4] . In DSRC, the band is divided into seven channels of 10-MHz bandwidth each. One of the seven channels is used as the control channel (CCH) for safety messages transmission while the rest are used as service channels (SCH) for the non-safety information transmission.
Earlier research works have been devoted on studying broadcasting performance in VANETs [5] , [6] . However, there are two main drawbacks when using this method.
First, due to the rapid change of network topology brought about by a large number of cars, broadcasting in VANET results in a mass of information packet collisions because of the simultaneous transmissions of messages. This is called broadcasting storm [7] . Second, broadcasting is incapable of ensuring the successful transmission without the transmission of acknowledgement (ACK) packets. Due to this limitation, broadcast is inadequate for transmitting some important data (could be safety or non-safety related) that requires automatic repeat request (ARQ) (e.g., 3D-point cloud sensor data for autonomous vehicles [8] ). For these cases, unicast, instead of broadcast, is the preferred mode of transmission because there is a retransmission mechanism and confirmation procedure from the destination to the source node upon successful reception.
In the analysis of broadcasting performance in VANETs, the traffic mobility and distribution are assumed to be homogeneous and deterministic. However, it is evident that the dynamics of a vehicular network is mainly caused by the high mobility and uneven distribution of cars on the road. Therefore, incorporating practical and robust traffic models is critical in the analysis of vehicular networks. For example, such models can include a realistic vehicular traffic in signalized urban area and a heterogeneous assumption of vehicle distribution.
In this work, we tackle the research problem of unicast information exchange of data between vehicles through considering the influence of a realistic and practical vehicular flow. The traffic flow is captured by a stochastic traffic model that reflects the practical on-road vehicle distribution and the effect of traffic lights. Fig. 1 presents the proposed system block diagram for analyzing the 802.11p VANET unicast performance joint modeling and optimization. Given the traffic velocity profile v(x, t) as the system's input, the equivalent density profile n(x, t) is derived by the Stochastic Traffic Model block. The Network Model block then computes the corresponding delay and throughput values at a certain location x, time t, transmission range R S , and contention window size w. The 802.11p network channel access contention process of unicast is characterized in both the busy and idle channel states by using a two dimensional (2D) Markov chain-based contention model. On the other hand, we develop the interference model by analyzing packet collisions based on four possible scenarios involving the transmitting, receiving and interfering vehicles on the road. These delay and throughput values will be used to perform a cross-layer optimization to derive the optimal values of the transmission range R op and contention window size w op for location x and at time t. We validate the proposed system by performing extensive simulation and check whether it will provide realistic network performance results when using 802.11p unicast for V2V communications.
The remainder of this paper is structured as follows. Section II presents the related work for 802.11p VANETs vehicular traffic, network modeling, and optimization. Section III discusses our methodology by first presenting how a practical stochastic traffic model is developed. The section then presents the network model for 802.11p unicast by examining the contention and interference models. Crosslayer optimization is also tackled in this section. Section IV shows numerical results to validate our analytical models and the cross-layer optimization we introduced in obtaining optimal delay and throughput values. Discussion and future work can be seen in Section V. Finally, Section VI concludes our contribution.
II. BACKGROUND AND RELATED WORK
Most previous works in VANET performance analysis employed homogeneous road traffic scenario. The work in [6] generated highway traffic by following the freeway mobility model, where it assumes that the vehicle's current vehicle velocity is equal to its previous velocity. It also restricts that the following vehicle's velocity is less than that of the preceding vehicle. In [9] and [10] , a one-dimensional (1D) highway traffic model is used for randomly distributing mobile vehicles following a Poisson distribution. The work in [11] studied high-density and low-density urban and highway traffic environments.
A more realistic approach is seen in [12] and [13] . Heterogeneity of vehicular flow is integrated in [12] by considering multiple entry/exit points on the highway. In [13] , the heterogeneous traffic and density dynamics are characterized by a deterministic fluid dynamic model adhering to the conservation law. It also incorporated road intersections, and the density of cars in the jamming regions. However, the randomness of the individual vehicles and its effects among themselves, and the impact of traffic signaling lights are not evaluated. This is addressed in [14] . It modeled the vehicular traffic by utilizing a stochastic fluid dynamic to obtain a mean vehicular density profile. It also approximated the interaction between vehicles with the use of traffic lights on the road.
In modeling the 802.11p MAC-layer contention process to access the channel, the 2D Markov chain is utilized in most studies. Reference [15] analyzed the performance of 802.11 protocol by applying the 2D Markov chain to acquire a relationship between the transmission and collision probabilities brought by concurrent transmitting and/or hidden nodes. Reference [16] also applied the 2D Markov chain to analyze the throughput of the Enhanced Distributed Channel Access (EDCA) mechanism in 802.11p VANET, then later improved the methodology in [15] by adding a retransmission limit. However, [15] and [16] did not consider the channel status (busy or idle) probability in the sensing process of a node. This limitation is incorporated in [17] and takes into account the augmentation of the multi-channel MAC protocol in IEEE 1609.4. The modeling of [15] - [17] , however, did not bind vehicular networks with the practical traffic distribution in their contention modeling. On the other hand, [18] associated the 802.11p network under the saturation scenario with the practical stochastic traffic model in [14] to represent a contention model based on a 1D Markov chain. It evaluated the broadcasting efficiency of safety messages, i.e., ratio of the number of successful vehicular receptions and the total number of vehicles in the transmission region of a sender.
Network throughput and delay are the common metrics to measure VANET performance. Reference [15] calculated the mean delay as a set of expected time slots equal to the successful and failed packet transmission periods plus the idle period. Since 802.11 network is studied, it excluded the traffic distribution of nodes. [19] integrated the practical traffic model and network parameters when computing for the broadcasting delay and throughput. It also approximated the average contention time for accessing the channel.
When performing PHY-layer optimization, transmission power control technique is usually employed to tune the transmission range, minimize delay and avoid collisions. There are two methods for controlling the transmission power in a network, (1) local transmission power control, where each node can alter its own power level and (2) global transmission power control, where all nodes have identical transmitting power level. Local transmission power control is more effective than global transmission power control for PHY-layer optimization [20] because it is able to determine the number of neighboring nodes and packet reception rate (PRR). Obtaining the number of nodes in the vicinity is achieved via feedback-loop principle for slow-fading channel [21] or local neighbor discovery method [22] . However, the local neighbor discovery method fails to know the exact number of adjacent nodes due to interference. This deficiency is addressed in [7] by measuring the PRR. The PRR is defined as the ratio of the number of successfully received packets and the total number of packets sent. If the measured PRR is less (greater) than a threshold, then the transmission power of each vehicle is increased (decreased). Using these methods, on the other hand, produce additional delays and measurement overheads.
For MAC-layer optimization, classification of a service into different priority levels with different parameters is frequently utilized. Ma et al. [10] conceived a scheme to classify the safety service into three levels based on contention window sizes. This eliminates the inter-level countdown collisions for mending the broadcast reliability. In [23] , the broadcasted safety service is sorted into several priority levels with different Arbitration Inter-Frame Space Number values. This ensures higher success rate for prioritized packets. However, the schemes in [10] and [23] are not suitable for unicast because of the presence of the ACK procedure and the classification of a service only increases the complexity of channel access contention. In addition, coordinating the sequence of nodes' transmissions optimizes the performance. In [24] , the Self-organizing Time Division Multiple Access (STDMA) is proposed for coordinating safety data transmission slots for broadcasting between vehicles. Qiu et al. [19] estimated the throughput of a fully-coordinated broadcast scheme resembling the STDMA in [24] when distinct positions in the channel access queue are assigned to every vehicle. However, coordination-based methods are not appropriate for long multimedia stream unicast. If the transmission time is coordinated, one node waits for a long time before it can transmit, thus, instant messaging is not achieved.
There are various studies focusing on optimization methods that adjusts the parameters by measuring the network load. Shen et al. [25] improved the network throughput by developing an approach that measures the channel load congestion then adjusts the contention window size accordingly. Analogously, Hsu et al. [26] designed the Adaptive Offset Slot (AOS) mechanism to find the optimal contention window size by measuring the number of neighboring vehicles. In [27] , performance-optimizing parameters are derived from a given a set of allowed contention window values. Rossi et al. [28] modeled the throughput between nodes by expressing it in terms of the control variable transmission probability and constant network parameters such as vehicle density, communication and interference ranges. Bianchi [15] and Patras et al. [29] employed adaptive techniques to tune the contention window size and achieve the optimal collision probability and transmission rate. Wang et al. [30] analytically represented the saturation throughput as a function of the contention window size. These methods derived the optimal value by obtaining the first derivative with respect to the control variable then equating to zero. All these discussed optimization approaches failed to include a realistic vehicular traffic flow in their models.
III. VEHICULAR TRAFFIC AND 802.11p NETWORK MODELING
In this section, we provide a detailed discussion on our proposed 802.11p VANET unicast joint modeling and optimization under the consideration of an urban traffic setup. We measure the network delay and throughput values from a given traffic velocity profile and later used these to obtain the optimal transmission range and contention window size for a certain location at a given time.
A. STOCHASTIC AND REALISTIC VEHICULAR TRAFFIC FLOW
An urban traffic is considered in this work, where the giant city-wide traffic road layouts between diverse constructions are composed of many roads crossing each other. The urban VOLUME 6, 2018 road can be split into numerous 1D roads that can be interpreted as a single-lane, one-directional, and semi-infinite scenario as depicted in Fig. 2 .
A stochastic traffic model considering a 1D road system has two components, namely, (1) deterministic fluid dynamic model and (2) the stochastic model. With velocity profile, v(x, t), as input (which can be obtained through inductive loop detector or traffic camera), the fluid model provides the knowledge regarding the average vehicular density, n(x, t), through solving partial differential equation, while the distribution (or randomness) of the vehicular traffic is captured by the stochastic model. According to previous result, if the arrival of vehicles is Poisson distributed (which have been validated empirically in [14] ), then the number of vehicles on a road segment is also Poisson distributed. Hence, via the stochastic traffic models, we can obtain the knowledge regarding the mean vehicular density and distribution as a function of space and time.
Given that the arrival process, A(t), follows a nonhomogeneous Poisson distribution with an average arrival rate α(t), then, the number of vehicles, N (x, t), in two non-overlapping regions (x 1 , x 2 ] and (x 3 , x 4 ] at time t are independent and can be expressed with means:
where
is the expectation operator. For further details regarding the stochastic traffic model, the reader is referred to [14] .
B. THE NETWORK MODEL OF 802.11p VANET UNICAST
In this section, we derive the contention and interference models for implementing the 802.11p protocol in a vehicular network employing the unicast transmission. From these models and the derived vehicular density profile as its input, we evaluate the network performance by measuring its delay and throughput values.
1) THE CONTENTION MODEL OF 802.11p UNICAST
We model the contention process of channel access unicast transmissions in V2V communications of 802.11p VANETs. In this paper, we only focus on the packet transmission of the highest-priority access class, i.e., the single access class queue. We also only investigate the single-channel transmission for simplicity. Scenarios of multiple queues and/or multiple channels can be readily analyzed by extending our work. In the contention modeling approach, the network assumptions made are given in Table 1 .
Given that there is a car at location a (or simply car a), the 2D Markov chain to model the 802.11p unicast contention process of a single access class in the car according to the carrier-sense multiple access with collision avoidance (CSMA/CA) medium access mechanism is shown in Fig. 3 . This model will be used to derive the probability τ for car a to transmit a packet at the beginning of a time slot.
To integrate the realistic traffic model with vehicular networks, the busy channel probability p is introduced because it is highly correlated to the vehicular traffic distribution. The contention model generates the transmission probability of a car as a function of the collision probability for the packet transmitted from the car. The arbitrary interframe space (AIFS) is omitted for convenience of analysis, but can be easily brought into the Markov chain by adding extra states. Note that every passing time slot in the Markov chain is the expected value of a busy time interval of T physical slots with probability p and an idle physical slot with probability 1 − p. A physical slot here is equal to 16 µs [16] . The length of an expected time slot is equal to pT + (1 − p) according to [19] . Table 2 gives the notations and definitions that are used in the 2D Markov chain.
The channel sensed by car a is busy if there is at least one car transmitting within its sensing range R I . Thus, the busy channel probability p is found to be (2) , assuming that the number of cars in the road is Poisson distributed and empirically verified in [14] .
where τ R I is the average transmission probability for all cars within car a's sensing range, andN R I is the mean number of cars in the sensing range of car a. Since an SCH interval of 50 ms is extremely small, the density profile n(x, t) becomes n(x) because the vehicular distribution can be seen as static during the SCH interval. From (1), we then haveN
We solve the stationary distribution of the 2D Markov chain in Fig. 3 to obtain the transmission probability expression as a function of collision probability, given in (3).
If we set m = 1 and f = ∞ and permit packets to be retransmitted until successful reception by the receiver, we have (4) as the transmission probability τ of car a. The condition m = 1 and f = ∞ dictates that the contention window size is limited to be doubled only once upon a retransmission. It then stays constant at this doubled value even if there will be later retransmissions.
where w 0 is a constant value from the EDCA settings.
2) THE INTERFERENCE MODEL FOR TRANSMISSIONS
In an earlier work [31] , three interference regions are presented and analyzed. We extend the analysis to four regions by decomposing interference region 3 found in [31] to reveal the effects of hidden nodes. We consider the scenario where a car in front is transmitting data to a car behind, e.g., car a to car x, as depicted in Fig. 4 . In an ongoing unicast transmission from car a to car x, which is located within the transmission range R S , if there is at least one car within the sensing range R I of car x that is transmitting, then collision occurs at car x. Such transmitting car is called an interference source or interferer. In the scenario below, cars b, c, d and e are interferers, suggesting four non-overlapping regions to be analyzed. We model the interference by analyzing these four regions of interferers and their effect on the transmission of car a.
The interference probabilities for all four regions are synthesized and combined with the relationship in (4) to compute the collision probability q and the transmission probability τ .
As a general assumption, cars are arriving according to a Poisson process. The probability that there are i cars within car a's transmission range [a − R S , a) is given by (5) .
n(x)dx is the mean number of cars in the transmission range R S of car a. A car k within the region [a − R S , a) has a probability P(k) = 1/i to be randomly chosen as the receiver of car a, where
In this region, the probability that there is at least one car, e.g., car b, transmitting can be expressed as (6) .
where τ R S is the average transmission probability of cars in Region 1. The probability that the k-th car receiver is interfered among i cars is (7) .
The interference probability in R1, P 1 , with i cars can be obtained by combining (5)- (7) and get (8) .
Let C(x) be the probability that at least one car, e.g., car c, transmits in R2 and be given by (9) .
P{n cars in R2}P(n cars do not transmit)
whereN C (x) = x+R I a n(s)ds and τ C are the average number of cars and average transmission probability of cars in R2, respectively. From [14] , the probability density function (PDF) f (x) for a car located at x within the transmission range [a−R S , a) can be identified given the vehicular density profile n(x). f (x) is given in (10) .
The probability that the k-th car out of the i cars located at x, within the interval [a − R S , a), is interfered by transmitting cars in R2 is given in (11) .
The interference probability in R2, P 2 , is obtained by combining (5) and (9)- (11), taking into consideration that receiver cars are chosen equiprobably. Thus, we get (12) .
Let D be the probability that at least one car, e.g., car d, transmits in R3. Similar to (9) in R2, we have:
P{n cars in R3}P(n cars do not transmit)
n(s)ds and τ D are the average number of cars and the average transmission probability of cars in R3, respectively.
The interference probability in R3, P 3 , is obtained by combining (5) and (13) and still considering that receiver cars are chosen equiprobably. We then get (14) .
Let E(x) be the probability that at least one car, e.g., car e, transmits in R4. We have (15) .
P{n cars in R4}P(n cars do not transmit)
n(s)ds and τ E are the average number of cars and average transmission probability of cars in R4, respectively.
From Fig. 4 , all interferers are located beyond the sensing range of car a. They are considered as hidden nodes during the transmission of car a to car x and cause interference to car x. In R4, there are three cases involving the transmission of hidden nodes, namely: (1) hidden nodes and node a transmit simultaneously, (2) hidden nodes transmit before node a does, and (3) node a transmits before the hidden nodes do. Although hidden nodes and car a do not start transmitting concurrently in Cases 2 and 3, there still exist some overlapped transmission time slots as hidden nodes or car a begins to transmit in the midst of the transmission duration of each other.
For Cases 1 and 2, and from the time slot at which car a initiates the transmission, the probability that the k-th carreceiver located at x is interfered by transmitting nodes in R4 is determined by combining (10) and (15) and is given in (16) .
For case 3, we consider the time slot when car a commenced its transmission and the state of each node (contending or transmitting) in the expected time slot pT + (1 − p).
Let J be the number of expected slots needed to complete one practical transmission time of T physical slots. The hidden nodes will probably start transmitting at any one of the expected time slots of car a's transmission duration from the second slot to the J -th slot (J ≥ 2). If the hidden nodes start transmitting at the second expected time slot of car a's transmission interval, it means that there is no car transmitting at the first expected time slot with the probability 1 − E(x). The probability that at least one hidden node transmits at the (j + 1)-th expected time slot in R4 is given by (17) .
where 1 ≤ j ≤ J − 1. Therefore, the conditional interference probability from R4 in Case 3 can be expressed as (18) .
Therefore, the overall interference probability from R4 is given in (19) .
n(x) and J = T pT +1−p . The • is the ceiling operator. Equation (19) shows the effect of the hidden nodes for the backward transmission. Note that if we also incorporate the forward transmission into the interference model, the interference probability from R4 will be higher as the hidden nodes' effect will be more significant.
Using P 1 , P 2 , P 3 and P 4 , the collision probability, q, from car a to car x considering possible interferers in any of the four interference regions is (20) .
3) METRICS FOR NETWORK PERFORMANCE
The network performance of the 802.11p unicast is evaluated by measuring the expected delay and expected throughput. The unicast delay is equivalent to the duration from the beginning of contention until the ACK signal is received after a successful packet reception. A successful transmission interval consists of a contention duration, a transmission duration, a Short Inter-Frame Space (SIFS) and an ACK transmission duration, while a failed transmission interval comprises only of the contention and transmission durations, as illustrated in Fig. 5 . We assume that the maximum transmission range of the cars is 500 meters, thus, we can neglect the signal propagation time. A contention duration can be considered as a number of expected time slots, of which each is pT + (1 − p) is based on the Markov chain. Here, T is a constant which denotes a transmission duration (the packets size/data rate). The contention duration, CD, is equal to α expected time slots before the car transmits, and has a probability:
where τ is the transmission probability of the car. The expected contention interval, CT , is defined by:
Therefore, the total delay, D, shown in Fig. 5 , can be expressed as (22) .
where T F and T S are the intervals for failed and successful transmissions respectively, and η is the number of times a failed transmission occurred (due to collision).
The probability that there are η occurrences of collisions before a successful transmission is expressed as:
Finally, the expected unicast delay, E [D] , is given by (23) .
The SIFS and ACK transmission durations are left out since these are constant values. From (23), the expected throughput of a car, E[ρ], given a packet of size L, is shown in (24) .
C. CROSS-LAYER OPTIMIZATION
The interference range strongly influences the network performance, as senders sense the channel within their own interference range before transmitting packets. Receivers also suffer from collisions on packet reception by concurrent VOLUME 6, 2018 transmissions or the hidden-node corruption within the interference range. From [28] and [32] , the relationship between a vehicle's transmission range R S and interference range R I is governed by (25) .
where β is the signal-to-interference ratio (SIR) requirement and γ is the path-loss exponent with γ > 2. Therefore, adjusting the transmission range, R S , by power control can accordingly tune the interference range, R I , and improve the network performance. The 802.11p MAC protocol has some limitations [25] . The internal collisions on packet transmissions within a node can be prevented by granting the transmission opportunity (TXOP) to the highest-priority service, however, the external collisions cannot be avoided. Additionally, there are deficiencies for using a fixed contention window size on all vehicles in unicast [30] . In a dense network, the probability of collisions increases because vehicles have an insufficient back-off period. On the other hand, in the case of a sparse network, vehicles will unnecessarily wait for too long for the backoff period causing an inefficient utilization of bandwidth. Therefore, the congestion control approach for MAC-layer optimization is to assign varying contention window sizes for vehicles at different locations according to the vehicular density in vicinity to drop external collision probability, thereby guaranteeing an efficient bandwidth utilization.
We propose and implement a novel cross-layer optimization on both the PHY-and MAC-layers for V2V communications without continuously monitoring and measuring its surrounding network load. This cross-layer optimization procedure determines the optimal transmission range first and then computes the contention window size on every location based on the given velocity profile.
1) PHY-LAYER OPTIMIZATION
PHY-layer optimization determines the optimal transmission ranges of vehicles for different locations, based on a given density profile. Network performance can be optimized by first reducing the transmission range, and then the interference range of each car while ensuring network connectivity. In this case, network connectivity requires that the distance, d, be less than or equal to R S , and on the average must have one car on it to allow a single-hop interaction.
Based on the density profile n(x) from the stochastic traffic model, we have the following expression below for vehicle a in a 1-connected network
where R 1 is the transmission range where there is only one car on average. As n(x) is the mean density, the expression in (26) has no means to ensure the network is connected. So, the optimal transmission range R op which can ensure the network connection can be decided as (27) .
The offset parameter δ = 0, 0.01, . . . , 0.1. The road region [0, 4] km is divided into units of 0.01 km. For each δ, 3000 runs of simulations are performed to determine if the percentage of connected occurrences, P(con), (28) , is greater than or equal to a threshold value of 0.8.
Occ 1 corresponds to a connected network while Occ 0 corresponds to a disconnected network. If P(con) ≥ 0.8, network connection is thought to be ensured. If the threshold is too high, the transmission range becomes very large; if the threshold is too low, the transmission range cannot ensure network connectivity.
For the value of δ that ensured connectivity, the optimal transmission range R op at the location can be determined.
2) MAC-LAYER OPTIMIZATION
The optimal contention window size on every location controls the channel access contention in the MAC layer based on the network and stochastic traffic models. In a homogeneous traffic, we observe that when the contention window 4 ≤ w ≤ 512, the network performance is unimodal, implying that the optimal contention window size, w op , is within the interval [4, 512] . If the density is high, w op becomes larger as longer contention time is demanded to minimize collisions. On the other hand, if the density is low, w op becomes smaller to reduce unwanted waiting time before the transmission. Algorithm 1 details the steps undertaken to find the optimal contention window size, w op , from the interval [4, 512] .
Note that, at different locations, the interference ranges of the potential receivers may be different since the optimal transmission ranges are possibly different. Therefore, the interference regions should be adjusted accordingly if the interference range of the receiver is different from that of the sender.
Moreover, hidden nodes beyond the sensing/interference range of the transmitter can probably sense the transmitter because those hidden nodes can have larger sensing ranges than the transmitter's after the transmission range adjustment. In such cases, Case 3 will not take place and will be ignored in computing the collision probability of the packet transmission from the transmitter.
IV. SIMULATION SETUP AND NUMERICAL RESULTS
Exhaustive simulations are performed using C++ to validate the analytical modeling and optimization of 802.11p VANETs unicast performance. The simulation framework includes two parts, namely traffic and network simulations.
A. VEHICULAR TRAFFIC AND NETWORK SIMULATION SETUP
Homogeneous and nonhomogeneous traffic scenarios are considered. For a homogeneous situation, vehicular density, n(x), is varied from 5 cars/km to 30 cars/km. In the heterogeneous condition, vehicles arrive at Location x = 0 (in Fig. 2 ) according to a Poisson process having an arrival rate of 12 cars/min. The traffic signal is situated at x = 2 km and is red during the time interval (4, 4.5] min. When the traffic light turns red, the vehicles' mean free speed, v f (x, t), is given by (29) , where v = 1 km/min [14] .
Car interactions are incorporated into the simulation by using the revised Greenshield's model (30) 
w m = w 10: w 1 = 0.5w 11: w 2 = 2w 12: end if 13 : end for 14: Implement quadratic curve fitting on (w 1 , D 1 ), (w m , D m ) and (w 2 , D 2 ) to obtain a provisional delay function:
Output:
Optimal values are found. 22: BREAK; Algorithm ends. 23 :
else 27: w 2 = w m , w m = w m − 1 28:
end if 30: if (w 1 == w m − 1) AND (w 2 == w m + 1) then 31: w
Output: w op , D op . Optimal values are found. 33: BREAK; Algorithm ends. 34: end if 35: Iterate from Step 14. 36: end if 37 39: if (w op < w m ) then 40: where k j is the jamming density equal to 500 cars/km and x = 0.02 km. We run the heterogeneous traffic scenario simulation for 3000 rounds with different random seeds to obtain the mean vehicular density profile for approximation of the stochastic traffic model.
The single-queue transmission on a single channel network is simulated after the traffic simulation results are obtained. For the homogeneous case and at each density level, 100 simulation rounds are run to estimate the network performance. For the heterogeneous case and for every round of the 3000 traffic simulation trials, the vehicular distribution on each road unit spaced at 0.01 km are varied.
We run the network simulations for 500 channel intervals for each traffic simulation round to acquire the average delay, D ave , (average throughput, Tput ave ) for one packet transmitted from cars on a road unit as follows,
Tput ave (31) where N denotes each channel interval, time(N ) is the total time for packets transmissions and SucNo(N ) is the number of packets successfully transmitted in the N -th channel interval. This is done at every location on the traffic route. Table 3 lists all the parameters used for the analysis and simulation in this paper. We set the path-loss exponent γ = 2.5 and the SIR requirement β = 10 dB to have R I = 2.5R S according to (25) . The packet, of which the transmission has not yet finished when the SCH interval expires, will be abandoned as there will be newly generated packets in the next SCH interval. This implies that the maximum value of delay for a packet should not be larger than a channel time interval of SCH, i.e., 3125 time slots (50 ms/16µs). Fig. 7 (a)-(b) show the analytical and simulated results of delay and throughput for the homogeneous traffic distribution, when transmission range R S = 0.2 km. For the single queue at each contention window size, the delay is monotonically increasing, (monotonically decreasing for the throughput), when the number of vehicles becomes more dense. This is due to the fact that the average contention time of a node for channel access becomes longer and the collision probability for packet transmissions gets higher.
When the contention window size is increased, delay decreases (throughput increases) because the exponential back-off procedure in unicast ensures the that there is an adequate waiting time for nodes before transmitting, thereby, avoiding potential collisions during transmissions.
Additionally, when the contention window size increases to an excessively large value, delay will become longer (throughput will drop), as shown in Fig. 7 (c)-(d) .
For heterogeneous traffic, the vehicular density profile changes as time goes. After 3000 heterogeneous traffic simulation rounds, the mean vehicular density profile n(x) captured at time t = 4.5 min in the road region [0, 4 km] is shown in Fig. 8 . From the simulated vehicular density profile above, the delay and throughput results given a nonhomogeneous traffic situation are illustrated in Fig. 9 .
In the region before 1.46 km, the packet transmission delay is roughly constant regardless of the contention window sizes, because the traffic distribution is equal to 12 cars/km and still far from the interference region.
From this region, the delay starts to increase since cars are now within the sensing/interference (R I = 0.5 km) range from the point where traffic is starting to build up, i.e., x buildup = 1.96 km. In such scenario, there will be longer contention time and more collisions because of the formation of a platoon of vehicles within the interference range. At some point, the delay sharply declines beyond the peak location as there is a substantial decrement on the vehicular density because of the zero-density zone after the traffic signal. In the road region of (2.53 3.03] km, the delay gradually increases because vehicles are piling upon exiting the zero-density zone, and are still within the interference range of the transmitting cars. Finally, a constant delay is again demonstrated because of a homogeneous vehicular distribution with density of roughly 12 cars/km within the region from location 2.53 km, in which all the possible hidden nodes are located for the transmitters.
Just like the homogeneous case, to reduce (increase) delay (throughput), the contention window size must be increased. Therefore, we can say that the heterogeneous vehicular distribution on a road with the signal control also has a strong influence on unicast performance, e.g., rise in delay due to the rise of vehicular density.
Moreover, the availability of the network model based on the stochastic traffic model for homogeneous and heterogeneous traffic is verified by the presence of the small deviation between the analytical and simulated results. However, the difference is a bit larger at the high contention window size, say 32, which purports that our model is more accurate for evaluating the network performance of unicast transmissions with low contention window sizes.
The Kolmogorov-Smirnov test (K-S test) [33] is conducted to inspect the goodness of fit between the analytical results and the simulated results for quantifying the accuracy of our analytical model. The results of the K-S tests for homogeneous and heterogeneous traffic are given in Tables 4-6.
C. CROSS-LAYER OPTIMIZATION RESULTS
The contention window size is fixed at w = 4 at various vehicular densities. Fig. 10 shows the simulated delay VOLUME 6, 2018 and throughput performance results when the PHY-layer is optimized for the single access data queue for both the homogeneous and heterogeneous traffic. With the optimal transmission ranges, R op , the delay is lowest and the throughput outperforms the fixed transmission ranges performance. From Fig. 10 (a)-(b) , the optimal delay and throughput are unchanged for a wide range of car densities, (10 cars/km ≤ n(x) ≤ 25 cars/km). This is achieved by adaptively changing the transmission range to make sure that on the average the degree of connectivity is one.
For a heterogeneous traffic, depicted in Fig. 10 (c)-(d) , almost the same observations can be made, however, we note that there is a sudden increase in optimal delay (decrease in throughput) near the traffic light, which is extraordinarily dissimilar compared with the original network performance trend. This is due to the exceedingly high congestion density in front of the traffic light, by which the optimal transmission ranges close to the traffic signal are too small, and the corresponding sensing ranges are also very limited. These result in much more collisions caused by an increasing number of hidden nodes out of the small sensing ranges of the transmitters.
Furthermore, it is also noteworthy to say that the optimal delay (throughput) is higher (lower) than the original delay (throughput) values with transmission range 0.2 km around location 2.5 km. For this case, the density is very low by which the optimal transmission/sensing ranges are relatively large for ensuring the network connection. Cars at that location sense more transmitting nodes and experience longer busy time on the channel before packet transmission. These findings, in general, verify that the PHY-layer optimization is workable. 11 displays the simulated delay and throughput performances for homogeneous and nonhomogeneous traffic when MAC-layer optimization on the single data queue transmission is employed. For varying car distributions, the contention window size w op varies optimally at every location to achieve low delay and high throughput. In MAC-layer optimization, the transmission range is fixed to 0.2 km.
We now perform the cross-layer optimization for the single access class queue. The network performance results are shown in Fig. 12 and compared to the benchmark that uses a transmission range R S = 0.2 km and a contention window size w = 4. The previous PHY-layer optimization performance results and MAC-layer optimization performance indexes in both homogeneous and heterogeneous traffic are also included.
In general, the MAC-layer optimization provides a higher performance improvement than the PHY-layer optimization. With this, we add the robustness that the PHY-layer optimization brings so that a wide range of vehicular densities will have the same delay and throughput performance. By executing a cross-layer optimization in a homogeneous traffic scenario, the unicast delay is reduced on the average by 53% while the throughput is increased by about 120% when compared to the benchmark (with R S = 0.2 km and w = 4). On the other hand, for a heterogeneous traffic, the delay decreases by approximately 45% while the throughput is roughly 104% higher on average.
In summary and with reference to Fig. 1 , as vehicles enter Location 0 in Fig. 2 , the empirical spatio-temporal velocity profile is monitored, e.g., through inductive loop detector or traffic camera. We exploit the stochastic traffic model and respective 802.11p unicast model to obtain the network performance profile as a function of space and time for network optimization. The computed optimal values (also functions of space and time) are disseminated to the vehicles through roadside units (RSUs) when they enter a particular road segment. Hence, continuous monitoring of neighboring vehicles need not be done by individual vehicles.
V. DISCUSSION
Simulations have verified the analytical models and optimization methods in unicast performance. The stochastic model that has been incorporated in this study follows a Poisson distribution with an empirical validation coming from Central London [14] . We wish to extend the findings in this work to other traffic distributions that do not follow our setup. For example, Zhang et al. [34] demonstrated that the lane-level traffic in Shanghai followed the Gaussian distribution and is dependent on each road segment. Also, we aim to extend our stochastic traffic model to the two-dimensional traffic road with complex road topologies including multiple directions and lanes, curvatures and gradients, etc. Another traffic research issue that can be explored is the burst traffic [35] that can cause sudden topology changes. Moreover, multi-channel transmissions with multiple access classes should be modeled to overcome the shortage that there is only single access classes queue transmitted on single channel being considered.
We have also shown how collision affects the unicast performance in our simulations. From these, other factors such as channel coding error, loss of packets, bit error and fading can now be included and studied. Throughput performance can be further enhanced (or diminished) by using packets of variable lengths, where the packet size is applicationdependent. An adaptive data rate can also be set to increase throughput.
In addition, the performance curves under MAC-layer optimization illustrated a unimodal behavior. We can explore other standard searching methods such as golden section search [36] to identify the optimal contention window size more efficiently. Adjustments in AIFS, [27] and control channel (CCH)/SCH interval [4] are also included in further research activities.
The future works related to 802.11p VANETs modeling and optimization primarily includes three aspects beneath:
1) The V2I communication and optimization with rational deployment of infrastructures ought to be analyzed. This will build a comprehensive analytical model of VANET's performance together with the V2V model done in this paper. We can refer to the novel V2I hybrid optimization method named Dynamic Resources Allocation Scheme (DRAS) proposed in [37] . 2) We can investigate the performance of existing routing protocols in VANETs, e.g., DSDV, OLSR, AODV, and DSR [38] , and decide the proper one to be used for different vehicular density levels. As routing protocols are fundamental for Quality of Service (QoS) enhancement, the optimization for routing protocols should be brought to the forefront. 3) We can apply cooperative communications on VANETs for promoting reliability of transmission links. As an illustration, [39] proposed the cooperative ad-hoc MAC (CAH-MAC) protocol in which vicinal nodes cooperate in retransmitting failed packets in previous transmissions due to poor channel condition. The cooperation implemented in unreserved time slots could mitigate the dissipation of time slots, enhance network throughput, and debase the packet dropping rate.
VI. CONCLUSION
In this paper, a stochastic vehicular traffic model has been used to evaluate the performance of unicast in 802.11p
VANETs for V2V communications. It allowed our methodology to capture the random characteristics of real-world vehicle motions in a signalized urban traffic area. Based on the stochastic traffic model, a 2D Markov chain is employed to depict the channel access contention for transmissions of a node at a certain location in the network. Respective interference model that characterizes the effect of packet collisions has also been developed. By jointly solving the node's transmission and collision probabilities, the network performance, in terms of expected unicast transmission delay and throughput can be obtained. The proposed analytical models have been validated through extensive simulation, and our results confirmed that the proposed models can accurately predict vehicular network performance. Hence, related network planning and optimization can be carried out to achieve higher network efficiency.
Based on the network performance profile obtained from the analytical models, we have proposed cross-layer optimization methods to further improve the network performance. As an advantage, the vehicles can obtain the optimal network configurations from RSUs and directly set in advance their transmission ranges and contention window sizes to the optimal values before moving into a particular road region.
Overall, given the velocity profile of vehicles as the input, the delay, throughput and the optimized performance with the optimal transmission ranges and contention window sizes can be readily computed as a function of space and time according to a set of models and methodologies proposed in this paper. Our analytical models and the corresponding optimization methods can provide insights into the future design and evaluation of other communication protocols in VANETs.
