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Abstract
This paper studies the stable reduction of p-cyclic covers X → P1
K
of the projective line over
p-adic fields. So far, an algorithm to effectively determine the stable reduction of such covers is only
known under additional hypothesis on the branch locus of the cover. Here, rather than restricting the
type of cover, we consider the general case and obtain results on the structure of the special fiber
Xk of the stable reduction of X. Special attention is payed to making all constructions effective. The
central result is a formula computing the number of vanishing cycles on Xk . In particular, we give
criteria for the special fiber of the stable reduction to be tree-like and for when X is a Mumford curve.
Refining the analysis of vanishing cycles, we describe an algorithm that computes all the components
of positive p-rank in the stable model.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
We begin by explaining how the paper is organized and describing its main results.
Section 2 provides the setup and technical tools. Some of these are new, others recalled
from [Le]. The most important result is Proposition 2.1 on the degeneration of µp-torsors.
Let R be a complete mixed characteristic (0,p) discrete valuation ring with alge-
braically closed residue field k and field of fractionsK . Consider a p-cyclic coverX→ P1K
with K-rational branch locus B . We are interested in computing the stable model XS of X,
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obstacle in doing so is the presence of wild ramification. The goal of computingXS usually
is to explicitly determine its closed fiber Xk and ideally also the smallest extension S of R
over which the stable model can be defined. So far this can only be done for certain types
of covers; essentially those that have equidistant geometry of the branch locus (cf. [Ma]).
In Section 3 we consider general covers X→ P1K with K-rational branch locus B and
seek information on the stable reduction of X. Definition 3.1 introduces the notion of the
branch locus B of the cover to be split. It allows to get a partition of the branch locus
such that the computation of the stable model can be reduced to considering only one
set in the partition at a time. More precisely for each such subset Bi of B we get a cover
Xi → P1K that has tree-like stable reduction (Xi)k and, in a sense, the (Xi)k are the building
blocks of Xk (cf. Proposition 3.3). In Section 3.2 an algorithm determining this partition is
established. It will be used later to make the results of the paper effective. The key result
of Section 3 is Theorem 3.10. It allows to determine the number of vanishing cycles in the
stable reduction Xk . This number gives some clue on Xk as it tells us by what its arithmetic
and geometric genus differ.
From there we can characterize the two extreme cases namely first thatXk has no cycles,
i.e. is tree-like (cf. Theorem 3.5) and secondly the case of X being a Mumford curve (cf.
Corollary 3.12). In the second case, Xk has the maximum number of cycles possible. Also,
in this case, we obtain that the cardinality of B has to be even, a result due to G. Van Steen
(cf. [VS, Proposition 3.2]). All this is done only using data in characteristic zero associated
to the cover X→ P1K .
As an application of the results so far obtained, in Section 4.1, we explicitly study the
stable model of covers X→ P1K ramified at exactly four points. This also serves to give an
illustration on how the algorithmic results work.
Finally, in Section 5, we return to the problem of finding equations for the irreducible
components of the closed fiber Xk of the stable reduction. We give an algorithm that
computes equations for the components of positive p-rank in Xk . This case is disjoint from
the so-called case of an equidistant branch locus B which has been settled by M. Matignon
in [Ma].
2. Background
2.1. Notation and tools
Let R be a complete discrete valuation ring with algebraically closed residue field k of
positive characteristic p. Denote by K the field of fractions of R which we assume to have
characteristic zero. Further we want R to contain the pth roots of unity, as well as p1/(p−1)
and write τ = pp/(p−1). The valuation on K defined by R will be denoted by v and is
assumed to be normalized such that v(π) = 1 for a uniformizer π . Further we extend v
to R[x] as follows:
for
m∑
aix
i ∈R[x] define: v
(
m∑
aix
i
)
= min{v(ai) | 0 i m}.i=0 i=0
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its coefficients to the residue field. Let X → P1K be a p-cyclic cover of geometrically
irreducible, smooth curves given birationally by yp = f (x) with f (x) ∈ R[x] monic.
Denote by P1R the smooth R-model for P1K corresponding to x and by X the normalization
of P1R in the function field K(X) of X. We write Xk for its special fiber X ⊗R k. Also we
assume that, after possibly enlarging R, Xk is reduced. We recall [Le, Proposition 1]:
Proposition 2.1. Choose h(x) ∈R[x] such that w := v(h(x)p − f (x)) ∈ Z is maximal.
(1) w > v(τ): Then Xk has p irreducible components each of which is isomorphic to P1k .
The map Xk → P1k is an isomorphism when restricted to each irreducible component.
(2) w = v(τ ): The Artin–Schreier equation
T p − T + ((h(x)p − f (x))/τ )−/h¯(x)p = 0
is irreducible over the field k(x) and Xk → P1k is given birationally by this equation.
(3) w < v(τ): Then Xk → P1k is purely inseparable.
The proposition above is a statement on the degeneration of µp-torsors. We will use it
to make a component wise analysis of the stable reduction of curves. The following lemma
shows that the approximation by pth powers can be done locally.
Lemma 2.2. (a) Given f (x), f1(x), f2(x) ∈ R[x] monic polynomials with f1(x)f2(x) =
f (x) and such that gcd(f¯1(x), f¯2(x)) = 1 as well as h(x) ∈ R[x] monic with v :=
v(h(x)p − f (x)) > 0. Assume that all zeros of f (x) are in K = frac(R). Let hi(x)
be the product over all zeros of h(x) that reduce to zeros of f¯i (x) counted with their
multiplicity in h(x). (In particular, h¯i (x)p = f¯i (x) and hi(x) ∈ R[x] by Hensel’s Lemma.)
Then v(hi(x)p − fi(x)) v.
(b) Let fi(x), hi(x) ∈ R[x] for i ∈ {1,2} be monic polynomials, set vi := v(hi (x)p −
fi(x)) and assume gcd(f¯1(x), f¯2(x)) = 1. Then v := v(h1(x)ph2(x)p − f1(x)f2(x)) 
min{v1, v2}. Set vmaxi = max{v(H(x)p − fi(x)) | H(x) ∈ R[x]} and similarly for f (x)
define vmax. Then wmax = min{vmax1 , vmax2 }.
Proof. Part (a) is [Le, Lemma 2]. There we assumed in addition that h(x) has all its
zeros in K by this was not used in the proof. For (b) first observe that the inequality
v  min{v1, v2} is elementary and true without the assumption on the gcd. Now this
inequality together with part (a) yields the remaining statement. ✷
Keeping the above notation, the following lemma is a consequence of Proposition 2.1.
Given x ′ = c/(x − d) with c and d in R, f (d) = 0 and v(c) > 0, the equation yp = f (x)
with respect to x ′ becomes:
zp = f˜ (x ′)=
N∑ f (i)(d)
i!f (d) c
ix ′N−i = x
′N
f (d)
f (d + c/x ′) ∈R[x ′] (1)i=0
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notice that to write the generic fiber (birationally) in form of the Kummer equation (1),
we need to adjoin a pth root of f (d) to K . On the other hand, f˜ (x ′) is in R[x ′].
Further, if f (x) = ∏(x − zi) is of degree divisible by p and f (d) = 0 then f˜ (x ′) =∏
(x ′ − c/(zi − d)). We call f˜ (x ′) the polynomial f (x) with respect to the coordinate x ′.
Next we state a variation of [Le, Proposition 2] which will be used later in Section 3 for
computational purposes.
Lemma 2.3. (a) If, in the notation of Proposition 2.1, an h(x) ∈ Ralg[x] with v(h(x)p −
f (x)) > v(τ) exists then H(x) ∈ R[x] as defined below has the same property. With
n= deg(f ) and s = n/p, write:
f (x)=
n∑
i=0
aix
i with an = 1, H(x)=
s∑
i=0
dix
i with ds = 1,
viewing the di as variables. Write
H(x)p =
n∑
i=0
cix
i
where the ci are polynomials in the di . Then the s equations
an−1 = cn−1, . . . , an−s = cn−s
uniquely determine the di ∈R and therefore H(x).
(b) We have max{v(h(x)p − f (x)) | h(x) ∈ Ralg[x]} = v(τ ) iff for H(x), as defined
under part (a), we get v(H(x)p − f (x))= v(τ ).
(c) Given f (x) as above, define H(x)=∑si=0 dixi ∈ R[x] as under (a). If we write the
Kummer equation for the cover X→ P1K with respect to the new coordinate x ′ = x/b, i.e.
(y/bs)p = f˜ (x ′) :=∑ni=0 aibi−nx ′ i , then H(x ′), as defined by (a), for this new equation
is equal to
∑s
i=0 dibi−sx ′ i , i.e. the definition of H is compatible with this type of change
of coordinates.
Notice for part (c) that if f (x) =∏ni=1(x − zi) then f˜ (x ′) =∏(x ′ − zi/b) therefore
justifying the same notation as introduced in Eq. (1) after the proof of Lemma 2.2.
Proof. (a) First observe that if v(h(x)p − f (x)) > v(τ) and v(%) > v(τ 1/p) then the same
inequality holds for h(x) replaced with h(x)+%. Using this, it follows immediately that we
may assume that there exists an h(x) with deg(h(x))= s. Let d be the leading coefficient
of h(x). Then d is a unit in R and we have v(dp − 1) > v(τ). Therefore
v
((
h(x)
)p
− f (x)
)
= v(h(x)p − dpf (x)),d
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h(x)=
s∑
i=0
d˜ix
i with d˜s = 1, h(x)p =
n∑
i=0
c˜ix
i.
Then v(h(x)p − f (x)) > v(τ) implies
v(an−1 − c˜n−1) > v(t), . . . , v(an−s − c˜n−s ) > v(τ).
Writing the c˜i in terms of the d˜i , one sees that the last conditions determine the d˜i with
respect to a modulus v(%) strictly bigger than v(τ 1/p). This justifies the definition of H(x)
using the same argument as in the beginning of the proof.
(b) The “if”-part follows from (a) of the present lemma. The “only if”-part is [Le,
Proposition 2].
For (c) all that needs to be done is writing out the equations for the ci , and the statement
becomes obvious. ✷
Lemma 2.4. (i) Let f (x)= f1(x)f2(x) with fi(x) ∈ R[x] monic and assume there exists
h2(x) such that v(h2(x)p − f2(x)) > v(τ). Denote by Xk the special fiber as given in
Proposition 2.1 for yp = f (x). Similarly, we write X 1k for the special fiber corresponding
to yp = f1(x). Then Xk and X 1k are birationally equivalent.
(ii) Let f (x) ∈ R[x] be monic and x ′ = c/(x − d) such that c, d ∈ R, f¯ (d¯) = 0 and
v(c) > 0. We denote by f˜ (x ′) the polynomial f (x)written with respect to the coordinate x ′.
Consider
w := max{v(h(x)p − f (x)) ∣∣ h(x) ∈ R[x]}
and
w′ := max{v(h(x ′)p − f˜ (x ′)) ∣∣ h(x ′) ∈R[x ′]}.
Then, if w  v(τ ), we have w′ > v(τ).
Proof. (i) The proof amounts to showing that, for the computation of special fibers, f2(x)
behaves as if it was a pth power in which case the lemma is obvious.
Let h1(x) ∈ R[x] be such that w1 := v(h1(x)p − f1(x)) is maximal and set h(x) =
h1(x)h2(x). By assumption, f2(x)= h2(x)p + r(x) with v(r(x)) > v(τ). One computes
h(x)p − f (x)= h2(x)p
(
h1(x)
p − f1(x)
)+R(x) (2)
with v(R(x)) > v(τ). Therefore w0 := v(h(x)p −f (x))min{w1, v(R(x))}. Let w be as
defined for yp = f (x) by Proposition 2.1. Then w w0. We distinguish three cases:
Case 1 (w0 > v(τ)). Then also w > v(τ) and so Xk falls in case (1) of Proposition 2.1.
The same is true for X 1k taking Eq. (2) into account.
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is maximal, i.e. if w = v(τ ), we can write out the equation given in case (2) of
Proposition 2.1:
T p − T + ([h2(x)p(h1(x)p − f1(x))+R(x)]/τ )−/(h¯1(x)ph¯2(x)p)= 0.
Now this equation is identical to the one for the special fiber X 1k , given by the same
proposition, because h¯2(x)p cancels out. In particular, it is irreducible and with hindsight
we also see that w0 is maximal.
Case 3 (w0 < v(τ)). This implies w1 < v(τ), i.e. X 1k has genus zero. An easy change of
coordinates shows that it is given by
T p =
(
h1(x)p − f1(x)
πw1
)−
,
where the right-hand side is not in k[x]p. The same change of coordinates for yp = f (x)
yields
T p = h¯2(x)p
(
h1(x)
p − f1(x)
πw1
)−
,
and therefore Xk has the same defining equation.
(ii) Pick h(x) according to Lemma 2.3. Then it is monic of degree s = deg(f (x))/p.
Now define
H(x ′)=
s∑
j=0
h(j)(d)
j !h(d) c
jx ′ s−j = x
′ s
h(d)
h
(
d + c
x ′
)
.
Notice that our assumptions imply that f˜ (x ′) and H(x ′) ∈ R[x ′] and deg(H(x ′)p −
f˜ (x ′)) sp− 1. Further, by Taylor expansion applied to H(x)p,
H(x ′)p =
sp∑
j=0
(h(x)p)(j)|x=d
j !h(d)p c
jx ′ sp−j ,
and therefore, for sp  i > 0, the coefficient of x ′ sp−i in H(x ′)p − f˜ (x ′) is
ci
i!
(
(h(x)p)(i)|x=d
h(d)p
− f
(i)(d)
f (d)
)
.
Multiplying with the unit h(d)p, we get
ci
((
h(x)p
)(i)∣∣
x=d − f (i)(d)
h(d)p
)
. (3)i! f (d)
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know v(r)=w. Still substituting in (3), we get
ci
i!
(
h(x)p − f (x))(i)∣∣
x=d + ci
f (i)(d)
i! r
and conclude v(H(x ′)p − f˜ (x ′)) > v(τ), finishing the proof of the lemma. ✷
2.2. Semi-stable models
Definition 2.5. An R-scheme YR is called semi-stable if it is proper, flat, of relative
dimension 1 over R, and the following conditions hold:
(i) Its generic fiber YK is smooth over K .
(ii) Its special fiber Yk is reduced and has at most ordinary double points.
The scheme YR is also called semi-stable model for YK .
Definition 2.6. A semi-stable curve YR is called stable if every irreducible component of
Yk that is isomorphic to P1k meets the other components in at least 3 points.
Remark 2.7. For any smooth K-curve of genus  2 there exists a stable model, after
possibly passing to a finite extension of K (cf. [DM]).
Remark 2.8. To a semi-stable curve YR we associate a graph Γ in the following way. The
vertices of Γ are the irreducible components of Yk and two vertices are linked by an edge if
the corresponding irreducible components intersect. For each point two components have
in common, there will be a separate edge. Also, if an irreducible component intersects
itself, there will be an edge from the corresponding vertex to itself, called a loop. The
graph Γ will be referred to as the dual graph of the special fiber Yk .
Definition 2.9. We call Yk tree-like if it has no cycles or equivalently its dual graph is a
tree.
We now return to the cover X→ P1K . We assume that R has been chosen big enough
such that the stable reduction XR of X is defined over R. It is known that the group action
of G = Z/pZ on X extends to XR (cf. [DM]). Let PR be the quotient of XR by G. It
exists and is a semi-stable model for P1K by [R1, Appendice]. A priori it is possible that the
horizontal branch locus contains a double point of the special fiber of PR . Suitable blowups
in those double points and possibly enlargingR yield a minimal model P′R , dominating PR
and such that the horizontal branch locus is contained in the smooth locus of P′R . We denote
by X′R the normalization of P′R in K(X) and call it the modified semi-stable model of X.
Models of this type have been introduced by M. Raynaud in [R2, Section 6.3].
Notice that G again acts on X′R with quotient X′R/G= P′R . Let Γ be the dual graph of
the special fiber X′ of X′ . Then G acts on Γ and the quotient Γ/G is the tree associatedk R
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are the inverse image of those on P′k under the map X′k → P′k by [R2, Lemma 6.3.5]. We
conclude that Γ has no loops, i.e. the irreducible components of X′k are smooth.
3. Effective structural results
The problem of finding the stable reduction for a general p-cyclic cover X→ P1K has
not yet been solved. Partial results have been obtained. One way to get explicit results
is to impose further restrictions on the cover such as equidistant geometry of the branch
locus. This was done in [GM, V.6.3], [Le, Theorems 1 and 2] and most recently [Ma,
Theorem 3.2.2]. If one does not impose such restrictions, it is at least possible to obtain
qualitative results on the structure of the special fiber Xk of the stable model of X. This is
the objective of the present section.
After introducing the appropriate notation in Definition 3.1, we are able to give
necessary and sufficient conditions for when Xk is tree-like. From this we obtain the key
result, Theorem 3.10, which computes the number of cycles on the stable model. At the
other extreme we have a criterion for when X is a Mumford curve. Both criteria are solely
in terms of data associated to the cover X→ P1K . The Mumford case is in accordance with
a result of G. Van Steen on automorphisms of Mumford curves (cf. [VS, Proposition 3.2]).
Throughout this section we assume that all the semi-stable curves occurring are defined
over R and g(X) 2.
3.1. Tree-like special fibers
As before let X→ P1K be a p-cyclic cover. This section contains a criterion for when
the dual graph of the special fiber of the stable reduction XR of X is a tree.
Definition 3.1. Let X→ P1K be a p-cyclic cover with K-rational branch locus B . We say
that B splits if, after possibly enlarging R, there exists a coordinate x on P1K such that
the cover is given birationally by yp = f (x) ∈R[x] and f (x)= f1(x)f2(x) satisfying the
following three conditions:
(a) f1(x), f2(x) ∈R[x] monic, non-constant.
(b) gcd(f¯1(x), f¯2(x))= 1.
(c) There exist polynomials h1(x) and h2(x) ∈ R[x] such that v(hi(x)p − fi(x)) > v(τ)
for i ∈ {1,2}.
The definition implies that if B is split with respect to x then p | deg(f (x)).
Remark 3.2. (1) The requirement made by part (a) of the definition that, with respect to x ,
all points in B specialize to points in P1k − {∞}, only serves to simplify the statement of
the definition. Geometrically for B to be split means that there exists a smooth model P for
P
1
K such that the reduction B is not reduced to one point on P
1
k and the normalization of P
in X has a special fiber with p irreducible components.
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class will satisfy (a) of the definition, i.e. for certain x we will have ∞∈ B . Nevertheless,
the existence of P is equivalent to B being split and we will often focus on this rather than
determining the right representative satisfying Definition 3.1.
(2) Lemma 2.2 has the following consequence: In the situation of the definition assume
B splits with respect to x . Then, by Lemma 2.2(b), we have max{v(h(x)p − f (x)) |
h(x) ∈ R[x]} > v(τ). Consider the factorization f (x) = ∏fb(x) where each fb(x) is
the product of the zeros (with multiplicity) of f (x) specializing to b ∈ B . Notice that,
by Hensel’s Lemma, fb(x) ∈ R[x]. Then the fb(x) are monic, pairwise relatively prime,
and by Lemma 2.2(a) satisfy the equivalent of condition (c) in Definition 3.1. In fact such
a factorization is equivalent to the one given in the definition.
The following proposition makes the connection between Definition 3.1, stable models,
and Lemma 2.4.
Proposition 3.3. Using the notation introduced in the above definition assume the branch
locus B is split. Denote by P1R the smooth model for P1K corresponding to x . Then
(a) Any component of positive genus in the stable reduction of X is obtained by blowing
up an ideal on P1R centered at a closed point in the horizontal branch locus followed
by normalizing the obtained model in K(X).
(b) Consider the covers X→ P1K given by the equations yp = fi(x). Let U (respectively
Ui) be the set of components of positive genus in the stable reduction ofX (respectively
Xi). Then U =U1 ∪U2.
Proof. (a) This follows from Lemma 2.4(ii) as any other blowup will yield components as
in Proposition 2.1(1).
(b) We think of theses components as obtained via blowing up points on P1R and
normalizing the resulting model in K(X). By (a) we know that these blowups have
to be centered in zeros of f¯ (x). Say such a blowup, centered in a zero of f¯1(x) and
corresponding to a change of coordinates x ′ = c/(x − d), yields an element of U . Writing
f2(x) with respect to x ′ and applying Lemma 2.4(ii) to it, we conclude there exists
h2(x ′) such that v(h2(x ′)p − f˜2(x ′)) > v(τ). By possibly making a PGL2(R) change of
coordinates, we can assume all the zeros of f˜i (x ′) are in R. Now we apply Lemma 2.4(i)
to f˜ (x ′)= f˜i(x ′)f˜2(x ′) to see that f˜2(x ′) has no effect on the component so obtained. ✷
Next we state a lemma that will be used in the proof of the following theorem.
Lemma 3.4. Let f (x)= f1(x)f2(x), where f1(x), f2(x) and f (x) are monic polynomials
in R[x] such that gcd(f¯1(x), f¯2(x))= 1. Assume there exist hi(x) such that v(h1(x)p −
f1(x))  v(τ ) and v(h2(x)p − f2(x)) > v(τ). As in Definition 3.1, consider the cover
corresponding to yp = f (x) with branch locus B . Then B is split.
Proof. Generally the polynomial f¯2(x) will have several distinct zeros. We chose one of
these and consider the product of the zeros of f2(x) (with multiplicity) that specialize
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from Lemma 2.2(a) that we can replace h2(x) such that v(h2(x)p − f2(x)) > v(τ)
for the new f2(x). Part (b) of the same lemma implies that there is a (new) choice
of h1(x) such v(h1(x)p − f1(x))  v(τ ). Further, we want to assume that h2(x) has
been chosen as in Lemma 2.3(a), i.e. monic of degree s with deg(f2(x)) = sp. Finally,
by translation, we may assume that x | f2(x), in particular, f¯2(x) = xs . Next consider
the coordinate x ′ = x/b. For v(b) small, and therefore after possibly extending R, the
horizontal branch points corresponding to f2(x) will specialize to x ′ = 0, while the others
will specialize to x ′ =∞. The Kummer equation becomes zp = f˜1(x ′)f˜2(x ′). Notice that,
by Lemma 2.3(c), max{v(h(x ′)p − f˜2(x ′)) | h(x ′) ∈R[x ′]}> v(τ) for v(b) small enough.
Further, by Lemma 2.4(ii), the corresponding statement is also true for f˜1(x ′) after change
of coordinates to (x ′)−1. We conclude that B is split. ✷
With the notation introduced above, we have the following theorem.
Theorem 3.5. Let X→ P1K be a p-cyclic cover with K-rational branch locus B . Then the
dual graph of the special fiber of the stable reduction XR of X is a tree iff B does not split.
Proof. We consider the modified model X′R for X described in Section 2.2 together with
the graph Γ . It has cycles iff the graph associated to XR does. Therefore we first show that
if Γ has cycles then B splits. This is done in several steps.
Claim 1. The curve X′k has at least one component that is generically separable over its
image in P′k .
Assume this is not the case. Then the map X′k → P′k is a homeomorphism and therefore
the dual graph of P′k also has cycles, which is impossible because it is a tree.
Claim 2. There exist two generically separable components, as under Claim 1, that have
a point in common.
Consider a cycle in Γ . Assume no two vertices corresponding to generically separable
components in this cycle are linked by an edge. Again, using the fact that on generically
inseparable components the map X′k → P′k induces a homeomorphism, we would obtain
a cycle in the tree Γ/G.
3. Let C1 and C2 be two components as established in Claim 2 and P a common point.
It is easy to see, using the properties of the modified semi-stable model, that C1 and C2
map to two distinct components D1 and D2 in P′k . (The properties of these models are
described at the end of Section 2.2 and are due to M. Raynaud [R2, Lemma 6.3.5].) We
denote by Q the image of P . Consider the semi-stable model for P1K that is obtained by
contracting all the irreducible components other that D1 and D2 in P′R . Denote this model
by P′′R and its normalization in K(X) by X′′R . By construction of the modified semi-stable
model, no horizontal branching specializes into the point Q.
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components D1 and D2.
Consider the smooth R-model for P1K obtained from P
′′
R by contracting D2. It
corresponds to an element x1 ∈ K(P1K). Similarly, we get x2 by contracting D1. We
have equations ypi = f (xi) for the generic fiber in terms of each of the two coordinates.
Certainly, as B is non-empty, horizontal branch points specialize into one component,
say D2. Assuming none specialize to D1, we get a contradiction to the minimality of X′R
in the following way. By assumption there exists h2(x2) with v(h2(x2)p − f (x2)) v(τ )
(cf. Proposition 2.1). By Lemma 2.4(ii), we conclude that there exists h1(x1) such that
v(h1(x1)p−f (x1)) > v(τ). Note that X′′R is semi-stable above Q, i.e. above Q there are p
double points in X′′k . Therefore, using Proposition 2.1(1) there are p smooth components of
genus zero above D1. Now observe that D1 cannot be a component of PR because it is the
quotient of a stable model and the components above D1 would contradict the minimality.
Further, by assumption, the component D1 does not alter the horizontal branching and so
cannot have been introduced when passing from PR to P′R . We get a contradiction, thus
proving the claim.
Now from either of the two equations ypi = f (xi) one concludes, using Lemma 3.4, that
B splits after possibly enlarging R.
Conversely, we have to show that if B splits then Γ is not a tree. Assume yp = f (x)=
f1(x)f2(x) satisfying the conditions of Definition 3.1. We denote by P1R the model of P
1
K
corresponding to x . Let mi be the number of distinct zeros of fi(x) and m = m1 + m2.
Assuming Γ is a tree, the genus g of the generic fiber X is the sum over the genera of the
irreducible components of Xk . Consider the stable models for the covers Xi → P1K given
by ypi = fi(x) and the two sets Ui of components of strictly positive genus gj of each
cover. Then, by Proposition 3.3(b), their union U = U1 ∪ U2 is equal to the set of such
components of Xk . The genus formula implies:
genus(Xi)= (p− 1)(mi − 2)/2=
∑
j∈Ui
gj and
genus(X)= (p− 1)(m− 2)/2 =
∑
j∈U
gj .
We get a contradiction to m=m1 +m2, so Γ is not a tree. ✷
3.2. Computational results
Keeping the notation of the preceding section, it is shown how one can compute, for
a given cover, if its branch locus B is split. We will assume the convention made in
Remark 3.2(1).
Proposition 3.6. The following three steps constitute an algorithm to compute whether the
branch locus B of X→ P1K is split.
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to x0 all the points of B specialize to points outside 0 on P1k . Say, the corresponding
Kummer equation is zp = F(x0). Then for x = b/x0 with v(b) > v(τ) and after a possible
extension of constants, we get a Kummer equation yp = f (x). We denote by P1R the model
corresponding to x . Then on this model all the points of B specialize to one closed point
on P1R ⊗R k and there exists a polynomial h(x) ∈ R[x] with v(h(x)p − f (x)) > v(τ). By
construction h(x) can be taken to be a power of x .
Step 2. If there exists a coordinate with respect to which B splits then the same is true for
x ′ = (x− bi)/c where bi ∈B . By translation with respect to x , we may assume that bi = 0
and therefore x ′ = x/c for some c ∈ (π) R. A priori we do not know which point in B
to take therefore the following has to be done for each of the finitely many points in B .
Step 3. It remains to check if, for a suitable value of v(c), the branch locus B splits. We
denote by P1 ′R the model corresponding to x ′ = x/c. For a given value of c the points of
B specialize to finitely many points B on P1 ′R ⊗R k. For each b ∈ B , consider the points
of B specializing to b. This yields a partition of B . The latter generally will depend on the
value v(c) but again we only have finitely many possibilities. For each closed point b in B ,
consider the polynomial fb(x) being the factor of f (x) corresponding to the points of B
specializing to b. For each fb(x) compute Hb(x)=∑s(b)i=0 di(b)xi as in Lemma 2.3. Now,
according to Lemma 2.3(c), all we have to check is if there is a choice of c such that all
the coefficients in all the polynomials f˜b(x ′)−∑s(b)i=0 di(b)ci−sx ′ i have valuation > v(τ).
Doing so is possible because these coefficients are of the form
(something independent of c)
a power of c
.
If such a c exists exactly then B splits. It is here where one possibly has to make a (tamely)
ramified extension of R. (Notice that the construction might factor f (x) in more than two
polynomials but this is equivalent to Definition 3.1 by Remark 3.2(2). Also, in accordance
with part (1) of the same remark, this construction generally will make ∞ part of B . In this
case, it is necessary to rewrite f˜∞(x ′) with respect to (x ′)−1.)
Proof of Proposition 3.6. The constructions in Step 1 pose no difficulty. We need to
justify the assumption on x ′ in Step 2. Assuming that there exists x ′ ∈ K(P1K) such that
B splits with respect to x ′, the coordinate x ′ is (up to PGL2(R)-equivalence) of the form
x ′ = (x−d)/c with c¯= 0. Further, for at least one point bi ∈ B , the value (bi−d)/c has to
be in R. Then (x−d, c)= (x−bi, c)R[x] and therefore we can assume x ′ = (x−bi)/c.
For Step 3 notice that, up to PGL2(R)-equivalence, the coordinate x ′ = x/c only depends
on the value of c. The rest has already been justified above. ✷
Also from the algorithm we obtain the following corollary.
Corollary 3.7. The extension of R, necessary to split the branch locus, can be chosen to
be tame.
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As before, X → P1K is a p-cyclic cover with K-rational branch locus B , given by
yp = f (x) ∈ R[x]. In this section, as a refinement of Definition 3.1, we will introduce
a special semi-stable model PspR that will be of interest to analyze the coarse structure of
the stable reduction XR of X. In particular, it will yield the number of vanishing cycles
on XR . Section 3.2 will render these results effective.
Starting out with the model P1R of Step 1 in Section 3.2, we use the algorithm of that
section to find a coordinate x1 = (x − d)/c that splits B . If such an x1 does not exist, then
we set PspR = P1R . If x1 exists, the algorithm yields a factorization of f (x1):
f (x1)=
n1∏
i=1
fi(x1).
We have obtained the following data:
(
x1, f1(x1), . . . , fn1(x1)
)
.
Proceeding with this data consider the covers corresponding to yp = fi(x1) together with
their branch loci Bi and use the same algorithm as before to determine if the Bi split. If Bi
splits, we get a coordinate x1i and a factorization
fi(x1i)=
n1i∏
j=1
fij (x1i).
The data we obtain are various new coordinates x1i together with polynomials fij (x1i )
and the polynomials fi(x1), that correspond to the Bi that do not split, together with the
coordinate x1. Continuing the process with this data, one obtains a new set of coordinates
and polynomials. We stop once none of the branch loci will split any further. In the end, we
obtain a partition of the branch locusB and a set of coordinates corresponding to vertices in
the tree PGL2(K)/PGL2(R) for sufficiently large R. Now consider the minimal subtree of
PGL2(K)/PGL2(R) containing all those vertices. We choose PspR to be the corresponding
semi-stable model of P1K . Notice that this model is unique in the sense that the partition of
B will be the same no mater how the algorithm is applied.
Definition 3.8. The model PspR defined above is called maximal split model for the cover
X→ P1K .
Remark 3.9. Notice that, using the algorithm in Section 3.2, we can compute the partition
of B and the coordinates associated to the model PspR .
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From the maximal split model, we can read the number of cycles in the graph of
the special fiber of the stable model XR . More precisely, we have the following result
generalizing Theorem 3.5.
Theorem 3.10. Let X→ P1K be a p-cyclic cover with rational branch locus B . Consider
the partition P of B given by the maximal split model. If n is the number of sets in P then
XR has (n− 1)(p− 1) vanishing cycles.
Proof. For 1  i  n, let mi be the cardinality of the subsets of B defined by the
partition P . It follows from Proposition 3.3(b) that the stable reduction of X has the same
components of positive genus as those corresponding to the n covers Xi → P1K given by
the partition of B . By construction of the maximal split model and using Theorem 3.5, the
stable reduction XiR of X
i has tree-like special fiber. Therefore the sum over the genera of
its components is (p− 1)(mi − 2)/2. On the other hand, if we denote by c the number of
cycles in XR , we have
g(X)= (p− 1)(|B| − 1)/2 = c+ n∑
i=1
(p− 1)(mi − 2)/2.
This yields c= (n− 1)(p− 1). ✷
The corollaries below are an immediate consequence of the theorem. To state them we
make the following definition.
Definition 3.11. Let X→ P1K be a p-cyclic cover with K-rational branch locus B . We say
B splits completely if, in the definition of the maximal split model for X→ P1K , eventually
each polynomial has exactly two distinct zeros or equivalently if the partition of B consists
of |B|/2 subsets.
With this definition we characterize the curves X that are Mumford curves.
Corollary 3.12. Let X→ P1K be a p-cyclic cover with K-rational branch locus B . Then
X is a Mumford curve iff B is split completely.
Proof. This is evident form the formula given in the theorem. ✷
Keeping the above notation, as a further corollary, we obtain the following result due to
G. Van Steen (cf. [VS, Proposition 3.2]).
Corollary 3.13. If X is a Mumford curve then B has even cardinality.
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In this section we consider the case of p-cyclic covers X → P1K ramified at exactly
four points and for p > 2. For a suitable coordinate x0 on P1K , we can assume the branch
locus to be B = {0,1,∞, λ} with λ ∈K −{0,1}. Similarly, making an appropriate change
of coordinates, we can assume λ ∈ R − {0,1} such that the reduction λ¯ = 1. Therefore
the cover is given birationally by the equation yp = x0(x0 − 1)β(x0 − λ)γ with positive
integers β,γ < p such that (1+ β + γ,p)= 1.
The following proposition illustrates what can be said applying Theorems 3.5, 3.10 and
Proposition 3.6 to the situation.
Proposition 4.1. With the notation introduced above, there are three different possibilities
for the special fiber of the stable model Xk :
(1) Xk consists of a single irreducible component, i.e. the curve X has potentially good
reduction.
(2) Xk has two irreducible components, each of genus (p− 1)/2, intersecting in precisely
one point.
(3) Xk has two irreducible components, both of genus zero and intersecting each other in
p distinct points. In this case X is a Mumford curve.
The first two cases are those in which the dual graph is a tree. Case (3), when cycles are
present, occurs iff γ + 1 = p and v(λ) > v(τ 2).
Proof. By the Hurwitz formula, the arithmetic genus of Xk is p − 1. Using the fact that
Xk → P1k is Galois, one gets that the geometric genus of a component of Xk is either zero,
(p− 1)/2 or p− 1 by [St, III, 7.8].
Further, by Theorem 3.10, the number of cycles in the graph associated to Xk is
a multiple of p − 1. It follows from the basic properties of the stable reduction that the
three possibilities given in the proposition are the only ones. To show the characterization
of case (3), we will go through the steps of the algorithm given by Proposition 3.6. It could
Fig. 1. The special fiber in the three cases of Proposition 4.1.
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branch locus splits, we show that γ + 1 = p and v(λ) > v(τ 2) are necessary.
(1) Corresponding to a blow up of an ideal centered at 1, we choose the coordinate x =
τ 3/(x0 − 1− τ ). Then, after extension of scalars, the equation yp = x0(x0 − 1)β(x0 − λ)γ
becomes
zp = f (x)= x2p−1−β−γ
(
x + τ
3
1+ τ
)(
x + τ 2)(x − τ 3
λ− 1− τ
)γ
.
Now for this choice of x the condition of Step 1 is satisfied for h(x)= x2.
(2) With respect to this x , and for d any of the four different branch points, we have to
consider the transformations (x − d)/c. Notice that, if B splits, the splitting corresponds
to factoring f (x) in two polynomials with two distinct zeros each. One immediately
verifies that this last condition cannot be achieved by choosing d ∈ {0,−τ 2} for purely
combinatorial reasons.
We therefore look at d =−τ 3/(1 + τ ) and assume B splits for this choice of d . Next,
translating by d , we change to the coordinate x1 = x − d to get
y
p
1 = x1
(
x1 − τ
3
1+ τ
)2p−1−β−γ(
x1 + τ 2 − τ
3
1+ τ
)β(
x1 − τ 3 λ
(λ− 1− τ )(1+ τ )
)γ
.
(3) Finally we have to consider x ′ = x1/c and determine the valuation of c. With respect
to x ′ we have
y
′p
1 = x ′
(
x ′ − τ
3
c(1+ τ )
)2p−1−β−γ(
x ′ + τ 2/c− τ
3
c(1+ τ )
)β
×
(
x ′ − τ 3 λ
c(λ− 1− τ )(1+ τ )
)γ
.
Again, for combinatorial reasons of the branch points (recalling v(λ) > 0), we need
v(τ 3) < v(c) < v(τ 3λ). Then, with respect to x ′, we have B = {0,∞} and γ = p − 1.
Further, in the notation of Proposition 3.6, we get
f˜0(x
′)= x ′
(
x ′ − τ 3 λ
c(λ− 1− τ )(1+ τ )
)γ
,
f˜∞(x ′)=
(
x ′ − τ
3
c(1+ τ )
)2p−1−β−γ(
x ′ + τ 2/c+ τ
3
c(1+ τ )
)β
.
One computes
H0(x
′)= x ′ − (p− 1)τ
3λpc(λ− 1− τ )(1+ τ )
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H0(x ′)p − f˜0(x ′) one obtains v(τ 3λ/c) > v(τ), therefore v(λ) > v(τ 2). To find such a
c might require to ramify R. The condition v(λ) > v(τ 2) is also sufficient for B to split, so
there is no need to check the remaining value of d . ✷
Remark 4.2. Making a very careful analysis, using Proposition 2.1, one can obtain stronger
results in the situation of Proposition 4.1. Essentially, we obtain complete information on
the stable reduction via a type of j -invariant similar to the one familiar from the study of
elliptic curves. It is given by
j (λ)= p−2p/3(p−1)(λ2(β + 1)2 − 2λ(β + γ + 1− βγ )+ (γ + 1)2)
and allows to distinguish between the three different types for Xk . This result will be part
of the subsequent work.
5. Further refinements and p-rank computations
Let X → P1K be as before a p-cyclic cover with K-rational branch locus B . In this
section we show how to compute the p-rank of the components in the stable reduction XR
of X. For all components of positive p-rank we will obtain equations.
For general p-cyclic covers, i.e. not necessarily of the projective line P1K , p-rank
estimates have been given in [Sa, Theorems 1 and 3]. First we state a lemma that is a
consequence of the Deuring–Shafarevich Formula (cf. [Cr, Corollary 1.8]).
Lemma 5.1. Let Ck → P1k be a p-cyclic cover of smooth k-curves, ramified at s points.
Then the p-rank of Ck is given by
rkp(Ck)= (p− 1)(s − 1).
In particular, rkp(Ck)= 0 iff s = 1.
We need one more lemma, describing the ramification on the closed fiber.
Lemma 5.2. In the notation of Proposition 2.1, assume that f (x) = ∏si=1 fi(x) with
fi(x) ∈R[x] monic and such that f¯i (x) has exactly one zero b¯i . Further assume that there
exist hi(x) ∈ R[x] with v(hi(x)p−fi(x))= max{v(h(x)p−fi(x)) | h(x) ∈R[x]} = v(τ ).
Then Xk → P1k ramifies exactly at the b¯i .
Proof. Using Lemma 2.2(b) and Proposition 2.1(2) with h(x)=∏si=1 hi(x), the equation
for Xk → P1k becomes
T p − T +
s∑((
hi(x)
p − fi(x)
)
/τ
)−/
h¯i (x)
p = 0.i=1
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the ((hi(x)p − fi(x))/τ )−/h¯i (x)p is of the form bp − b in k(x). Now by Artin–Schreier
theory the claim follows. ✷
Proposition 5.3. The following steps give an algorithm to compute all components of
positive p-rank in the stable reduction of X.
Step 0. Using the algorithm of Proposition 3.6 compute the data associated to the
maximal split model. This yields a set of covers corresponding to equations ypi = fi(xi)
with branch loci Bi which are not split. The following has to be applied to each fi(xi).
Steps 1 and 2 are identical to the ones of Proposition 3.6.
Step 3. The same as in Proposition 3.6 with the condition > v(τ) replaced by = v(τ ).
Proof. The p-rank is dominated by the genus and therefore we only will be interested in
components of positive genus. To obtain these, as observed in the previous sections, we
can restrict to the case that f (x) is not split (cf. Proposition 3.3). This is the purpose of
Step 0.
If there exists a component X′k of positive p-rank, the cover X′k → P1k induced by
XR → PR has to ramify in at least two points by Lemma 5.1. (Here ramify is to be
understood on the level of function fields or, equivalently, for the normalized curves.)
Therefore we need to determine if there is a coordinate x ′ = (x − d)/c such that if the
cover is given birationally by yp = f (x ′) the following two conditions hold:
(a) It falls in case (2) of Proposition 2.1.
(b) f¯ (x ′) has at least two different zeros.
Using purity of branch locus (cf. [Mi, I, Remark 3.7]) the conditions are certainly
necessary. We claim that, because we assume f (x) is non-split, (a) and (b) suffice to
ensure that the induced cover of special fibers ramifies at more than one point: Consider the
factorization of f (x ′)=∏fi(x ′) such that each f¯i (x ′) has exactly one zero, corresponding
to a point in B . By (b) this factorization is nontrivial. Using (a) above, Lemma 2.2(a)
implies there exist hi(x ′) with v(hi(x ′)p − fi(x ′)) v(τ ).
Now it follows from Lemma 3.4 that all these inequalities have to be equalities because
we assumed that the branch locus is not split. Finally, Lemma 5.2 shows the claim.
The computation of such an x ′ closely follows the algorithm established in Section 3.2.
We assume that x has been chosen as in Step 1 of that section.
Proceeding as in Step 2, we may assume x ′ = x/c. This is justified exactly in the same
way as in the proof of Proposition 3.6.
Finally we employ the same method as in Step 3 but with > v(τ) replaced by
= v(τ ). Notice that, by Lemma 2.3(b), the value of w in Proposition 2.1 is v(τ ) iff
v(H(x ′)p − f˜ (x ′))= v(τ ) where H(x ′) is defined in part (a) of this lemma.
In this manner, Proposition 2.1 yields equations for all components in the stable
reduction that have positive p-rank and therefore positive genus. ✷
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Nevertheless, from Theorem 3.10, we know the sum of the genera of the components with
p-rank zero.
(b) The methods of this section can be used in particular to test if the stable reduction is
ordinary.
(c) Applying the results of this section to the example treated in Proposition 4.1, one
gets one more piece of information. Namely, we can compute the special fiber in case (1)
if it has positive p-rank, i.e. the case of good reduction and p-rank p − 1. One gets that
γ + 1 = p and v(λ) = v(τ 2) are necessary and sufficient for this to happen. In all other
cases the components have p-rank zero.
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