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ABSTRACT
With the recent advances in computer vision and pattern recognition, methods
from these fields are successfully applied to solve problems in various domains, includ-
ing health care and social sciences. In this thesis, two such problems, from different
domains, are discussed. First, an application of computer vision and broader pat-
tern recognition in physical therapy is presented. Home-based physical therapy is
an essential part of the recovery process in which the patient is prescribed specific
exercises in order to improve symptoms and daily functioning of the body. However,
poor adherence to the prescribed exercises is a common problem. In our work, we
explore methods for improving home-based physical therapy experience. We begin
by proposing DyAd, a dynamically difficulty adjustment system which captures the
trajectory of the hand movement, evaluates the user’s performance quantitatively
and adjusts the difficulty level for the next trial of the exercise based on the per-
formance measurements. Next, we introduce ExerciseCheck, a remote monitoring
vi
and evaluation platform for home-based physical therapy. ExerciseCheck is capable
of capturing exercise information, evaluating the performance, providing therapeutic
feedback to the patient and the therapist, checking the progress of the user over the
course of the physical therapy, and supporting the patient throughout this period. In
our experiments, Parkinson patients have tested our system at a clinic and in their
homes during their physical therapy period. Our results suggests that ExerciseCheck
is a user-friendly application and can assist patients by providing motivation, and
guidance to ensure correct execution of the required exercises. As the second ap-
plication, and within computer vision paradigm, we focus on visual complexity, an
image attribute that humans can subjectively evaluate based on the level of details
in the image. Visual complexity has been studied in psychophysics, cognitive science,
and, more recently, computer vision, for the purposes of product design, web design,
advertising, etc. We first introduce a diverse visual complexity dataset which com-
promises of seven image categories. We collect the ground-truth scores by comparing
the pairwise relationship of images and then convert the pairwise scores to absolute
scores using mathematical methods. Furthermore, we propose a method to measure
the visual complexity that uses unsupervised information extraction from interme-
diate convolutional layers of deep neural networks. We derive an activation energy
metric that combines convolutional layer activations to quantify visual complexity.
The high correlations between ground-truth labels and computed energy scores in our
experiments show superiority of our method compared to the previous works. As an
example of the relationship between visual complexity and other image attributes,
we demonstrate that, within the context of a category, visually more complex images
are more memorable to human observers.
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1Chapter 1
Introduction
Computer vision and pattern recognition can enable numerous applications in other
domains. Autonomous driving, robot navigation, face and gestures recognition, med-
ical imaging, and video surveillance are just a few examples of the problems where
computer vision and pattern recognition have been able to provide a functional solu-
tion or significantly improve the state of the art. In this thesis, two applications of
computer vision and pattern recognition from different domains are discussed. First,
an application of computer vision and broader pattern recognition in physical therapy
is presented. Second, we focus on visual complexity, an image attribute commonly
used in the fields of psychophysics, cognitive sciences, and more recently in computer
vision.
1.1 Physical Therapy
Surgery, injury or increasing frailty due to aging are reasons one might need physical
therapy. Recovery from a physical problem with physical therapy takes time and
effort to regain muscle strength. One of the crucial aspects of a physical rehabilitation
program is to design a proper exercise for the patient to motivate and challenge the
patient while preventing any damage. The exercise should be safe while sufficiently
challenging to maximize the patient’s benefit and compliance (Kahn et al., 2004;
Lioulemes et al., 2015) and keeps the patient motivated. To design the proper exercise,
therapists require prior knowledge about the patient such as the level of impairment.
2Having quantitative measures of performance can help the therapist to track the
level of recovery and changes in a patient’s strength. In addition, a personalized
plan capable of dynamically adjusting the level of difficulty of the exercises, based on
quantitative measures, can significantly facilitate the rehabilitation process.
Furthermore, home-based physical therapy is an essential part of the recovery
process in which the patient is prescribed to perform specific exercises at home in
order to improve symptoms and daily functioning of the body. Physical therapy is
most effective if the prescribed exercises are performed properly under the regular
assessment of a physical therapist (PT). In conventional physical therapy, a PT pro-
vides direct care during a course of treatment, including home-based exercises to
transition care to their home and community environments to continue the recovery
process (Komatireddy et al., 2014). However, poor adherence to the prescribed exer-
cises is a common problem in home-based physical therapy. Factors such as absence
of supervision, compensatory movements due to pain, and lack of motivation can lead
to a limited or adverse outcome of the exercise therapy. It has been shown that only
one third of individuals with motor disabilities perform their daily exercises prop-
erly (Shaughnessy et al., 2006). This deficiency delays the rehabilitation of physical
function and prolonged symptom increases the risks of adverse consequences such as
musculoskeletal injury or motor disabilities.
Attempts have been made to improve the experience and adherence of patients
during the home-based sessions. The application of motion capture technology to
address the shortcomings of conventional physical therapy has become a growing area
of interest and led to the research question: How can non-intrusive motion monitoring
devices that offer skeletal tracking capabilities (e.g., devices like the Microsoft Kinect),
be utilized clinically effectively to support home-based physical therapy?
3Contributions.
In this thesis, we will first address the motivational issue by designing a dynamically
difficulty adjustment (DyAd) system that captures information about the perfor-
mance of the user during an exercise and recommends adjusted exercise configura-
tions based on that. We propose DyAd, a system that is motivated by two needs, (1)
to evaluate the performance of individuals with impairments during physical therapy
and (2) to provide recommendations for the therapist to reconfigure the settings to a
level of difficulty appropriate for the individual. DyAd works with the Proficio arm,
a commercial robotic arm designed for rehabilitation. The robotic arm can provide
DyAd with the precise trajectory of the hand movement. The novel contribution
of our work is the design and evaluation of a system that uses, in combination, an
accuracy and a smoothness measure to analyze gesture trajectories, and then, based
on this analysis, dynamically adjusts the difficulty of exercises for the next trial. In
this work, we validate the functionality of DyAd by presenting the changes in the
difficulty level for users based on their performance.
Next, we present ExerciseCheck. ExerciseCheck is a remote monitoring and eval-
uation rehabilitation platform that allows users to perform their regular routines at
home. ExerciseCheck enables the patients to perform their exercises at home while
being monitored by a motion capture device. By leveraging the motion data captured,
ExerciseCheck performs quantitative analysis based on the recorded trajectories of
a patient’s movements and provides the patient and the therapist with visual and
quantitative feedback. The analysis aims to address problems such as inaccurate
movements, improper speed, and inadequate range of motion. With regards to hard-
ware components, ExerciseCheck needs a motion sensing device on the patient’s side
to capture the movement trajectory of the performed exercise and a computer to send
the data to a server. On the therapist side, the same hardware setup is needed once,
4when the therapist prescribes the exercise to the patient. After that, to monitor the
patient, the therapist only needs a device with a web-browser, i.e., a laptop, or cell
phone.
Research for and development of Exercisecheck were done in three phases, where
each phase contains design and development of the system accompanied by a set of
experiments. The experiments in each phase provided us feedback and directions on
what needed to be added in the next phase.
• Phase 1: Building a prototype that consists of designing the initial architecture
and data storage on a server, implementing a process for quantitative analysis
of an exercise, including accuracy and speed, and designing the initial graphical
user interface. In our experiment, two physical therapists and two users without
physical disability evaluated our platform. This phase confirmed the technical
capabilities of our prototype system and the great potential in building a more
general platform.
• Phase 2: Major development in the system architecture, data storage, and
graphical user interface. In addition, the data analysis part of the design was
updated in this phase, where the speed analysis is revisited, and repetition
counting and analysis of active range of motion were added. In this phase
Parkinson patients evaluated our system in their clinic.
• Phase 3: System updates based on the patient’s feedback. System preparation
for the final deployment of ExerciseCheck at patient’s home. Updates included
methods to stop the recording automatically and with a minimum amount of
noise. For this final phase, we tested ExerciseCheck in the patients’ homes.
As the thesis will demonstrate, ExerciseCheck is a user-friendly platform that
enables the patients to receive real-time guidance and provides the physical therapist
5and the patient with quantitative feedback about the exercise performance.
1.2 Visual Complexity
In recent years, deep neural networks have received significant attention mainly due
to the availability of “big data” and ample computation power. Currently, deep learn-
ing models generate state-of-the-art results in many machine learning applications,
such as image classification and natural language processing, to name two. Such
performance has resulted in wide adaptation of deep neural network models.
Deep neural networks perform millions of computations in their hidden layers that
transcend the usefulness of the network beyond the task they were originally designed
for. Attempts to extract such information have mainly focused on two approaches,
high-level semantic feature representations extracted from deep layers and reuse of
a pretrained network for transfer learning (Wang et al., 2015; Yosinski et al., 2014;
Tzeng et al., 2015; Huh et al., 2016).
Feature extraction from intermediate convolutional layers, especially those related
to attributes directly mapped to human perception, has been less explored (Zhang
et al., 2016; Liu and Han, 2016; Simonyan et al., 2013; Li and Yu, 2015). As op-
posed to deep features extracted from fully-connected layers of a deep network, the
use of features extracted from intermediate convolutional layers has three important
advantages. First, they can be extracted straightforwardly irrespective of the input
image size or aspect ratio. Second, they carry spatial information corresponding to
receptive fields of particular features in the local regions of an image. And third,
specifically in intermediate layers, they are more transferable and less domain or task
specific.
In this thesis, we propose a metric from intermediate convolutional layers. Here
we focus on visual complexity, an image attribute that humans can also subjectively
6quantify.
Visual complexity is a broad concept with basic and applied research in a variety
of areas such as computer vision, psychophysics and cognitive psychology, product
design, marketing, and computing. Various definitions can be found in the literature.
One definition relates visual complexity to the level of intricacy and details in an
image, or the level of difficulty of a human observer to describe an image (Heaps
and Handel, 1999; Snodgrass and Vanderwart, 1980). Another definition of visual
complexity is based on the level of visual clutter and the amount of information
conveyed in the image, which then relates the study of visual complexity to the fields
of image compression and information theory (Rosenholtz et al., 2007).
Analysis of visual complexity is connected to a variety of problems in the field of
computer vision. For example, visual clutter is a determining factor in measuring the
difficulty of a visual search task (Tudor Ionescu et al., 2016). For a cluttered scene,
where objects are partially occluded, it is more challenging to create an image caption,
or detect and segment objects. Another topic is image memorability, which, as visual
complexity, is an image attribute related to human perception. Furthermore, a visual
question answering (VQA) algorithm may benefit from analysis of the complexity of
image regions – a visually complex region is likely to need more algorithm-generated
questions and answers, and a visual complexity map can guide the VQA toward where
to look for questions and answers.
Understanding visual complexity of images is not only relevant to computer vision
– it is also beneficial in the context of computer graphics and human computation.
With regards to graphics, for example, the more complex a 3D scene is, the more
time it takes for an algorithm to render it (Ramanarayanan et al., 2008a). With
regards to crowdsourcing, evaluating the difficulty level of a vision task is essential
for assigning the adequate number of crowdworkers to that task. A measure of visual
7complexity can be used to estimate this difficulty level.
Moreover, visual complexity carries significant information that can empower
many applications including artwork, marketing, advertising, web design, and com-
puter graphics (Machado et al., 2015; Ramanarayanan et al., 2008b; Reinecke et al.,
2013).
For quantifying visual complexity, various factors have been studied in the liter-
ature. Image colorfulness, edge density, luminance, patterns, mirror symmetry, and
number of objects are some of the examples. However, depending on the type of
image, e.g., whether it contains abstract patterns versus real-world scenes, the contri-
bution of these factors are different. Supervision is needed to tune the contribution of
each of these factors. This requires access to additional information about the image
data and can make a learning algorithm more prune to overfitting.
Contributions.
In this part of the thesis, we introduce an unsupervised method to quantify visual
complexity based on activations in the intermediate convolutional layer of a deep neu-
ral network. We define the unsupervised activation energy (UAE) method based on
these activations to quantify visual complexity. Furthermore, to better evaluate our
proposed method, we present a new dataset for studying the concept of visual com-
plexity for different type of images. We begin by introducing our proposed dataset.
Due to the wide range of applications for the analysis of visual complexity, the
study of visual complexity requires adequate amount of data for different types of im-
ages. Although some image datasets exist that have visual complexity ground-truth
labels, they are either very small or lack diversity (both in number and type of cat-
egories, as well as diversity of image content and appearance within each category).
In addition, the methodologies to obtain the ground truth for these datasets are not
consistent and in most cases, they are based on a limited point scale. To overcome
8these limitations, we here introduce Savoias, a new dataset for the analysis of visual
complexity. Savoias covers a variety of topics and provides a sufficient number of im-
ages per topic, therefore improving diversity and scale of publicly available datasets.
Specifically, Savoias consists of seven diverse categories and a total of 1,420 images.
Savoias is an acronym for Scenes, Advertisement, Visualization and infographics,
Objects, Interior design, Art, and Suprematism (a category of art). In order to min-
imize the bias in the rating scale while maintain the wide range of scores, we perform
pairwise comparison to collect human observers’ judgement and then convert these
pairwise scores into absolute visual complexity scores using mathematical approaches.
To examine our hypothesis on the usefulness of the neural network activations for
quantifying visual complexity, we first explore the correlation between the activation
energy of different convolutional layers of deep neural network and the ground-truth
visual complexity on three widely-used network architectures and two classification
tasks. Observing a consistent trend for one of the layers, we define an unsupervised
metric based on these activations. We evaluate the performance of our model on
SAVOIAS and two other datasets by measuring the correlation between the quan-
tified visual complexity of images and their ground truth. Our results show the
superiority of our proposed method in quantifying visual complexity compared to
existing methods. Moreover, we perform further analysis on the difference between
the performance of a supervised model trained on the feature maps versus the unsu-
pervised method and show that by supervision, we can improve our prediction. As
an application of visual complexity analysis to evaluate other image attributes, we
further show that within the context of images, there exists correlation between visual
complexity of images and the their memorability scores.
Chapter 2
Related Work
2.1 Physical Therapy
In this chapter, we will first discuss the literature regarding robot rehabilitation, tele-
rehabilitation, and exercise difficulty adjustments. Then we will discuss the previous
work focused on the use of motion capture technology for physical therapy.
Robot rehabilitation and tele-rehabilitation. The goal of rehabilitation
robotics is to provide effective approaches for enhancement of motor learning. A
comparison of results between the use of robotics in rehabilitation and conventional
techniques shows a significant difference in the recovery progress of people with motor
disabilities. Volpe et al. (Volpe et al., 2002) presented three studies that demonstrated
the improved motor function of the paralyzed upper limb measured by clinical scales
when robotic devices were utilized as part of a patients’ rehabilitation plan. A sys-
tematic review of studies regarding the effect of robots in rehabilitation was given by
Kwakkel et al. (Kwakkel et al., 2008). They have investigated various cases and sug-
gested that there exits a positive trend toward robot-assisted therapy with regard to
motor recovery when measured with common assessment scales. Another comparison
was made for motor rehabilitation of the upper limb after stroke that provided en-
couraging evidence supporting the potentials in presence of robots to increase public
healthcare burden and reduce in the expenses regarding post-stroke physical therapy
(Lum et al., 2002).
Use of a brain-computer interface (BCI) or, more specifically, a brain-robot in-
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terface is another approach to leverage robot-assisted technology (Gomez-Rodriguez
et al., 2011). As an integrative rehabilitation strategy, it decodes the subject’s mo-
tor imaginary or movement attempt using BCI shared-control strategies based, for
example, on electroencephalograms (EEGs), and enables artificial support of the sen-
sorimotor feedback loop.
Robotic arms can offer exercise support actively or passively. In the passive case,
a patient does not need to exert any force, and the robot arm will move his or her arm
based on the path prescribed by the therapist. In the active case, the patient moves
the robotic arm himself or herself, and the robotic arm measures the kinematic and
kinetics of the movement. A combined active-passive training system was proposed
recently to lead a person through an exercise; a correctional force is applied when he
or she deviates from the predefined trajectory (Phan et al., 2014). In our work, we
use the active approach, i.e., the user is actively moving the robotic arm. If the user
deviates from the predefined trajectory because the exercise is too difficult for him
or her, our system lowers the difficulty level of the subsequent exercise. In addition,
our system uses haptic forces adaptively to provide the user with feedback.
Difficulty Adjustment. Dynamic difficulty-adjustment techniques have been
extensively studied for commercial computer games to address problems such as
difficulty gaps between levels or unresponsiveness of the system to player learning
(Spronck et al., 2004; Spronck et al., 2006). However, these adaptive systems are not
limited to computer games and have been recently the focus of research in rehabili-
tation as well.
An adaptive automated task-practice system was introduced by Choi et al. (Choi
et al., 2008) that engages a user in realistic functional tasks based on a the user’s
performance. Another performance-based system (Krebs et al., 2003) has been pro-
posed that uses time, speed and electromyography (EMG) thresholds to trigger robot
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assistance in therapy. In this work, performance measures grade the patients’ abilities
to initiate movement, move from starting point to the target, aim their movement
along the target axis, and reach the target position. An online component of the work
tries to keep patients motivated during a therapy session. Note that the approaches
in measuring user performance in these two works significantly differ from ours.
A more recent work has focused on multimodal data such as speech, facial expres-
sions, and body motion to ananlyze therapy progress and adjust subsequent exercises
by formulating the problem as a Markov decision process (Tsiakas et al., 2015).
Use of Motion Capture Technology. The recent advances in motion caption
technology has enabled researchers to design monitoring systems that capture motion
data from the user, perform analysis, and provide feedback to the user accordingly.
These systems have been reviewed for physical therapy in therapeutic settings, in-
volving patients who suffered a stroke or have other medical conditions (Da Gama
et al., 2015; Liao et al., 2018; Mousavi Hondori and Khademi, 2014; Venugopalan
et al., 2013), or in daily life (Webster and Celik, 2014; Wu et al., 2018). As an ex-
ample, MotionTalk is designed to help improve the poor compliance rates observed
in patients recovering from Traumatic Brain Injury (TBI) who have been advised to
perform physical exercises in their homes. MotionTalk uses Dynamic Time Warping
to evaluate the deviation of the exercise performed at home with its reference recorded
at a clinic (Venugopalan et al., 2013).
Motion monitoring devices allow for non-invasive approaches to analyzing gait and
to evaluating abnormalities in relatively natural environments. These approaches
are especially useful for monitoring elderly patients. The goals, for example, are
to estimate the probability of falls occurring during certain body movements and to
reduce fall risks or avert them entirely when fall-susceptible movements are performed
by taking preventive actions or by using assistive technologies (Webster and Celik,
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2014).
Data analysis is one of the main components of exercise monitoring systems. To
be able to provide the patient and the physical therapist with quantitative feedback,
a system may need to preprocess the input data, segment it into multiple repetitions
or movements, and compare it against a reference. Analysis of input data may be
error prone if it interprets the raw sensor values without any smoothing. Use of
kinematic formulas have been proposed to smooth out the sensor data for accurate
exercise evaluation (Theofanidis et al., 2016). Dynamic time warping (DTW) is one
approach for comparing the two time series of position data, that may be compressed
or stretched time with respect to each other. DTW provides an error value as a
measure of dissimilarity between the two time series inputs (Saraee and Betke, 2016;
Wei et al., 2017). Another approach is to use Hidden Markov Models (HMM) for
detecting deviations from the reference exercise movements when the patient performs
the practice exercise (Lin and Kulic, 2014; Palma et al., 2016). An automated online
approach has been proposed to segment and identify the movements from continuous
time-series motion capture data using a two-stage process, based on velocity features
and hidden Markov models (Lin and Kulic, 2014).
The patient and the therapist can either directly benefit from quantitative per-
formance feedback, or use the results indirectly when the data are incorporated into
another system. MAGNI Dynamics (Lioulemes et al., 2017) is one such example, de-
signed for the purpose of home-based rehabilitation. It utilizes the Microsoft Kinect
as the vision-based monitoring module and an adaptive haptic feedback controller
connected with a Barret WAM robotic arm. The haptic controller adjusts resistive
and supportive behavior of the robotic arm as per the user’s performance, which is
determined using the monitoring device. The use of reinforcement learning is also
proposed to develop custom exercise sessions for patients based on their performance
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feedback without requiring a physical trainer (Saraee and Betke, 2016; Tsiakas et al.,
2015). As an example, DYAD captures the performance data and dynamically adjust
the difficulty level of exercise for the next trial (Saraee and Betke, 2016).
In the related work section of Chapter 4, a few examples of previous works related
to the use of motion capture technology for movement monitoring and evaluation are
discussed. These works focus on analyzing the performance of their systems rather
than providing adequate experimental results that include feedback from physical
therapists and patients who have used the system in their homes. While there are a
few works in the literature that report a close connection with patients, they mostly
focus on the interface, the tele-rehabilitation aspect, or how to connect patient and
therapist. They fall short on providing tools that guide patients in their movements
based on the previously recorded data or that enable the therapist to conduct a
quantitative analysis of the performance of the patient. Similarly, with regard to
commercially-available systems, physical therapists may have access to systems that
use motion capture technology to track the body movement; however, these systems
are not capable of providing any analysis or feedback to the physical therapist or the
patient.
Our goal in this project is to design and develop a system that can improve
the experience of the patients during home-based physical therapy and provide the
users with beneficial guidance and feedback. Thus, for designing our system, we
need to take two factors into consideration: first, our system must be capable of
performing analysis on the movement of the patient and provide the patient and
the physical therapist with quantitative and qualitative feedback, and second, it has
to be consistently evaluated by physical therapists and patients both in the clinic
and at patient’s home; so that the design requirements are satisfied, the patient and
therapist’s expectations are met, the applicability of the system at patient’s home is
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ensured, and limitations of home-based exercising systems are addressed.
2.2 Visual Complexity
Visual complexity has been previously studied extensively in the literature of psy-
chophysics, cognitive science, and more recently in computer vision. While the tem-
poral dimension of complexity is also an interesting topic of research (Cardaci et al.,
2009; Marin and Leder, 2016; Palumbo et al., 2014); in this work, we focus on the spa-
tial dimension of visual complexity and algorithmic approaches to quantify it. In this
section, we begin with discussing the applications of the visual complexity in other
domain. We then review the previous work focused on quantifying visual complex-
ity on different types of images. Lastly, we summarize few works that have studied
feature extraction from convolutional layers of deep neural network for different tasks.
Applications of Visual Complexity in other fields. Visual complexity is
a dominant factor in determining the pleasantness of a stimulus and is known to
be related to aesthetic preference for artistic works (Forsythe et al., 2011). It is
shown that the relation between visual complexity and preference follows an inverted
U-curve in which images with intermediate level of visual complexity are most appeal-
ing (Berlyne, 1971). In addition, it has been studied that the perception of appeal
from a Web design has connection with the visual complexity of the Website (Rei-
necke et al., 2013), and thus understanding visual complexity can lead to a better
subjective experience for users (Krishen, 2008).
Visual impression of advertisement images plays a crucial role in engaging visitors.
These first impressions further affect the mid- and long-term human behavior. Two
different types of complexity can be considered for advertisement (Pieters et al.,
2010): feature complexity (depends on the visual features), and design complexity
(depends on the creative design), both of which indicate perceptual complexity. It
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Table 2.1: The datasets previously used in visual complexity studies, as
well as our proposed dataset. A “1-step” groundtruthing process means
that the users were asked to directly rate the visual complexity of a single
image; “Shared” means the dataset may be shared with other researchers
upon request.
# GT GT Open
Reference Images Application Category Process scale Source
Gartus 912 BW 8× 8 abstract patterns 1-step 5-point Shared
Nadal 120 Abstract & representational 1-step 3-point No
Olivia 100 Indoor scenes 3-step 8-point No
Miniukovich 140 Webpage 1-step 5-point Yes
Fan 40 Chinese ink painting 1-step 7-point Shared
Schnur 9 Web maps 1-step 5-point No
Corch 98 Real-world scenes 1-step [0-100] Shared
Corch 122 Textures 1-step [0-100] Shared
Ours 1,420
Scenes, advertisement,
Pairwise [0-100] Yesvisualizations, objects, art,
interior design, Suprematism
has been argued that feature complexity hurts attention to the brand, whereas design
complexity can improve the consumer’s attention.
Datasets. The characteristics of few visual complexity datasets are summarized
in Table 2.1. It shows differences in scales and image collection methods, as well as
groundtruthing methodologies, and reveals that the diversity and number of samples
in these datasets are inadequate for extensive analysis of visual complexity. It is
also worth noting that not all the datasets mentioned above are publicly available or
shared among researchers.
Savoias, is introduced to address the lack of an appropriate dataset. It is a new
dataset consisting of seven diverse categories and more than 1,400 sample images.
In order to obtain ground truth for our dataset, instead of asking the participants
to rate the visual complexity of an image on a continuous scale, we incorporated
a pairwise comparison between images to avoid any bias in the rating scale. The
pairwise methodology also provides a more fine-grained range of scores compared to
the common 3, 5, or 7-scale ratings used in the aforementioned datasets.
Algorithms. In one of the early works on visual complexity, Chipman et al.
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explained the importance of two factors in the analysis of visual complexity of simple
abstract patterns; specifically, quantitative factor (related to amount of elements)
which has positive correlation with visual complexity and structural element ( de-
termined by different forms of structural organization, but mostly by symmetry)
which has negative correlation with visual complexity (Chipman, 1977; Chipman and
Mendelson, 1979). In a similar approach, a more recent study explored the impact of
these two factors on the visual complexity of more complex abstract patterns (Gartus
and Leder, 2013; Gartus and Leder, 2017).
The applicability of this method was further demonstrated by Nadal et al. on four
categories: abstract artistic, abstract non-artistic, representational artistic, and rep-
resentational non-artistic. The images used in their experiment contained 120 stimuli
equally divided into three complexity levels: low, intermediate, and high (Nadal et al.,
2010).
In addition, five factors encapsulating visual complexity for Web design and GUI
applications are proposed (Miniukovich and Angeli, 2014). Similarly, Fan et al. ex-
panded this approach to Chinese ink paintings by introducing three new features,
namely color richness, stroke thickness, and white spaces (Fan et al., 2017).
Oliva et al. studied the role of task constraint on representation of visual com-
plexity. They argued that although the contribution of the perceptual dimensions are
affected by task constraints, visual complexity can still be represented by perceptual
dimensions such as quantity of objects, clutter, openness, symmetry, organization,
and variety of colors (Olivia et al., 2004).
Edge Density, Subband Entropy and Feature Congestion are three common ap-
proaches to measure visual complexity and level of clutter in an image. Edge Density
measure calculates the density of edges in an image in order to capture the notion
of clutter as number of objects as well as a likely correlation of clutter with high-
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frequency content (Mack and Oliva, 2004).
The Feature Congestion measure is based on a saliency model and is described
based on an analogy that it is more difficult to add an attention-grabbing note to the
desktop if it is cluttered (Rosenholtz et al., 2007).
Visual complexity can also be approximated using algorithmic information the-
ory and compression algorithms (Rosenholtz et al., 2007). In this case, the visual
complexity is defined as the resulting file size when a compression algorithm such
as JPEG or ZIP is applied on the given image. The Subband Entropy measure is
related to the efficiency of encoding an image and is inversely related to the amount
of redundancy and grouping in the image.
In another study, visual complexity of three different online map providers (Google
Maps, Bing Maps, and OpenStreetMaps) was explored with the objective of better
understanding design decisions for Web maps. The results implied that clutter, mea-
sured by feature congestion (Rosenholtz et al., 2007), is more important in perceived
complexity than diversity of symbology (Schnur et al., 2018).
A linear combination of multiple features such as edge density, compression ratio,
and number of objects has also been studied (Corchs et al., 2016). However, for
combining the features, a supervised algorithm is required to set the weights assigned
to each of these features. The stimuli used in these experiments were geographical
maps and synthetic images of objects in sparse arrangements.
Feature Extraction from Convolutional Layers of Deep Neural Network.
The use of convolutional layers of deep neural networks to provide local image
descriptors has been shown to produce state-of-the-art results in various application
such as image classification and image retrieval (Cimpoi et al., 2016; Liu et al.,
2015; Babenko and Lempitsky, 2015; Razavian et al., 2016; Ng et al., 2015; Yang
et al., 2016; Paulin et al., 2017; Uricchio et al., 2015; Gordo et al., 2017). Babenko
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and Lempitsky (Babenko and Lempitsky, 2015) focused on the problem of image
retrieval and investigated how to aggregate local deep features in order to produce
compact global descriptors for image retrieval. In their work, they have highlighted
the differences between local convolutional features and dense SIFT (Lowe, 2004)
feature and suggested a new descriptor based on simple sum-pooling aggregation of
convolutional features (SPoC). Similarly, the activations from the convolutional layers
of a deep neural network have been utilized to encode images into compact global
signatures for the instance-level image retrieval task (Gordo et al., 2016). In this
work, a region proposal network was employed to learn and select the regions for
pooling and forming the final global descriptor. Problem of very large scale retrieval
has been previously investigated and the use of VLAD encoding (Arandjelovic and
Zisserman, 2013; Vedaldi and Fulkerson, 2010) on convolutional responses for the
image retrieval task is suggested (Ng et al., 2015). In these experiments, multiple
spatial VLAD representation, MultiVLAD, was considered that allows the retrieval
and localization of objects that only extend over a small part of an image. Liu
et al. (Liu et al., 2015) proposed “cross-convolutional layer pooling,” a new image
representation framework based on convolutional features, for the visual classification
task. They derived discriminative features from the convolutional activations of a
pretrained Deep convolutional neural network (DCNN) by extracting subarrays of
feature maps of one convolutional layer as local features, and pooling the extracted
features with the guidance of the feature maps of the successive convolutional layer.
The impact of convolutional features for the visual tracking problem has also
been examined (Danelljan et al., 2015) and the use of activations from the convolu-
tional layer of a CNN in discriminative correlation filter based tracking frameworks
is proposed. The results shows that activations from the first layer provides superior
tracking performance compared to the deeper layers of the network.
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Cimpoi et al. (Cimpoi et al., 2016) proposed a new texture descriptor, based on
Fisher vector pooling of a CNN filter bank. In addition, problem of mid-level visual
element discovery from the perspective of pattern mining was proposed the efficacy
of the first fully connected layer for this task was examined (Li et al., 2015).
Similar to the aforementioned works, we extract descriptors from convolutional
layers; however, we focus on the image attributes that can be directly mapped to a
qualities of an image that humans can quantify.
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Chapter 3
Dynamic Adjustment of Physical
Exercises Based on Performance Using
the Proficio Robotic Arm
3.1 Introduction
Physical therapy is an essential element in a comprehensive rehabilitation plan. Robot-
assisted solutions have recently become more common to support the patient through-
out the healing process. In this chapter, we proposeDyAd, a system that is motivated
by two needs, (1) to evaluate the performance of individuals with impairments during
physical therapy and (2) to provide recommendations for the therapist to reconfigure
the settings to a level of difficulty appropriate for the individual.
When the user performs an exercise, andDyAd evaluates the performance. DyAd
has a graphical interface to support the user with a 3D visualization of the exercise
trajectory to be followed. Depending on the performance measurement, DyAd rec-
ommends adjusted difficulty levels for the next trial of the exercise. In order to
evaluate the performance, when a person tries to make a movement following a previ-
ously designed trajectory, DyAd compares this movement, the measured trajectory,
to the designed trajectory.
To capture user’s hand movement, we use Proficio robotic arm. The arm provides
DyAd with kinematic data about the person’s movement. The Proficio, shown in
Figure 3·1, is a commercially-available 3-degrees-of-freedom robotic arm. It is de-
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Figure 3·1: Exercise setup: The user’s arm is strapped to the Proficio
robot arm. In the back-drivable case, she controls the movement of the robot
arm while grasping its end effector. In the other case, the robot guides her
movement.
signed as a research instrument that facilitates the development of tools and methods
for physical therapy. Intended users are patients recovering from accidents, stroke,
and spinal-cord injury. The Proficio allows researchers to design exercises that in-
volve reaching tasks and provide feedback using a 3D haptics force field. The Proficio
robotic arm is a back-drivable manipulator, which means a user’s arm strapped on the
robotic arm can move the robotic arm (rather than the robotic arm moving the user’s
arm). The Proficio robotic arm is also capable of capturing data from the exercise to
provide the therapist with valuable data about the performance of the patient.
The components of our system can be summarized as follows:
• Similarity of trajectories: Dynamic Time Warping (DTW)(Berndt and Clif-
ford, 1994) is a common method for aligning two trajectories and returning the
error as a measure of dissimilarity between them (Lioulemes et al., 2015). DyAd
uses DTW to compare the trajectories of the user’s movement measured by the
robotic arm with the trajectory the user was supposed to follow.
• Smoothness: DyAd uses a measure of smoothness to capture the concepts
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of continuity and nonintermittency of a movement. A recent study showed
the importance of smoothness in the assessment of sensorimotor impairment
and motor learning (Balasubramanian et al., 2015). While a smooth motion is
expected from someone without disability, individuals with poor motor control
find moving smoothly quite challenging. A modified version of the spectral arc
length measurement (ASL) (Balasubramanian et al., 2015) is used to evaluate
this important parameter.
• Dynamic Difficulty Adjustment: After the assessment of an exercise trajec-
tory using the aforementioned methods, DyAd recommends a new configuration
for the difficulty level of the next exercise session.
3.2 Approach
Here, we describe how DyAd combines two methods of analyzing movement trajecto-
ries. We use dynamic time warping (Berndt and Clifford, 1994) as a mean to compare
the similarity of two trajectories, and the spectral arc length method to quantify the
smoothness of a trajectory. We explain how we adapt Dynamic Scripting (Spronck
et al., 2003; Spronck et al., 2004), in particular, how we leverage the stochastic opti-
mization idea behind Dynamic Scripting for DyAd, so that it can adjust the difficulty
level of the prescribed exercise.
3.2.1 Dynamic Time Warping
Dynamic Time Warping (DTW) is a dynamic programming technique to measure the
similarity between two temporal sequences. It aligns the signals by warping stretched
or compressed signals in a non-linear fashion to find the optimal match between them.
Although being originally used for speech recognition (Sakoe and Chiba, 1978), DTW
has been applied widely to other time-series analysis tasks, in particular, gesture
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recognition to compare and match temporal gesture sequences. We briefly illustrate
DTW here. Assume two time series S and T represent two gesture trajectories:
S = s1, s2, ..., si, ..., sn (3.1)
T = t1, t2, ..., tj, ..., tm (3.2)
The goal of DTW is to compute a warping path
W = w1, w2, ..., wk, ..., wp (3.3)
that maps the elements of S and T such that the distance between them is minimized.
W is a sequence of grid points where each point corresponds to an alignment between
a point in S and another in T . The Manhattan or Euclidean distance functions are
common for measuring the distance between two corresponding points:
δ(wk) = dist(si, tj). (3.4)
With this definition of the local distance between points, dynamic time warping can be
formulated as a dynamic programming problem to minimize the following equation:
Error(S, T ) = min
w
[Σpk=1δ(wk)]. (3.5)
The Error is then normalized by the length p of W .
An example of two joint position trajectories, measured by the robotic arm, is
shown in Figure 3·2. DyAd matches corresponding points on the trajectories using
DTW. The normalized Error was 0.126, small enough so that DyAd concludes that
the current performance is sufficient. DyAd then adjusts the difficulty level of the
exercise depending on the result of the smoothness evaluation and exercise timing, as
described below.
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Figure 3·2: Matching two gesture signals using DTW. The movement
trajectories that two users, a teacher and a student, created during
an exercise. Three components of the two trajectories are shown as
functions of time. They correspond to the angles that the three joints
of the robot arm make with respect to each other, using the Denavit-
Hartenberg convention. The teacher designed a desired trajectory (solid
blue), the student tried to follow the same trajectory (dashed blue).
DTW is used to find corresponding joint positions (red). The similarity
of the trajectories is then measured by the Euclidean distance between
matching positions.
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3.2.2 Smoothness
has been identified as a fundamental parameter to assess the scale of a motor impair-
ment, as it has been shown to correlate significantly with a patient’s ability to control
the movement (Bosecker et al., 2010). A smooth motion is considered to be a contin-
ual movement without any interruption. Measuring smoothness quantitatively, with
the help of a robotic arm, instead of simply relying on qualitative visual observations
by the therapist or comments by the patient, may yield a better understanding of
the level of movement control that a patient has. It should be noted though that
intermittency might be caused by poor task familiarity, and a therapist must validate
the results based on experiments that eliminate this factor.
The assessment of motor control in terms of smoothness requires a range of scores
to reflect the motor ability of individuals. However, it is not possible to define a
specific range, because depending on the kind of task, this range will vary.
The literature discusses various methods about how to measure smoothness. The
harmonic ratio, jerk-based methods, or the spectral arc length method (Balasubra-
manian et al., 2015) are common methods. The spectral arc length method (Bala-
subramanian et al., 2012) measures the arc length in the Fourier magnitude spectrum
within a fixed range of a speed profile indicated as ωc in the following equation:
SAL ,
ωc∫
0
[
(
1
ωc
)2 + (
dVˆ (ω)
dω
)2
]1/2
dω, (3.6)
where Vˆ (ω) = V (ω)
V (0)
, V (ω) is the Fourier magnitude spectrum of the speed profile,
V (0) is the value of this spectrum at frequency 0 (also called DC magnitude), and
the arc length is estimated within frequency 0 and a fixed ωc equal to 20 Hz. A
slightly modified version of this method was proposed (Balasubramanian et al., 2015)
that adaptively selects the range of frequencies based on specific constraints in the
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movement:
wc , min{wmaxc ,min{w, Vˆ (r) < V¯ , ∀r > w}}, (3.7)
where V¯ is threshold on the Fourier magnitude. The use of an adaptive method is
helpful as it makes it possible to set these parameters based on the nature of the
movement.
3.2.3 Dynamic Difficulty Adjustment
The exercises prescribed by the therapist must not only be safe and achievable, but
they should be sufficiently challenging to motivate the patient to work harder and
make progress. In this part, we first explain dynamic scripting, the algorithm we
are inspired by, and then propose a method for dynamic difficulty adjustment that
DyAd uses to adjust an exercise according to the movement ability of an individual.
Dynamic Scripting
Dynamic scripting, proposed by Spronck et al. (Spronck et al., 2006), is an unsuper-
vised online learning algorithm inspired by reinforcement learning that uses stochastic
optimization. Online learning must be fast, effective, robust ; these conditions exclude
many regular learning algorithms because they would be too slow.
Dynamic scripting was originally introduced for complicated computer games,
since scripts can be executed sequentially to overcome the complexity issue. Dynamic
scripting maintains several rule bases, corresponding to separate opponents in a game.
Rules are extracted from the rule base to form a script that describes the behavior
of the opponent as it is generated. The probability that a rule is selected from the
rule base depends on the weight assigned to it. These weights are updated based on
previous performance of the rule in the script. It will be rewarded with increase in
weight in case of success or punished by decrease in the weight if it has caused failure.
The reward or punishment values are calculated using a fitness function that relates
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the success and failure of the rule to the change in the weights.
We take advantage of the stochastic optimization idea behind dynamic scripting.
For DyAd, we employ a deterministic fitness function to map the performance mea-
sures to rules. We propose to obtain the parameters required for reconfiguration of
the difficulty level in a stochastic manner using a random distribution function biased
by the values suggested by the fitness function. A more detailed explanation of this
method is discussed in the next section.
DyAd: Dynamic Adjustment of Difficulty
Three parameters, denoted by vector ~x, capture the quantitative performance mea-
sures that DyAd uses to decide on recommendations for exercise adjustment. (1)
DyAd compares the the measured trajectory with the designed trajectory and re-
ports the DTW error as a measure of dissimilarity. (2) DyAd uses the measured
velocity values along the trajectory of the motion to evaluate the smoothness of the
motion using Equation 3.6. (3) DyAd uses the total recorded time to monitor the
performance of a user.
The domain knowledge is now required to map the different range of ~x to a score
between zero and one. DyAd employs two nonlinear functions, the sigmoid for pa-
rameter (1) and the logarithm for parameter (2) and (3), to serve this purpose. To
illustrate more, in case of sigmoid function, DyAd first uses
scorexi =
1
1 + exp−(αxi+β)
, (3.8)
where constants α and β control the application of domain knowledge. Different
values for α and β can lead to completely different scenarios. They can bias the score
function such that it becomes easy for a user to receive a high performance score. The
system would then label the user’s current performance acceptable and would make
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the exercise more challenging in the next trial. With another set of values for α and
β, a motion trajectory may be given a low score and then DyAd would recommend
an easier exercise until the user’s performance is acceptable.
The therapist can change the values for α and β depending on the condition of
patients and what is expected from them in that session of therapy.
In order to relate the quantified performance results to the level of difficulty for
the next exercise, DyAd uses three variables, denoted by ~y: (1) the path index, (2)
the size of the ball, and (3) the resistance level of the haptic-feedback walls along the
path. The parameters will be explained in more details in the next section. Similar
to the dynamic scripting algorithm, DyAd defines a fitness function
scorey = A× scorex, (3.9)
where A is a 3×3 matrix corresponding to the contribution of each element of ~x
to ~y. To illustrate more, each element of the fitness function (A) shows how each
of the performance measures and the difficulty settings are related to each other.
The values for each aij ∈ A are selected based on the results of our preliminary
experiments. For example, in our experiments we learned that although a stronger
haptic wall makes the exercise more challenging, by moving the arm more smoothly,
it is easier to go through these haptic walls, and thus we inferred that the smoothness
of the movements and the strength of the haptic wall are more related to each other.
Note that the values chosen for the fitness function are not unique and can be defined
differently depending on the performance measures and the other difficulty settings
designed for an exercise.
We here propose a method that uses the normal distributionN to combine domain
knowledge, i.e., an understanding of the current performance of the motion of the user,
with a need to have a random component for the exercise. DyAd randomly selects
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the value
result = N (µ, σ) (3.10)
for the difficulty level in the next trial, where the inputs and output are defined as
follows:
• The mean µ is obtained from scorey by a linear function f(scorey) = (1 −
scorey) + 0.5 that maps scores between 0 and 1 to the desired maximum and
minimum of the changes in the difficulty parameters for the next trial. For
example, when the score is 0.3 for the size of the ball (less than 0.5), it reflects
the need for a larger ball in the next trail, and thus, the mean is mapped to
µ = 1.2.
• The variance σ of the normal distribution corresponds to how much DyAd
wants to explore various cases. In our design, a wider distribution (larger σ)
corresponds to lots of exploration; a narrower distribution (smaller σ) cor-
responds to exploitation of the current knowledge about the performance of
the user. Thus, the variance is a decreasing function of number of trials:
σ = σ0 × (1 − log(trialnumber)) for a trial number between 1 and 9, and a
fixed value after that.
• The output result of the random function N determines the changes in the
~y parameters. For instance, in Figure 3·3, the red curve recommends a value
between 1 and 1.4 which is the ratio in the increase of the size of the ball.
3.3 Experiment
In order to facilitate the visualization of the exercise, we have implemented a 3D
virtual exercise interface (Figure 3·4). Users are asked to move their right arm in a
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Figure 3·3: Two examples of normal distribution N applied to sug-
gest a new size of the ball (Eq. 3.10). The blue curve represents the
distribution for the second trial; a score of 0.65 was obtained for the
radius of the ball; since the score is acceptable (above 0.5), the distri-
bution is biased towards smaller balls on average. Similarly, the red
curve is the distribution for suggested balls in the fifth trial; a score of
0.3 was obtained for the radius of the ball; larger balls are the result of
lower scores (less than 0.5). The examples show how the shape of the
distributions is affected by the number of previous trials: the variance
becomes smaller as the users go through more trials.
semi-circular shape, moving through the virtual balls shown in the interface, while
strapped to the Proficio robotic arm.
3.3.1 Method
As described above, the size of the ball is one of the parameters that DyAd adjusts.
Larger balls are preferred in the first trial, in order to direct the participants to the
correct path. Smaller balls are suggested when participants can make smooth and
accurate motions. Two examples of ball configurations, one with large and the other
with small balls, are shown in Figure 3·4.
Depending on a user’s previous performance, DyAd recommends new positions for
the balls, which also yield different levels of difficulty. New ball positions require the
user’s arm to be held in a new plane during its semi-circular movement. Horizontal
movements are considered to have a medium difficulty level. Easier configurations
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Figure 3·4: Two different configurations of the balls. The small yellow
ball indicates the position of the handle of the arm. Users begin from
the red ball on the right. They are asked to move their arm to the
left to pass all five balls and move their arm back to right, repeating
this motion three times. They experience the haptic force as resistant
walls placed around the blue balls only. In order to help visualize the
3D space, we designed our display to show the projections of all the
balls on the z-plane. When the balls are larger and closer to the users,
it will be easier to move through them; as users manage to reach the
required performance, the balls get smaller and farther to make the
exercise more challenging for them.
consist of balls placed so that the user’s arm is directed upward during the motion.
The easiest level corresponds to an arm inclination of 45 degrees and is referred to
as level 1 later in the paper. A downward direction of the arm is considered difficult,
since the users have to stretch more to reach the virtual balls. In the most difficult
configuration, the balls are placed around 45 degrees downward (referred to as level 8).
Starting arm positions are exemplified for three different difficulty levels in Figure
3·5. The user begins the exercise by following the easiest path shown in Figure 3·5(a).
The user then is asked to exert more control and follow the designed paths in Fig-
ure 3·5(b) and (c).
We designed two force-feedback walls along a movement path. They are the
surfaces of the blue balls in the virtual world shown Figure 3·4. They require the user
to exert a certain force in order to pass through. The strength of these walls, the
haptic force, is a parameter that DyAd changes depending on the user’s performance.
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(a) (b) (c)
Figure 3·5: Three exercise variations. The shown arm directions cor-
respond to three difficulty levels. The user experiences the easiest in
the left figure. As the arm points downward, the movement becomes
harder, since the user has to stretch the arm more and keep balance.
The configuration shown in the right figure is the most difficult of the
three shown configurations.
As stated earlier, the score function is determined based on domain knowledge.
In our experiment, the parameters α and β in Equation (3.8) were set in such a way
that on average users without movement impairments should be able to explore all
levels of difficulty.
It is also worth noting that we did not apply any constraints on the width of the
temporal signal in the DTW algorithm, since it is probable that an individual decides
to rest and stops moving the arm, which would result in a stretched temporal signal.
This signal is supposed to be matched to another relatively compressed temporal sig-
nal. Consequently, a constrained algorithm might not be able to detect the similarity
of these two gesture signals.
We asked ten individuals with no physical disabilities, five males and five females
in their mid and late twenties, to test DyAd. The volunteers stood besides the
robotic arm and looked at the monitor with the virtual interface, which was placed
in front of them. We asked them to move their arms so that they would move the
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yellow ball through the five red and blue balls, back and forth, three times in each
trial. The experiment consisted of ten trials, each with a new parameter updated by
DyAd.
3.3.2 Results
Our results suggest that DyAd performed as we planned with regards to adapting
to the ability of users to move through the virtual space. Our idea to display virtual
balls along the desired trajectory seemed to have helped the users to more clearly
visualize the path they were asked to take. As the users became familiar with the
movement of the yellow ball that corresponded to their arm movement and obtained
a better scores, DyAd appropriately reduced the size of the red and blue balls.
We show the results of the experiment in Figure 3·6 for only five out of ten
participants for visualization clarity. We chose the displayed subset of results in such
a way that they can fully explain the measured patterns.
All users reached the smallest expected size of balls as shown in Figure 3·6(a).
For some of them, DyAd measured a better performance in the first trials which led
to smaller balls in the earlier trials. Others had difficulty finding the path and could
not get higher scores for the size of the ball; thus DyAd recommended larger balls in
the beginning and then moved towards the smaller balls as the users made progress
in the next trial.
DyAd recommendations for ball path has a similar pattern as its recommenda-
tions with regards to ball size. Users were able to reach the hardest level of difficulty
in the position of the balls as shown in Figure 3·6(b). One of the participants reached
the hardest level in three trials as he finished the exercise fast, accurate and smooth.
On average, it took five trials for users to reach the farthest possible configuration of
the balls.
DyAd recommendations for changing the strength of the haptic force did not have
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(a) Size of the ball (b) Positioning of the balls
(c) Change of the strength of the haptic force (walls)
Figure 3·6: Adjustment of difficulty levels of exercise during ten trials
(here for visualization clarity, only shown for five participants). The
vertical axis represents the level of difficulty from easiest to most dif-
ficult in all three graphs. Smaller balls are more difficult. The higher
the index of the positioning of the ball and the higher strength of the
haptic force, the harder the exercise will be.
the same pattern as its recommendations for ball size or position. Here, smoothness
turned out to be the most effective parameter that directly affects the strength of the
walls. Some users reached the highest possible value. Others found it difficult to be
smooth, as shown in Figure 3·6(c).
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3.4 Discussion
Our experiment showed that DyAd is able to make adjustments dynamically. If the
users were confused or found an exercise difficult, DyAd recommended a decrease
in the level of difficulty to help the users find the required path. Then, as their
performance improved, DyAd asked the users to try more difficult movements.
The volunteers who tested DyAd had no motor disabilities. We accounted for that
when we designed the virtual world and the range of exercise difficulties. Accordingly,
all testers were able to reach the highest level of difficulty, even if it took them a
number of trials. It is worth noting that our results depended on how the score
functions were initially defined for each performance measure and how they were
mapped to difficulty levels.
DyAd is designed to give therapists flexibility. The score and fitness functions
can be modified based on what outcomes are expected from a specific user and a
specific exercise. DyAd supports different approaches: one can use a strict score
function that accepts a result only if the user performs an exercise highly accurately,
fast, or smoothly. Or, one can allow minimal performance and then challenge users
with additional exercises. The sensitivity of DyAd to its input parameters, however,
can also be considered a drawback. Prior knowledge about the possible values of
smoothness or similarity of trajectories is required to label the measured values as
progress or failure. In the future, we will explore ideas about how to automatically
define and tune the score and fitness functions so that a therapist could take advantage
of the flexibility that DyAd provides but would not need an in-depth understanding
of its technical issues.
Finally, we should discuss that when using DTW and matching a stretched mea-
sured trajectory to a designed trajectory, DyAd can determine if a user is taking
a rest. This analysis was not performed in our experiment. It may be beneficial
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to evaluate the movement of users with disabilities, since it reveals if a part of the
exercise is so difficult that has made the user to stop moving the arm.
3.5 Conclusion
In this chapter, we proposed DyAd, a system that dynamically adjusts the difficulty
level of physical exercises performed with the Proficio robotic system and based on
quantitative performance measurements. We showed that DyAd recommends a more
difficult arm exercise if the current exercise is not challenging enough; it recommends
an easier exercise if it discovers that the user has trouble following the current exercise.
The approach to use DTW to align time series of gestures has been stated before in
the literature. Novel contributions of our work are (1) applying DTW in conjunction
with the spectral arc length method to analyze trajectories and (2) designing a system
that dynamically adjusts the difficulty of exercise based on this analysis.
In the experiment reported in this chapter, users without disabilities tested the
efficacy of our proposed system DyAd. The experimental outcome encourages us
to prepare for and conduct a study that includes therapists and their patients. Our
future work will also include the design of appropriate exercises for DyAd, as well as
virtual interfaces that enable tele-rehabilitation. In addition, due to high cost of the
robotic arm, we will explore other devices to capture the user’s movement.
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Chapter 4
ExerciseCheck: Remote Monitoring and
Evaluation Platform for Home Based
Physical Therapy
4.1 Introduction
Home-based exercising is a vital part of any physical therapy program. With correct
execution of the exercises, faster recovery from physical problems can be achieved.
With the conventional approaches, however, a home-based physical therapy program
may not be as effective due to the lack of supervision by the therapist at home. Exer-
ciseCheck is designed as a remote monitoring and evaluation platform for individuals
involved in home-based physical therapy. The goal of ExerciseCheck is to provide
patients and physical therapists with real-time visual feedback and quantitative anal-
ysis. In this chapter, we discuss different elements of ExerciseCheck including data
analysis, hardware components, user interface, architecture, and data management.
For our research project, we have used the Microsoft Kinect. The Kinect is capable
of Skeletal Tracking which allows it to recognize people and map up to 25 joints on
their bodies. ExerciseCheck uses the Skeletal Tracking feature of the Kinect to locate
the joints of the user and track the user’s movements in 3D space.
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4.1.1 Procedure: Physical Therapy with ExerciseCheck
The goal of ExerciseCheck is to make sure that the exercises are performed correctly
at home when there is no supervision from the physical therapist. To do so, Ex-
erciseCheck requires a reference, so that it can compare the exercises performed at
home with that. Since each patient has different physical capability and perform the
exercise according to their strength, it is important that each reference is personal-
ized. Furthermore, to ensure that the reference is performed correctly, the therapist
supervision is required for recording the reference exercise.
Here is how ExerciseCheck works: In the clinic, the physical therapist initially
prescribes an exercise and asks the patient to practice the exercise multiple times
while the therapist is observing the movements carefully. Once the therapist assesses
that the patient is capable of correctly performing the exercise, the patient is asked
to perform the exercise in front of the Kinect. At that time, ExerciseCheck records
a reference trajectory for this exercise. The reference trajectory consists of the tra-
jectories of specified body landmarks. Our platform is capable of recording multiple
reference trajectories so that different exercises can be represented.
When the patient repeats a given exercise at home, ExerciseCheck captures the
trajectory of the same landmarks for data analysis. The patient can see the trajec-
tories of the reference and current positions of landmarks during the exercise. This
feature helps users to observe their mistakes and motivates them to put more ef-
fort toward moving more similarly to the reference. After each trial, ExerciseCheck
presents the result of the evaluation to both the patient and the physical therapist.
The trajectories and results are also stored on the server, so that the therapist can
have a comprehensive evaluation over time regarding the progress of the patient.
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4.1.2 Design and Development of ExerciseCheck
ExerciseCheck has been designed in three phases, where in each phase different as-
pect of the system has been designed, developed, deployed and tested. In order to
ensure the applicability of the Kinect for our purpose, we first need to examine its
performance in capturing the movement trajectory of the user during the exercise.
We begin this chapter by exploring the accuracy of the Microsoft Kinect and its ro-
bustness to clutter and different orientations of the body with respect to the camera
for an upper body exercise. Then we will discuss the three phases of this project.
Phase 1: Building a prototype
• Designing the initial architecture and data storage on a server,
• Implementing quantitative analysis including accuracy and speed,
• Designing the initial graphical user interface.
• Experiment: two Physical therapists and two users with no physical disability
evaluated our platform. This phase confirmed the capability of our system and
the great potential in building such platform.
Phase 2: Major development
• Major development in the system architecture, data storage, and graphical user
interface.
• Data analysis part of the design is updated, where the speed analysis is revisited,
and repetition counting and analysis of active range of motion are added.
• Experiment: Parkinson patients evaluated our system in the clinic.
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Phase 3: Final updates
• System updates based on the patient’s feedback.
• System preparation for the final deployment of ExerciseCheck at patient’s home.
Updates includes methods to stop the recording automatically and with mini-
mum added noise.
• Experiment: ExerciseCheck was tested at patient’s home.
4.2 Accuracy of Kinect
The Kinect interface by Microsoft can be incorporated in physical therapy sessions
to create an engaging environment for people seeking physical exercises. However,
the validity of the designed systems hinges on the accuracy of the Kinect to measure
exercise performance. Thus, researchers have focused on quantitatively evaluating the
performance of the Kinect by comparing its results with the results extracted from
other sources (Gieser et al., 2014; Kurillo et al., 2013; Mobini et al., 2014). In order to
measure the accuracy of the Kinect for arm tracking, Gieser et al. (Gieser et al., 2014)
compared the skeleton data obtained by a Kinect with data obtained by a VICON
system. Another work (Kurillo et al., 2013) have examined the accuracy of the Kinect
by comparing its results to the results of a marker-based motion capture system used
simultaneously by ten individuals with no physical disability. A fabricated model of
upper body was suggested in another work (Mobini et al., 2014), as the ground truth
for measuring the accuracy of the Kinect.
4.2.1 How to Evaluate the Performance of the Kinect Quantitatively?
Here, we have quantitatively evaluated the performance of the Kinect by comparing
hand trajectories recorded by it with the ground-truth trajectories obtained from
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the Proficio robotic arm. Proficio is a 3-degree-of-freedom robotic arm designed for
individuals with physical disabilities to do exercises with their arms 1. Here, we inves-
tigated the dependence of the results on the background and the relative orientation
between the Kinect and the body when the arm is attached to the Proficio.
In order to compare two trajectories captured from two different sources, we first
mapped the coordinate axes of the two systems and made sure that they are aligned
in time as well.
• The measurement rate of the Proficio robotic arm is 2 sets of points per mil-
lisecond, while the rate of the Kinect is on average 30 frames per second. Given
that the measurement rates differ, we used Dynamic Time Warping (DTW) to
align the two trajectories and mitigate error due to misalignment of time.
• The origin and direction of coordinate axes for the Proficio and the Kinect are
not the same. Mapping the coordinates might cause offset to the error of the
compared trajectories, thus in addition to the root mean squared error, the
variance should be taken into consideration.
4.2.2 Experiment With the Kinect and the Proficio Robotic Arm
Procedure
We used the standalone version of the Kinect for Xbox One for Microsoft Windows
10, released in July, 2014. We utilized the depth sensor and the video camera to track
the X, Y and Z coordinates of the user’s hand in a 3D scene using the Kinect SDK
2.0. We first trained the Proficio with three different exercises; the first exercise was
a combination of vertical and horizontal movements of the hand, the second covered
vertical movements and movements away-from and toward the person’s body (depth),
and the third a combination of horizontal movement and movement in depth. Each of
1http://www.barrettmedical.com/
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Figure 4·1: Comparison of trajectories obtained from the Proficio
robotic arm and the Kinect. The blue, green and red curves represent X,
Y and Z axes respectively. Solid lines indicate the trajectory obtained
from the Proficio and dashed lines show their corresponding values
obtained from the Kinect. The error for this pair of trajectories is
2.145 cm/#pts
these designed exercises was then repeated nine times in three categories with three
samples each. First, the Proficio was placed approximately 2 m far from the Kinect
cameras such that the optical axis of the Kinect was pointing to the chest of the user.
In the second case, the Proficio arm is fixed, and the Kinect is placed such that the
relative orientation between the robot and the Kinect is about 60 degrees. Then the
Proficio was turned toward the Kinect which creates the same relative orientation as
the first exercise, but with a different background.
Results
We measured the error between the designed trajectory of the Proficio and the mea-
sured trajectory from the Kinect. Figure 4·1 shows an example of two trajectories
obtained from the Proficio robotic arm and the Kinect for the same arm movement.
The normalized root mean squared error for this pair is 2.145 cm per number of points,
which is considered acceptable due to adequate similarity of two trajectories. Table
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Table 4.1: Average of Root Mean Squared error between trajectory
obtained from the Proficio and the Kinect through three similar cases.
The error is normalized to the number of samples in each trajectory.
The unit for the values in the table in cm/#pts.
- Case1 Case2 Case3
Exercise 1 3.345 1.789 2.255
Exercise 2 8.609 6.794 5.182
Exercise 3 1.245 7.109 6.629
4.1 indicates the average of root mean squared error through three similar cases.
As stated earlier, minor displacement in the mapping of axis coordination causes
extra offset error, thus the distribution of measurement error should not have any
significant peak far from zero to reflect the true value of error. It should be also
mentioned that in two of the cases, the Kinect was mistakenly tracking part of the
Proficio as the arm of the user which lead to a high error and is excluded from the
result of the experiment.
The differences in the error can be attributed to different factors; the Kinect per-
forms differently depending on the exercise, background and the relative orientation
between the Kinect and the Proficio. Occlusion is still the main problem that affects
the performance of the Kinect significantly. However, there exists a great potential
in the Kinect that needs further investigation in order to minimize the adverse effect
of these factors and obtain the best performance.
4.3 Phase 1
In the first phase, we began by designing a prototype for ExerciseCheck. The pro-
totype consists of the following modules: the graphical user interface module, data
acquisition and transmission modules and the data analysis module. For our experi-
ment in this phase, we asked two physical therapist to give us their feedback regarding
different components of our design. In addition, we asked two healthy users to test
our system. The goal of this experiment was to evaluate 1) how ExerciseCheck can
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Figure 4·2: The initial graphical user interface: it shows the movement
of the body during the exercise on the left and the trajectory history
on the right. Interface buttons on the top enable the user to choose,
record, or compare exercises.
capture the movement information of the user, 2) how the data analysis can extract
useful information about the performance of the user.
4.3.1 Graphical User Interface
For the front end where we have designed a preliminary graphical user interface, as
shown in Figure 4·2. In this interface, the user can select whether they want to save
a reference or practice exercise, record the trajectory and compare two trajectories
together. While doing a practice exercise, they can see the selected reference exercise
on the left and their real-time movement on the right of the screen.
4.3.2 Data Acquisition with the Kinect
To be recognized by ExerciseCheck, the user simply needs to be in front of the Kinect,
making sure the Kinect sensor can see the user’s head and upper body. No specific
pose or calibration action needs to be taken for a user to be tracked. In default
range mode, the Kinect can see people standing between 0.8 meters (2.6 feet) and 4.0
meters (13.1 feet) away. Users will have to be able to use their arms and legs at that
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0 SpineBase 7 HandLeft 14 AnkleLeft
1 SpineMid 8 ShoulderRight 15 FootLeft
2 Neck 9 ElbowRight 16 hipRight
3 Head 10 WristRight 17 KneeRight
4 ShoulderLeft 11 HandRight 18 AnkleRight
5 ElbowLeft 12 HipLeft 19 FootRight
6 WristLeft 13 KneeLeft 20 SpineShoulder
Table 4.2: ExerciseCheck uses the following data points provided by
the Kinect v2 (Joint Numbers and Names).
distance, suggesting a practical range of 1.2 to 3.5 meters. The movements performed
by the study participants are acquired by the Kinect v2 sensor, which consists of an
infrared-based depth camera and a color camera. The infrared emitter of a Kinect
sensor projects a pattern of infrared light. This pattern of light is used to calculate
the depth of the person in the field of view, allowing the recognition of different users
and different body joints 2.
We use the NodeJS library package kinect2 3 to access the Kinect v2 data from
the official Microsoft Kinect SDK on Windows. In this version, the recording starts
by pressing the start button and ends when the stop button is pressed. The raw data
is stored in JSON format as arrays called “bodyframes.” Each bodyframe contains
the pose measurements for the 21 skeleton joints listed in Table 4.2. Each measure-
ment joint contains 11 fields: “depthX,” “depthY,” “colorX,” “colorY,” “cameraX,”
“cameraY,” “cameraZ,” “orientationX,” “orientationY,” “orientationZ,” and “orien-
tationW;” and they are all saved.
Note that in our system, we do not record a video of the user, and just capture
the joint information. With this approach, no personal information of the user is
recorded and the privacy of the user is guaranteed.
2https://msdn.microsoft.com/en-us/library/hh973074.aspx
3https://www.npmjs.com/package/kinect2
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4.3.3 Data analysis: Accuracy and Speed Calculation
ExerciseCheck evaluates the performance of the patient in terms of accuracy of the
movement and speed. It employs Dynamic Time Warping to compare the reference
trajectory from supervised exercise recorded earlier with PT to the practice trajectory
from unsupervised exercise at home. DTW aligns the time sequences in a non-linear
fashion to find an optimal match between them. ExerciseCheck reports two evaluation
measures for all exercises: the error, which is the level of dissimilarity between two
trajectories computed using DTW (Figure 4·3), and the speed ratio, which is the
inverse of the ratio between the time it took the patient to perform the practice
exercise and the time it took the patient to perform the reference exercise. We
deployed the normalized error in order to eliminate the impact of exercise duration on
the final result. However, different error values are expected based on each exercise
and physical ability of the patients. After a few trials, when the therapist gained
an understanding of these values, they will determine which error values should be
considered acceptable. In addition, these error values can be utilized as measure of
progress over time.
Depending on the exercise, different evaluations and performance metrics might
be needed. ExerciseCheck allows implementation of other evaluation mechanisms
based on the trajectory of the captured landmarks, as physical therapist may desire.
4.3.4 Initial Architecture and Data Transmission
When patients are performing their daily routine, all evaluation results and trajec-
tories of the their movement are simultaneously sent to the therapist’s side of the
platform (typically located in the clinic), so that the therapist can monitor the pa-
tient’s home-based exercise and give feedback and further instructions on the spot.
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ExerciseCheck is built using Node.js to transmit data. Node.js 4 is an open-source,
cross-platform JavaScript run-time environment for developing a diverse variety of
server tools and applications.
Our use of Node.js makes our design highly modular, event-driven and most im-
portantly allows it to be accessed from any device that is capable of running a modern
web-browser, such as Google Chrome or Mozilla Firefox. The patient’s side requires
a computer, where ExerciseCheck must be installed, and Internet/local area network
(LAN) access. The Kinect sensor connects to the PC via USB 3.0. When Exer-
ciseCheck is run, it can be accessed using the web-app interface by pointing the
browser to the IP address of the PC both locally or via the Internet. The physical
therapist can use any device (a mobile phone, a Microsoft/Apple/Linux laptop or
desktop) to connect with ExerciseCheck through a modern web-browser. The system
allows physical therapist to monitor data. The ease of installation and accessibility
of our design makes it straightforward for anyone to employ our system.
4.3.5 Experiment With Users With No Physical Disabilities
In order to assess our designed platform, we conducted an experiment with two
healthy subjects whom we asked to perform arm raising and squat exercises. First the
participants were instructed to perform the exercises correctly, so that ExerciseCheck
can capture the reference trajectory of their movement. Next, they repeated the ex-
ercise, but now making common mistakes that the platform is supposed to detect.
There was not any noticeable delay in the processing or network, so that during the
experiment, all information was shown on both the patient side and the physical
therapist side, allowing an intervention from the therapist side. After each exercise,
dynamic time warping was applied to compare the practice trajectory with its cor-
4http://www.javaworld.com/article/2079190/scripting-jvm-languages/
6-things-you-should-know-about-node-js.html
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responding reference trajectory and compute a value of error that represents their
dissimilarity. Then the trajectories were rescaled in time, so that the user and the
therapist can visually observe the pattern of movements. In addition, the speed ratio
was calculated.
The Arm raise Exercise
For the first exercise, we were interested in checking the extent participants raised
their arm in the reference and practice exercises. A comparison of hand motion is
shown in Figure 4·3. The normalized error between trajectories was 0.0609; the speed
ratio 0.69.
The Squat Exercise
For the next exercise, the participants were asked to do repeated squats. Squat
is a typical exercise that prescribed to patients with knee or hip muscle disease.
We considered the squat exercise at three difficulty levels to demonstrate how the
therapist might modify the exercise based on a patient’s ability (Terry Ellis, 2016).
At the first level of difficulty, the patient is supposed to sit on a chair multiple times.
In the next level, the patient is asked to stop midway and do a “mini squat.” The
physical therapist may prescribe the third level, a “full squat,” depending on the
patient’s ability.
We here report results for the first level of difficulty of the squat exercise. In this
exercise, patients should not lean forward while sitting. In the practice exercise, we
asked our participants to make this mistake and then evaluated how our platform
reported the incorrect movements.
With ExerciseCheck, we were able to detect the leaning-forward mistake, based
on the orientation of the participant’s body in front of the camera. When the user
is in stand up position, the orientation angle, which is defined as the angle that the
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Figure 4·3: Comparison of the reference trajectory (blue) with the
practice trajectory (red). The y-coordinates of a 3D landmark on the
subject’s hand is plotted per units of time. Top: We first show the
mapping produced by Dynamic Time Warping for the two time se-
quences in the top figure. Bottom: We show the rescaled trajectories
that account for the different speeds at which reference and practice
movements were performed in the bottom figure. Rescaling facilitates
the visualization of the amplitudes of motion alone. There is no specific
time value on x-axis, since the trajectories are stretched or compressed
in time, and so best matching locations (y-coordinate of hand) on both
trajectories are not reached at the same time. Two sets of points are
highlighted by red and blue circles to indicate the difference in ampli-
tude between the reference and practice trajectories.
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Figure 4·4: This figure illustrates how our platform evaluates the
movement based on the orientation of the body. The user should not
lean forward during the squat exercise, as shown in the reference tra-
jectory (blue curve). However, the red curve warns the user of this
incorrect movement during the practice exercise.
vertical body axis makes with the floor, is approximately 90 degrees. The orientation
angle should not vary largely as the user is sitting, shown in blue in Figure 4·4 for the
reference trajectory. However, the orientation angle decreased significantly each time
the participant sat down, as shown in red in for the practice trajectory, indicating
the participant was leaning forward.
4.4 Phase 2
Since ExerciseCheck was first introduced, significant progress has been made to make
a system more than a prototype but a system that can be actually used for home-based
physical therapy. Updates in this phase are inspired by interviewing and exercising
with users with Parkinson’s Disease. A complete redesign of the platform based on
web technology enabled us to adapt our existing and new data analytics tools for
evaluating movement trajectories in this phase.
Here, we discuss the progress we made for the data analysis of our system, the
user interaction as well as the system architecture and work flows of ExerciseCheck.
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Our new design evaluates the performance of the user in terms of accuracy, speed
ratio, and active range of motion (AROM). Here, we have updated our speed cal-
culation algorithm so that it can compare the speed of two exercises with different
number of repetitions. AROM analysis was added in order to evaluate whether a
patient’s range of motion can maintain the expected range of motion or not.
One of the common problems with home-based physical therapy without any
supervision is that, when the user is performing a repetitive exercise, after a few
repetitions, the active range of motion decreases. To address this issue, we have
implemented a repetition counter to check the active range motion in each repetition.
To guarantee that the expected range of motion is reached, the counter considers an
exercise repetition acceptable only if the threshold for the active range of motion is
reached.
In terms of the system architecture, we employed contemporary web technolo-
gies to implement a robust infrastructure and a modular, full-stack application that
enables streamlined installation and distribution.
Furthermore, we conducted an experiment that tested ExerciseCheck in a clinical
setting, involving patients with Parkinson’s disease. The goal of this experiment
was to explore 1) how patients interact with ExerciseCheck, 2) how ExerciseCheck
quantifies the users’ performance, and 3) whether patients can leverage the real-time
visual feedback and the quantitative analysis.
4.4.1 User Interaction With ExerciseCheck
As discussed earlier, first, a set of reference trajectories is recorded under the super-
vision of the physical therapist at the clinic. This set of reference trajectories serves
as a gold standard for accurate exercising. When the patient repeats the same exer-
cise at home, the set of recorded practice trajectories can be compared against this
set of gold-standard reference trajectory. The set of reference trajectories allows for
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Figure 4·5: The user interface of the ExerciseCheck. The user is
preparing to record the reference trajectory. The user’s neck is in-
side the designated circle and the timer is counting down to start the
recording.
quantitative analysis of accuracy and speed. In addition, information such as the ex-
pected active range of motion for a correct exercise is extracted from the reference set.
This information is then used in the repetition counting algorithm for the practice
exercises.
Prior to recording the exercise, the user’s body must be completely visible to the
motion capture device (here, the Kinect). The circle is colored red as long as the
user needs to adjust their position in front of the device, moving slightly forward,
backward, or sideways. Once the motion capture device detects the user’s neck to be
in the designated position, the circle turns green and a timer starts counting down
from five to zero (Figure 4·5. After five seconds ExerciseCheck starts recording. The
countdown timer gives the user enough time to get ready for the exercise. Figure 4·5
shows the user interface for recording the reference exercise. Here, the user’s neck is
inside the circle, the circle has turned green, and the timer is counting down. The
user can see a green skeleton avatar of themselves in real time during the reference
exercise.
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Figure 4·6: The user interface of the ExerciseCheck for recording the
practice trajectory. The user can see the real-time avatar of themselves
on the right (the green stick figure) and the reference on the left (the
blue stick figure). The repetition counter has already counted three
repetitions.
The user interface for the practice exercise is shown in Figure 4·6. The user goes
through the same procedure to start the exercise as for the reference exercise: The
neck must be inside the circle for the countdown to start, and then the system starts
recording. When performing the practice exercise, the user can see a green avatar of
themselves in real time (Figure 4·6 right). At the same time, they can see their blue
avatar of the reference exercise recorded with supervision of the therapist earlier in the
clinic (Figure 4·6 left). The reference helps the user to follow the exercise accurately
and maintain the expected speed. The user can check the repetition counter on the
right side of the screen to make sure they reach the threshold for the expected range
of motion. In this example, the user has performed three repetitions of the squat
exercise so far.
4.4.2 Data Analysis
In order for ExerciseCheck to compare the reference and practice exercises, the joint
(or joints) which are more effectively involved in the exercise should be defined for
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each exercise. For example, for the squat exercise, most of the joints are moving.
However, the range of motion for all these joints is not the same and some of them
carry more information than others. Thus, by specifying the “most important joint”
(or joints) for each exercise, ExerciseCheck can provide a more accurate analysis
result. A description of which joint is selected for the analysis of which exercise is
provided in Table 4.3. In addition to the most important joint, the direction of the
movement and the initial direction are specified when a new exercise is added to
the system. For the squat exercise, the most important joint is the SpineBase, the
movement is up and down, and it begins when the patient moves downward.
Preprocessing
In our analysis, first both the practice and reference trajectories are normalized using
the corresponding neck point captured in the beginning of the exercise, as well as
the “body width” and “body height” variables.The body width variable is defined as
the difference in “depthX” from ShoulderLeft to ShoulderRight, and the body height
variable is the difference in “depthY” from SpineBase to Neck. Then the trajectories,
both practice and reference, are smoothed using Gaussian smoothing.
Accuracy
ExerciseCheck employs Dynamic Time Warping (DTW) to compare the reference tra-
jectory obtained during PT-supervised exercising to the practice trajectory obtained
during unsupervised home-based exercising. It calculates an optimal match between
two given sequences (e.g. time series of joint positions) by aligning the sequences in
a non-linear fashion and finds the distance between the two sequences. The distance
or dissimilarity measure can be converted to an accuracy measure using the following
formula:
Accuracy = 1− distance
maximum distance
. (4.1)
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The maximum distance is obtained using DTW between the reference trajectory and
a synthetic practice trajectory where the user is not moving at all. It is worth noting
that if the user performs a random practice exercise, the distance (output of DTW)
might exceed the maximum distance; in this case, we use a threshold to avoid negative
values for accuracy and set the accuracy to be zero.
Speed
For speed analysis, ExerciseCheck previously (Saraee et al., 2017) used the inverse
ratio of the time it took a user to perform reference or practice exercise. The as-
sumption in using this “movement completion time” was that since the same number
of repetitions had to be performed in the reference and practice exercises, the time
it takes to complete an exercise correlates with the speed of completion. In the new
version of ExerciseCheck, however, we have implemented repetition counting, which
complicates the speed analysis. The users are supposed to exercise until the expected
number of accepted repetitions is reached. Thus, the total number of repetitions
can be higher in practice compared to the reference and consequently, the former
assumption does not apply anymore.
ExerciseCheck estimates the speed of the user based on the most important joint,
i.e., its movement in the specified direction. The estimate is an average over the
speed measurements per frame above a given threshold. The movement speed in
each frame is defined as the absolute value of the movement of the joint compared to
the previous frame. We have also set a threshold for minimum speed to exclude the
frames for which a very low speed is measured. If the patient is resting between the
two repetitions and the movement speed is very low, we do not want to include speed
measurements during the resting period in our calculation. By setting this threshold,
we can exclude the time between repetitions when the patient might be resting.
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Table 4.3: The exercises used in our experiment, including descrip-
tions of the active motion and the joints used for quantitative analysis.
Exercise name Description Most important
joint
Shoulder Abduction
Shoulder abduction involves the rotation
of the shoulder joint to move the arm
straight out and away from midline of the
body.
Wrist
Hip Abduction
Hip abduction involves rotation of the hip
joint in such a way as to move the midline
of the body.
Ankle
Squat
The squat involves translation of the hip ,
as the torso is repeatedly raised and low-
ered during the exercise.
Hip
Marching in place
This exercise involves the translation, of
the knee joint as the leg is repeatedly
raised and lowered during the exercise.
Knee
Range of motion, difficulty adjustment, repetition counting
ExerciseCheck can count the number of repetitions in each trial for an exercise. In
order to do this, ExerciseCheck monitors the position of the most important joint in
each frame and increases the number of repetitions as the joint reaches the specified
threshold based on the range of motion in the reference exercise.
ExerciseCheck also provides different levels of difficulty. A more difficult level
of exercise assigns a wider range of motion to the user and increases the repetition
counting more strictly. This feature is enabled by adjusting the threshold for the
expected active range of motion and tracking the position of the most important
joint.
To count repetitions when the user is practicing a certain exercise, ExerciseCheck
projects the current position of the important joint read from the Kinect sensor to the
reference space using the neck position and either body width (if moving in X, i.e.,
from side to side) or body height (if moving in Y , i.e., up and down). For example,
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for an exercise that involves moving up and down, with “moving up” as the starting
direction, we take the “depthY” of the most important joint and denote its current
readout from the Kinect as “currP” and its correspondent in the reference space as
“currR.” We also denote the highest number that the participant reached during
his/her reference recording as “refMin” and the lowest as “refMax.” The baseline
AROM is therefore the difference between “refMin” and “refMax.” Then, according
to the difficulty level chosen by the participant, we set the threshold position. We
have three levels: difficult corresponds to 90% coverage, medium to 75% and easy to
50%.
We continue the description of the example given above: Once “currR” is smaller
than the threshold position, and while the direction of movement is going up, i.e., the
same as the starting direction of the exercise, the repetition count increases by one.
To obtain the ratio of the range of motion in each repetition, ExerciseCheck first
finds the local maximum of each trajectory for the practice exercise to determine the
maximum amplitude in each repetitions. It then takes the average and divides it by
the expected range of motion obtained from the reference exercise.
4.4.3 Architecture and Data Management
The platform consists of two major components, the desktop application, which is
built using Electron 5 and allows us to interface with the Kinect SDK locally, and the
web application which is hosted remotely. The web application is loaded as a web
view into the Electron application, and consists of a full-fledged user management
system, and functionalities for creating and customizing exercises to patients at dif-
ferent stages of their recovery process. It also allows users to define the number of sets
and repetitions for each exercise. ExerciseCheck executes our real-time algorithms
for accuracy and speed analysis, as well as stores the data in a scalable manner for
5https://electronjs.org
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Figure 4·7: Various System Workflows (Pandit et al., 2019)
future retrieval.
User Workflows
The user management system has been set up to provide researchers, clinicians, and
patients with different levels of permissions within the software. The system has four
major user roles: The super administrator (who has root access to create clinicians,
analyst and patient roles), the therapists/clinicians (who have assigned patients and
can view all data for their patients), the analysts (who have access to only parts of the
data), and the patients themselves. The ExerciseCheck work flow (4·7) is a multi-step
process detailed as follows:
• The super administrator first creates the accounts for the therapist and patient,
and then links both of them together. The super administrator can also create
an entry for a new exercise and specify parameters that will be used for its
analysis, such as the most important joint, the direction of movement, etc.
• The clinician logs into their account and chooses the exercise for the patient. At
this stage, they can choose patient-specific settings such as the number of sets
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and repetitions that need to be performed by the patient, the difficulty level of
the exercise, and so on (Figure 4·8).
• The patient performs a reference exercise under the supervision of the clinician.
The data for the reference exercise is recorded and saved by the system. This
serves as the gold standard for a properly executed exercise (the ground truth)
to compare with later exercise sessions.
• Once the reference exercise has been saved, the clinician performs an in-clinic
practice exercise session with the patient.
• When patients log into the system from the comfort of their home, they will
automatically see the exercises for which they have a reference. They can then
perform practice sessions at home (Figure 4·8).
• A real-time repetition detection algorithm keeps track of the patient’s motion
and counts repetitions performed.
• At the end of each practice session, the motion information about the most
recent practice exercise is sent to the server. The server compares it with the
information about the reference exercise, in terms of both speed and accuracy
of movement. This feedback is then displayed to the user through the user
interface of the application.
4.4.4 Experiment With User with Physical Disabilities In the Clinic
The goals of this experiment are:
1. To study how accurately the quantitative analysis of ExerciseCheck functions.
2. To receive feedback from patients about ExerciseCheck, e.g., how user-friendly
it is, whether its procedural steps and their visualizations are clear, how the
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Figure 4·8: The platform allows the exercise to be tailored to an
individual. Physical therapists can set the number of sets, repetitions
and difficulty level of an exercise for a particular patient.
users interact with the system, and whether they think they benefit from the
information the system provides.
3. To analyze the effectiveness of the real-time visual feedback and the quantitative
analysis on the performance of the user in the next trial.
Participants. We carried out the experiment at the Center for Neurorehabilita-
tion in Sargent College of Health and Rehabilitation Sciences at Boston University.
Experiment participants visited their physical therapist for their scheduled physical
therapy session at the Center. A total of five patients participated in our experiment
(3 female, 2 male). The mean age of the patients is 70 years. All participants have
various stages of Parkinson’s disease.
Exercises. We selected four exercises for our experiment: shoulder abduction,
hip abduction, squat, and marching in place with one leg. Collectively, these four
exercises involved both the upper body and lower body of the patient. Details about
the exercises are provided in Table 4.3. Four patients (P1, P3, P4, P5) performed two
exercises; one patient (P2) performed only one exercise, resulting in nine datasets:
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• P1: shoulder abduction, hip abduction
• P2: shoulder abduction
• P3: shoulder abduction, hip abduction
• P4: squat, marching in place
• P5: marching in place, hip abduction
Exercise Space. Our experimental setup provided the patient with a wide range
of motion to perform exercises. During an exercise session, the user stood approx-
imately 0.75 m (30 inches) from the wall. The motion capture device was placed
approximately 3.3 m (130 inches) from the wall, and 0.9 m (35–36 inches) from the
floor.
Procedure. The therapist was familiarized with ExerciseCheck prior to the ex-
periment. Each participant performed one or two exercises. For each exercise, the
physical therapist explained the exercise to the patient and then the patient performed
the exercise three times in front of the motion capture device.
First, the patient performed the exercise to save the reference exercise. On the
monitor, the patient can see the user interface with the skeleton avatar of themselves
performing the exercise (Figure 4·5). If the physical therapist confirms that the
exercise was performed correctly, a set of relevant joint trajectories are saved as the
reference. Otherwise, the process is repeated until a set of correct trajectories is
obtained. Then, the patient was asked to repeat the same exercise. This time the
monitor was turned off, so that the patient could not receive any visual feedback.
ExerciseCheck saved the first set of trajectories for the practice exercise. Finally, the
monitor was turned on again, and the patient was asked to repeat the exercise. Now
the patient could see both the reference and their current exercise in real time (Figure
4·6). The second set of practice trajectories were saved.
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(a) (b)
(c) (d)
Figure 4·9: The result of the analysis for accuracy, speed and ratio of
the range of motion.
After the patients finished the two practice exercises, they were asked the following
questions regarding their experience with ExerciseCheck:
• Did you find the reference display helpful?
• Did you use the repetition counting information?
• Overall, how would you rank your ease of use with ExerciseCheck?
Results
In this section, we discuss the results of our experiment for the four exercises. For
each exercise, we report how ExerciseCheck provided the quantitative analysis for a
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Figure 4·10: (a) Shoulder abduction exercise. (b) Shoulder abduction
angle for the two practice exercise. 0 degrees shows the rest position.
180 degrees represents the posture where the hand is parallel to the
body in vertical axis and it is pointing upward. The active range of
motion for the two practice is similar.
specific patient. These example reports are representative about the overall strong
performance of our data analytics methods. In only one of the nine data sets, when
the patient performed the march exercise with the opposite leg, was the ExerciseCheck
feedback not accurate.
The accuracy, speed and AROM ratio are calculated as described in Section 4.4.2.
Shoulder abduction. This exercise involves the rotation of the shoulder joint
as shown in Figure 4·10(a). We performed our analysis based on the movement of
the wrist joint in the up and down direction.
Patient P2 was able to perform this exercise very well. The results are shown in
Figure 4·9(a). The accuracy in both of the practice exercises is high (0.99 and 0.98).
The ratio of the range of motion is also close to one for both practice exercises. The
patient performed the exercise slightly faster than usual in the first practice exercise,
however for the second practice exercise, with the help of the visual feedback, the
patient performed the exercise at a more regular speed.
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Figure 4·11: (a) Hip abduction exercise. (b) Hip abduction angle
for the two practice exercises. The active range of motion in the first
practice exercise is lower than the second practice exercise.
The anatomical term of motion for this exercise refers to the movement of the
arm away from the midline of the body. Thus, to evaluate the range of motion, we
have also evaluated the shoulder abduction angle. Figure 4·10(b) shows the shoulder
abduction angle for the two practice exercises. The patient managed to raise his arm
up to the expected range (180 degrees).
Note that the patient is resting between the fourth and fifth repetition in the
second practice exercise (the red line in Figure 4·10(b)); But the resting period is not
reflected in the speed, as the resting time interval is excluded from the trajectory in
our speed calculation.
Hip abduction. The hip abduction exercise requires the movement of the leg
away from the midline of the body. An image illustrating this movement is given in
Figure 4·11(a). As shown in the AROM ratio column in Figure 4·9(b), the patient
(P3) did not move her leg high enough during the first practice exercise when she
could not see the monitor and the live feedback. However, during the second practice
exercise, when she had the live feedback of her moving skeleton, she noticed that she
should move her leg higher so that the repetition counter is increased. Consequently,
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Figure 4·12: (a) Squat exercise. (b) Angle between the spine during
the squat exercise and the rest position.
while the accuracy for the first practice exercise is 0.68, it improved to 0.83 for the
second practice exercise.
When we compared the speed estimates for the two practice exercises with the
speed of the reference exercise, we found that the patient tended to perform the
practice exercises faster. It is likely that she sped up due to balance issues. Note
that it is difficult for patients with Parkinson’s Disease to maintain proper balance
during the hip abduction exercise. More practice is needed for this specific patient to
maintain the slower required speed.
The range of motion of the patient in terms of the hip abduction angle is shown
in Figure 4·11(b). The patient was able to maintain a higher range of motion in
the second exercise compared to the first exercise. For the first exercise the range of
motion is in the range of 36 to 47 degrees; but it is increased to up to 53 degrees in
the second exercise.
Squat. The squat exercise is shown in Figure 4·12(a). This exercise engages
multiple joints mostly in the lower part of the body. As can be seen in Figure 4·9(c),
the patient (P5) performed the exercise very fast in the first practice exercise (speed
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Figure 4·13: (a) Marching in place. (b) Angle between the thighs. In
rest position, the angle is zero, when the patient is raising his leg, the
angle can increase to up to 90 degrees.
ratio = 1.36). However, for the second practice exercise, he followed the reference
trajectory and manage to reduce the speed (speed ratio = 0.87). The accuracy is
close 0.9 for both practice exercises. Note that the range of motion ratio is higher
than 1 for the first practice exercise. The reason is that the patient was performing
the first exercise not very accurately and he tended to go lower than expected. For
the second exercise, the range of motion ratio is very close to 1. Measurements of the
spine angle, shown in Figure 4·12(b), indicate that the patient performed the first
practice exercise faster and leaned forward more compared to the second practice
exercise.
Marching in place. The patient (P4) performed both practice exercises very
fast. The speed ratio for the first and second exercises are 1.41 and 1.38, respec-
tively. The ratio of the range of the motion is close to 1 for both practice exercises
(Figure 4·9(d)).
The accuracy, however, is only 0.47 for the first exercise. By following the reference
exercise shown in real time on the monitor, the patient was able to improve the
accuracy to 0.69. By analyzing the angle between the thighs, ExerciseCheck was able
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to highlight the fact that in the first practice exercise, the range of motion has a
decreasing trend from the first repetition to the fifth one. During the second practice
exercise, with the help of visual feedback and repetition counting, the patient was
able to maintain the expected range of motion 4·13(b).
Patients Feedback about ExerciseCheck. When answering our questions
about ExerciseCheck, all five participants said that they found it easy to use. In
addition, the following points reported by patients are worth noting:
• One patient mentioned that the lines in the background used for better visu-
alization of the 3D space were helpful to clarify how high he should raise his
foot.
• One patient noted that Parkinson patients may forget the details of the exercise
and thus it is very beneficial to have a description of each exercise prior to doing
the practice exercise at home.
• One patient mentioned that the repetition counting algorithm was very effective.
Seeing the repetition counter update accurately motivated them and made them
feel accountable for the progress.
Discussions
The results show that ExerciseCheck is capable of providing quantitative analysis
for exercise performance evaluation. Our experiment enabled us to observe the per-
formance of the patients when they could see the ExerciseCheck screen and receive
visual feedback compared to the scenario when they did not receive any visual feed-
back. Our results suggest that the quantitative feedback after each trial and the
playback of the reference exercise while performing a practice exercise were beneficial
for the patients.
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For the first practice exercise session, even though the patients were not able to
see the screen, they performed the exercise to the best of their abilities. It is likely
that they were particularly motivated because they were aware that they were being
monitored. Thus, the relatively high accuracy results of the first exercise may not
reliably represent the scenario of a conventional home-based physical therapy setting,
where the user is not necessarily motivated to do their best as they are not being
monitored in-person.
The next step of our project is to use the data we obtained from the experiment
to further enhance ExerciseCheck for the benefit of both the physical therapists and
the patients. We will incorporate the feedback provided by the physical therapist
and the patients in our updates of ExerciseCheck. For example, in our experiment,
we learned that the results are very sensitive to the point in time the recording of
the exercise is stopped. Since the physical therapist needs to pay attention to the
patient, it is not a practical assumption that the therapist can stop the recording by
ExerciseCheck exactly when they are done. Thus, the measured stopping time may
not accurately represent the actual stopping time but may include a delay. In future
work, we will therefore design an automated or semi-automated solution to stop the
recording when the exercise is indeed finished.
The next phase of our experimental work includes setting up the ExerciseCheck
system at the patients’ homes. We will then be able to measure their performance
over time as they perform the exercises at home that were taught to them by the
physical therapist in the clinic with ExerciseCheck.
4.5 Phase 3
One of the important points we learned from our experiment with patients was that
we cannot necessarily expect them to stop the practice exercise at the right time.
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Since the accuracy measure is very sensitive to the stop time, we had to come up
with an idea to accurately stop the recording when the practice exercise is finished.
4.5.1 How To Automatically Stop the Exercise Recording at the Right
Time?
we designed two methods to stop recording the practice exercise at the right time.
The first one is completely automatic and does not require the patient to perform any
specific action. The second method requires less effort from the patient compared to
the previous version.
• Method 1 is based on the repetition counting algorithm. Note that the data
analysis modules learns the minimum and maximum amplitude of the most
important joint during the reference exercise. If we track these two critical
points of the practice exercise as thresholds, once the last repetition is finished
and both thresholds are reached, we can stop the recording. The advantage
of this method is that it does not require any further action from the patient,
however, this method is only applicable for the practice exercise, as it extracts
the required information for the thresholds from the reference exercise.
• Method 2 uses a virtual stop button which is placed close to the user, so that
when the exercise is finished, the user can reach that assigned region and stop
recording. The idea is very similar to the neck circle to start the exercise,
however, we need to make sure that the stop button will not be touched while
the patient is performing an exercise. We placed the virtual stop button in the
top right corner. In terms of the distance from the camera, the user should
move one step forward to reach the button; this way it will not be touched
unwantedly during the exercises. This method can be implemented for both
reference and practice exercises, however, it requires an extra action from the
70
user compared to the automatic stopping.
We first tested both methods with users with no physical disabilities and the
accuracy of both methods were acceptable. Asking patients to try the two approaches,
we realized that although they may find the virtual stop button easy to deal with, it
adds one more step that they need to remember. Furthermore, in some cases, it takes
longer time for the patients to stop the exercise and thus the accuracy and the speed
calculation could be compromised. On the other hand, the automatic stop button
worked perfectly and thus we decided to continue the experiments with the automatic
stopping.
4.5.2 Experiment At Patients’ Home
For the final phase of our experiments, we tested our system at patients’ homes,
so that they can evaluate our system in a real scenario. The goals of this set of
experiments, in addition to the goals mentioned in our previous experiments, are:
1. To study how patients can work with the system and perform the exercises on
their own.
2. To explore the possible scenarios at home that may confuse the system and lead
to inaccurate results.
3. To investigate a longer-term impact of the system on the patient during the
physical therapy period. For example, to examine the motivational aspect of
exercising with a remote monitoring system and receiving performance results
after each exercise.
Design of the Experiment
Similar to our previous experiments, first patients were prescribed an exercise in the
clinic and the reference exercise was recorded under the supervision of the physical
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therapist. We used the same space as described in the previous section in the clinic.
Then patients were asked to repeat the same exercise at home, at least three times
per a week for the duration of a minimum of two weeks. In order to facilitate the
procedure and to ensure that the exercise space is correctly set up at the patients
homes, we, as investigators of this study, set up a system at each patient’s home.
Recruitment Procedure and Eligibility Criteria
We tested our system with three patients. All subjects provided their consent prior
to the screening procedures. One of the investigators did a face-to-face interview,
explaining the study in detail and reviewing the informed consent document with each
potential study participant. The potential subjects were informed that participation
in the study is entirely voluntary and would have no effect on any present or future
medical or rehabilitation care. They were also encouraged to ask questions about the
study to ensure a complete understanding of all study elements, and were provided
with as much time as they requested to review the informed consent document and to
ask questions. All questions were answered thoroughly by the PI or the trained study
personnel. Only when the study subject provided full written informed consent, the
trained study personnel proceeded to screening and other study procedures.
The inclusion criteria for recruiting the participants in our experiments were:
– Age range = 40 to 80 years
– Mini-Mental State Exam > 23
– Able to sit and stand for at least 5 minutes independently
– Able to understand, communicate with and be understood by recruitment per-
sonnel
– Participant reported diagnosis of Parkinson disease.
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– Be interested in participating and provide informed consent
– Able to perform exercises for 10 minutes.
The exclusion criteria for recruiting the participants in our experiments were:
– Serious co-morbidities that might interfere with the ability to perform exercises,
i.e., musculoskeletal, cardiovascular, and neurological (other than Parkinsons)
– Unable to stand or sit for 5 minutes without physical assistance
– Cognitive impairments that interfere with the ability to carry out the exercise
program (Mini-Mental State Exam > 23)
Duration of the study and the Exercises
The first patient worked with our system for five weeks for a total of eight times.
She performed two exercises, the marching-in-place with one leg (or knee raise) and
lunges. She performed both exercises on her left and right sides.
The second patient used our system for three weeks for a total of five times. He
performed two exercises: hip abduction and lunges; both exercises on the left and
right sides.
The third patient used our system for two weeks and performed arm raise and
lunges for both right and left sides.
Results and Discussions
Based on our discussion with the patients and the final evaluation of the system in
terms of a set of follow-up questions, we learned the following points:
• Visual feedback was helpful for speed adjustment and remembering what to do
and not to do. Two of the patients found it easier to let the reference exercise
start moving first. They then followed after approximately two seconds. They
73
stated that, this way, they could easily follow the reference and make sure that
they were performing the exercise correctly.
• One patient reported that in his first session, he could not use all the information
that was provided to him while he was doing the practice exercise. To be more
specific, he mentioned that since he was trying to match his speed to that of the
reference exercise, he could not check the repetition counter at the same time.
However, he reported that, after multiple times working with the system, he
was more familiar with the interface, and he felt he was getting benefits from
the presented information on the screen during the practice exercise.
There exists an alternative solution for those patients who have difficulties fol-
lowing the visual feedback of the reference movement in addition to all the infor-
mation provided to them in the interface during the practice exercise. We could
design the interface such that the stick figures of the reference and the practice
exercise are superimposed. Care must be taken that the foreground stick fig-
ure does not block the background stick figure substantially. The appropriate
graphical interface will need additional investigation, but this approach has the
potential to make it easier for the user to compare the speed and the range of
motion of the practice exercise with the reference.
• We learned that, as opposed to the clinic where the patients begin the exercise
at the right time, when they are doing an exercise at home, they may begin
the exercise a couple of seconds after the recording has started. This has no
effect on the speed calculation due the adjusted speed formula explained in
the previous section. However, the accuracy measure may be compromised if
a patient begins the exercise late or the length of the rest time is more than
expected by the system. Thus, in future work, we need to update the accuracy
analysis to be responsive to this type of unexpected noise.
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• We learned that our normalization mechanism makes our system capable of
handling errors in setting up the exercise and recording space. It works even if
the patient does not stand exactly at the same distance from the camera during
the practice exercise compared to the reference exercise. However, we realized
that the height of the table, onto which the camera is placed, is important.
Our current system requires that we ensure that the camera is placed at the
same height for recording both reference and practice exercises. Future work
will investigate how to relax this requirement.
• All three patients mentioned that they were happy with their experience. We
also noticed that the quantitative performance measure was a positive factor
in motivating the participants to do their exercises and try to improve their
performance.
4.6 Conclusion
ExerciseCheck is a remote monitoring and evaluation platform designed to empower
physical therapists and patients who are involved in physical therapy programs to
obtain better results from the exercise sessions. In this chapter, we described the
procedure in which we built the ExerciseCheck in a step-by-step manner.
ExerciseCheck automatically evaluates the skeletal tracking data obtained from
the motion capture device and provides immediate feedback in terms of accuracy,
speed, and active range of motion. The graphical user interface can guide the pa-
tient with the exercise and the quantitative feedback can help the patient to adjust
the movement and improve their performance. In addition, using ExerciseCheck, the
physical therapist can easily track the performance of the patient over time. In terms
of the architecture, our modular design enables us to use any motion capture device
to provide us with the trajectory of the movement during the exercise. To evalu-
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ate ExerciseCheck, we conducted multiple experiments with users with no physical
disabilities, as well as Parkinson patients in the clinic and their homes. Patients
participated in our experiments found ExerciseCheck easy to use and were able to
interact with it well. Our results show the great potential of using ExerciseCheck for
improving the experience of patients when they are engaged in home-based physical
therapy.
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Chapter 5
Unsupervised Deep Feature Extraction for
Visual Complexity Analysis
In this chapter, we focus on the unsupervised extraction of information from convo-
lutional layers of neural networks with regard to visual complexity.
Depending on the application, visual complexity is defined differently. One defini-
tion relates visual complexity to the level of intricacy and details in an image, or the
level of difficulty of a human observer to describe an image (Heaps and Handel, 1999;
Snodgrass and Vanderwart, 1980). Another definition of visual complexity is based
on the level of visual clutter and the amount of information conveyed in the image,
which then relates the study of visual complexity to the fields of image compression
and information theory (Rosenholtz et al., 2007).
We devise an Unsupervised Activation Energy (UAE) method from the convolu-
tional layer and show that scores obtained by our UAE method correlate with the
qualitative measurements of visual complexity based on human perception 5·1. To
showcase the applicability of our method in different network architectures for pre-
dicting visual complexity, we include the ResNet (He et al., 2016), Inception (Szegedy
et al., 2017), and VGG (Simonyan and Zisserman, 2014) network architectures in our
experiments. In addition, to demonstrate that the proposed method can predict vi-
sual complexity from the layers that are not domain or task specific, we perform
experiments for the tasks of object classification, with the networks that are pre-
trained on the ImageNet dataset (Krizhevsky et al., 2012), and scene detection, with
77
Figure 5·1: Energy maps overlaid on sample images of the proposed
SAVOIAS dataset along with the ground-truth (GT) visual complex-
ity and our proposed Unsupervised Activation Energy method (UAE)
scores. The top samples are selected from the “Scene” category, the
bottom from the “Advertisement” category. UAE, extracted from an
intermediate convolutional layer of a deep network trained for visual
analysis, correlates highly with GT complexity. This shows that, even
at the intermediate layer, such networks carry information beyond the
task they were originally designed for, and that this information corre-
lates with what humans perceive as the complexity of an image.
the networks pretrained on the Places dataset (Zhou et al., 2018).
In order to minimize the potential bias from individual ground-truth contributors
and limited rating scales, we obtained the ground-truth labels using a forced-choice
pairwise crowdsourcing methodology. Labels were obtained from 1,687 contributors
on more than 37,000 pairs of images. The pairwise scores were then converted to
absolute scores on a [0,100] rating scale using the Bradley-Terry algorithm and matrix
completion.
Furthermore, we investigate the performance and applicability of supervised mod-
els based on these activations and compare them against our UAE metric. Finally, as
one example of applications of visual complexity, we show that within the context of a
category, visually more complex images are also more memorable to human observers.
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5.1 Approach
5.1.1 Unsupervised Activation Energy Method
We evaluate the correlation between feature maps of an image in different convolu-
tional layers of a deep neural network and the human-curated score of visual com-
plexity. Such a correlation can be interpreted as a direct measurement of how much
information these layers carry with respect to visual complexity. We devise a sim-
ple metric based on the feature maps. We define our Unsupervised Activation Energy
metric (UAE) for each layer simply as the average over all pixel values of the receptive
fields and all the channels in a layer, i.e.,
UAE (l) =
1
h× w × d
h∑
i=1
w∑
j=1
d∑
k=1
Fl[i, j, k], (5.1)
where F is the feature map, l is the layer number and h, w, and d are height,
width, and depth (number of channels) of the feature map, respectively. Note that,
in the deep networks we consider, the extracted feature maps are outputs of rectified
linear units, ensuring that the values in the feature maps are all non-negative, and,
thus, Activation Energy(l) is also non-negative. We further will refer to the feature
maps of a layer averaged over the channels, thus preserving the spatial information
of the activated features as the energy map of the given layer.
Energy mapl[i, j] =
1
d
d∑
k=1
Fl[i, j, k]. (5.2)
An example of energy maps from different convolutional layers in the VGG archi-
tecture is shown in Figure 5·2.
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(a) Original Image (b) Pool1 (c) Pool2
(d) Pool3 (e) Pool4 (f) Pool5
Figure 5·2: Visualization of the activations from five max pooling lay-
ers of the VGG architecture (Simonyan and Zisserman, 2014) trained
for scene detection. Spatial information of the original image (a), taken
from the RSIVL dataset (Imaging and Vision Laboratory, Department
of Informatics, Systems and Communication, University of Milano-
Bicocca, 2016), is preserved in the output (b)–(f) by indicating the
number of activated neurons for the corresponding spatial coordinate
(high activation red, low activation blue). Image edges are best repre-
sented by the output of the first pooling layer (b); high-level features
can be extracted from the output of the fifth (last) pooling layer (f).
5.1.2 Performance of different Convolutional Layers
To evaluate the hypothesized correlation between our activation energy method and
human-perceived visual complexity, measured by the Pearson correlation coefficient,
we examine three widely-used network architectures, namely VGG-16 (Simonyan and
Zisserman, 2014), ResNet-v2-152 (He et al., 2016), and Inception-v4 (Szegedy et al.,
2017). Since there are 5 max pooling layers in the aforementioned architectures, five
convolutional layers are selected for each architecture, so that various resolution of
images are evaluated in our analysis. Although the corresponding layers in different
80
0	
0.2	
0.4	
0.6	
0.8	
1	
1	 2	 3	 4	 5	
Ra
nk
	C
or
re
la
+o
n	
Layer	Number		
0	
0.2	
0.4	
0.6	
0.8	
1	
1	 2	 3	 4	 5	
Ra
nk
	C
or
re
la
+o
n	
Layer	Number		
0	
0.2	
0.4	
0.6	
0.8	
1	
1	 2	 3	 4	 5	
Ra
nk
	C
or
re
la
+o
n	
Layer	Number		
-0.4	
-0.2	
0	
0.2	
0.4	
0.6	
0.8	
1	
1	 2	 3	 4	 5	R
an
k	
Co
rr
el
a+
on
	
Layer	Number		
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(d) VGG, Scene Classification
Figure 5·3: Pearson correlation between the Activation Energy of an
output layer and the human-curated visual complexity score as a func-
tion of layer number (1,..,5). The correlation for models trained for
object detection with the architectures ResNet (He et al., 2016), Incep-
tion (Szegedy et al., 2017), and VGG (Simonyan and Zisserman, 2014)
are shown in the first three panels. The graphs in the last two panels
are presented here to enable visual comparison of the results for the
same architecture (VGG) for two different classification tasks, namely,
object classification and scene classification. The four graphs have an
arch shape. The top of the arch indicates a significant correlation (up
to 0.77) between human-curated visual complexity and the activation
energy of intermediate layers for these examined cases. These results
are obtained for the Scene category of SAVOIAS dataset.
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architectures do not represent exactly the same features, they are selected in such
a way that they have relatively similar output sizes to make a comparison possible.
All three networks are pretrained on the ImageNet dataset (Krizhevsky et al., 2012).
In addition, to further investigate how different models pretrained for different tasks
correlate with visual complexity, we also evaluate VGG-16 when pretrained on the
Places dataset and the results are compared against the ImageNet dataset. Similar
experiments for ResNet and Inception are omitted to avoid repetitiveness.
The activation energy scores of the first two and the last pooling layers have lower
correlations with the human-curated scores (Figure 5·3). This observation confirms
that the first layers, mostly representing edges, corners, etc., lacks the kind of higher-
level information needed to capture the concept of visual complexity. Similarly, the
last layer of models trained for object detection does not perform consistently well
either, showing that although the existence of objects in an image affects its visual
complexity, that alone is not a good candidate for evaluation of visual complexity.
The intermediate convolutional layers, however, in all four models, show significantly
higher correlation, and therefore, are suitable representatives of visual complexity.
These high ranking correlation values reaffirm the importance of both lower and
higher-level features (here, output of layers 3 and 4) for evaluation of visual complex-
ity.
5.2 Dataset Description
In this section we introduce SAVOIAS, our visual complexity dataset. SAVOIAS is
the largest and most diverse open-source visual complexity dataset with 1,420 images
in seven categories. In this section, we will first explain the image collection process
and the different categories that we have used in our dataset. Next, we will discuss
the data annotation process.
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5.2.1 Image Collection.
In our dataset, we have used images from seven diverse categories. Examples from
each category in the increasing order of visual complexity are shown in Figure 5.1.
Despite the connection between the problem of visual complexity and other problems
in computer vision, there exists a gap between these topics. To overcome this gap,
we have collected images from commonly-used datasets with the following categories:
Advertisement: 200 images from the Advertisement dataset (Hussain et al.,
2017). Visual impression of advertisement plays a crucial role in economical competi-
tions (Pileliene˙ and Grigaliu¯naite˙, 2018). This category is selected in order to give ad
designers insight into what factors impact the perceived complexity of an advertise-
ment. Examples of factors that contribute to visual complexity of an ad are amount
of text, size of text, importance of brand logo, and number and composition of various
elements. The images in this category include both advertisements for products, and
ads that campaign for/against something, e.g. for preserving the environment.
Objects: 200 images from the MSCOCO dataset (Lin et al., 2014). The purpose
of this category is to understand how human perceives visual complexity of various
objects and combination of objects. The number of objects is one of the leading
factors contributing to the visual complexity of an image. This category can help
researchers study the impact of characteristics of objects as well as the number of
objects and their interaction with each other on visual complexity.
Scene: 200 images from the Places 2 dataset (Zhou et al., 2018). The purpose
of this category is to understand how humans perceive visual complexity of various
scenes. It may facilitate the study of the roles of the image foreground and background
in visual complexity analysis.
Interior Design: We have collected 100 interior design images from the IKEA
website (IKEA, ). This category is specifically selected to provide insight into how
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humans perceive the visual complexity of indoor spaces at home such as bedroom,
living room, dining room, kitchen, and bathroom. Interior designers may want to
understand how to design appealing interior spaces.
Visualization and Infographics: 200 images from the MASSViS dataset (Borkin
et al., 2013). Visualization and infographics consists of charts, graphs, texts, and ta-
bles. Understanding the impact of each of these elements as well as their composition,
thus, understanding the cognitive and perceptual processing of a visualization, can
greatly influence the memorability, recognition, and comprehension of these designs.
Art: 420 Artistic images from the PeopleArt dataset (Westlake et al., 2016). This
category consists of 10 images from each of the 42 categories of art styles and move-
ments including Naturalism, Cubism, Socialist Realism, Impressionism, and Supre-
matism. Since the aesthetic beauty of an artistic image is directly influenced by the
level of its visual complexity (Eysenck, 1941; Reinecke et al., 2013), understanding
the visual complexity of an artistic image can definitely help the artists to create
more engaging artworks.
Suprematism: 100 images from the Suprematism category in the PeopleArt
dataset for the analysis of geometric abstract art. The Suprematism category conveys
various geometric shapes and objects in abstract form. This category enables studying
the impact of various shapes, geometric objects, and composition on the perception
of visual complexity.
5.2.2 Data Annotation Using Pairwise Comparisons.
In order to obtain absolute ranking scores for an attribute of an image, in our case,
visual complexity, one approach would be to ask users to assign a score to each image,
where the score represents the ranking of the image relative to all other images.
However, it has been shown that most people can only evaluate 5 to 9 options at
a time. In addition, bias in the rating scale is a common problem in this type of
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Table 5.1: Sample images of the Savoias dataset with increased visual
complexity from left to right in each row.
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groundtruthing (Miller, 1956).
The use of pairwise comparison and conversion of the pairwise ranking to global
ranking is a better alternative (Arrow, 1950; David, 1963; Kendall and Smith, 1940).
Pairwise comparison is a relative measure that helps reduce bias from the rating scale.
It is also invariant under monotone transformation of the rating values and depends
only on the degree of relative difference between one option over the other in the
pair (Gleich and Lim, 2011).
Note that, for example, for a set of n =200 images, including all of the pairs
would result in
(
n
2
)
= 19, 900 comparisons. However, it is shown that for the pairwise
comparisons, not all of the pairs are required in order to get the final global ranking,
and information about a percentage of the pairs, ` (n
2
)
, is adequate (Chang et al.,
2016).
In many practical applications with partially observed measurements or budget
constraints (e.g. PIB-PET scan for Alzheimer’s disease detection), it is possible to use
matrix completion methods in order to complement the results (Cande`s and Recht,
2009; Gleich and Lim, 2011; Kim et al., 2017).
In this work, we follow the pairwise comparison approach. Our algorithm is itera-
tive and selects two images randomly from the set of images in a particular category
in each step. Images that have been selected in previous steps are less probable to be
chosen in subsequent steps. The algorithm terminates once a target number of com-
parisons is reached. We decided on different target numbers for different categories,
assuming that the visual complexity of images in some categories is easier to eval-
uate by human judgment than in others. For the categories scenes, advertisement,
visualization, and objects we decided to run our algorithm until ` =4,000 pairs are
found, which results in 40 comparisons per each image, on average, given that the
these categories have n =200 images each. For the interior design category, we ran
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Figure 5·4: Screenshot of one of the pairwise comparisons shown to
Figure-Eight contributors for the objects category.
the algorithm until ` =2,000 pairs are found, also resulting in 40 comparisons per
image, on average. For the art category, we obtain ` =14,700 pairs, which results in
70 comparisons, per image, on average. Finally, for the Suprematism category, we
used all possible ` =
(
n
2
)
= 4,950 pairs, which resulted in 99 comparisons per image.
Crowdsourcing.
To minimize potential bias caused by raters, we collected our human judgments via
crowdsourcing. we are doing crowdsourcing with more than 1,687 contributors. We
used the Figure-Eight platform (FigureEight, 2018). Each task was distributed to
five contributors. Contributors (also known as crowdworkers in Amazon Mechanical
Turk) were shown ten pairs of images per page and asked which of the two images in
each pair is visually more complex. We explained visual complexity by attributes such
as cluttered background, numerosity and variety of objects, people, textures, patterns,
and shapes. We are using a forced-choice methodology, in which the contributors are
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supposed to select either image A or image B (Figure 5·4). In the case of similarly
visually complex images, contributors are requested to select intuitively which image
is more visually complex.
Our contributors are selected from Figure-Eight “level-3 contributors” in Figure-
Eight, who have shown to produce accurate answers in previous work. Each contrib-
utor is shown 10 pairwise comparison task in a page and for each page they are paid
$0.10 regardless of their choices. We did not allow any contributor to perform more
than 300 tasks but did not select a lower bound for the number of tasks. Workers
were not restricted by geographical locations.
Test questions, geared towards quality control, were distributed to contributors
randomly throughout the entire job to make sure they are attentive to the task.
While all the comparison tasks were paid, only the answers from the contributors
who maintain a passing score of 90% or above on test questions were kept.
Conversion of pairwise scores to absolute scores.
In this work, we follow the pairwise comparison approach where the users on the
crowdsourcing platform are asked to select whether image A or B is more visu-
ally complex. After the pairwise scores are collected, they need to be converted
to absolute visual complexity scores. In order to convert pairwise ranking of images
to global ranking, we applied two separate approaches, namely the Bradley-Terry
method (Bradley and Terry, 1952) and matrix completion. We then compare our
results obtained from these two methods to validate our absolute scores. We denote
the pairwise comparison matrix as a count matrix S = {si,j}, where si,j is the ratio of
number of times that the contributors have selected image i as more visually complex
compared to image j over the total number of times that image i and j have been
compared. Thus, si,j + sj,i = 1. The problem here is to find ci, the absolute score of
image i.
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The Bradley-Terry method (Bradley and Terry, 1952) describes the probability
of choosing image Ii over image Ij as a Sigmoid function of the score difference between
the two images,
P (Ii > Ij) = F (∆i,j) =
e∆i,j
1 + e∆i,j
, (5.3)
where ∆i,j = ci− cj. The score parameter c can be estimated by solving a maximum
a posteriori (MAP) problem, i.e., maximizing
logPr(S|c) = Σi,jsi,jF (∆i,j), (5.4)
where the prior is a uniform distribution. This optimization problem can be solved
using gradient descent (Chang et al., 2016).
Matrix Completion method assumes, if si,j is greater than 0.5 (image i is more
visually complex than image j), sj,k is greater than 0.5, and the pairwise comparison
between image i and k is missing, using image j as a link, we can infer that image si,k
is also greater than 0.5. Now we can create matrix Sˆ by filling the missing elements
of matrix S:
sˆi,k =

si,k if si,k ∈ S
1
m
Σmj=1
si,j+sj,k
2
else if si,j ∈ S, sj,k ∈ S
and si,j > 0.5, sj,k > 0.5,
(5.5)
where m is the number of existing pairs of si,j and sj,k in the count matrix S. For
matrix completion, note the following points:
• As indicated in the formula, we only consider si,j and sj,k ∈ S if they are greater
than 0.5. Therefore, if si,j > 0.5 and sj,k < 0.5, we will not make any judgments
about the missing pair sik.
• For those pairs for which we have the result in one direction, we can fill the
matrix in the other direction by this formula: sˆk,i = 1− sˆi,k.
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Figure 5·5: Distribution of absolute visual complexity scores per cat-
egory for the Savoias dataset.
• For the rare case that a pair is not connected in either of directions, we use
sˆi,k = sˆk,i = 0.5.
When the count matrix Sˆ is completed, the absolute score for each image is the
mean of the pairwise scores for that image:
ci =
1
n
n∑
j=1, sˆ∈Sˆ
sˆi,j. (5.6)
5.2.3 Verifying the Groundtruthing Method
Distribution of the ground-truth scores.
Initial analysis of the distribution of the absolute scores showed that the absolute
scores are mostly distributed around zero. To mitigate this issue, we rescaled the
range of pairwise scores, so that they are in the interval of [0.33, 0.66] instead of [0, 1],
while still maintaining 0.5 as the score that represents equal visual complexity of an
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image pair.
Visual inspection of Figure 5·5, which presents the distribution of scores for the
seven categories, shows that the rescaling step was successful – each histogram is well
distributed among the range of visual complexity numbers.
Validity of partial matrix versus full matrix comparison.
Here, we evaluate the accuracy of the absolute visual complexity scores as a function
of `, number of pairwise comparisons between images. Since we have the full matrix
comparison for the Suprematism category, we can perform such an analysis. Recall
the notations from the Section 5.2.2, where S = {si,j} is the count matrix for the
pairwise comparisons and C = {ci} is the list of absolute visual complexity scores, i.e.,
the output of the Bradley-Terry algorithm. We define S` and C` as the count matrix
and absolute scores where ` number of pairs have been selected for crowdsourcing.
We define Sf and Cf as the full count matrix and resulting absolute scores, where
` =
(
n
2
)
.
The correlation between the visual complexity scores based on C` and Cf for `
in the range of [100 − 4950] is shown in Figure 5·6, which highlights the trade-off
between the accuracy and the number of pairwise comparisons. For example, if only
2,000 pairs had been chosen to define S` for the Suprematism category, the result
would be close to the result of a full comparison, since the correlation between Cl
and Cf is 0.96. Given this result for the Suprematism category, we hypothesize that
high correlations can also be achieved for the other six categories if ` is selected to
be much smaller than
(
n
2
)
.
To confirm the correctness of the two aforementioned methods and our final scores,
we evaluated the correlation between the global ranking scores obtained from these
two methods. For all image categories, we obtained correlations higher than 0.98
between the two methods.The ground-truth values we use in the next section are
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Figure 5·6: For the category Suprematism, the correlation between C`
and Cf is shown as a function of `. High correlations can be achieved
for some values of ` (n
2
)
.
based on the Bradley-Terry method.
5.3 Experiments
5.3.1 Datasets
In order to evaluate the performance of our proposed methodology, we have compared
our results on SAVOIAS, as well as two other datasets namely RSIVL (Corchs et al.,
2014) and abstract patterns (Gartus and Leder, 2013). Few sample images of these
datasets along with their energy maps of the fourth max pooling layer are shown in
Figures 5·7, 5·8 and 5·9.
RSIVL Dataset
To analyze the performance of our proposed metric on the real world scenes, we
use two datasets provided by Corchs et al. (Corchs et al., 2014): RS1 contains 49
images of the RSIVL dataset (Imaging and Vision Laboratory, Department of In-
formatics, Systems and Communication, University of Milano-Bicocca, 2016), and
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Figure 5·7: Sample images of the Savoias dataset and their corre-
sponding energy maps from the fourth max pooling layer in the VGG-
16 architecture trained for the scene detection task. The images from
top left to bottom right belong to datasets Advertisement, places2,
MASSVIS (Visualization and Infographics), MSCOCO, IKEA and art
respectively. Note that the last three images belong to the art dataset
where the last sample is from the Suprematism category.
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Figure 5·8: Sample images of the RS1 dataset (top), energy maps
(bottom). The energy maps correspond to the activations of the fourth
max pooling layer in the VGG-16 architecture trained for the scene
detection task. The order of image correspond to increasing visual
complexity from left to right.
RS2 29 images of the LIVE dataset (Sheik et al., 2006; Wang et al., 2004; Sheikh
et al., 2006) and 20 of the IVL dataset (Corchs et al., 2014; Imaging and Vision
Laboratory, Department of Informatics, Systems and Communication, University of
Milano-Bicocca, 2014). Images were selected to have a wide variety of low-level and
high-level features, i.e., colors, spatial frequencies, faces, buildings, outdoor scenes,
animals, close-up or wide-angle shots, and various foreground and background con-
figurations. Ethics-board-approved psychophysical experiments involving up to 39
participants were conducted by Corchs et al. (Corchs et al., 2014) to obtain hu-
man judgments of the visual complexity of these images. Sample images of the RS1
dataset along with their feature maps and human-curated and network-computed
visual complexity scores are presented in Figure 5·8.
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Figure 5·9: Sample images of the abstract patterns dataset (top),
energy maps (bottom). The energy maps correspond to the activations
of the fourth max pooling layer in the VGG-16 architecture trained for
the scene detection task. The images are in the increasing order of
visual complexity from left to right.
Abstract Patterns
This dataset consists of 912 abstract patterns selected from an extended set of patterns
that were used by Gartus and Leder (Gartus and Leder, 2013). The patterns are
designed by placing 36 to 44 black triangular elements in an 8×8 rectangular grid on
a white background according to several criteria like number of objects and symmetry
axes and thus are used to study the impact of these criteria with the visual complexity.
Some examples of this dataset are shown in Figure 5·9.
5.3.2 Baselines
We compare our results to the results reported by the state-of-the-art unsupervised
methods. For the SAVOIAS dataset we compare our results with edge density,
number of regions, compression ratio, feature congestion, and subband entropy algo-
rithms. For the abstract patterns, we compare our results with mirror symmetry and
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RMSGIF metrics, previously used for the analysis of visual complexity on abstract
patterns (Gartus and Leder, 2017). The RMSGIF metric is computed by first ap-
plying a root mean square contrast edge detection on an image and then measuring
the compression ratio when the GIF file compression is applied on the edge detected
image. For the RSIVL dataset, we compare our results to those of three baseline
methods (edge density, number of regions, and compression ratio).
5.3.3 Results
The fourth max pooling layer of the neural network trained for the scene detection task
is selected as the best candidate for quantifying visual complexity and the Pearson
correlation coefficient between this layer and the human-curated ground truth is used
to evaluate the performance of the mentioned methods.
The result of the correlations between the baseline methods as well as ours and
the ground truth for the SAVOIAS dataset is shown in Table 5.2 for all seven cate-
gories. Our proposed activation energy method outperforms all the previous work. In
case of the object category (from MSCOCO), there exists a margin of 0.37 between
our method and the second best performing method; in which our model (VGG-16
architecture trained for the scene detection task) has a correlation of 0.67 between our
method and the ground truth, while the second best performing method is feature
congestion and results in a correlation of 0.30. Although our neural networks are
trained based on object or scene detection, they can successfully predict the visual
complexity of the images in all other categories as well.
For both RS1 and RS2, the average correlation values we measured for our method
are higher than those reported by prior work for unsupervised algorithms (0.79 and
0.73, respectively). In order to evaluate the performance of our proposed methodology
on a different task than what the neural network has been trained on, we performed a
separate experiment with the abstract patterns. The images in the abstract patterns
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Table 5.2: Results and Comparison to Prior Work: Correlation be-
tween Human-Curated and Computed Visual Complexity Scores for
the Savoias dataset. Our proposed method outperforms all other meth-
ods by a significant margin and thus can be used for variety of image
categories. The categories Ad, Sup and Vis refer to Advertisement,
Suprematism and Visualization and Info graphics respectively.
Model Ad. Art Int. Obj.
Edge Density (Rosenholtz et al., 2007) 0.54 0.48 0.63 0.27
Compression Ratio (Corchs et al., 2014) 0.56 0.51 0.72 0.16
Number of Regions (Comaniciu and Meer, 2002) 0.41 0.65 0.69 0.29
Feature Congestion (FC) (Rosenholtz et al., 2007) 0.56 0.22 0.63 0.30
Subband Entropy (SE) (Rosenholtz et al., 2007) 0.54 0.33 0.31 0.10
VGG16 Scene Detection [Ours] 0.73 0.50 0.82 0.67
VGG16 Object Detection [Ours] 0.71 0.59 0.83 0.64
Inception-v4 Object Detection [Ours] 0.61 0.68 0.81 0.60
ResNet-v2-152 Object Detection [Ours] 0.71 0.41 0.71 0.60
Model Scenes Sup. Vis.
Edge Density (Rosenholtz et al., 2007) 0.16 0.18 0.57
Compression Ratio (Corchs et al., 2014) 0.30 0.60 0.55
Number of Regions (Comaniciu and Meer, 2002) 0.57 0.84 0.38
Feature Congestion (FC) (Rosenholtz et al., 2007) 0.42 0.48 0.52
Subband Entropy (SE) (Rosenholtz et al., 2007) 0.16 0.39 0.61
VGG16 Scene Detection [Ours] 0.76 0.84 0.71
VGG16 Object Detection [Ours] 0.77 0.85 0.70
Inception-v4 Object Detection [Ours] 0.74 0.84 0.67
ResNet-v2-152 Object Detection [Ours] 0.71 0.73 0.68
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Table 5.3: Correlation between human-curated and computed visual
complexity scores for RSIVL dataset.
Model RS1 RS2
Baseline M6 (Edge Density) (Mack and Oliva, 2004) 0.65 0.66
Baseline M7 (Compression Ratio) (Rosenholtz et al., 2007) 0.67 0.67
Baseline M8 (# Regions) (Comaniciu and Meer, 2002) 0.74 0.69
VGG-16 Scene Detection [Ours] 0.79 0.72
VGG-16 Object Detection [Ours] 0.76 0.70
Inception Object Detection [Ours] 0.76 0.73
ResNet Object Detection [Ours] 0.75 0.70
dataset are designed to evaluate the impact of number of shapes and symmetry in
quantifying the visual complexity. Although our model has not been trained specifi-
cally to focus on the number of shapes or symmetry, it can successfully quantify the
visual complexity of the images and outperforms the methods discussed in the work
of Gartus et al. (Gartus and Leder, 2017) as shown in Table 5.4.
5.3.4 Discussion
The results of our experiments and the statistically significantly superior perfor-
mance of our activation energy method confirm the applicability and advantage of
our method compared to previous work. The results also highlight that our method
can be generalized to any types of images with no supervision.
Comparing the correlations between visual complexity scores based on crowdplat-
form contributors and the state-of-the-art algorithms, we observe that ‘Suprematism,’
which is the most challenging category for the contributors (Table 5.5), had the high-
est correlation for one of the algorithms. On the other hand, contributors found the
‘Object’ category to be the least challenging category, while all the previous work
performed poorly on this category (the highest correlation is only 0.3). Based on
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Table 5.4: Correlation between human-curated and computed visual
complexity scores for the abstract patterns dataset.
Model
RMSGIF (Gartus and Leder, 2017) 0.63
Mirror Symmetry (MS) (Bauerly and Liu, 2006) 0.58
VGG-16 Scene Detection [Ours] 0.58
VGG-16 Object Detection [Ours] 0.60
Inception Object Detection [Ours] 0.65
ResNet Object Detection [Ours] 0.50
Table 5.5: Crowdplatform contributor feedback
Scenes Ad. Vis. Objects Interior Art Sup. Avg.
Overall
Satisfaction 4.2 4.3 4.1 4.5 4.1 4.3 3.8 4.2
Ease
of Job 4.1 4 4 4.3 3.9 4.1 3.6 4
this observation, we postulate that the previous work is more capable of making de-
cisions based on features such as geometric shapes, textures, and patterns, found in
the Suprematism category, than image features such as objects and people, which are
easier for human contributors to judge.
Our results show that our proposed activation energy method is not only capable
of quantifying the low-level features and simple shapes, but it can successfully focus
on the features of an image that human observers use when they evaluate the visual
complexity of an image.
5.4 Supervised versus Unsupervised Metrics
In this section, we are interested in exploring whether we can improve the interpre-
tation of the feature maps in the fourth max-pooling layer by training a supervised
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•  Model: Linear Regression 	
•  Model Name: Supervised Activation Energy	
•  Input: Feature map of the fourth max pooling layer	
•  Output: Visual Complexity Predictions	
•  Trainable Variables: weights for the neurons in the 
Feature map	
Figure 5·10: Description of the Supervised Activation Energy (SAE)
Method
model and learning the contribution of the activated neurons. In addition, we exam-
ine how generalized these supervised models are in predicting the visual complexity
of images from a different image category.
In the Unsupervised Activation Energy (UAE) method, we take average of all
the activated neurons on the fourth max-pooling layer. Now we define Supervised
Activation Energy (SAE) method where models are trained to learn the weights of
the activated neurons instead of taking the average. Figure 5·10 represents different
element of our learning algorithm.
5.4.1 Approach
We use linear regression to train our supervised model. We first resize the feature
maps to size 14× 14× 512. Thus the total number of features for each image would
be 100,352. Since the number of features to train the regression model are high
compared to the number of images (100 - 400 images depending on the category), we
need to make sure that the regression models do not overfit. We regularize the models
using Ridge regression model. In Ridge regression, the least square loss function is
augmented by a second term as shown in Equation 5.7. While the least squares
loss minimizes the sum of squared residuals, the second term penalizes the size of
parameter estimates, also called as the vector of the coefficients, in order to shrink
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them towards zero.
Lridge(βˆ) = ‖y −Xβ‖22 + λ ‖β‖22 (5.7)
Here β is the vector of the coefficients assigned to each feature. The first term of
the loss function is the least squares loss while the second one is the penalty term for
high values in β vector.
In order to analyze the importance of spatial information in the energy maps and
the information activated in different channels of the convolutional neural network,
we have performed further analysis by taking average spatially as well as across the
channels. The following features are used separately to train the regression models.
Fall[i, j, k] = F4[i, j, k] (5.8)
Fspatial[i, j] =
1
d
d∑
k=1
F4[i, j, k] (5.9)
Fdepth[k] =
1
m× n
m,n∑
i,j=1
F4[i, j, k] (5.10)
In the above equation, F4 represents the feature maps of the fourth max-pooling
layer of the deep neural network. If shape of F4 is indicated as m×n×d, then m = 14,
n = 14 and d = 512; thus the size of the spatial features and the depth features are
14×14 = 196 and 512 respectively. Note that Equation 5.9 is the same formula as the
energy map where Fl is replaced specifically for the fourth max-pooling layer. The
features for training the models are also flattened into a one dimensional vector.
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Table 5.6: Results of the supervised models (SAE) in terms of the cor-
relation between the supervised model and the human-curated ground
truth, trained on all the activated features of the feature map, averaged
across the channels (spatial features), averaged across image dimension
(depth features), compared against the Unsupervised Activation En-
ergy (UAE) method, used here as the baseline.
Model Ad. Art Int. Obj. Scenes Sup. Vis.
SAE (All Features) 0.74 0.84 0.82 0.77 0.84 0.90 0.74
SAE (Spatial Features) 0.69 0.63 0.83 0.63 0.78 0.83 0.67
SAE ( Depth Features) 0.75 0.86 0.86 0.80 0.85 0.90 0.72
UAE 0.70 0.60 0.79 0.64 0.76 0.81 0.66
5.4.2 Results: UAE versus SAE
Here we present the results of our SAE models. We report the correlation between
model output and the ground truth in Table 5.6. The first three rows are the results
of regression models trained on the features as described in Equations 5.8, 5.9, and
5.10, while the last one is the UAE method, used here as the baseline.
The value of the regularization parameter used for the Ridge regression is 0.01,
chosen by cross validation. The feature maps are obtained from the VGG architecture,
pre-trained for the object classification task. Similar results are obtained from the
other architectures and tasks which are omitted to avoid repetitiveness.
As the results in Table 5.6 suggest, we can obtain higher correlations by training
a supervised model on the feature maps. The models trained on all features and the
depth features show higher improvement compared to the spatial features. The neg-
ligible improvement of the regression model trained on the spatial features compared
to the energy metric with equal weights for all the spatial features may suggest the
spatial location of the clutter does not impact the judgement of the human observers
significantly. On the other hand, our results show that the contribution of various
channels of the feature maps can be different and setting weights for each channel
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using supervised methods can improve the results.
As shown in Table 5.6, the best results are mostly obtained from the depth features
and not all of the features. This suggests that due to high number of features, when
all of them are being used for training, the model may not be able to learn the
contribution of different channels.
As stated earlier, these results are obtained by setting the value of the regulariza-
tion parameter to 0.01 which allows the coefficients of the regression model to have
a relatively high value if needed. Setting the regularization parameter to 1 or in
other words, limit the distribution of the coefficients to be in a constrained range,
the correlations obtained from the depth features will be closer to the results of the
baseline.
Note that the results of the UAE method reported here may be slightly different
from the ones reported in Table 5.2. The reason is that for the analysis presented
here, all the images are resized to 14×14×512 before the calculations for this section.
However, no resizing has been performed for results of Table 5.2.
How Does a Model Trained on one Category Perform on Other Categories?
In order to evaluate the generalizability of our supervised models, we have also evalu-
ated the performance of a regression model when trained for one category, and tested
on the rest of the categories.
Three different cases are compared in Table 5.7. The first row represents the
results when the models used for training and testing are from the same category, e.g.
trained on advertisement and tested on Advertisement. The second row represents
the results of the regression model trained on the art category, while tested on all
other categories. These two cases are then compared with the third row which is the
unsupervised model where the model has no information about any of the categories.
For the categories of Interior design, Objects, Scenes and Suprematism, the cor-
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Table 5.7: Comparison of the performance of the SAE models whether
trained on the same category as being tested or trained on the art cate-
gory. The results are also compared with a baseline (UAE model). For
the advertisement and visualization categories, the result of the SAE
model trained on the art category is lower than the UAE method which
suggests that the type of images in the advertisement and visualization
categories are different from the images in the art category. This can
be attributed to the fact that there exists text in these two categories,
but not in the art category where the regression model was trained on.
Model Ad. Int. Obj. Scenes Sup. Vis.
Same Category as Test 0.74 0.82 0.77 0.84 0.90 0.74
Art Category 0.68 0.80 0.70 0.79 0.87 0.62
UAE 0.70 0.79 0.64 0.76 0.81 0.66
relations reported on the second row ( trained on art category) are less than the first
row (same category as test), but they are higher than the results of the third row
(unsupervised energy metric). This states that although the model trained on the
art category may not be as accurate the models trained on the same category as
being tested, it has learnt a set of coefficients that are applicable in other categories.
For the two categories of Advertisement and Visualizations, however, the correlations
reported on the third row are even lower then the unsupervised energy metric. This
lower performance can be attributed to the difference in the nature of these two cate-
gories. We hypothesize that since the Advertisement and Visualizations contain text,
the model trained on the art category cannot predict the visual complexity of the
images in these two categories very accurately.
5.5 Application: Visual Complexity Affects Image Memora-
bility
Memorability of an image can be defined by metrics corresponding to the probability
of an image being remembered by a person. Various efforts have been made to quan-
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tify how memorable an image is and what the contributing factors are. Memorability
has been previously studied for different visual stimulus sets including faces (Bain-
bridge et al., 2013; Khosla et al., 2013), scenes (Isola et al., 2011a; Khosla et al., 2015;
Bylinskii et al., 2015; Khosla et al., 2012), and graphs and visualizations (Borkin et al.,
2016; Borkin et al., 2013; Bylinskii et al., 2017) to understand the features driving
higher memorability.
5.5.1 Approach.
It has been demonstrated before that some scene categories are intrinsically more
memorable (Bylinskii et al., 2015). In this work, we examine whether there exists a
correlation between image visual complexity and image memorability. We choose the
feature maps of Pool 4 (the fourth max-pooling layer) in the VGG-16 architecture
trained for the scene detection task as a mean to quantify visual complexity of images.
There are numerous factors that contribute to the memorability score of an image.
Thus, in order to find the underlying correlation between the visual complexity and
memorability, we need to minimize the impact of other factors on the memorability
score; In other words, we want to distinguish between context specific factors versus
factors that are specific to one particular image and not the context.
We propose to do so by focusing on intra-class and inter-class analyses of image
categories, as such analyses mitigate the effect of undesirable factors. computing the
average memorability score within a class, as such averaging mitigates the effect of
other factors.
To illustrate more, assume the following example. An image of a simple garden
with a lawn and fence, for example, is not as memorable as an image of a garden with
lawn and fence that also includes roses, perennials, trees, etc. However, the simple
garden would become more memorable with an out-of-place purple teddy bear lying
on its lawn than the second unaltered garden. To analyze the connection between
105
visual complexity and memorability in typical garden images (to separate the effect
of a purple teddy bear), we do an inter-class analysis.
In order to perform inter-class analysis, we need to first investigate whether some
scene categories are inherently more visually complex, and if such a condition holds,
we can examine whether there exists a correlation between image visual complexity
and image memorability. We start by studying how visual complexity varies for
different scene categories and then present how visual complexity and memorability
are related.
5.5.2 Dataset For Memorability Analysis
For our experiments, we used the FIGRIM dataset introduced by (Bylinskii et al.,
2015). The FIGRIM dataset consists of 21 different indoor and outdoor scene cate-
gories (from the SUN database (Xiao et al., 2010)) and thus satisfies the requirement
for the inter-class analysis. In order to collect memorability scores, Bylinskii et al.
followed the protocol of (Isola et al., 2011b), by setting up memory games on Ama-
zon Mechanical Turk (AMT) and showing target images twice among filler images.
The number of hits, i.e. participants recognized an image was repeated, misses, false
alarms, and false rejections were then reported. In each scene category, a quarter of
the images (a minimum of 56 and maximum of 157 images from a scene category)
are randomly selected as target images and the rest are used as filler images. In our
experiments, we use the metric Hit Rate (HR) for an image I, as defined by Bylinskii
et al., for target images shown among image fillers within the image context (AMT1)
and across the image context (AMT2):
HR(I) =
hits(I)
hits(I) + misses(I)
× 100%. (5.11)
Example images and their memorability score are shown in Table 5.8.
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Table 5.8: Some examples of the SUN database (Xiao et al., 2010)
used in the FIGRIM dataset (Bylinskii et al., 2015) for evaluation of
memorability in images when target images were among other images
of the same context. From left to right, the ground truth memorability
score obtained in the FIGRIM dataset increases.
Sky Scraper Golf Course Pasture Kitchen Play Ground
HRc1 = 0.33 HRc1 = 0.47 HRc1 = 0.55 HRc1 = 0.76 HRc1 = 0.82
5.5.3 Results: Correlation between visual complexity predictions and im-
age memorability
In order to evaluate the correlation between image complexity and its memorability,
we first need to demonstrate that the visual complexity of images within the same
category is consistent and verify that visual complexity values within a scene category
do not fluctuate widely. In order to evaluate such consistency within scene categories,
we followed the approach suggested by (Bylinskii et al., 2015). The set of images
of each scene category are randomly split into two subsets and the average of the
energy for each subset is computed. The Pearson correlation coefficient between
the two subsets is then computed representing the consistency of visual complexity
among scene categories. The same experiment was run multiple times and similar
results were obtained. On average, the correlation between the two subsets was 0.97,
demonstrating significant consistency among different members of the same scene
category.
Establishing the consistency of visual complexity values within classes enables us
to evaluate the average of each class instead of the individual images. Next, we explore
whether there exists a correlation between the predicted visual complexity values and
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Figure 5·11: Scatter plot of the visual complexity and memorability
scores averaged for each of 21 scene categories in the AMT1 dataset.
The Pearson correlation coefficient excluding one outlier is 0.65, which
confirms that classes with higher visual complexity are more memo-
rable.
the memorability scores (HRs). To evaluate our hypothesis for each of 21 categories,
we first compute the average of the visual complexity score and the average of the
memorability score over images in the same category. Then, using these 21 pairs, we
calculate the correlation between the visual complexity and the memorability vectors
and perform inter-class analysis.
A scatter plot of the average visual complexity score and average memorability
score for each category is shown in Figure 5·11. The correlation between the two
attributes is 0.35. Excluding the class “cockpit” as an outlier due to the high similarity
of images in this class, the correlation jumps to 0.65. The positive correlation between
visual complexity and memorability suggests that, in reference to AMT1, images that
are more visually complex are more memorable and therefore visual complexity can
be used as a factor in memorability analysis.
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5.6 Conclusion
In this chapter, we proposed the unsupervised use of information activated by filters
in the intermediate convolutional layers of a deep neural network. We showed that
the activation energy of these layers can successfully quantify the visual complexity
of an image. We also provided evidence that visual complexity information can be
extracted for various network architectures and tasks (scene detection and object
detection). In addition, to investigate the applicability of our method to various
image understanding tasks, we introduced Savoias, a new dataset for the analysis
of visual complexity in images. Savoias compromises of more than 1,400 images,
which belong to seven diverse categories. The ground-truth values were obtained
by processing the judgments of 1,687 crowdplatform contributors who compared the
visual complexity of more than 37,000 pairs of images. In our experiment, we showed
that our Unsupervised Activation Energy method can outperform all the previous
unsupervised methods in quantifying visual complexity. Furthermore, we show that
the performance can be improved by supervising the weights of the activated neurons.
Our work may leverage research in other areas of computer vision, such as segmen-
tation, visual search, image captioning, and visual question answering, for example
by determining the visually complex regions of the image or estimating the difficulty
level of the task based on visual complexity of the image. Furthermore, our proposed
dataset facilitates research in the field of psychophysics and cognitive science to find
the underlying factors in the stimulus that affect the perception of visual complexity
in humans. Lastly, our proposed method enables artists, Web and graphic designers,
interior designers, and advertisers to estimate the level of visual complexity of their
work in order to maximize the quality of their design and the impact of their work
on their audience.
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Chapter 6
Conclusions
In this thesis, we focused on two applications of computer vision and pattern recogni-
tion. First, we discussed the proposed two systems for improving the physical therapy
experience of patients. Second, we explored the application of computer vision in in-
formation extraction from intermediate convolutional layers of deep models in order
to evaluate the visual complexity of images.
6.1 Contributions
6.1.1 Application in Physical Therapy
For the physical therapy application, we first designed DyAd, a system that dynam-
ically adjusts the difficulty level of physical exercises based on quantitative perfor-
mance measurements that we extracted from the exercise trajectories. We showed
that DyAd recommends a more difficult arm exercise if the current exercise is not
challenging enough; it recommends an easier exercise if it discovers that the user has
trouble following the current exercise.
Our novel contributions in this project were (1) applying DTW in conjunction
with the Spectral Arc Length method to analyze trajectories and (2) designing a
system that dynamically adjusts the difficulty of exercise based on this analysis. In
our experiment, users without disabilities tested the efficacy of our proposed system.
The experimental outcome encouraged us to prepare for and conduct a study that
includes therapists and their patients. In addition, we decided to focus on a more
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convenient and affordable device to capture the exercise movement.
Next, we presented ExerciseCheck, a remote monitoring and evaluation platform,
developed to provide more reliable care with reduced time cost to patients and phys-
ical therapists. With ExerciseCheck, patients receive instructions and evaluations
on their exercises while the physical therapist can monitor the patient’s progress re-
motely and provide beneficial guidance. The flexible and extendable platform can
further incorporate additional evaluation measures to assist the physical or help ther-
apist build gamification strategies to adjust exercises intensity based on patients’
recovery progress. We conducted multiple experiments in this project that first in-
cluded users without physical disabilities and then Parkinson patients, first in the
clinic and then in their homes.
The results of our experiments confirmed the potential benefit of our system. The
patients found the graphical user interface friendly and were able to interact with the
system and use it for their daily exercises. The patients reported that the real-time
visual guidance of the reference exercise was helpful to control the movement speed,
specially for the exercises that focus on balance (e.g., hip abduction, lunges), and
patients tend to perform the exercise faster than expected. The repetition counting
algorithm was shown to be helpful in ensuring the expected active range of motion
is reached during each repetition. Furthermore, providing accuracy and speed scores
was useful for 1) recording the performance of the user over time and 2) motivating
the user to do their best for the exercise and receive high performance results.
6.1.2 Visual Complexity Analysis
We proposed the unsupervised use of information activated by filters in the interme-
diate convolutional layers of a deep neural network. We showed that the activation
energy of these layers can successfully quantify the visual complexity of an image.
We also provided evidence that visual complexity information can be extracted for
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various network architectures and tasks (scene detection and object detection). In
addition, to investigate the applicability of our method to various image understand-
ing tasks, we introduced Savoias, a new dataset for the analysis of visual complexity
in images. Savoias compromises of more than 1,400 images, which belongs to seven
diverse categories. The ground-truth values were obtained by processing the judg-
ments of 1,687 crowdplatform contributors who compared the visual complexity of
more than 37,000 pairs of images. The result of our experiments highlighted the su-
periority of our approach compared to the previous methods. In addition, we showed
that we can improve the accuracy by training a supervised model that learns the
contribution of each activated neuron instead of taking their average. As an example
of the relationship between visual complexity and other image attributes, we showed
that in the context of scene categories, images that are more visually complex are
also more memorable.
6.2 Potential Research Extensions
In this thesis, we explored two different applications of computer vision and pattern
recognition. The ideas put forth in this work can be expanded in the following
ways. First, for the physical therapy application, it would be interesting to leverage
recent research progress in gamification to keep the users motivated in performing
the daily exercises. Adding a “fun element” to a daily routine can result in a higher
acceptance of such systems among the users who need to do regular physical therapy.
Furthermore, from the experiments we conducted at patients’ home, we learned what
other information the users are interested to receive. For example, patients reported
that they wanted to understand the reasons why they did not receive the highest
possible score, or how they could have improved their performance. Such details
require further analysis of the trajectory of joints during the exercise. The current
112
accuracy analysis is focused on the most important joint identified by each exercise.
The analysis process could be improved by leveraging the information in the rest of
the joints. To do this, we could define the movement of the user as a rigid body
where the distance between any two given points on this rigid body remains constant
in time, regardless of the movement of the user. Using the concept of a rigid body can
be helpful, first, to reduce any possible noise caused by the motion capture device,
and second, to provide the evaluation system with more descriptive information of
various joints during the exercise.
For the second application discussed in this thesis, the following ideas are inter-
esting as future directions in order to predict the visual complexity of images using
supervised approaches:
— Instead of training a regression model based on the extracted features of the
fourth layer, it is possible to train a deep regression model to finetune the weights
of all first four layers. Using this approach, the low-level features extracted from
the first layers can impact the visual complexity calculation more directly, which
may result in a more accurate prediction.
— It would also be interesting to use a limited number of buckets (e.g., 100) and
use a classification method instead of regression to predict the visual complexity
of images.
— Another approach to predict the visual complexity of images would be to train
a model based on the pairwise ground truth scores, where the model learns the
pairwise relationship between any two images. With this approach, it is possible
to first predict the pairwise visual complexity score between any pair of images,
and if needed, convert them into the absolute scores.
In addition, exploring the use of visual complexity in other vision tasks appears a
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compelling extension to the current work. An important example of such applications
would be crowdsourcing a vision task. The image visual complexity score can be
beneficial in two different ways in crowdsourcing tasks:
1. Allocating the resources optimally: In general, images that are more vi-
sually complex take longer time to be processed by the crowd workers. Fur-
thermore, visual complexity can make a task more difficult and thus a higher
number of crowd workers may be needed. Analysis of visual complexity can be
added as a pre-processing step to allocate sufficient amounts of resources (e.g.,
budget, time) for a given task.
2. Determining the performance of the crowd workers: For the more vi-
sually complex images, wide disagreements among the crowd workers can be
expected and thus the results are more prone to noise. For example, for a
segmentation task, it is more challenging to distinguish and find the borders
of different items in an image. Visual complexity analysis can be added as a
post processing step that allows the researchers to identify the images that may
require further attention.
Our visual complexity analysis can also leverage research in other areas of com-
puter vision, such as segmentation, object recognition and detection, visual search,
image captioning, and visual question answering. Furthermore, our proposed dataset
facilitates research in the field of psychophysics and cognitive science to find the un-
derlying factors in the stimulus that affect the perception of visual complexity in
humans. Lastly, our proposed method enables artists, Web and graphic designers,
interior designers, and advertisers to estimate the level of visual complexity of their
work in order to maximize the quality of their design and the impact of their work
on their audience.
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