Abstract. The present article is an overview of some mathematical results, which provide elements of rigorous basis for some multiscale computations in materials science. The emphasis is laid upon atomistic to continuum limits for crystalline materials. Various mathematical approaches are addressed. The setting is stationary. The relation to existing techniques used in the engineering literature is investigated.
But even with this restriction, the scope of the methods remain incredibly large, as exemplified by all the existing variants of methods proceeding from the homogenization paradigm. See [16] for a seminal contribution to the field. Homogenization, both in its historical analytical form, and in its more recent numerical form, can indeed be considered as the ancestor of all recent multiscale methods, and is still a very active field for research. However, for the multiscale simulation of solid materials, a new field has recently emerged. Although somehow based on the homogenization concept, it follows a bottom line significantly different from homogenization methods. This field consists of the family of methods coupling an atomistic description and a continuous description of matter. The models and techniques that can be considered as members of this family are very large. An abundant literature testifies to the growing practical importance of this approach: [2, 3, 44-47, 56, 59, 62-68, 85, 86, 88, 94, 99-105, 107, 117, 122-126, 132-134, 138] .
Very impressive simulations indeed provide useful qualitative information, and satisfactory quantitative results are often obtained. Although the methods are functioning well, there is only a poor mathematical understanding, and the opportunities for improvement are significant. No systematic assessment of the quality is available, and the mathematically inclined reader will acknowledge with us that this can be considered as a dangerous feature. It does not exist either any rationale for improving the efficiency of the numerical techniques. In summary, huge efforts are needed to bridge the gap between the existing numerical simulations and the state of the art of the mathematical knowledge. Concentrating on multiscale models used for the simulation of crystalline materials that couple an atomistic and a continuous description of matter, the present article reviews some attempts to bridge this gap. The derivation of the models will be primarily addressed. The last section of this article addresses some other issues.
To some extent, the present article can be seen as the sequel of a previous work [53] . That publication was dedicated to a state-of-the-art review of the mathematical foundations of the models of computational chemistry, both for molecules and for crystals. The focus was entirely on the purely microscopic scale at the atomistic level. In contrast, and as a follow-up, the present article investigates the micro-to-macro limit of the microscopic models addressed in [53] . It shows how the theoretical issues in such a limit process are actually a first step toward the rigorous justification of the derivation of the multiscale models in use in computational materials science. A second step would consist of an overview of the mathematical analysis of the multiscale model itself, hopefully followed by a numerical analysis of the approximation techniques in use, in the vein of what was performed in [93] for the microscopic models of computational chemistry. Unfortunately, the subject of the mathematical and numerical analysis of such multiscale models is still mostly unexplored (apart from some preliminary studies that will be mentioned below). When possible, some elements for the analysis of the models will be given. This is however only a limited part of the present work (Sect. 3). We anticipate a huge development of the multiscale methods in the years to come and look forward to a more complete and substantial review when there is a sufficient material.
This article describes various tracks followed by groups of mathematicians to address the issues mentioned above. The exposition is biased toward the work on the three authors. However, as often as possible considering the space limitations, some incursions into the work of other groups will be made, in particular with a view to comparing the viewpoints, and demonstrating how they complement one another. Sections 2.2 and 3.3 have this purpose.
It is important to note that we exclusively consider the stationary setting. Of course, time-dependent multiscale simulations do exist, and are very important. Their mathematical understanding is also a challenge, based upon different techniques, which we will not address here. To some extent, the stationary setting is much better understood.
We begin by motivating, in one among many possible ways, the use of multiscale models for the numerical simulation in materials science. We find it indeed important to give the reader a flavor of the challenging difficulties faced by practitioners of the field, and the way the multiscale methods allow these difficulties to be overcome, circumvented, or at least conveniently treated.
Motivation
Let us first briefly recall the standard mechanical description of a material subjected to forces (see e.g. [55] for a detailed mathematically oriented presentation). For pedagogic purposes and for brevity of the exposition, the setting is static, but analogous considerations, often more complicated though, could be developed in a time-dependent setting.
We denote by D the reference domain 1 the material occupies at rest, by ϕ the deformation it is subjected to, i.e. the map from D to R 3 that gives the current position of the material. We also denote by u(x) = ϕ(x) − x the displacement, and by
the gradient of deformation, where M 3 denotes the space of square matrices of size 3 × 3.
The general equations that describe the equilibrium of our sample material, when subjected to body forces f and boundary forces g read
Here, T denotes the stress tensor (more precisely the first Piola-Kirchhoff stress tensor), and n is the unitary outward normal vector on ∂D.
In order to close the equations (1.1), a relation must be postulated between the stress tensor T and the kinematic description of the material, provided by the fields ϕ, u or F . In contrast to equations (1.1) which are general, the relation linking T to, say, ϕ, depends on the material considered. In such a relation is indeed encoded the physical and mechanical nature of the material. Formally, such a closure relation reads T = T (x, ϕ(x), ...), (1.2) and is called a constitutive relation, or a law of behavior. Equation (1.2) is symbolic: derivatives of ϕ may also be inserted, as well as other points than x (or, in a time-dependent setting, times prior than the time t at which the stress tensor is evaluated). The relation may even be a differential equation, a partial differential equation, an integral equation, etc. A usual assumption in deriving such a law is the elasticity of the material:
Hyperelasticity is often additionally assumed: the material is assumed to dissipate no energy during a cyclic deformation. From this is inferred the existence of a density of mechanical energy, i.e. a function W such that
Actually, owing to the fact that the laws of mechanics need to be invariant under rigid rotations, the function W may only depend on F via where A is the set of all admissible deformations ϕ compatible with the possible boundary conditions (we do not make precise here the somewhat delicate definition of admissible deformations, and refer to the bibliography [10, 55] may be satisfactorily approximated by its linearized version ε = 1 2 (∇u + t ∇u), and that the stress tensor simply reads T = A : ε, where A is a fixed fourth order symmetric tensor. The corresponding density of mechanical energy reads as the simple quadratic form
The derivation of the constitutive law (1.2), or equivalently in the hyperelasticity setting, that of the density (1.4) of mechanical energy W , is a central theoretical question, and challenging practical issue faced by mechanics. Then, the resolution of (1.1) (coupled with (1.3)), or the minimization of (1.5), is the purpose of the numerical simulations performed. Hundreds of men/years of efforts have been devoted to the improvements of both the constitutive laws (1.2) and the techniques used to simulate them.
Despite all these efforts and all the expertise accumulated, the strategy for the derivation of a constitutive law has, at least, two major flaws.
First, even when the derivation of the law itself is feasible (and it is often not the case, as will be seen below), it is extremely difficult to evaluate the impact of a possibly imperfect constitutive law on the final result of the simulations. Assessing the validity of a constitutive law is as crucial a subject as deriving the law. This must be borne in mind. The sequel will present a means to envision a competitive modelling strategy, useful (at least) for the sake of comparison.
Second, and as importantly, there are a number of situations when the determination of a meaningful constitutive equation is an overwhelming task. First, the constitutive laws are typically determined in the following manner: an analytic form is derived using a priori theoretical considerations on the nature of the material at hand, and then the parameters (such as multiplicative constants or exponents in the power laws) are determined using a fitting procedure with experimental data on test beds. Such test situations cannot reproduce the whole generality of situations encountered in practice. For instance, the most traditional materials, the behavior of which is very well known in usual situations, are sometimes subsequently considered in unusual conditions. The latter may be quite far from the ideal conditions in the laboratory, used for the derivation of the constitutive law. This occurs, in particular, when the assumptions of continuum mechanics are not valid. The constitutive law is thus by definition invalid also. An instance is the initiation of a crack in a material: in the vicinity of the crack, it is clear that the assumptions of continuum mechanics do not hold. Likewise, a constitutive law is typically valid for a perfect material, and it is not clear how the phenomena related to fatigue can be rigorously accounted for in such a setting. In this respect, extreme cases consist of situations not accessible to experiment, such as those encountered when determining the behavior of matter under extremely high pressures (like considering a material sample in the earth mantel), or after extremely long times (like predicting the 30-year old damage of materials caused by radiation in nuclear plants). In addition, new materials, with new properties, are engineered on a daily basis, and the experimental determination of their constitutive law may be a too long procedure. Further, some new materials may be envisioned to enjoy specific properties, for which an estimation of the behavior needs to be determined before synthesis. Clearly, the standard approach has to be complemented.
It follows from the above considerations that it is useful to bypass the derivation of a constitutive law. This is one of the major purpose of the multiscale models of materials science. In principle, the constitutive law is expected to encode the physical nature of the material, and translate it, analytically, in a relation between the stress and the strain, so that the phenomena taking place at all the scales in the material finer than the macroscopic ones are implicitly accounted for. A multiscale model is also aimed at encoding such a relation, but, in contrast, without translating it into an explicit mathematical relation. The physical nature of the material is inserted via an explicit microscopic description, which is in turn coupled with the usual macroscopic description of the material. Loosely speaking, the derivation of the constitutive law is implicitly performed by the simulation itself. The amount of physical intuition needed is expected to be smaller, the computational effort will compensate for it. Likewise, it is hoped that less modelling assumptions will be needed: ideally, a universal microscopic model is inserted in the universal macroscopic description (1.1). In doing so, the sources for inaccuracies are easier to identify, and the a posteriori assessment of the quality of the result is simpler.
Of course, the use of a more systematic model comes at a price: the computational cost of a multiscale model is orders of magnitude larger than that of a usual "purely macroscopic" model. In the present state of the art, the former cannot compete with the latter on real scale computations. However, three arguments help to advocate such multiscale methods. First, they are often very well adapted to a parallel numerical resolution. Second they can serve as a numerical test-bed: a few costly multiscale computations can be performed on "samples", in the back room, so as to determine more efficiently than usually an adequate constitutive law, which in turn will be used in practical real-scale simulations. Third, and this last point is somehow related to the purpose of this article, the multiscale models have not benefited from the hundreds of men/years of efforts, we were refereeing to above and the usual macroscopic approaches have benefited from. It is not forbidden to think that extensive efforts by applied mathematicians in the field will both improve the quality of the methods, and reduce their computational cost.
Set-up of the problem
In all the above discussion, the terminology microscopic/macroscopic is to be understood in a broad sense, without any reference to a particular quantitative length scale. For the sequel, as mentioned earlier, the microscopic model we will consider is an atomistic one, at the scale of the nanometer.
With this restriction, let us give some substance to the general discussion above. We put ourselves in the variational setting (1.5), and discuss a simple example of multiscale model.
Assuming that the material is a perfect (periodic) crystal, we model its energy at the microscopic scale by a simple pair potential model. We fix some interaction potential V , assume that the atomic sites fill in some ideal periodic lattice L in the reference configuration, so that, when subjected to a deformation ϕ, the energy of the material reads 1 2 6) where the factor one-half aims at avoiding double-counting. To some extent, the above energy is the exact energy of the material deformed by ϕ, since it accounts for all the interactions between the atomic sites of the material. Note however that this is a controversy issue, that we shall not consider here. The point is of course that such a double sum is impossible to compute in practice, because of the number of atomic sites involved, say of the order of the Avogadro number 10 23 . Fortunately, in most situations evaluating the sum (1.6) is also useless since the state of the material deformed by ϕ (and, for simplicity, subjected to no force) can be satisfactorily modeled in the framework of hyperelasticity, using a density of mechanical energy W , by the integral
See Remark 2.1 below for a related discussion. Combining the two expressions (1.6) and (1.7) is thus a natural idea in order to build a multiscale model. Roughly, the argument goes as follows. Consider a deformation ϕ applied to the material. In regions of the material where the deformation is "regular" (in a somewhat vague sense, varies at a scale much larger than the microscopic one), the derivation of a convenient macroscopic density of mechanical energy is assumed to hold true, and the energy of the deformed material is expressed by an integral of the form (1.7). Let us denote the union of such regions by D reg . On the other hand, some parts of the material, forming the set D sing = D\D reg , may be subjected to a "nasty" deformation ϕ (say with singularities, oscillations, etc., at a scale comparable to the microscopic one). There, the best to do is to appeal to the original atomistic model (1.6) for the expression of the energy. Schematically again, the energy of the entire material is then given by
Formula (1.8) is the prototypical expression of the energy of a deformed configuration in a multiscale model coupling a continuum description with an atomistic one. Just to name one method among others, let us mention the quasicontinuum method, from [88, 106, 107, 125, 126, [132] [133] [134] , that more or less involves energy functionals of the form (1.8). Many variants of model (1.8) exist. More sophisticated descriptions are possible, both at the continuum level and at the atomistic level. We will see some of them below. The spirit of the modelling however remains the same, and for most of our formal arguments, the form (1.8) is a convenient object to study.
A number of theoretical issues, relevant to practice, follow from the consideration of the energy (1.8).
The most important one is to understand how the density of mechanical energy W is related to the pair potential interaction V . Indeed, it is a matter of consistency that when employed over a region where the deformation ϕ is regular, the atomistic model (1.6) provides an energy that is close to the integral form (1.7). Depending on the viewpoint chosen, the atomistic model (1.6) should be conveniently approximated, in the limit of a regular deformation, by the continuous model (1.7), or, alternatively, the continuous model (1.7) must be a macroscopic limit of the discrete model (1.6).
A second important issue is a question of adaptivity. Indeed, the region D sing is conveniently chosen so as to embed all the singularities of the deformation ϕ. On the other hand, with a view to reducing as much as possible the computational cost, this region must be kept as small as possible. So there is an interest in a systematic analysis of the choice of the regions D reg and D sing , depending on the deformation ϕ. This is all the more true as, one should not forget this, the deformation ϕ is not given in advance, but is an unknown of the problem.
On top of that, there is the key issue of determining the deformation ϕ that gives the state of the material in the situation considered. In the variational setting, ϕ is the minimizer of the energy (1.8), possibly with additional terms accounting for the forces applied to the material, and subject to appropriate constraints. Thus a minimization problem of the type (1.5), posed with the energy functional (1.8), is considered. The question arises as to know whether the deformation ϕ to be considered in practice is the global minimizer of such a problem, or only one of its critical points (which one?). The question is also to design a numerical strategy so as to determine this ϕ.
The purpose of this article is to review the mathematical understanding on such questions, for various settings. Section 2 deals with the problem of deriving a macroscopic hyperelastic energy from the atomic level. The question of adaptivity is briefly discussed in Section 3.2, and Sections 3.1 and 3.3 deal with possible ways to determine the deformation ϕ.
Stationary setting: derivation of macroscopic energies
In the present section, we investigate the relation between the microscopic model (exemplified in the energy functional (1.8) by the pair potential V ) and the macroscopic model (i.e. in (1.8) the density of mechanical energy W ). We will mainly follow two different tracks. In Section 2.1, we consider that the deformation ϕ is a common object, both seen by the macroscopic level and the microscopic level. We have implicitly assumed this when writing formula (1.8). In Section 2.2, we will use another approach, based on the Γ-limit paradigm. Then, the deformation the atomic sites experience is part of the problem in the passage from the microscale to the macroscale. In other words, the atomic sites do not really see the deformation imposed at the macroscopic level, but experience a rearrangement, in order to minimize the energy (see for instance (2.51) and (2.52) below).
Pointwise approaches
Our purpose here is the following:
• we give ourselves a microscopic description of the sample (in the simplest possible case, it is a pair potential energy between the sites of a periodic lattice); • we fix the deformation ϕ that is imposed to the material at the macroscopic level and directly apply it to the atomic sites at the microscopic level; • we search for the macroscopic limit of the energy obtained. Proceeding so, we expect to derive an explicit form for the macroscopic mechanical energy of the sample deformed by ϕ, thus a link between the density of mechanical energy W , and, say, the pair potential V used at the microscopic level.
In a second step, in Sections 2.1.2 and 2.1.3 respectively, we will complexify the description at the microscopic level, considering microstructures less simple than a perfect periodic lattice, and energy functionals more sophisticated than the simple pair-potential.
The simplest possible microscopic setting
Let us look at the material at the microscopic scale. It occupies the domain D, and we assume its substructure is the truncation D ∩ L of a periodic lattice L, whose sites x i ∈ D ∩ L interact with a pair potential V . For clarity of exposition, we assume the periodic lattice has a cubic unit cell, and that the site stands at the center of this cell. The length of the cell is first fixed to unity, so that the lattice L is indeed Z 3 . However, the length will soon be denoted by ε, a quantity that will go to zero in the macroscopic limit. The potential V , taken radially symmetric, is assumed to be smooth, and have compact support. No body force, nor boundary force, is applied to the material. The deformation we will apply to the sample is assumed to be smooth. All this aims at avoiding unnecessary technicalities.
We proceed in two steps. First, we have to understand what the energy of this assembly of sites is, at rest, i.e. for a deformation ϕ that is Identity. In the present simple setting, this first step is straightforward, but it is important, with a view to generality, to still identify it.
Obviously, the energy of the material reads 1 2
As we already pointed out above, the number of sites in D ∩ Z 3 is a huge number, typically of the order of the Avogadro number. Thus, a natural idea is to search for the limit of this quantity when the number of sites goes to infinity, i.e. when D = R 3 and the lattice is the whole lattice Z 3 . Obviously, one cannot expect (2.1) to have a finite limit in this regime. This is justified: the energy is an extensive quantity, and only the energy per unit volume, or per unit particle, can be expected to have a meaning. Therefore the right question to ask is the existence of the limit
where it has been assumed that D was a cubic box of (large) size P , for simplicity. The number of sites per dimension is N = 2P + 1. It is then a simple exercise to see that this limit is 1 2
This concludes our first step, which is the determination of a quantity that can be identified as the energy of the microscopic periodic lattice. This has been performed through a limit process indeed known as the thermodynamic limit process: considering a system of finite size (here the truncation of a periodic lattice), we have let the size (and in fact the volume) of the system go to infinity, and searched for the limit of its energy per unit volume. This limit process is one of the basic tools of statistical mechanics. The terminology thermodynamic limit is somewhat misleading, since there is no temperature effect involved here (the models we manipulate are at zero temperature). A more proper denomination would be bulk limit, but we employ the word thermodynamic limit to follow the literature, see for instance [98] . The thermodynamic limit for a periodic lattice interacting via a pair potential performed here is an easy issue. The argument above clearly extends to a more general pair potential V , that does not need to be smooth, nor compactly supported. Basically what is needed is that the formula (2.3) makes sense, which is the case when V is continuous and V ∈ L 1 (R 3 ). The sequel will present the adaptation for more general settings.
A point to note for the sequel is that, should the cubic lattice Z 3 be replaced by a general lattice AZ 3 (where A is a fixed symmetric 3 × 3 matrix), the energy then reads 1 2
For our second step, let us now apply the deformation ϕ and go back to the expression (2.1), which now reads, as (1.6): 1 2
We intend to investigate the macroscopic limit of the energy (2.5). To this end, we first need to reintroduce the small length scale ε in the problem: the sites of the lattice now span the set D ∩ (εZ) 3 . Correspondingly, we need to rescale the potential V by a factor ε, so that its equilibrium length (i.e., say, the length r that minimizes the function r −→ V (r)) should be also of order ε for consistency. Therefore, we overall modify (2.5) into 1 2
Considering as above that D is a large cube, replacing ε by 1
(so that the sample overall occupies a unit length along each dimension), and renormalizing the sum so as to get the energy per unit particle, we obtain the formula analogous to (2.6):
The purpose of the second step of our argument is to identify the limit of (2.7) when N −→ ∞. This means that we both let the truncated lattice go to the whole infinite lattice at the microscopic scale, and let the length of the lattice go to zero, so as to pass to the macroscopic limit. Again, in this simple case, the analysis is obvious.
As ϕ is smooth, we write its Taylor expansion at the first order and neglect the higher order terms: 8) insert this in the potential V , and in turn search for the first order. Arguing formally, omitting some technicalities in particular related to boundary terms that can be easily handled, and using the periodicity of the lattice, we see that the limit to be determined reads
Denoting by
we observe that (2.9) is of the form
where the points y j form a grid in a unit volume, and thus is a Riemann sum, which converges as
At the macroscopic level, our density of mechanical energy therefore reads
Comparing with (2.3), and more precisely with its extension (2.4), we observe that this energy is indeed the energy of the original periodic lattice deformed by the linear map ∇ϕ(x) at the macroscopic point x. It can be easily checked that if V is radially symmetric, the right-hand side of (2.11) actually depends only on F t F , and not F = ∇ϕ(x).
For the simple case treated here (periodic lattice, pair-potential interaction), this derivation of a macroscopic density of energy was certainly known for long, and part of the folklore of the mathematical analysis of the models of mechanics. The work [30] , announced and summarized in [29] , however presents a rigorous and systematic study of such a question, in a variety of settings. It must be borne in mind that the regularity of the deformation ϕ plays a role in the derivation. It is easily understandable, since the above argument uses a Taylor expansion. In fact, the deformation is requested to be a diffeomorphism, i.e. 12) and to be sufficiently regular. All this is made precise in [30] . Conditions less stringent than the original ones were then given in [26] . The sequel will provide more details on the work [30] , and other studies by other groups in the same vein [1, 4, 36-41, 67, 71, 73, 75, 76, 113, 122-124] .
In a somewhat provocative manner, we could say that we may conclude here this section on the derivation of macroscopic energies. Indeed, formula (2.3) giving the energy of the lattice at the microscopic scale, and formula (2.11) expressing the macroscopic density of energy that follows, suffice to give a foundation to the prototypical multiscale model (1.8). All other cases are corollaries, or variants of these two results. However, the large variety of models existing motivates further explanations. Therefore, in Sections 2.1.2 and 2.1.3, we now explain how the same two steps, leading respectively to the energy (2.3) and to the density of mechanical energy (2.11), may be performed for more general settings than the present one. Actually, we will obtain that the formula generalizing (2.11) reads W (∇ϕ(x)) = Energy of the microstructure at macro point x deformed by ∇ϕ(x).
(2.13)
The mutiscale nature of the model is obvious on that formula. In addition, the technique we have used above to compute the density (2.11) is not the only existing one. There are other manners to proceed, making different assumptions, and using different approaches. We will thus mention in Section 2.2 some other approaches, by other groups of researchers.
Remark 2.1. The strategy we have described so far may also be seen as a way to explicitly compute the energy at the microscopic level. Indeed, consider that we model the energy of the material under study at the microscopic scale, i.e. at the atomic scale, using a formula of the form (2.7), which may also be written as 14) where A N is a subset of (εZ)
In practice, this number is of the order of the Avogadro number (10 23 ), and such a sum is not tractable. However, using the method we have presented, we see that if ε is of order 1/N , then (2.14) is a Riemann sum approximating the integral (2.10). Computing this integral with an adapted discretisation will thus give a good approximation of (2.10)
A variant of the above approach is presented in [4] , along with the analysis of some other possible schemes for deriving continuum energies from the atomistic level. The observation that motivates this variant, called inner expansion technique and advocated in [4] is the following. In the above approach, called the scaling approach in [4] , the scaling 1 N plays two roles at the same time. It is the interatomic distance, that aims to go to zero in the thermodynamic limit process. It also gives the space step that is used for the Riemann sum, approaching in the limit the continuous integral giving the macroscopic energy. This is obvious in the expression V ∇ϕ(
In fact, the two length scales need not coincide. A possibility is to keep the interatomic distance as fixed, say h, and choose some other lengthh for the space step for approximating the discrete sum by an integral. In contrast to h, which is fixed,h aims to go to zero. In spirit, such an approach is related to the quasicontinuum technique (see [88, 106, 107, 125, 126, [132] [133] [134] ) where so-called representative atoms (separated from distances at the scaleh) are chosen to expand the interatomic interaction. In particular, the number of sites is kept finite, since h is fixed. In this setting, a Taylor expansion of the deformation at any site of the lattice is performed, in function of the deformation at the representative points (i.e. the grid at the scaleh) . In the limith −→ 0, densities of macroscopic energy are obtained, which may differ from those obtained by the above technique. Just to give an idea of the method, let us consider a one-dimensional setting and assume the pair interaction potential is a nearest neighbor interaction, i.e. an atomistic energy of the form
In other words, there is only the terms j = i + 1 and j = i − 1 in the sum (2.1). Applying the deformation ϕ yields
If it is now assumed that x i+1 − x i = h is fixed, and we introduce the representative point
then the Taylor expansion of ϕ implies that
Next, one considers that the distance y i+1 −y i (in fact equal to h) is a scaleh which goes to zero, asymptotically. Therefore the density of macroscopic energy obtained is
If the Taylor expansion is truncated at the first order, it coincides with (2.11), which in the particular case of a nearest neighbor interaction (2.15) indeed reads V (∇ϕ(x)). Notice that the scale h, kept fixed here, is in fact to equal to the unit length, implicitly set to unity in the above approach. On the other hand, if the third order Taylor expansion is performed, or higher orders expansion, then the result differs from (2.11). The work [4] presents an analysis of the method, and useful comparisons with others. The work interestingly complements the literature.
More general models
The preceding section presents the bottom line for the derivation of the density of the mechanical energy W from the microscopic model, and when the latter is a simple pair potential model, when the macroscopic deformation is directly applied to the atomic sites. This is far from covering the variety of models commonly used at the microscopic scale in materials science. Still assuming that the macroscopic deformation is applied to the microscopic scale, we now expose how the preceding study can be extended to more general models.
It is standard to consider that the atomic sites of the lattice are occupied by nuclei, the latter being equipped with an electronic cloud. This electronic cloud consists of electrons that are modeled with a quantum model. In materials science, the most popular models are models from Density Functional Theory, although some wave functions models, such as Hartree-Fock and post Hartree-Fock type models may also be employed. We now investigate to what extent the derivation of Section 2.1.1 applies to these two categories of models, respectively.
Before we turn to this, let us simply mention that for further details on such models from computational quantum chemistry, we refer e.g. to the monographs [20, 77, 116, 131] in the chemistry literature, along with the monograph [92] and the state-of-the-art review articles [53, 93] in the mathematical literature.
The mathematical understanding of the models from Density Functional Theory relies very much upon the understanding of ancestors of these models, namely the Thomas-Fermi type models [97, 98, 127] . This is why the monograph [50] (whose results were priorly summarized in [48] ) is devoted to the thermodynamic limit problem for such models. This work is concerned with Thomas-Fermi-von Weizsäcker type models, and is an extension of the previous very important works [98] on the Thomas-Fermi model. Landmark references addressing the same type of questions include works by L. Van Hove, D. Ruelle, or Ch. Fefferman.
As mentioned in the previous section, the first step of the derivation of the density W consists of the determination of the thermodynamic limit. In a model such as the Thomas-Fermi-von Weizsäcker model, the question is to determine a model for the energy of a perfect crystal. If we follow the line mentioned in Section 2.1.1, the setting is clear. We consider a truncation of the lattice L that we denote by L N and counts N 3 atomic sites, say each of them occupied by a nucleus with unit charge (for simplicity). We equip these N 3 nuclei with N 3 electrons. We write the energy of such a truncated lattice: it is the energy of interaction between the nuclei, plus the contribution from the electronic structure. Formally, even if there is no real chemical compound corresponding to this mathematical construction, the truncated lattice can be considered as a molecule, and then we approach the full lattice by a sequence of such molecules, letting the nuclei fill in the whole lattice, and, jointly, letting the number of electrons grow. In mathematical terms, and in the specific context of the Thomas-Fermi-von Weizsäcker model, this means we consider the ground state energy
is the energy functional, and ask for the existence of the limit of the energy per unit particle (or per unit volume)
In fact, a related question is to ask whether the electronic density ρ N that minimizes I
T F W N
for each N indeed goes to a limit as N goes to infinity and whether this limit is periodic. In other words, the question is: does the electronic cloud reproduce in the limit the invariance of the distribution of nuclei, i.e. the periodicity.
The latter question on the density is much more difficult than the former on the energy. However it turns out that for the Thomas-Fermi type models, the most elegant and general way to answer to the former question is to first answer to the second.
For the TFW model, [50] presents a proof of the convergence (up to an explicit additive universal constant)
to the periodic ground state energy 19) together with the convergence of ρ N to the minimizer ρ per of (2.18). In the above formula, Q is the unit cell of the periodic lattice,
consisting of functions which satisfy the periodic boundary conditions on the boundary of Q and the potential G which appears in the definition (2.19) of the TFW functional is defined, in a unique way, by , except for two features: integrals on the unit cell Q replace integrals on the space R 3 , and the periodic potential G, Green function of the Laplace operator on Q, replaces the Coulombic potential 1 |x| , Green function of the Laplace operator on R 3 . In physical terms, the configuration space is periodic and no longer extends to infinity, and the interaction potential accounts for the periodicity as well. We will see again such a similarity in the subsequent sections, for other settings. 2 Note for the reader not familiar with such models: some easy manipulations are needed to really observe this similarity for the electrostatic terms, we refer to [50] for the details.
It is important to understand that such a result is not straightforward. Indeed, it can be easily checked that a priori each of the last three terms of the electrostatic energy involved in (2.17)
scales in N 5 . Therefore, cancelation effects are needed to obtain an energy scaling linearly with respect to the volume N 3 . A key point is therefore to prove that the electronic density spreads in an homogeneous way so that the electrostatic interaction between nuclei is screened by the electronic cloud, thereby making possible the appropriate scaling law for the energy.
As mentioned above, the more efficient strategy for proving the convergence of the energy is indeed to investigate the limit of the electronic density ρ N . For each N , u N = √ ρ N is the solution to the system
where Φ N is called the effective potential. Some a priori bounds proved on ρ N and Φ N allow to pass to the limit in the Euler Lagrange system (2.22) and obtain the system 23) for the pointwise limits (u, Φ) of (u N , Φ N ). The main result that will allow to conclude is a result of unique solvability of system (2.23) in appropriate functional spaces, provided a convenient assumption is made on m. This assumption as a particular case of the periodicity of m and reads: m is a locally bounded measure that satisfies
These conditions are more or less known as those defining a Delaunay lattice in crystallography [60] . Heuristically, assumptions (2.24) exclude situations where the set of nuclei include infinitely many charged clusters of nuclei somewhere or infinitely huge empty zones. Under this assumption, standard, but intricate, arguments of the theory of nonlinear elliptic PDEs allow to establish unique solvability (see [50] for the details, and [15, 43] for related results). A key ingredient in the proof is the strict convexity of the TFW energy functional (2.17) with respect to ρ = u 2 . This strict convexity translates into appropriate properties of the system (2.23). When uniqueness is established, a simple argument of translation shows that if m is periodic, which is the case here, then ρ and Φ also are periodic. The limit ρ is then recognized as ρ per , the minimizer of (2.18). Consequently, the average energy (here the periodic energy) is then found by simply inserting the convergence of u N and Φ N in all terms of the energy functional. The thermodynamic limit is thus entirely determined.
Step 1 of the argument of Section 2.1.1 is thus achieved, and we may claim that I Let us now proceed to the second step of our derivation, namely the micro-to-macro limit. We know from the argument of Section 2.1.1 that, the deformation ϕ being fixed, this derivation is only a rewriting of the thermodynamic limit process, along with a change of scale. Here again, treating the problem via the EulerLagrange equation is the convenient approach.
Consider the
We perform the following three modifications on it. First, we apply the deformation ϕ to the sites x i of L, so that the sites are now ϕ(x i ). Second, we translate from some ϕ(x j ) for some index j such that xj N converges to the macroscopic point x in the limit. Third, we rescale all the inter-atomic distances. These three modifications result in the system
These manipulations are exactly analogous to those leading from V (
in Section 2.1.1. Notice that, because of the deformation, the sites do not form a periodic lattice. Thus the measure inserted in (2.25) is not a periodic measure any longer, but, for ϕ convenient, this system nevertheless admits a unique solution, owing to the fact that
enjoys the convenient properties mentioned above. The sequel of the argument again mimics that of Section 2.1.1. For N large, the measure (2.26) may be approximated by
and one recovers in the right-hand side a sum of Dirac masses standing at sites of a periodic lattice. System (2.25) is thus, approximately, the Euler-Lagrange equation associated to the TFW energy of the lattice ∇ϕ( 
The density of mechanical energy obtained therefore reads
is defined as in (2.18). We observe this is of the general form (2.13). Of course, we have only outlined the proof. The above lines need to be made rigorous, and this is performed in [30] . There is however no fundamental difficulty in doing so, and we will not bother the reader with unnecessary technicalities. This concludes our study of the TFW case, that we see here as a prototypical example of quantum model for the microscopic scale.
It is worth emphasizing that (a) the thermodynamic limit process is the key step in the determination of the micro-to-macro limit allowing for the derivation of the density of mechanical energy W ; the second step only amounts to a Taylor expansion; (b) the fundamental ingredient of the proof of the thermodynamic limit is the result of uniqueness stated above for the limit of the Euler-Lagrange equation; recovering the limit of the energy is then a simple matter; (c) this uniqueness result holds because the underlying energy functional (here the TFW energy functional (2.17)) is indeed strictly convex with respect to the density ρ; more sophisticated models involving non convex energy functionals cannot be addressed; the argument was not detailed here for the sake of brevity, but it is obvious in [50] that the strict convexity plays an instrumental role.
In order to show that, indeed, the situation is not always as "simple" as that for the TFW model, let us turn to the Hartree-Fock model. Hartree-Fock type models are indeed a case of interest for which the thermodynamic limit is not a closed problem, but where some partial results are available. Let us briefly mention them. Together with Hartree-type models, which will not at all be reviewed here, these are the subjects of the works [51, 52] , summarized in [49] .
The Hartree-Fock ground-state energy is defined by
where the Hartree-Fock functional, expressed in terms of density matrices γ, reads
with E elec LN (γ(x, x)) defined by (2.21). In the above expression of the energy,
and the set of admissible density matrices Γ N is composed of density matrices satisfying in addition γ 2 = γ, Tr (γ) = N and that Tr −∆ γ < +∞. Recall that by definition a density matrix is a self-adjoint operator on L 2 (R 3 ), with finite trace, such that
(in the sense of self-adjoint operators) where 1 denotes the identity on L 2 (R 3 ), and whose trace fits the number of electrons. A density matrix being a Hilbert-Schmidt operator on L 2 (R 3 ), its kernel may be decomposed along a complete set of orthonormal eigenfunctions
There is no result to date that rigorously establishes the thermodynamic limit of the HF problem. As above, this owes to the fact that the HF model is not convex. Nevertheless, there is such a result for the restricted Hartree-Fock model, which consists in omitting the exchange term in the HF model, i.e. the last term of (2.28). The analysis is then far simpler because convexity is restored. This model can be shown to converge to the RHF periodic model I
RHF per
in the thermodynamic limit where Q is the unit cell of the dual lattice of Z 3 , and γ ξ is the Bloch decomposition of γ (see [51, 52] for the details.
On the basis of this, and also considering other partial results established on specific variants of the Hartree model (see [52] ), it is natural to postulate that the Hartree-Fock energy per unit volume converges to the following periodic model:
This model can be shown to be well posed and admits a minimizer. The Euler-Lagrange equation satisfied by any minimizer are indeed the equations solved in the numerical simulations (see the details in [51] ). Using these equations, and rescaling the data conveniently as we did in the TFW case, a micro-to-macro limit can be performed (we did not go through all the detailed proof, though). Unfortunately, the argument is not complete since the thermodynamic limit is only postulated.
To conclude this section, let us emphasize the following fact. Most models of practical interest arising from the DFT theory, or from wave function methods (as HF-type models) are non convex. E.g., a very popular DFT-type model such as, say, a Kohn-Sham model with a local density approximation for the correlation energy, is not convex. Therefore, for most of these models of practical interest, we are not able to perform the derivation of the density of mechanical energy, since we are not even able to perform the thermodynamic limit and define the energy of the crystalline phase at the microscopic scale, which is the first step of our program. In the absence of such a rigorous derivation, it can be conjectured that an expression of the type (2.13), the energy being defined by a ground state periodic energy such as (2.18) or (2.29), remains valid. This is clearly a theoretical concern, and a track for further research.
More general geometries
The derivation of a macroscopic density of energy, performed above in the pair potential case and extended to some quantum models, is not restricted to a periodic geometry of atomic sites. As mentioned above, the two ingredients are the thermodynamic limit and a Taylor expansion. So in any situation where both tools can be used, the program may be fulfilled.
Straightforward extensions. The proof of the thermodynamic limit, for the pair potential, the TFW model, and any convenient model, readily extends to geometries close to periodic. We mean e.g. quasiperiodic structure such as those of quasicrystals, see the details in [50] .
Likewise, structures periodic in one or two dimensions, embedded in the 3-dimensional physical space can be treated. This is the case of structures, periodic along one direction and compact in the two other directions, somewhat in the spirit of long linear molecules such as polymers. This is also the case for thin films, i.e. a structure periodic in 2 dimensions and consisting of a few rows of atoms in the third direction. The derivation of the microscopic energy of both cases was performed in [24] . Such situations obviously do not satisfy the assumptions (2.24) on the measure m. In both the above situations, these assumptions are nevertheless fulfilled "along the direction of" the infinite part of the system, which is the only necessary property needed.
Two remarks are in order. First, the derivation was restricted to the case of one-dimensional structures along straight lines, and planar two dimensional structures. The adaptation to curved structures may be more intricate (see [5] for a work in this direction). Second, the micro-to-macro limit was not performed in [24] , but the ingredients of [30] , combined with those of [24] , should suffice to derive the macroscopic density of energy. We however did not check this in details.
With a view to treating geometries more general than periodic, and also for the purpose of getting closer to the modelling of real materials, an extension of the setting concerns grains. Real solid materials are indeed often aggregates of grains, each grain consisting of a single perfect crystal (or something more complicated than that, but let us stick to this case for clarity of exposition). Although we did not perform the proof in details for this case, we believe that our arguments of the periodic case allow to derive a macroscopic density of the type W (∇ϕ(x)) = Energy of the microstructure at macro point x deformed by ∇ϕ(x), weighted by the probability of this microstructure. (2.30)
An explicit example of such a density is
where Ψ(A, x) denotes the density of probability to find at the macroscopic point x a grain consisting of a periodic crystal A Z 3 . The integral above spans all the possible matrices A defining all the periodic crystals. For simplicity, we omit some technical details related to the labeling of periodic structures. We only give here the spirit of the modelling.
An extension in another direction is the following. In the argument of Section 2.1.1, it is obvious that the Taylor expansion could be pushed to the second order, and even higher orders. Proceeding so, one may derive densities of energies accounting not only for the bulk energy but also for the energy of the outer surface of the crystal. We refer to [30] for the details. The idea of specifically defining the energy of the surface of a crystal was pursued in [22] . The work focuses on the notion of a microscopic energy. The derivation of a macroscopic energy, in a sense to be defined, was not investigated.
Intimately related to the question of the energy of surfaces is the question of the energy of interfaces. This case has a particular twofold interest. First, it is very important from the application viewpoint. Second, if one applies a deformation to a bicrystal, i.e. a structure consisting of two different crystals glued to one another via an interface, there is no point in believing that the deformation will be regular when crossing the interface. Therefore, to be consistent, the mathematical setting is thus different from that introduced in Section 2.1.1. Typically, we apply a deformation ϕ for which the gradient ∇ϕ contains a singularity at the interface. Loosely speaking, the interesting mathematical phenomenon is concentrated along the normal direction to the interface, assumed planar for simplicity. The study thus reduces to a one-dimensional study, in a simple setting at least. This motivates our study [26] of a one-dimensional situation. For brevity, let us only state our result. We consider two different one-dimensional periodic structures, say A and B, separated by another one-dimensional structure, a joint C centered at the origin. We model the energy by a pair potential interaction: V is the interaction potential between any two sites belonging to A and B, V 1 is the interaction potential between two sites when one of them belongs to C. We pass to the macroscopic limit when the width γ of the joint C goes to zero, and correspondingly the interatomic distance goes to zero (much faster than γ). Two regimes are investigated, depending on whether we rescale differently or not the interaction V and V 1 . This is for the purpose of modelling a rigid joint or a soft joint between the two crystals. In the limit, two macroscopic energies are obtained (here D = A ∪ B)
in the case of a rigid joint, and
in the case of a soft joint. Here, [ϕ ](0) is the jump of ϕ at 0. Both (2.32) and (2.33) agree with models well known in the mechanics literature [75, 76, 95, 96, 140] , and obtained by an homogenization procedure performed purely at the macroscopic scale.
Fully non periodic structures. The previous extensions are close to periodic structures, or concern simple rearrangements of periodic structures.
However, it is interesting to address situations where the geometrical structure is far from being periodic. At least three reasons could motivate considering such cases. First, there are sample of matters that cannot be considered to have a periodic structure: think to a material with many fractures, that consists of many different materials, at different scales, etc. Second, derivating a macroscopic energy requires applying a macroscopic deformation which, even when the original structure is periodic, may lead to the consideration of fully non periodic structures. Third, all our work so far has dealt with models at zero temperature. This is a first step. But the full understanding of the mechanical behavior of a sample of matter requires accounting for temperature effects (see Sect. 3.3 below for a related discussion). Now a periodic structure may vary much under the influence of temperature and reach truly non periodic configurations.
Let us add to these three situations a purely theoretical concern. In fact, even if the experimental observation confirms that matter at zero temperature is most often periodic (we exclude exotic situations in this simplified exposition), it is not proved that the models used reproduce this property. In physics, the terminology employed for the theoretical study of this question is crystal problem: suppose we give ourselves a system of N identical nuclei of unit charge and provide them with N electrons, suppose we let the positions of the nuclei relax to their most stable positions, the electrons relaxing also in their corresponding ground state. Suppose we now let N go to infinity: why periodic geometries are favored energetically in this limit? In some very specific cases of pair interaction potential, and in some toy models of quantum nature in specific settings, the question can be solved: [21, 23, 25, 74, 110, 111, 118, 135, 137] . But in almost all cases relevant in practice, it is an unsolved theoretical question. Often, numerical tests are performed to obtain an answer. Therefore, in the absence of a proof that a model gives rise to a periodic structure for the most stable state of matter, it is useful to perform arguments (notably for the micro-to-macro limit) on non periodic structures. This is an additional motivation for the works overviewed in this section.
With a view to contributing to the clarification of the above issues, we introduced in [31] , a setting for defining the energy of rather general microscopic structures. The following question is addressed:
What is the most general geometric property of an infinite set of nuclei (possibly accompanied by their cloud of electrons) that allows to define the average energy of the set? (2.34) Based on some very weak properties imposed to the set of nuclei (generalizing in some sense the assumptions (2.24) used above), we construct an algebra of functions, on which we set the variational problems that express the energy of the infinite set of particles.
Let us formally give two examples. The energy obtained in a pair-potential model reads
where l(h) is defined by
The existence of (2.36) is the condition imposed on the set of sites, that generalizes the condition of periodicity, as can be easily seen. If the sites fill in the lattice Z 3 , we indeed have l(h) = 1 2
For a model quantum in nature, the conditions on the positions of nuclei are more stringent. The reason for this is that the interaction is an N -body interaction (with N growing to infinity), and not simply a two-body interaction. Therefore, in the spirit of (2.36), correlations of positions at orders greater than 2 must be assumed to exist and be controlled. These conditions are made precise in [31] . We omit them here. Consider then a TFW model where the nuclei are smeared out (they consist not of Dirac masses, but of normalized nonnegative functions centered at points and compactly supported in a small region around these points). Then the energy of this infinite set of particles is defined to be 37) where the energy functional is the averaged energy
In (2.38), f denotes the average value on large balls, i.e.
where B R denotes the ball of radius R centered at the origin.
Although we did not compute the macroscopic limit of the models of this paragraph, we believe it is likely possible to do so, leading to a density of the type (2.13). We refer to the future work [34] for the details.
Stochastic lattices. A notion of stationary ergodic stochastic lattices has been introduced in [33] (see [78, 79] for a work in a similar setting). Such a notion generalizes the notion of periodic lattice in a broad sense, and in a direction somewhat different from that of the above paragraph. The space (Ω, F , P) being a probability space, we consider a random variable valued in
This random variable formalizes our notion of stochastic lattice. Notice one of the advantage is that the lattice itself is the object manipulated. Therefore the numbering of the sites of the lattice becomes an irrelevant issue. This is in fact a major motivation for the introduction of this notion. We also consider a group action (τ k ) k∈Z d on Ω, that preserves P, and that is assumed ergodic (see [42, 90] ):
The lattice is said a stationary ergodic stochastic lattice if
Three simple examples of such lattices are: (a) a periodic lattice
(b) a perturbation of a periodic lattice
by independent identically distributed random variables X k (ω) and (c) the same perturbation but by stationary random variables
We do not really wish to give some physical content to the mathematical definition of lattices performed above. It is however tempting to see a setting including random perturbations of a periodic lattice as somehow related to the desire of modelling temperature effects. Combined with models rigorously defining the electronic structures at finite temperature (i.e. models generalizing the quantum models at zero temperature exposed here), such a setting would provide a ground for more satisfactory models. We will not pursue here in this direction, but it may be definitely interesting to do so.
In the simple case of a pair potential interaction, the techniques of Section 2.1.1, along with a repeated use of the ergodic theorem (see [32] for the details), allow to prove that for such a lattice deformed by a deformation ϕ, the energy per unit particle of the truncated lattice
converges almost surely, in the limit N −→ +∞, to
The macroscopic density of mechanical energy therefore reads
and is an obvious generalization of (2.11), again in the general form (2.13). Again, various extensions of the above simple energy may be considered. In particular, the case of a microscopic scale modelled at the quantum level may be treated likewise. For brevity, we do not mention such extensions here.
The notion of stochastic lattice itself may even be further generalized, to avoid any relation to a reference lattice Z d like in (2.40) . All what is needed to define the microstructure is a notion of abstract measures M stationary with respect to an ergodic group action (τ x ) x∈R d (notice the index of the group action is x ∈ R d and no longer k ∈ Z d ). Such a modelling gets rather technical and abstract. For this reason, let us only indicate, in a somewhat formal and vague manner, that a Thomas-Fermi-von Weizsäcker model (expressed here again in the case of smeared out nuclei for simplicity) will typically give rise to a thermodynamic limit of the type
where model analogous to (2.37)-(2.38) , where the averages over large balls are replaced by expectation values. This is rather intuitive. The details may be read in [33] . The micro-to-macro limit will be investigated in [34] .
Γ-limit approaches
In Section 2.1, we have worked in a setting that assumes the atoms of the solid are displaced by the macroscopic deformation ϕ. This is in particular equivalent to assuming that the deformation ϕ is smooth at the atomic scale. However, as we already pointed out, this is a questionable hypothesis. It may in particular happen that a smooth macroscopic deformation arises from a non smooth microscopic one. More generally, the relation between the microscopic deformation and the macroscopic one is likely to be less simple than the identity we assumed. See for instance [73] , for an example in which this hypothesis is not valid.
A means to explore this relation is to use Γ-convergence [35, 58] rather than the "pointwise" convergence we have used in [30] . In a nutshell, the approach consists in passing to the limit in the minimization problem defined by the energy rather than in the energy itself (we will recall the exact definition below). This allows to only consider the macroscopic deformation as the primary object, from which the microscopic deformation derivates. Such an approach was used in [1, [36] [37] [38] [39] [40] [41] 113] . See also [136] for a related but somewhat different viewpoint.
Let us now briefly present this approach (details may be found in [1] and [39] for instance): we assume that the macroscopic reference state is a domain D of R d , and that the atoms inside this body occupy the periodic lattice εZ 3 , where ε = 1 N is the interatomic distance. Assuming that a point
N is transported to the point ϕ x k N , the energy per particle (2.7) then reads:
Hence, following the method of [1] , we may write:
where we have set f ξ (z) = V (|ξ|z). (2.47) We have omitted some technical details related to the boundary terms (the second sum in (2.46) should not run over Z 3 ∩ N D but only a part of it, depending on ξ and N ). So far, ϕ is only defined at the points of the lattice. We next identify it with its piecewise linear interpolation, and assume that it belongs to L 1 (D). Before stating a result from [1] , we recall for consistency the definition of Γ-convergence. We say that a sequence F n of functionals Γ-converges for the
This definition is to be related to the problem of the convergence of the corresponding minimization problems. Consider
. Then, the fact that F n Γ-converges to F in particular implies that if a sequence ϕ n of minimizers of I n converges to some ϕ, then (1) ϕ is a solution of I = inf {F (ψ), ψ ∈ V } , and (2) we have lim
Of course, the convergence of the sequence of minimizers ϕ n (or more generally its compactness) is not true unconditionally. Some coercivity assumptions on the functionals F n are needed to obtain such a result (see [58] ). This however indicates that in favorable cases, I n converges to I, and the minimizers of I n are convenient approximations of the minimizer(s) of I. 
Then, there exists a sequence N k going to infinity and a quasiconvex
for some constants 0 < c < C, and such that
Theorem 3.1 of [1] is in fact more general than the simple form stated above. We have simplified it here to avoid unnecessary technicalities, and to fit into the present context of energies of the type (2.1) defined in Section 2.
Some remarks are in order. First, the functional F in Theorem 2.1 is not explicit, except in very specific cases. The setting of nearest-neighbor interactions is such a case. Then, f ξ is defined by
This definition of f ξ implies that (2.48) to (2.50) are satisfied. In addition, in dimension one, we then have (see [41] ):
53) where V * * is the convex enveloppe of V . Note that in the pointwise approach of Section 2.1, the limit is
The energy densities obtained respectively read
and W (ϕ (x)) = V (ϕ (x)). They are thus different, except in the special case of a convex interaction potential V . Taking the example of the Lennard-Jones potential, one thus gets:
Note however that the quasiconvex envelop of (2.53) and (2.54) are the same, so that, as we will see in Section 3.1 below, the corresponding minimization problems enjoy the same properties. Formula (2.53) can be generalized to higher dimensions [39] . In [41] , other formulas are derived in the case of next to nearest neighbor interaction. It seems however, as pointed out in [39] , that (2.52) cannot be made explicit even in dimension one in the case of interactions of larger range.
A second comment concerns hypotheses (2.48) to (2.50) , that are seldom satisfied by the definition (2.47) of f ξ . For instance, imposing (2.48) implies some growth at infinity for the interaction potential, which has to go to infinity at infinity. However, in the case of finite range interaction, for a suitable V , (2.48) to (2.50) may hold. Note also that in dimension one, a result similar to Theorem 2.1 has been proved in [39] for potentials which may go to zero at infinity, therefore by passing (2.48).
The multiscale models
Section 2 provides hyperelastic functionals of the type (1.7), where the energy density W may or may not be explicit, but accounts for the underlying atomic structure.
Using (1.7), a way to define the deformation ϕ of a solid subjected to a force f and with boundary conditions written in an abstract way ϕ ∈ A, is to solve the following minimization problem (1.5), which we recall here:
The set A may be for instance defined as follows:
where M ∈ R 3×3 is a given matrix, and p > 1 is a real number related to W (see Thm. 3.1 below). When the functional W is supposed to be computed according to some microscopic model, for instance with (2.11), (2.27), or more generally (2.13), this formula is in some sense a multiscale model. However, if the computational resources were not limited, it is usually considered that the minimization problem to consider would be:
Continuum mechanics Atomistic model Figure 1 . Partition of D (in dimension one) into a regular zone D reg where the continuum mechanics model is used, and a singular zone D sing where the atomistic model is used.
The fact that (3.3) is the reference model is sometimes a controversy issue, that we shall not consider here. In any event, the energy (3.1) is a good approximation of (3.3) if the deformation ϕ is smooth. Apart from the numerous situations in which ϕ is indeed smooth, and thus (3.1) is a suitable model, the question of dealing with possible singularities of ϕ may be asked. Fortunately, in most cases, these singularities are localized in small regions of D, and the sum in (3.3) if restricted to these regions is not that large. It is thus a natural strategy to use (3.1) in the region where ϕ is smooth, and resort to (3.3) in the (hopefully small) region where ϕ have singularities. This leads to a minimization problem involving the energy (1.8), where D reg is the subdomain of D where ϕ is supposed to be smooth, and D sing its complementary set (see Fig. 1 ):
(3.4) Note that this model raises the problem of defining D reg in an adaptive way.
The following subsections are dedicated to the mathematical and numerical study of problems (3.1) and (3.4). Section 3.1 gives an account of theoretical results on problem (3.1). On the other hand, Section 3.2 presents a study of problems (3.3) and (3.4), in a particularly simple case. Section 3.3 is a discussion about alternative ways for computing the equilibrium deformation, that do not consider global minimization problems, as we did above in Section 2 and thus in formula (3.4).
Mathematical study of the continuum problem
This subsection deals with problem (3.1). It may be seen as a preliminary step before studying the coupled problem (3.4), since (3.1) is in some sense a special case of (3.4) with D sing = ∅. A very nice review on this kind of mathematical problems may be found in [10] .
In order to study (3.1), we first need to introduce the notion of quasiconvexity [8, 108] :
Although this definition seems to depend on the domain D, it does not. This is proved in [108] and [13] . Actually, quasiconvexity may be shown, under some fairly general hypotheses, to be equivalent to the lower semi-continuity of the functional ϕ → W (∇ϕ) [8, 108] . Thus, the minimization problems of the form (3.1) have minimizers.
The main difficulty is that quasiconvexity is a nonlocal condition [10] , in general difficult to check. It has even been shown in [91] that in dimension d ≥ 3, quasiconvexity cannot be rewritten as a local property. Therefore other notions related to quasiconvexity (namely polyconvexity, rank-one convexity) have been derived. They give necessary or sufficient conditions for quasiconvexity, which are easier to manipulate. See for instance [8, 9, 57, 109, 115, 129] for more details.
The fundamental result in this setting is: Theorem 3.1. [13] Assume that W is quasiconvex and bounded from below and that f ∈ L 1 (D). Assume in addition that W satisfies the growth condition: 5) and that A is defined by (3.2) with the same p as in (3.5) . Then, problem (3.1) has a minimizer ϕ ∈ W 1,p (D).
Note that this result also holds in dimensions different than 3. However, this result does not apply to most physically relevant cases. In particular, a natural assumption is that matter cannot interpenetrate itself, which mathematically translates into the property W (M ) −→ +∞ as det(M ) −→ 0 + . This is clearly in contradiction with (3.5) . In the same spirit, the expression (2.11) implies invariances which prevent W to be quasiconvex (we refer to [70] for the proof, and to [54, 69] for related results), unless it is a function of the determinant of ∇ϕ(x).
As an example of a situation outside the setting of Theorem 3.1, let us consider the so-called one-well problem: we assume that f = 0 (although what follows carries through the case of nonzero forces), and that W is given by
where
, and where SO (3) is the group of rotations in R 3 . Obviously, W is nonnegative and vanishes only on SO (3) . This functional satisfies the frame invariance. According to [82] (see also [109] ), we have (recall that f = 0):
• if ϕ is a minimizer of (3.1), with A defined by (3.2), then ϕ(
The second point is far from trivial. The gradient of a minimizing sequence is easily shown to converge almost everywhere to a matrix of the form RM , where R ∈ SO(3) may depend on x ∈ D. The point is to show that in fact this rotation R is constant. The result is closely related to fundamental results contained in [72, 80, 81, 119] and called rigidity lemmas.
More involved is the case when W in (3.1) has two minima. More precisely, we assume that W ≥ 0, and that there exists two matrices A = B such that
We then have the following property [11] : if ϕ ∈ W 1,∞ (D) is such that for all x ∈ D, ∇ϕ(x) ∈ {A, B}, then:
• if rank(A − B) ≥ 2, then ∇ϕ = A almost everywhere or ∇ϕ = B almost everywhere;
where a ∈ R 3 and n ∈ R 3 , then there exists a Lipschitz function h such that h ∈ {0, 1} and
Hence, in the first case, i.e. if A and B are not rank-one connected, then ∇ϕ must be constant, and the behavior is the same as in the one-well problem. On the contrary, in the second case, i.e. if A and B are rank-one connected, minimizing sequences may behave differently. To see this, assume in addition to (3.7) that the boundary condition M satisfies
Then it is possible to construct a minimizing sequence of (3.1) as follows. We introduce
Figure 2. The laminate structure described by (3.8) .
which is Lipschitz continuous. We then set
We then have ∇ϕ j ∈ {A, B} almost everywhere in D. Hence, up to boundary conditions, (ϕ j ) j∈N is a minimizing sequence of (3.1). In order to satisfy boundary conditions, consider a cut-off function
This is a minimizing sequence of (3.1) (shown in Fig. 2 ), which satisfies ∇φ j = ∇ϕ j except in a strip of thickness 1/j around ∂D (not displayed in Fig. 2 ).
This example demonstrates that if the boundary condition M and the matrices A and B satisfy some appropriate compatibility conditions, then minimizing sequences of (3.1) may asymptotically develop arbitrarily fine oscillations. In order to describe such oscillations, gradient Young measures [17, 109, 114, 139] 
The measure ν x is called a Young measure generated by the sequence u j .
In the above example, the sequence ∇ϕ j is easily seen to generate the Young measure
Loosely speaking, the Young measure ν x0 gives the probability of finding a given matrix in the sequence u j k (x) for x in a small neighborhood B r (x 0 ) in the limits k → ∞ and r → 0.
Consider now the set B of Young measures generated by sequences of gradients of W 1,p functions: they are called W 1,p gradient Young measures. It is possible to give a characterization of B in relation with quasiconvexity (see [83] ), but we will not do so. However, a nice interpretation of problem (3.1) is given by the following result, proved in [84] : let
Then problem (3.1) may be recast into the setting of gradient Young measures as follows (we assume here that W satisfies (3.5)):
Indeed, by extending the variational space A to the corresponding gradient Young measure space B, one obtains a minimization problem which has at least one minimizer. In addition, the minimizers of the right-hand side of (3.9) are gradient Young measures generated by gradients of minimizing sequences of the minimization problem of the left-hand side. Of course, the above construction is consistent: if the first has a minimizer ϕ, then a minimizer for the right-hand side of (3.9) is ν x = δ ∇ϕ(x) almost everywhere. This relaxation procedure is well-suited for general non quasiconvex problems, and especially for microstructures. However, once the variational space has been enlarged in this way, it remains to compute numerically the corresponding minimizer. The practical difficulty here is that both the domain D and the space R 3×3 of matrices need to be discretized. The computational load is thus significant, not to say overwhelming, in actual situations. We refer to [47] for a numerical analysis of this kind of problem.
The above results concerning one-well and double-well problems have (to some extent) their counterpart for the three-well and four-well problem. There is a huge amount of literature on these subjects. We refer for instance to [8, 11, 12, 18, 19, 57, 61, 89, 109, 115, 128] and the references therein, without being exhaustive. Note that in dimension two, the two-well problem is completely analyzed in [130] .
Despite many theoretical results, a question remains. As the above analysis shows for the two-well problem, infinitely fine microstructures may appear. In experiments, they of course have finite thickness. This apparent contradiction owes to the fact that the natural length scale (i.e. the atomic distance) is absent in (3.1). Actually, for instance for martensitic transitions, one may observe layers having thickness of a few atoms. A typical explanation for this absence of any length scale in (3.1) is to remark that we have sent the interatomic distance to zero in the limiting processes of Section 2. Of course, restoring the discrete energy of (3.3) would be a means to reinstall a characteristic length in the problem, but, as pointed out above, this is computationally very costly. Hence, the coupled problem (3.4) may be seen as a pragmatic compromise.
Analysis of a coupled problem in dimension 1
This subsection is devoted to the study of the coupled problem (3.4). For clarity, we perform the analysis in a one-dimensional setting, as in [27, 28] . The generalization to higher dimensions is not clear for now, but as we will see below, serious difficulties arise even in this simple case. We thus assume that D = (0, 1), and first consider the discrete problem (3.3). We use here a simpler notation for the equilibrium configuration of atoms:
We assume that f = 0, that V is the Lennard-Jones potential
and we only account for nearest neighbor interactions. The discrete problem (3.3) therefore takes the simpler following form:
(3.10)
The the minimization set A N is defined by
where a > 0 is a given length. The monotonicity condition in (3.11) accounts for the fact that only injective deformations ϕ are admissible (this formulation is a consequence of the dimension). As we will see, even in this simple setting, non trivial difficulties arise, which we think are prototypical of more general situations.
If a is sufficiently close to 1, the solution of (3.3) is expected to be the affine function:
However, as proved in [27] , if N is large enough, we have
3) has infinitely many minimizers that we now describe (see Fig. 3 ). There exists a unique pair of real numbers (s, s f ) ∈ R 2 such that
and for any minimizer of (3.3), there exists one and only one index i µ such that
(3.14)
The physical interpretation of (3.13)-(3.14) is the following: if the material under consideration is in extension, which corresponds to a > 1, then the material breaks. This is the meaning of (3.14): s converges to 1 as N tends to infinity (and recall that N is large), and s f ≈ N a. Such results are already known in the literature (see [40, 67, 136] ).
Remark 3.1. The fact that for any a > 1 the material breaks may seem rather unphysical at first sight. However, it seems that for very low temperature, metals may behave in such a way. It is therefore an indication that temperature effects are very important in this kind of problems.
We now turn to the coupled problem The set A reads Figure 3 . The deformed state described by (3.14).
We assume that D reg and D sing have been chosen such that we expect that singularities of the deformation are only present in D sing . However, as established in [27] , if N is large enough and if a > 1, the minimizers of (3.4) are of the following form:
with I ⊂ N and
Here, H denotes the Heaviside function:
This indicates that, as in the fully discrete model (3.3) studied above, the material breaks if a > 1. However, the fracture systematically occurs in the regular zone D reg , that is in the zone where ϕ is expected to be smooth.
Although the complete analysis of problem (3.4) is rather technical, a simple argument on the energy shows that if a fracture occurs, it necessarily does in the regular zone D reg . Indeed, assume that a > 1, and define the configuration ϕ 1 which has a fracture in D sing and ϕ 2 which has a fracture in D reg , namely (here i 0 ∈ N is such that i0 N ∈ D sing and x 0 ∈ D reg ):
Such a deformation ϕ is displayed in Figure 4 . Computing the corresponding coupled energy (3.4), denoted by E i for E(ϕ i ) yields:
Hence, the configuration ϕ 1 , for which the fracture lies in D sing , has an energy higher than the configuration ϕ 2 , for which the fracture is in D reg . Note however that the difference of energy is of order 1 N , which is tiny (recall that N ∼ 10 23 ). In addition, the above argument assumes an exact evaluation of the energies. In practice, the energy of the continuous model is evaluated using a discretization method (say FEM for simplicity), which has a finite mesh size h. Hence, E(ϕ) = V (ϕ ) is approximated by
V (ϕ (x j )) .
Inserting (3.19) into this energy yields
given by (3.20) . As the number N h is in general much smaller than the number of atoms N , this compensates for the difference in energy. It follows that, although the theory establishes the fracture always occur in the continuous zone D reg , the practice, which implements a discretized approximation of the continuous energy, shows a different behavior. A numerical artifact somehow saves the situation. This discussion certainly demonstrates that properly setting problem (3.4) is uneasy. Although the above study is only carried out in a one-dimensional setting, similar difficulties may be expected in more general situations. The simple mathematical observation performed above, along with the absence of a complete mathematical analysis of the situation (in particular regarding the systematic study for choosing D reg ) indicate that all results obtained with this kind of coupled method must be taken with great care. The definite practical success of numerical approaches involving hybrid problems of the type (3.4) should motivate further mathematical efforts.
With this objective in mind, let us conclude the present section by somehow modulating the above mathematical observation. The above results heavily rely on the fact that the interaction potential vanishes at infinity. However, in the case when the potential is convex (with for instance nearest neighbor interactions, and with suitable coercivity assumptions), a simple analysis, still in dimension one [28] , proves that problem (3.4) has a unique solution, and that this solution converges, as N goes to infinity, to the solution of (3.1), which is also unique. In addition, the solution of (3.4) converges to that of (3.3) as N goes to infinity. This indicates that in this case, contrary to the Lennard-Jones case, the coupled model is a good approximation of the fully discrete model.
Local rather than global minimization
Let us now return to the fully discrete problem (3.10)-(3.11) with Lennard-Jones potential in dimension one. The results from [27] we quoted in Section 3.2 show that the predictions of this model do not agree with experiment. Bars under arbitrarily small stretching should not break (see however Rem. 3.1 above).
We have only considered here the discrete model, but the corresponding macroscopic limit exhibits the same behavior. In the definition of the problem, we have two ingredients: the first one is the energy functional, the second one is the fact that we minimize the energy. Actually, both ingredients are questionable, and they are related to one another.
The problems considered above are global minimizations of energies at zero temperature. As far as the electronic structure of the material is concerned, this seems like a fair assumption, considering the extremely rapid relaxation time of the electrons. In contrast, this is a more questionable assumption for the nuclei. In addition, models accounting for finite temperature effects could be alternatively considered: they would consist of the minimization of the free energy, rather than the energy, of the nuclei (or in the classical setting, of the atoms). To some extent, our work [33] , outlined in Section 2.1 above, is a first step in this direction.
A related issue is to go beyond global minimization. Indeed, the example of Section 3.2 indicates that the physically relevant state, defined by (3.12), is a critical point of the energy which is not the minimizer. In fact, the hessian of the energy at this point may be easily computed: it is definite positive, at least if a is not too large (see [136] ). The state (3.12) is thus a local minimizer which is not the global one. As argued in [67, 112, 120] , it therefore seems logical to look for local minimizers of the energy rather than global ones. In such a strategy, the question arises to know which local minimizer is the relevant one (recall that an energy functional of the type (2.13) may have incredibly many local minimizers). A natural choice among all local minimizers would be the long time limit of the solution of the dynamical problem. Such a dynamics is often too complicated to be integrated over long times in practice.
We describe in the following a possible alternative way to pick up a local minimizer. The approach is based on some dynamical model which is not the actual dynamics arising from the energy (2.13), but a gradient flow. We refer to [112] for the details, and give only the general flavor here. Consider the energy (3.3), in dimension 1, with only nearest-neighbor interaction, namely
The energy being only defined by ϕ may be shown to have a unique solution (see [112] ). The initial condition ϕ N 0 is any piecewise affine injective function. In addition, as N goes to infinity, the solution of (3.21) converges to the solution of the continuous problem ⎧ ⎨ ⎩ ∂ϕ ∂t = −E (ϕ) , ϕ(x, t = 0) = ϕ 0 (x), (3.22) which is shown in [112] to exist and be unique. The limit energy E is given by
f (x)ϕ(x)dx, and ϕ 0 is the limit of the functions ϕ N 0 . It is next remarked that, if f L 1 and ϕ 0 H 1 are small enough, the solution of (3.22) converges as t goes to infinity to a local minimizer of the energy E, which does not depend on ϕ 0 . Additionally, the energy E(ϕ(t)) is shown to be decreasing with respect to time along the trajectory ϕ(t).
The analysis carried out in [112] assumes the λ-convexity of the energy E (see [112] for the definition of this notion). The approach provides an interesting means to define the state of the material subject to the force f . Preliminary results investigate the dependance of this state upon the initial conditions ϕ N 0 . A point is that the dynamics (3.22) is highly dependent on the topology used to define the gradient flow. The long time limit deformation ϕ is a local minimizer for a given topology, possibly not for another one. Besides, the numerical tests performed in [112] indicate that the method is well-suited for smooth deformations, which is consistent with the smallness condition on the forces, but that configurations with fractures are difficult to identify by this algorithm. Definite conclusions on the efficiency of the approach in such cases, which do occur when the material is subjected to large forces, are yet to be obtained.
Finally, a more natural way to compute local minimizers is to look for local minimizers in the vicinity of the minimizer at rest, namely the identity. This is the approach used in [65, 67] , where it is shown that for sufficiently small forces and boundary conditions, there exists a local minimizer of the energy in a neighborhood of the reference configuration. Based on the implicit function theorem, this result has the advantage to be valid in any dimension, in contrast to the gradient flow theory of [112] , which in its present state is valid only in dimension one.
