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Abstract. In multi-scale simulations of material forming processes, macroscopic zones
of nearly homogeneous strain response can be observed. In such zones the evolution of
material properties at each finite element integration point can be approximated from
the properties at a representative point. We show how these zones can be determined by
clustering strategies and utilized to reduce the computational cost of the simulation.
1 INTRODUCTION
The Hierarchical Multi-Scale (HMS) software, developed at KU Leuven, is a compu-
tational plasticity tool that takes into account both the strain-driven evolution of the
crystallographic texture and the associated plastic anisotropy [1]. The Finite Element
(FE) formulation is employed to describe the macroscopic deformation of the material.
The homogenized micro-scale stress response is given by appropriate physics-based poly-
crystalline plasticity models. Anisotropy of the plastic properties is approximated by
an analytical plastic potential function. The parameters of this function, together with
the texture data form the state variables at the FE integration points. The HMS model
assumes that the texture and the coupled plastic properties are initially identical in the
whole volume of the material, but may evolve independently in every FE integration point
with increasing plastic strain.
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In principle, the texture can change at every time increment of the macroscopic FE
model, causing the necessity to compute new parameters of the plastic potential function,
resulting in a substantial computational cost. The HMS software partly resolves this
issue by reconstructing the function not in every time increment, but only if a given
deformation-based criterion is satisfied. Hence, the texture state variable remains constant
in each time interval between the updating events. In order to decide whether such an
update should take place at an integration point, the recent history of the deformation
is being tracked by means of the accumulated plastic strain since the previous updating
event. If the updating criterion is satisfied, the accumulated plastic strain tensor is passed
to the texture evolution model and a new state is obtained.
The accumulated plastic strain at an integration point determines the evolution of the
texture and the associated material properties. The plastic slip at an integration point
is a function of the plastic strain field during the current and the past time increments
during the simulation. We assume that the plastic slip is a scalar representation of the
accumulated plastic strain or the deformation history at an integration point. In this
paper we present a method to further reduce the simulation time of the HMS model by
using spatial clustering of the finite element integration points with respect to the plastic
slip field.
Clustering is a technique to group data objects, based on information found in the data
characterizing the objects and their relationships. The aim is that the objects within a
group are similar to one another and different from the objects in other groups. The
greater the similarity within a group and the greater the difference between groups, the
better. Due to its generic applicability, clustering is used in a broad range of applications,
e.g. in materials modeling, material discovery, general finite element simulations and other
fields of engineering [2–6].
2 SPATIAL CLUSTERING IN THE HMS SOFTWARE
Spatial clustering organizes objects into groups, based on distance, connectivity, rel-
ative density in space and other feature(s) of interest [7]. The fundamental assumption
in this paper is that similar state variables (e.g. crystallographic texture) in neighboring
integration points subjected to a similar deformation history (i.e. the plastic strain) would
evolve along nearly identical trajectories. It can be expected that the derived macroscopic
plastic properties would be similar as well. Therefore, we perform the actual update of
the material properties at a single representative integration point per cluster and propa-
gate the updated properties to the other integration points belonging to the cluster. This
significantly reduces the number of updates of the material properties and subsequently
the overall simulation time.
In this work we consistently employ the implementation of the agglomerative clustering
algorithm provided by the scikit-learn library for machine learning [8]. This algorithm
performs a hierarchical clustering using a bottom up approach. Initially each object is a
cluster on its own, and adjacent clusters are successively merged together. A variance-
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minimizing approach is used for the merge strategy. It merges the pair of clusters for
which the sum of squared differences within the clusters is minimal. The inputs for the
algorithm are the plastic slip values (the feature of interest) at the integration points, the
connectivity matrix for the integration points and the number of clusters to find. Within
a cluster, we select the integration point with the median of the plastic slip values to be
the cluster representative. Note that the clustering algorithm constructs some prescribed
number of clusters instead of finding the optimal number of clusters. This limitation
remains a fundamental and largely unsolved problem in cluster analysis [9].
Let us consider the specimen in Figure 1a, which is used in the simulation of a tensile
test. The boundary conditions are applied as shown in the figure, i.e. the left-hand side
is fixed while the deformation is applied towards the right. The figure shows the plastic
slip field at the integration points in the final state of the simulation. In Figure 1a-
b we observe regions of almost homogeneous field values. If one groups the neighboring
integration points with similar plastic slip in a cluster, a single update is needed per cluster
instead of updates at each integration point, based on the assumption of homogeneity of
the underlying texture and the material properties inside the cluster. The corresponding
clusters are represented by distinct colors in Figure 1c.
For a brief explanation of the proposed strategy, let us consider the two dimensional
miniature model in Figure 2 with only 7 elements. Let each element has only one inte-
gration point located at the center. Integration points in each element are labeled with
A–G. The borders of the clusters are marked by dashed lines, and the cluster represen-
tatives are encircled. Notice that although the points C and E show exactly the same
field values (the feature of interest), they are put in different clusters since the point D
with large difference in the field value is located between them, which violates the con-
nectivity constraint for forming a spatial cluster. In the proposed method only the cluster
representatives B, D, E, and G update the material properties. Representative point B
propagates its updated properties to A and C, whereas G propagates to F. As D and E
are the single member of their own clusters, they only update the material properties but
need no propagation.
While the underlying micro-structure, texture and the associated material properties
are assumed to be the same for the whole cluster, other variables such as the strain and the
corresponding stress responses at the integration points are independent of the clusters
and evolve individually.
2.1 Static clustering
A static clustering strategy employs a fixed configuration of the clusters, which is
constructed based on the field values at a particular moment in the simulation and subse-
quently kept constant. The advantage of this simple approach is that the overhead related
to the construction of the clusters is minimal. However, the choice of the particular mo-
ment for constructing the clusters is crucial to obtain a good balance between the number
of clusters (and thus the computational cost of the simulation) and the accuracy. We now
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Figure 1: The field of plastic slip in a) the specimen used in the tensile test simulation
and b) magnification of the highlighted area. c) Clusters (represented by distinct colors)
are constructed according to plastic slip in the highlighted area.
consider some specific scenarios.
• One can cluster the integration points based on the experience of the user. This
naive approach risks to produce a large approximation error.
• One can first carry out a FEM simulation under the assumption that the texture and
material properties do not evolve. Clustering is then performed based on the field of
interest at the final state of the simulation (one could also stop the simulation after
a limited number of time increments). This approach is not suited for problems
which are strongly influenced by the evolution of texture and material properties.
• One can perform a number of time steps in the actual HMS simulation without clus-
tering, and then construct the clusters based on the field of interest. If the clustering
is performed in an early time step, it may be that insufficient deformation history is
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Figure 2: Subdivisions of the FE mesh into clusters with respect to the field value (color
scale). The elements are labeled with letters, while the cluster representatives are distin-
guished by circles.
available, leading to suboptimal clusters. However, postponing the construction of
the clusters leads to less savings in the computational cost. Therefore, we suggest
to construct the clusters in the time step in which the update criterion is satisfied
for the first time.
2.2 Dynamic adaptive clustering
To overcome the limitations of static clustering, a dynamic adaptive clustering is pro-
posed. In this strategy the integration points are re-assigned to the clusters using criteria
based on minimization of the variance w.r.t. the plastic slip among the cluster members.
This dynamic approach is more realistic, since it is able to capture the evolution of strain
and, more importantly, it does not rely on a single time step to determine the clusters.
Hence, compared with static clustering, we expect improvements in the accuracy and, at
the same time, performance gains, in particular if relatively large clusters can be retained
for a longer time, leading to fewer updates of the material properties.
At the beginning of the simulation, the amount of the plastic strain as well as the plastic
slip is zero at each integration point and we assign all points to a single cluster. A cluster
is split into two clusters if the difference between the maximum and the minimum of the
observed field values among the points inside the cluster exceeds a specified threshold
value. Of course, this splitting criterion is only tested at the updating events for the
texture and material properties. As long as a cluster is not split, the cluster representative
prevails the role. At present, for simplicity the adaptation of clustering is based on
splitting only and the possibility of merging two clusters is not yet implemented.
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3 ERROR ESTIMATION AND COMPUTATIONAL PERFORMANCE
The spatial approximation of properties over a number of contiguous elements in-
troduces an additional modeling error. To quantify the error, several measures can be
analyzed.
By using the clustering method, we approximate certain material properties at the non
representative members in a cluster by the properties at the cluster representative. More
specifically, the plastic anisotropy model is utilized uniformly inside the cluster. The
coefficients of the anisotropy model are periodically re-identified to follow the evolution of
anisotropy solely at the cluster representative. This approximation also affects the field
values that are calculated based on the plastic properties. Hence, we attempt to estimate
the approximation error in both the material properties and the affected field values.
3.1 Approximation error in terms of material properties
Let us consider the q-value, which characterizes the plastic anisotropy under uniaxial
tensile loading. The q-value is defined as
q =
r
1 + r
, (1)
where r is the Lankford coefficient. The q-value can be readily derived from the plastic po-
tential function available at each integration point. Provided that the loading conditions
in a considered process approximate uniaxial loading along a given direction, the q-value
calculated in this direction provides accurate characterization of material behavior. Bear-
ing in mind that the evolution of anisotropy also affects the other loading directions, we
calculate the q-value in the range of 0◦ to 180◦ w.r.t. rolling direction with angular res-
olution of 1◦. As a consequence, the q-value at a point i is given by a vector of length
181, denoted here by qi. To compare the mismatch at a point we calculate the Euclidean
distance of the q-values at a point computed with the original HMS software that does
not exploit spatial clustering and the q-values at the representative point computed with
the improved HMS software, which is extended with the spatial clustering feature. Note
that the original HMS is equivalent to the improved HMS using the finest clusters, i.e.
one integration point per cluster.
The relative approximation error for the plastic anisotropy or the q-value at a point i
is given by
eqi =
‖qi − q′cr(i)‖
‖qi‖
× 100%, (2)
where cr(i) is the representative point of the cluster to which point i belongs, q and q′
are the anisotropy values with the original HMS and the improved HMS, respectively.
To estimate the approximation error for the whole model we calculate the average value
e¯q =
1
n
n∑
i=1
eqi , (3)
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with n the number of integration points.
3.2 Approximation error in terms of field values
The plastic strain during a time step is affected by the approximation of the material
properties using the clustering strategy. As the plastic slip field in the final state of the
simulation contains the total plastic deformation history, it also summarizes the total
affect of the approximation and is selected for comparison with the original HMS. Unlike
the q-value, this scalar value is directly computed at each integration point. Hence, we
compute the relative approximation error in the plastic slip field at point i as
eγi =
|γi − γ′i|
γi
× 100%, (4)
where γ and γ′ are the plastic slip values with the original HMS and the improved HMS
respectively. Like the previous case, we also compute the average of the error for the
whole model
e¯γ =
1
n
n∑
i=1
eγi . (5)
3.3 Performance metrics
We measure the relative performance improvement in terms of the calculation time by
the speedup sc, defined as
sc =
tr
tc
, (6)
where tr is the simulation time with the original HMS software and tc is the simulation
time with the improved HMS.
By using the methods proposed above, we only speed up the part of the software
responsible for the evolution of texture and the associated material properties. If that
part represents a fraction f of the execution time, then the speedup is limited by
smax =
1
1− f . (7)
Hence, if f=96%, as in the simulations performed below, smax=25. The expected speedup
is
se =
1
(1− f) + nc
n
f
≤ smax, (8)
with nc the number of clusters used in the improved HMS software, cf. Amdahl’s law [10].
4 RESULTS AND DISCUSSIONS
Tensile test simulations with the improved HMS software were run for the specimen
presented in Figure 1 with the setup described in section 2. We compare the accuracy and
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the computational gain by the improved HMS with the original HMS. In all simulations
the texture and material properties at an integration point are updated if the norm of the
accumulated plastic strain exceeds 0.05.
4.1 Static clustering
As described in section 2.1, the clusters are formed at the first event of texture and
material properties update to obtain a balance between savings in computational cost and
accuracy of the simulation. One may assume that a clustering based on the field values
in the final state of the simulation would lead to a more accurate simulation. Although
not practical (because of the computational cost), we have also performed simulations
with static clustering based on the fields values in the final state of the simulation, for
comparison purposes.
Figure 3 shows the measured approximation error for the plastic anisotropy (q-value),
given by (3), for varying number of clusters. Figure 4 presents a comparison between the
approximation error in the affected plastic slip field, given by (5), and the corresponding
speedup, given by (6). Although the accuracy in the plastic anisotropy (q-value) is high
(less than 0.5%) and quite similar for both clusterings, clustering based on the field values
in the final state of the simulation leads to a remarkably lower error for the plastic slip
especially for a low number of clusters. The number of clusters for which a high speedup
and an acceptable accuracy is achieved is indicated by the dotted vertical line.
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Figure 3: Approximation error in plastic anisotropy (q-value) for varying number of
clusters out of 2226 integration points in the model.
We measured that the evolution of texture and the associated material properties
consumes 96% of the simulation time. Figure 5 compares the speedup obtained by the
improved HMS software with the expected speedup for a varying number of clusters, see
(8). The actual speedup is lower than the expected speedup due to some overhead.
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Figure 4: Approximation error in plastic slip and speedup for varying number of clusters.
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Figure 5: Actual speedup compared to the expected speedup for varying number of clus-
ters.
4.2 Adaptive clustering
A set of different tensile test simulations with the same specimen were run using adap-
tive clustering. We mentioned earlier that a cluster is split if the difference between the
maximum and the minimum of the plastic slip among the cluster members exceeds the
specified threshold value. If this threshold value increases, the chance of splitting a clus-
ter decreases. Subsequently fewer clusters are constructed and the required number of
update operations is reduced and a larger speedup is achieved. In Figure 6 we observe
that the approximation error in final q-value decreases with decreasing threshold values.
Figure 7 represents the effect of the adaptive clustering approach in the speedup and the
approximation error in the affected field for varying threshold value for splitting. Again,
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the dotted vertical line indicates the threshold value for which a high speedup is obtained
while maintaining an acceptable approximation error.
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Figure 6: Approximation error in plastic anisotropy for varying threshold value for split-
ting a cluster.
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Figure 7: Approximation error in plastic slip and speedup for varying threshold value for
splitting a cluster.
Figure 8 compares the clustering approaches w.r.t. obtained speedup and accuracy. We
observe that dynamic clustering is superior to static clustering (based on the field values
at the first updating event) in terms of accuracy. However, clustering based on the field
values in the final state of the simulation produces the least error, but is not practical
because of the computational cost. The accuracy of the dynamic approach is closer to this
941
Md Khairullah, Jerzy Gawad, Dirk Roose and Albert Van Bael
best case scenario, especially for higher speedup. Thus, we can infer that the dynamic
adaptive approach can better capture the real dynamics and the deformation history.
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Figure 8: Approximation error by the proposed methods for varying speedup.
5 CONCLUSIONS AND FUTURE WORK
The presented results show that spatial clustering can considerably reduce the compu-
tational cost of the HMS model while retaining acceptable accuracy. Generally, dynamic
clustering is preferable to static clustering. The approximation error and the computa-
tional benefit depend on the number of clusters used. A certain trade-off has to be made:
by increasing the number of clusters, the approximation error can be decreased, but at
the same time the computational cost increases.
At present we only consider the plastic slip value at an integration point as the feature
of interest for clustering. As described earlier, this field is a scalar representation of the
plastic strain tensorial field, whereas the strain modes also influence the evolution of the
texture and the associated material properties. We intend to implement a strain mode
aware clustering and updating.
In the current approach of adaptive clustering, only splitting of clusters is considered.
We can also consider merging two adjacent clusters, which will effectively reduce the
number of active clusters and update operations.
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