Abstract --Networked workstations have emerged as an increasingly popular style of computation. Spurred by advances in computational capability and network bandwidth, they offer cost-effective computation. Because of the fine-grained, loosely coupled nature of the hardware, an agent-based system to monitor program performance can be used to harness the aggregate capability of workstations efficiently, rapidly, automatically, and with minimal intrusiveness. In the Hector distributed run-time environment, the agents that run on each candidate platform are called "slave allocators", and they forward commands from the central allocation system, monitor system availability and loading, and can transparently extract detailed performance information from programs as they run. The overall architecture of the agent-based allocation system is detailed, as are testing and results that demonstrate its efficiency, low overhead, and utility. Measurements of the overhead of allocation, control, migration, and performance instrumentation are included.
I. Introduction and Survey of Existing Systems
Many systems exist to run sequential and parallel programs on networked workstations. Differing in their degree of sophistication and in the methods used to balance the computational load, they offer a variety of features and services.
Systems designed to run parallel jobs on networked workstations are of particular interest. Because parallel programs naturally consist of several smaller "pieces" that run concurrently they can often be run efficiently over networks of workstations that offer many smaller computers. Thus the advent of many sizable and powerful networked clusters has created a demand for network-ofworkstations (NOW) computing.
Another development that has spurred advancements in NOW computing is that of architectureindependent methods for writing parallel programs. Some, such as Linda, present a shared-memory abstraction to the parallel programmer and emulate shared memory over the network. Others, such as PVM and MPI, present a message-passing abstraction and send messages over the network. The underlying structure of NOW computing, that of loosely coupled workstations, naturally supports message-passing, although many argue that the shared-memory abstraction is an easier one for programmers to use.
A survey of 20 research and commercial clustering systems, by Baker et al., indicates that there are a variety of systems for managing parallel and sequential jobs on networked computing resources [1] . Features that such systems may contain include support for parallel jobs, task migration, and run-time information-gathering of varying depth and nature. Task migration can either be sup- 1 This work was funded in part by NSF Grant No. EEC-8907070 Amendment 021 and by ONR Grant No. N00014-97-1-0116.
ported by the run-time system, in which case applications can be migrated with no source-code modifications, or it can be supported by the applications, in which case applications must have working checkpointing functions. The latter case cannot support checkpointing on demand, because the code must be at a point where the checkpoint function can be invoked, and the checkpointing routines require program modifications and maintenance.
One of the clustering systems presented in the survey is Load Sharing Facility (LSF) by Platform Computing [2] . It is a widely used commercial package for controlling clusters. LSF works by launching utility tasks on each candidate host to monitor usage and to provide remote job-launch capability. The usage monitor reports the machine's load average to a central master, which uses the data to decide which nodes are available for running jobs. It runs complete, MPI-based parallel jobs and supports task migration through user-level checkpointing.
Another well-known clustering system presented in the survey is Condor, which was developed at The University of Wisconsin. The Condor environment is a widely used public-domain package [3] . It groups workstations into "flocks", monitors their availability, and uses the information to allocate jobs. It only runs parallel jobs if the job is written to tolerate variable numbers of hosts during execution. The workstation load average is used for allocation and, when a workstation becomes busy, the system can either migrate jobs (with system-level checkpointing) or kill them.
MIST is another clustering system, and is under development at the Oregon Graduate Institute [4] . Like LSF and Condor, it uses distributed utility tasks to monitor workstations and make allocation decisions. In MIST, these daemons also must forward messages to tasks that have migrated.
Condor, LSF, and MIST use a distributed architecture. In addition, they use relatively coarse load information for initial allocation purposes and for determining if hosts are idle or busy. The systems do not gather information from the tasks themselves, LSF does not support checkpointing systemically, and Condor can only run a special type of parallel job. These systems are implemented using distributed agents running on each candidate workstation or host. The duties of these agents include monitoring load average and launching tasks or jobs, and in some systems agents have additional responsibilities such as message-forwarding.
More recent work has highlighted the benefits of extracting information from applications as they run. For example, Nguyen et al. [5] have shown that extracting run-time information can be minimally intrusive and can substantially improve the performance of a parallel job scheduler. Their approach used a combination of software and special-purpose hardware on a KSR-1 parallel computer to measure a program's speedup and efficiency and then used that information to improve program performance. Gibbons proposed a simpler system to correlate run-times to different job queues [6] . Even this relatively coarse measurement can be used to improve scheduling, as it permits a scheduling model that more closely approaches the well-known Shortest Job First (SJF) algorithm. Since this information is coarse and gathered historically, it cannot be used to improve the performance of a single application at run-time. (It can, however, improve the efficiency of the scheduler that manages several jobs at once.)
These approaches have shown the ability of detailed performance information to improve job scheduling but they suffer several shortcomings. First, some of them require special-purpose hardware. Second, systems typically require user modifications to the applications program in order to keep track of relevant run-time performance information. Third, the information that is gathered is relatively coarse. Fourth, some systems require that the applications running under them be able to dynamically alter the number of tasks in use, which may involve substantial algorithmic changes in order to be supported.
The Hector distributed run-time environment under development at Mississippi State University is designed to overcome these shortcomings. Using a run-time structure similar to that of other runtime environments, it uses distributed agents to launch tasks and monitor their progress. (Note that we will use the term "job" or "program" to talk about a sequential or parallel program and the term "task" to talk about a single sequential piece of a parallel program.) Hector's agents, called slave allocators, can not only launch jobs and monitor machine loading, but also are equipped with special-purpose instrumentation to obtain detailed run-time information about running tasks and are an integral part of migration, checkpointing, and termination protocols that guarantee program consistency. Support for these features is completely transparent to the programmer and therefore requires very little effort on the part of the programmer in order to run under the environment.
In the following discussion, Hector's system architecture is described in section II and its distributed agents are described in section III. After a discussion of how information is collected and processed, section V presents some testing and results that demonstrate the efficiency of the agents. The paper concludes with a discussion of future work and of how the detailed run-time information can be used.
II. Hector's System Architecture
Hector is designed to provide the infrastructure to control parallel programs during their execution and monitor their performance. It does this by running in a distributed/centralized manner, as shown in Figure 1 . The central decision-maker and control process is called a ''master allocator'' or ''MA''. Running on each candidate platform (where a ''platform'' can range from a desktop workstation to an SMP) is a distributed agent called a ''slave allocator'' or ''SA''. The SA's gather performance information from the ''tasks'' (pieces of MPI programs) under their control and execute commands issued by the MA. The SA's and MA's are connected via Unix sockets, and send messages in order to communicate. Since they poll their socket in order to take action, they are event-driven. The SA's also periodically measure system loads and report them back to the MA.
MPI programs are linked with a special library in order to interface with the Hector run-time system. This library provides a complete MPI implementation as well as interfaces to a self-migration facility, to Hector's command and control structure, and to an instrumentation facility. (The MPI implementation is based on the MPICH implementation developed at Argonne National Laboratory and Mississippi State University.) Thus unmodified MPI programs can be linked with this library and obtain access to services such as task migration, checkpointing, and near-real-time perfor-mance estimation. Because these run-time facilities are accessed via a modified MPI library, they are ''invisible'' to the programmer, a key aspect of Hector's design. These interfaces are diagrammed in Figure 2 . The self-migration facility provides the mechanism by which a task can transfer its running image to a different machine. This facility also necessitated changes in the MPI implementation itself, as described in [8] . Task migration begins when a task that is ordered to migrate notifies all other MPI tasks in the same job and ceases communications (with the rest of the job) consistently. Another copy of the executable is launched on a different machine and contacts the original task. The original task writes out its state (data segment, stack segment, and registers) over a socket in a commonly understood format. The new task overwrites its own state and resumes execution. The entire process is described in more detail in [8] .
MPI-based
(*** Note to editors: this could be covered in more detail in a sidebar.) Hector's command and control system (the SA's and MA) connect into the library by signals and sockets. That is, the Hector run-time system uses signals to contact a task, and a task uses sockets to contact the run-time system. Since there is always a locally available slave allocator, this communications process is very efficient.
III. Slave Allocators: Distributed Agents for Resource Allocation
Running tasks interact with the local slave allocator, and so the SA is an important part of Hector's design. Its responsibilities include forwarding commands from the MA down to the tasks, collecting information from the tasks and from the machine on which it runs and forwarding it to the MA, and launching and signaling tasks. This is illustrated below in Figure 3 . The internal design is intended to support these two primary functions (processing commands and gathering information) by polling and periodic re-invocation. The commands include launching, and migrating tasks and messages that are part of synchronization protocols. The information gathered by the SA includes static system information (such as CPU speed), dynamic system information (such as memory usage), and information about the tasks that is kept both by the kernel and by the tasks themselves.
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A. Internal Design
The slave allocators are the primary focal point for executing commands and gathering information. Thus they must "maintain contact" with the MA (via sockets), the local machine's kernel, and any tasks running on the machine.
The interface to the kernel is a series of system calls to determine total memory and CPU usage based on the getkval() interface [10] . This system call requires root permissions, a limitation imposed by the Solaris operating system. Calls to read each task's memory and CPU usage, and to read a data structure from the task, are made through the procfs interface, a more sophisticated kernel interface. The procfs interface is designed to provide orderly access to the kernel data structures associated with individual running processes [10] . In typical usage, a file descriptor that represents a running process is opened. Subsequent calls to ioctl() with special arguments create local copies of the kernel structures. These structures include CPU usage, memory usage, and thread status, for example. Accessing the file descriptor through read() permits reading of the process' local address space. While this is similar to shared memory, the access is "one-sided" in the sense that the process being read does not "know" it is being read. (It should be noted that file permissions are used to block inappropriate access to data. For example, user A could not open a file descriptor into user B's process.)
The SA's contact tasks by using signals. This is one reason why there must be an SA on every machine--Unix signals cannot be sent remotely. All "asynchronous" events in the task are supported by a signal handler that is linked in when the Hector library is used. These events include migration notification and post-migration table updates, for example. Any data structures that are modified by both the signal handler and the main task are protected by signal-blocking-based criti-cal sections. Conversely, tasks contact the SA by using sockets. These messages are fast and do not use the network since the SA and task share the same machine.
During normal operation, the SA polls for messages and periodically takes performance measurements. Thus the SA only uses noticeable CPU resources if it has something to do or once every five seconds. (The five-second interval was selected to provide a reasonable compromise between frequent updates and excessive system usage.) As will be shown, it uses a very small amount of CPU time.
Its architecture permits extensions and new features to be added quickly and easily. New commands can be supported with very few extra lines of source code, and entirely new protocols can be added quickly. For example, a new protocol to kill all running tasks (added for system administration purposes) was added and tested in a few days. Its ability to read from the address space of a running task permits the addition of instrumentation or other features.
B. Launching Tasks
The SA uses fork() and exec() to launch tasks. It can launch them in response to a job-launch command from an MA, in response to a task-launch command from a job that is being launched, as part of the task-migration protocol, and as part of a job rollback. This gives the SA special permissions over each task, such as the ability to read its address space and measure its CPU usage.
The process of launching tasks must be careful to preserve command-line arguments in order for tasks to work properly. An extra argument is added to notify the task of the SA's dynamically allocated port number. This, and other extra arguments, are stripped off as part of the MPI initialization process. Once the task has successfully launched, it sends a status message to the local slave.
C. Status Messages and Protocol Participation
The SA frequently forwards status messages, mostly associated with protocols that require global task synchronization. For example, tasks cannot terminate while one task is migrating. If permitted to terminate, the table update (that occurs at the end of task migration) would block, attempting to contact a non-existent task. The MA synchronizes this by permitting jobs to be in only one state, "migrating" or "terminating", and it enforces this by using the SA's to forward termination requests from tasks and "permission to terminate" messages back to tasks.
Any time the SA must maintain awareness of task status, messages are routed through the SA. The key point is that the SA must be aware of temporal and causal dependencies in order to ensure protocol correctness. Its command-and-poll structure makes it relatively simple to design such protocols, as the receipt of a command provides a natural blocking mechanism.
D. Benchmarking the Local Machine
The SA runs a benchmark to determine the machine's double-precision floating-point performance. This benchmark, currently the Livermore Loops benchmark, is conducted when the SA is launched. Likewise, kernel calls are made to determine the amount of memory available on the machine. The results are a first-order estimate of relative machine performance.
Since the machines in a "cluster" are, by definition, machines between which task migration is possible, they are architecturally identical. Thus there is not a strong need for an exhaustive benchmark at this point, only an indication of relative performance. Certainly more detailed and sophisticated benchmarking would help the allocation process and is an area of future study.
By running the benchmark every time the SA is launched, system upgrades (such as extra memory or a faster CPU) are detected automatically. Note that the time to launch an SA has essentially no impact on job performance, and so benchmarking can be sophisticated.
E. Gathering System Loading Information
Maintaining awareness of system loading is important for two reasons. First, it is the means by which the SA can detect "external load" and ask the MA to take appropriate action. Second, it permits the MA to know which machines are the most "available" to run jobs, both in terms of CPU cycles and memory. The SA makes a series of system calls to the kernel to determine the total amount of CPU time used in the past 5 seconds and the total amount of memory available.
Hector obtains more detailed information about the local host than the load average used by earlier systems [2] , [3] , [4] . This provides a more fine-grained understanding of system loading. For example, memory usage and availability information is used to constrain allocation and prevent running out of memory. As explained below, this process has extremely low overhead, and so the acquisition of more detailed information costs very little.
F. Gathering Performance Information from and about Tasks
The ''procfs'' system enables the SA's to sum the CPU time spent by the tasks and the SA itself. If the MA is running on a candidate machine, it is also included. This sum is considered ''internal load''. The difference in CPU time between total load (determined by a process described above) and internal load is considered ''external load''.
When the ratio of external load to total load exceeds a pre-defined threshold, the SA notifies the MA. The MA recomputes a load distribution and moves the tasks off of the machine. Conversely, when the ratio drops below a pre-defined threshold, the SA notifies the MA. The MA recomputes a load distribution and may move running tasks onto the newly available machine. The load samples are taken every 5 seconds and are averaged over time to smooth out transient loads. Tests run during the day show that a 15% external load limit provides a reasonable degree of responsiveness to interactive users.
More detailed run-time information is gathered by reading each the self-instrumentation structure from the address space of each task by using shared-memory. This data structure is used to create a current estimate of computation and communication CPU time, which is forwarded to the MA.
G. Utility Functions
Finally, the SA is called on to be a "good citizen" in terms of system administration. A task under its control will continue to run if the SA exits, which poses a significant problem. These "leftover tasks" can continue to run and use up CPU time and memory needlessly. In response to a "Slave Exit" command, or in response to a stop signal, the slave uses the kill() function to terminate the tasks under its control. It can use system calls to verify that the tasks have terminated before exiting. Note that this protocol is completely different from the protocol by which a single task or job exits normally.
IV. Collecting and Processing Information
The information from the slave allocators is collected by the master allocator and used to make optimization decisions. The MA processes state updates from the agents continuously. In response to an event that requires allocation or reallocation (such as job launch or a machine becoming busy), the master invokes a standalone optimization function and issues commands to execute the results of the optimization. These three phases, process updates, optimize, and issue commands, constitute the normal operation of the master allocator.
A. Processing Updates from Agents
Each SA is responsible for maintaining detailed information about its host system and the tasks under its control. This information is sent to the MA periodically so that it can remain fully informed about the status of the entire cluster and use the information to make allocation decisions.
The MA maintains a data structure for each machine and each running job. The SA's machine update message is parsed to update the machine data structure and the structure for each task running on that machine. (Note that individual tasks on a machine may be from different jobs.) This forms a central information repository for performance information. Besides being tapped by the opti-mization process, future work involves sharing this information with other, concurrently running processes such as profiling tools and data-parallel load-balancers, as described below in section VI.
B. Optimization Process
An exhaustive optimization was coded in order to determine how computationally intensive it is.
The run time of the exhaustive search is O(T H ), where T is the number of tasks and H the number of hosts, and, as expected, this proved to be prohibitively slow. For example, it took 734 seconds to map 8 tasks to 8 hosts [7] .
A heuristic optimizer was then coded to replace the exhaustive one. The heuristic is designed to run much faster at the expense of producing a sub-optimal solution. As explained below, it runs in polynomial time and appears to produce reasonably good allocations.
The optimizer exists as a standalone function for ease of maintenance and testing. Task and machine performance and loading information, along with a list of jobs to be launched, form the input to the optimization process. The output is a mapping of tasks to hosts, and the function that invokes the optimizer processes the results and issues appropriate commands. For example, if a task's "old host" and "new host" do not match, the optimizer has ordered a task migration.
The optimizer is invoked when resources become idle or non-idle, when jobs are launched, and, optionally, at periodic intervals to maintain a balance. Note that resources becoming idle or non-idle occur as a result of an SA running its periodic status-check. Job launches occur as a result of user activity.
The optimization algorithm is coded as a separate function so that it can be easily modified and/or replaced. It accepts as input CPU Usage, Relative CPU Performance, Task Memory Usage, and Available Memory of Each CPU. Future versions will also accept Fraction of Time Communicating, Fraction of Time Computing, Program Topology and Communications Traffic, Physical Network Topology, Node Fault Information, and a List of Suspended Jobs. After performing some optimization, it has the authority to launch jobs and migrate tasks. Future versions will be able to checkpoint jobs, suspend them, resume suspended jobs, and kill them.
The first phase of the algorithm determines the ''optimal'' allocation of tasks to hosts. This is done by dividing the number of tasks among the hosts in an amount proportional to each machine's relative performance, as shown in equation (1) .
where Ideal i is the ideal number of tasks to place on machine i, Power i is the relative computational power of machine i, and STasks i is the total number of tasks, including "unallocated" tasks. (Unallocated tasks include newly launched tasks and tasks running on machines that have become busy.) For example, if one machine was twice as fast as another, and there were six tasks to allocate, the faster machine should get 4.0 tasks and the slower 2.0. If there is not much available memory among the available computers, the allocation policy switches from ''processor-limited'' to ''memory-limited''. In the memory-limited case, allocation is governed by available memory, and tightly constrains available allocations. The processor-limited case requires more optimization.
The second phase (of processor-limited allocation) is to assign unallocated tasks to machines that have less than the ''ideal'' number of tasks. The task list is scanned and when an unallocated task is found it is mapped to the first host found to have a task deficit greater than one. The task deficit is the difference between the host's ideal number of tasks (as computed in equation (1) ) and the number currently running on the host.
The third phase is to search for a machine that still has a substantial deficit of tasks. If it finds one, it then tries to find a machine with a surplus and, if so, migrate the task to maintain a load bal-ance. Because this phase of the optimization uses incremental changes to the original allocation, it inherently reduces the number of load-balancing task migrations.
The first phase is O(H+T) (where H=number of hosts and T=number of tasks), the second is O(HT) and the third O(H 2) . (The third could be reduced to O(HlogH) if a more efficient search process were coded.) Thus the overall algorithm is O(HT + H 2 ).
Results of testing the algorithm, including both run-time and measures of success, are presented below in section V.
C. Executing Decisions
The result of the optimization process is a list of jobs to be launched and/or tasks to be migrated. The launches and migrations are processed serially to simplify the design of the MA. Note that multiple task migrations within a single job must be processed serially as the migration protocol only permits a single task to migrate. The launches and migrations are executed by sending command messages to appropriate SA's and then awaiting suitable acknowledgements.
D. Launching Slaves
The MA can itself launch slaves. This is done through a specific user command to the MA, and so the entire process of launching the MA and the SA's can be accomplished through a single interface point, the MA itself. Since a workstation cluster may have dozens of workstations, this can simplify the process of launching Hector on a large NOW. The MA uses rsh() to launch the slaves, and special command-line arguments to tell the slave which host and port number it is using.
V. Testing, Performance, and Results
The overhead of Hector manifests itself in several ways. First, each task tracks its own CPU usage when it enters and exits the MPI library. Second, the slave allocators read kernel data, read kernelbased task data, and read data from the tasks themselves. Third, the master allocator must process state update messages and perform optimization. A series of experiments was conducted to determine the overhead of each of these steps. When possible, steps to determine the accuracy of the instrumentation were also taken.
A. Testing the Overhead of Each Task's Self-Instrumentation
Each task tracks the amount of CPU time spent inside and outside MPI. Every time the communications library is entered or exited, adjustments are made to globally visible CPU time data. For example, when the program enters the MPI library, the current total of CPU time is subtracted from the total CPU time when the task last exited the library. The difference is credited to ''computation time''. The result of these calculations is a data structure that contains the amount of CPU time spent ''communicating'' (inside MPI library) and ''computing'' (outside MPI library). CPU time is further differentiated by ''system time'' and ''user time''. The SA's then use procfs to read this data structure from each task and forward them to the master allocator.
The overhead associated with entering and exiting MPI (and therefore with maintaining this information) was measured. In order to make time measurements, a specially equipped cluster of eight 4-processor SparcStation 10's was used. Named SuperMSPARC, the cluster includes custom SBus-based timestamping hardware and a separate collection network, and so the measurements are extremely accurate and minimally intrusive [9] . Note that the SuperMSPARC nodes measure wallclock time only, and so measurements in the ensuing discussion are for wall-clock time.
The functions were instrumented and the delays measured on a SuperMSPARC node. The results can be broken down into a time budget. An average of 1180 ns was spent measuring CPU usage, 491 ns was spent blocking signals, 153 ns doing the update calculations, and 279 ns unblocking signals, leading to a total average time of 2098 ns on otherwise unloaded 4-processor 90 MHz Sparc 10's. That is, each entry and exit into and out of the MPI library adds a total of about 4.2 ms latency, including both entry and exit instrumentation. This is illustrated below in Figure 4 . This overhead would be reduced to 2.1% if signal-blocking were not necessary, and so alternate strategies to store and process the shared data are being considered.
The send and receive times were roughly linear with message size for large messages, but not smaller ones, presumably because of operating-system overhead.
This overhead has no effect on network bandwidth because it is only incurred at the entry and exit points of the function call, and has no impact on actual network transfer.
B. Testing the Accuracy of Each Task's Self-Instrumentation
The MPI library was modified to collect CPU time information. A two-task matrix multiply program was tested on two different workstations using the CPU-time infrastructure. One workstation is a 143-MHz Sparc Ultra and the other a 167-MHz Ultra.
The standard deviation in run-time measurements was obtained both for the total CPU time measurement and for the measurement of user CPU time in computation. The standard deviation divided by the average dropped from 1.35% to 1.33% for one task and from 3.8% to 0.69% for the second task. Thus the measurement of run time is made more accurate by ''filtering out'' time spent in computation and time spent in system calls.
Likewise, the products of run time and CPU MHz for each workstation were compared. The product of CPU MHz and run time should be proportional to the number of operations in the program, and should therefore be approximately constant (for computationally intensive programs). The difference between the two products dropped from 2.06% to 1.03% for one task and from 5.96% to 1.29% for the second task when system calls and communication time were ''filtered out''.
Thus it was shown that differentiation of computation and communication time produces a more accurate picture of actual performance, and that the product of CPU time and relative performance is constant across architecturally identical platforms of varying performance.
C. Testing the Overhead of the Slave Allocator's Instrumentation
In order to test the overhead of the slave allocator's instrumentation, it was modified to measure the wall-clock time and CPU time needed to make the measurements. A series of measurements was made with the SA running on an otherwise unloaded single-processor Sun 110 MHz Sparc 5 while the number of tasks that it monitored ranged from 0 to 12. Figure 6 shows the wall-clock time needed to track task usage. The graph is essentially quadratic for two reasons. First, as more tasks are run the system become slower and yet more processing is needed for the additional tasks. There are less CPU time slices available for the instrumentation, and so the amount of wall-clock time per CPU tick increases, and more CPU time slices are needed to acquire the data. Second, this is a very large number of computationally intensive tasks for a single Sparcstation 5, and the knee in the curve represents a badly overloaded workstation. The overall conclusion is that detailed performance monitoring is minimally intrusive, less than one percent of CPU load. It should be noted that these measurements are as accurate as the operating-system supplied usage statistics.
D. Testing the Overhead of the Master Allocator
The master allocator creates overhead in two ways. First, it must process a state update from each slave allocator every five seconds. Second, it performs optimization when tasks must be allocated or reallocated.
In order to test the time to process state update messages, a master allocator was run on an otherwise unloaded 90 MHz Sparcstation 10 in the SuperMSPARC cluster. A slave allocator was run on a different, comparable Sparc 10 and was connected over switched, conventional 155 Mbit/s ATM. The wall-clock time to process an ''update'' message was measured as the number of running tasks was varied from 6 to 18, and so the measurement includes the time to process the system-level loading information and the information associated with each task. The results are shown below in Figure 7 . The results are that a single status message takes about 6NT + 18 ms, where NT is the number of tasks. (This is based on linear regression through the data points, as shown by the dotted line.) For example, a message from an SA on a machine that is running 18 MPI tasks takes about 125 microseconds to process. Assuming that the MA should spend about 1 second out of every 5 processing messages (with the remainder devoted to optimization), this implies that a single MA running on a 4-processor 90 MHz Sparcstation 10 could support about 8000 SA's each supervising 18 tasks. This further implies that the practical limit on the number of SA's that one MA can support may actually be limited by network bandwidth and not processing time. Also note that 18 tasks is a very large number to be running on a single workstation and is a practical limit for all but the largest SMP's, the two types of platforms that Hector is designed to use. The other source of MA overhead, the optimizer, was tested with by submitting random distributions of mapped tasks, hosts with extra available memory, and unallocated tasks. It should be noted that traces of actual jobs at large supercomputer centers are available, but were not used because the numbers of tasks and available hosts was being artificially constrained and because the purpose of the test was to measure run-time and allocation success. These distributions were varied over numbers of hosts, numbers of tasks, and fraction of tasks that were considered ''unallocated''. As long as there was more memory available than unallocated task size, all allocations succeeded. As memory became tightly constrained, the algorithm's performance degraded gracefully until allocation became impossible (more unallocated tasks than available memory).
The test cases were run on a 110 MHz Sparcstation 5. Figure 8 shows the algorithm run-time for the case when all tasks were unallocated. Each tick of the vertical scale corresponds to an average run time of 10 ms. The horizontal axis is the number of tasks, ranging from 10 to 100 in steps of 10. The ''Y'' axis (the one that runs into the paper) is the number of hosts, ranging from 10 to 100 in steps of 10. The maximum time for all scenarios was 31.03 ms, and represented the case with 100 tasks, 100 hosts, and 70% hostless tasks. As expected, the run time increases with both hosts and tasks.
The heuristic algorithm runs rapidly even as the tasks and hosts are into the hundreds, and produces correct allocations (allocations that do not exceed available memory) in every case when possible.
E. Testing the Overhead of Task Migration
The primary source of overhead in task migration is the time to write the program state over the network. Testing has shown that time-to-migrate is very close to the program's state image size divided by the available network bandwidth. More detailed testing was presented in [7] , which also shows that using the network to transfer the state is over three times faster than writing out files.
VI. Conclusions and Future Work
Literally dozens of systems exist now that can harness workstations and computational servers and manage the execution of jobs across them. While many have a distributed architecture, they typically gather only cursory system-level information and little or no task-level information.
The Hector distributed run-time environment works to solve this problem by gathering information during a job's run and using the information to allocate resources more efficiently. The distributed agents, called slave allocators, help by gathering information and executing allocation decisions. The process of gathering and processing this information creates very little overhead (less than 1% CPU load for gathering, CPU times in the ms range for processing) as confirmed by testing. Thus Hector can remained well-informed about tasks running under it, and the instrumented tasks can run without any code modifications. This detailed performance information can lead to advances in three areas.
First, the optimizer is being enhanced in several ways. First, it has been extended to attempt to gather tasks from the same job onto the same machine so that it can exploit Hector's ability to switch
