Various algorithms utilized to solve the reactive power problem.Various numerical methods like the gradient method [1-2], Newton method [3] and linear programming [4] [5] [6] [7] have been utilized to solve the optimal reactive power dispatch problem. The problem of voltage stability and collapse play a key role in power system planning and operation [8] .Evolutionary algorithms such as genetic algorithm have been already utilized to solve the reactive power flow problem [9] [10] [11] . In [12], Hybrid differential evolution algorithm is utilized to improve the voltage stability index. In [13] Biogeography Based algorithm have been used to solve the reactive power dispatch problem. In [14] , a fuzzy based methodology is used to solve the optimal reactive power scheduling method. In [15] , an improved evolutionary programming is used to solve the optimal reactive power dispatch problem. In [16] , the optimal reactive power flow problem is solved by integrating a genetic algorithm with a nonlinear interior point method. In [17], a pattern algorithm is used to solve ac-dc optimal reactive power flow model with the generator capability limits. In [18], F. Capitanescu proposes a two-step approach to evaluate Reactive power reserves with respect to operating constraints and voltage stability. In [19], a programming based approach is used to solve the optimal reactive power dispatch problem. In [20], A. Kargarian et al present a probabilistic algorithm for optimal reactive power provision in hybrid electricity markets with uncertain loads.This paper proposes Progressive particle swarm optimization [21-24] algorithm (PPS) to solve reactive power dispatch problem. In this paper a new concept is introduced of calculating the velocity of the particles with the help of Euclidian Distance conception. This new-fangled perception helps in finding whether the particle is closer to Pbest or Gbest and updates the velocity equation consequently. The proposed PPS has been evaluated on standard IEEE 30 bus test system. The simulation results show that our proposed approach outperforms all the entitled reported algorithms in minimization of real power loss.
I. Introduction
Various algorithms utilized to solve the reactive power problem.Various numerical methods like the gradient method [1] [2] , Newton method [3] and linear programming [4] [5] [6] [7] have been utilized to solve the optimal reactive power dispatch problem. The problem of voltage stability and collapse play a key role in power system planning and operation [8] .Evolutionary algorithms such as genetic algorithm have been already utilized to solve the reactive power flow problem [9] [10] [11] . In [12] , Hybrid differential evolution algorithm is utilized to improve the voltage stability index. In [13] Biogeography Based algorithm have been used to solve the reactive power dispatch problem. In [14] , a fuzzy based methodology is used to solve the optimal reactive power scheduling method. In [15] , an improved evolutionary programming is used to solve the optimal reactive power dispatch problem. In [16] , the optimal reactive power flow problem is solved by integrating a genetic algorithm with a nonlinear interior point method. In [17] , a pattern algorithm is used to solve ac-dc optimal reactive power flow model with the generator capability limits. In [18] , F. Capitanescu proposes a two-step approach to evaluate Reactive power reserves with respect to operating constraints and voltage stability. In [19] , a programming based approach is used to solve the optimal reactive power dispatch problem. In [20] , A. Kargarian et al present a probabilistic algorithm for optimal reactive power provision in hybrid electricity markets with uncertain loads.This paper proposes Progressive particle swarm optimization [21] [22] [23] [24] algorithm (PPS) to solve reactive power dispatch problem. In this paper a new concept is introduced of calculating the velocity of the particles with the help of Euclidian Distance conception. This new-fangled perception helps in finding whether the particle is closer to Pbest or Gbest and updates the velocity equation consequently. The proposed PPS has been evaluated on standard IEEE 30 bus test system. The simulation results show that our proposed approach outperforms all the entitled reported algorithms in minimization of real power loss.
In this paper a Progressive particle swarm optimization algorithm (PPS) is used to solve optimal reactive power problem. A Particle Swarm Optimization algorithm maintains a swarm of particles, where each particle has position vector and velocity vector which represents the potential solutions of the particles. These vectors are modernized from the information of global best (Gbest) and personal best (Pbest) of the swarm. All particles move in the search space to obtain optimal solution. In this paper a new concept is introduced of calculating the velocity of the particles with the help of Euclidian Distance conception. This new-fangled perception helps in finding whether the particle is closer to Pbest or Gbest and updates the velocity equation consequently. By this we plan to perk up the performance in terms of the optimal solution within a rational number of generations. The projected PPS has been tested on standard IEEE 30 bus test system and simulation results show clearly the better performance of the proposed algorithm in reducing the real power loss with control variables are within the limits.
II. Ease of Use

A. Active power loss
The objective of the reactive power dispatch is to minimize the active power loss (PL) in the transmission network, which can be mathematically described as in (1).
Where gk is the conductance of branch between nodes i and j, Nbr is the total number of transmission lines in power systems.
B. Voltage profile improvement
For minimizing the voltage deviation in PQ buses, the objective function becomes (2).
Where ωv is a weighting factor of voltage deviation.
VD is the voltage deviation given by (3).
C. Equality Constraint
The equality constraint of the ORPD problem is represented by the power balance equation, where the total power generation (PG) must cover the total power demand (PD) and the power losses (PL) as in (4).
D. Inequality Constraints
The inequality constraints imitate the limits on components in the power system as well as the limits created to ensure system security. Upper and lower bounds on the active power of slack bus, and reactive power of generators given in (5) and (6) .
Upper and lower bounds on the bus voltage magnitudes given in (7) .
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Upper and lower bounds on the transformers tap ratios given in (8) .
Upper and lower bounds on the compensators reactive powers given in (9) .
Where N is the total number of buses, NT is the total number of Transformers, Nc is the total number of shunt reactive compensators.
III. Particle Swarm Optimization
Inspired by the social cooperative and competitive behaviour of bird flocking and fish schooling, Kennedy and Eberhart [21, 22] proposed a new optimization technique called particle swarm optimization (PSO). The motivation behind this method was based on the simulation of animal social behaviours like fish schooling, bird flocking and many more. PSO has drawn widespread attention in the last decades. Like other evolutionary algorithms particle swarm algorithm starts with the random initialization of a population of individuals in the search space. But in PSO there is no direct recombination of genetic material between individuals during the search. Therefore, it finds the global best solution by simply adjusting the trajectory of each individual during the search. This algorithm works on the social behaviour of particles in the swarm. Therefore, it finds the global best solution by simply adjusting the trajectory of each individual toward its own best location and toward the best particle of entire swarm at each generation (time step) [21, 22] . In simple language, the particles are flown through a multidimensional search space, where the position of each particle is adjusted according to its own experience and that of its neighbours, following two components are evaluated: 1) Position of the particle (Xid)
2) Velocity of the particle (Vid)
To calculate these two modules of PSO, a swarm of particles having position vector and velocity vector of the ith particle in the d-dimension search space can be represented as Xi = (xi1, xi2, xi3, . . . , xid) and Vi = (vi1, vi2, vi3, . . . , vid)respectively. By using fitness function, can be unimodal or multimodal in nature suppose the best position of each particle i.e., best fitness value obtained by that particle at time t is Pbest = (pi1, pi2, pi3, . . . , pid) , and the fittest particle found till now at time t is Gbest= (pg1, pg2, pg3, . . . ,pgd) . Then, for calculating the new velocities and the positions of the particles for next fitness evaluation following equations as in (10) and (11).
Where c1 and c2 are positive acceleration constants used to scale the contribution of cognitive and social components respectively and rand1 and rand2 are two separately generated uniformly distributed random numbers in range [0,1].
The first part of (10) represents the previous velocity, which provides the necessary momentum for particles to roam across the search space. The second part, known as the cognitive component, represents the personal thinking of each particle. The cognitive component encourages the particles to move toward their own best positions found so far. The third part is known as the social component, which represents the collaborative effect of the particles, in finding the global optimal solution. The social component always pulls the particles toward the global best particle found so far. Initially, a population of particles is generated with random positions, and then random velocities are assigned to each particle. The fitness of each particle is then evaluated according to a user defined objective function. At each generation, the velocity of each particle is calculated according to (10) and the position for the next function evaluation is updated according to (11) .Each time if a particle finds a better position than the previously found best position, its location is stored in memory. Generally, a maximum velocity (Vmax) for each modulus of the velocity vector of the particles (Vid) is defined in order to Control excessive roaming of particles outside the user defined search space. Whenever a Vid exceeds the defined limit, its velocity is set to Vmax.
IV. Progressive particle swarm optimization algorithm
In this paper we are using a new concept of closeness based evaluation on the swarm. As we know heuristic approaches have not necessarily been proven to produce the global minimum with every trial or to be applicable in all cases. Rather, they have been demonstrated to work well in general. Since, PSO is population based heuristic search and the speed of population based search heuristic can be measured in iterations, function evaluations or real time. Since, each particle evaluates its function value at each iteration the number of function evaluations conducted per iteration is equal to the number of search agents. Function evaluation seems to be most popular measure. Real time is not generally used since the time required to run simulation on one computer might not equal the time required on another computer, making real time comparison from paper to paper is practically impossible. The optimization problem is then to find values of the variables that minimizes or maximizes the objective function while satisfying the constraints.
Generally in population based optimization method, it is desirable to encourage the individuals to wander through the entire search space without clustering around the local optima, during the early stages of the optimization. On the other side, during the latter stages, it is very important to enhance convergence toward the global optima, to find optimum solution efficiently. Considering these concerns, in this paper we propose new concept of calculating the distance among the particles which helps in determining the closeness towards Gbest or Pbest, named as closeness based method. This concept is applied with HPSO (Hierarchical Particle Swarm Optimizer) -TVAC (Time-Varying Acceleration Coefficients) which yields a new algorithm termed as closeness based HPSO with TVAC, which uses TVAC as new parameter strategy for the PSO concept and on the basis of Euclidian distance between the particle and Pbest and particle and Gbest elements of the swarm are accelerating towards the optimal solution [23] . This concept depicts the problem of minimization clearly. Firstly, in TVAC like ratnaweera et al [24] has proposed in his work, we reduce the cognitive component and increase the social component by changing the acceleration coefficient c1 and c2 with time. This is known as PSO-TVAC method.
Secondly, Kennedy et al [21] proposed a version of PSO without the velocity of previous iteration. Later they concluded that since this version is very simple, it is ineffective in finding global optimal for complex problems. To overcome this problem ratnaweera et al [24] proposed HPSO to provide the required momentum for particles to find global optimum solution in the absence of previous velocity term in (10) . Lastly, our new concept is introduced here to enhance the performance furthermore which yields good results. The closeness is calculated with the help of Euclidian distance among the particles. If the particle is more closer to Gbest then move that particle toward Gbest by reducing the cognitive factor c1 and increasing the social factor c2 by specific value in velocity update equation (10) else vice-versa. Hence, a significant improvement of performance is observed with this new closeness based HPSO with TVAC method and also proves its acceptance for minimization problem of optimization.
The PPS algorithm for solving reactive power problem:
1. Generate random population of particle with random position and velocity in search space. 2. Set the parameters of the algorithm as: C1_min = 0.5 C1_max = 2.5 C2_min = 0.5 C2_max = 2.5 W_min = 0.4 W_max = 0.9 C1 = 2.5 C2 = 0.5 3. Find initial function values of the swarm by using fitness function. 4. Find the local best (Pbest) position of ith particle. 5. Find the global best (which is best among personal best (Pbest)) position of the swarm, i.e., Gbest. 6. For i=1 to Imax , calculate the varying coefficient factors i.e., C1_var, C2_var and W_var to upgrade the acceleration coefficients and inertia weight. = + 12. Update the velocity and position of Gbest particle. 13. Repeat step 3 to step 13 until termination criteria is met (maximum number of iteration).
Stop
V. Simulation Results
Validity of the proposed PPS algorithm has been verified in IEEE 30-bus, 41 branch system. It has 6 generator-bus voltage magnitudes, 4 transformer-tap settings, and 2 bus shunt reactive compensators. Bus 1 is slack bus and 2, 5, 8, 11 and 13 are taken as PV generator buses and the rest are PQ load buses. Preliminary control variables limits are listed in Table 1 . The power limits generators buses are represented in Table 2 . Generators buses (PV) 2,5,8,11,13 and slack bus is 1. Table 3 shows the proposed approach succeeds in keeping the control variables within limits. Table  4 summarizes the results of the optimal solution obtained by various methods. Table 4 clearly shows the good performance of the proposed algorithm in reducing the real power loss. 
VI. Conclusion
In this paper, Progressive particle swarm optimization algorithm (PPS) has been effectively implemented to solve Optimal Reactive Power Dispatch problem. The proposed algorithm has been tested on the standard IEEE 30 bus system. Simulation results show the robustness of proposed Progressive particle swarm optimization algorithm (PPS) method for providing better optimal solution in decreasing the real power loss. The control variables obtained after the optimization by Progressive particle swarm optimization algorithm (PPS) is within the limits.
