The class of a fibre in Noncommutative Geometry by Emerson, Heath
ar
X
iv
:1
80
2.
06
46
5v
2 
 [m
ath
.K
T]
  3
1 M
ay
 20
19
THE CLASS OF A FIBRE IN NONCOMMUTATIVE GEOMETRY
HEATH EMERSON
Abstract. This note addresses the K-homology of a C*-algebra crossed product of a discrete
group acting smoothly on a manifold, with the goal of better understanding its noncommu-
tative geometry. The Baum-Connes apparatus is the main tool. Examples suggest that the
correct notion of the ‘Dirac class’ of such a noncommutative space is the image under the
equivalence determined by Baum-Connes of the fibre of the canonical fibration of the Borel
space associated to the action, and a smooth model for the classifying space of the group. We
give a systematic study of such fibre, or ‘Dirac classes,’ with applications to the construction
of interesting spectral triples, and computation of their K-theory functionals, and we prove
in particular that both the well-known deformation of the Dolbeault operator on the non-
commutative torus, and the class of the boundary extension of a hyperbolic group, are both
Dirac classes in this sense and therefore can be treated topologically in the same way.
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1. Introduction
The purpose of this article is to use the Baum-Connes apparatus to shed some light on
the noncommutative geometry of some examples of C*-algebras that probably deserve to be
thought of as ‘noncommutative manifolds,’ since they are canonically KK-equivalent to classical
manifolds.
We do this by fixing a definition of a class in the K-homology of a crossed-product C0(X)⋊Γ
of a smooth action by a discrete group which we call the Dirac class of the action, and which is
determined by the K-homology class of a fibre in the natural fibration p : EΓ×Γ X → BΓ and
the Dirac map involved in the Baum-Connes apparatus. This makes the Dirac class dependent
on not only the action, but on aspects of the group itself including, in a certain sense, its coarse
geometry. Our class differs from the transverse Dirac class studied by A. Connes and others,
which is, roughly speaking, invariant under the whole diffeomorphism group of the manifold,
and doesn’t really involve the group as such.
We use this set-up to prove that the boundary extension of a classical hyperbolic group acting
on its sphere at infinity, and the deformed Dolbeault spectral triple over the irrational rotation
algebra of Connes, are, at the level of K-homology, instances of the same same construction:
they are each Dirac classes for the respective actions.
We also deduce an index theorem for Dirac classes, which computes the K-theory functional
determined by a Dirac class, in terms of topological data (the intersection index of a Baum-
Douglas cycle with a fibre.) When specialized to either the boundary extension of a hyperbolic
group, where it computes the boundary map on K-theory, or the irrational rotation situation,
the resulting index formulas seem quite promising.
We now explain of all of this in more detail.
The Baum-Connes conjecture [3] seeks to reduce the analytic problem of computing the K-
theory groups of a crossed-product C0(X) ⋊ Γ to topology (by and large we work with the
max crossed-product in this paper, as it is functorial, and since most of the actions we consider
specifically are amenable.) In the work of Meyer and Nest, following a tradition initiated by
Kasparov, Lusztig, Higson and others, it is shown that to Γ one can associate a proper Γ-C*-
algebra P and a Kasparov morphism D ∈ KKΓ∗ (P ,C) (the ‘Dirac morphism’) with the property
that the forgetful map KKΓ → KKH maps D to an equivalence, for any finite subgroup H of Γ.
This condition determines D. External product in KKΓ gives a map
(1.1) KKΓ∗ (A,B)→ KKΓ∗ (P ⊗A,B)
for any Γ-C*-algebras A,B, and the co-domain of this map is of a purely topological nature be-
cause it is isomorphic to RKKΓ∗ (EΓ;A,B) by an important Poincare´ duality theorem of Kasparov
[33].
The C*-algebra P and the morphism D are not always easy to represent concretely. In
this paper, we assume that EΓ can be modelled by a smooth, co-compact, equivariantly K-
oriented manifold Z. This covers the case of Zd actions, and most actions of discrete subgroups
of semisimple Lie groups. The hypothesis implies that we can take P := C0(Z) and D :=
[Z] ∈ KKΓ−d(C0(Z),C) the class of the Γ-equivariant Dirac operator on Z. The assumptions
are satisfied by, for example, fundamental groups Γ = π1(M) of compact, oriented, aspherical,
spinc-manifolds, taking Z := M˜ with its lifted Γ-equivariant K-orientation.
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The geometric content of the Dirac map starts to appear if one puts A = B = C and
Γ = Zd. The domain of the Dirac map is KKZ
d
∗ (C,C)
∼= KK∗(C(T̂ d),C) and the co-domain is
KKZ
d
∗ (C0(R
d),C) ∼= KK∗(C0(Rd/Zd),C) = KK∗(C(T d),C) where T d := Rd/Zd and T̂ d is by
definition Ẑd, the ‘dual’ torus. The Dirac map therefore is a map
(1.2) K∗(T̂ d)→ K∗+d(T d),
and, it is not that difficult to compute that it is precisely the well-known Fourier-Muai transform,
implemented by composing cohomology cycles with the smooth correspondence
T d ← (T d × T̂ d, β)→ T̂ d,
from T d to the dual torus T̂ d, where β is the Mischenko-Poincare´ element, and the maps are
the projection maps. Furthermore, as we show, it has an interesting effect on Baum-Douglas
K-homology, for it interchanges (the K-homology class of) a j-dimensional subtorus in T̂ d to
(the class of a) certain canonical d − j-dimensional ‘dual’ torus in T d. It was this observation
that first made the author want to study the Dirac map more closely, and especially for actions.
If A = C0(X), for a Γ-space X , and B = C, the Dirac map looks like
[Z]⊗C · : KKΓ∗ (C0(X),C)→ KKΓ∗−d(C0(Z ×X),C)
and the domain is the K-homology of the crossed-product C0(X)⋊Γ, while the co-domain, if Γ
is torsion-free, is naturally isomorphic to Kd−∗(Z ×Γ X) – the K-homology of the ‘Borel space’
Z ×Γ X , which fibres over Γ\Z ∼= BΓ, with fibre X . The Dirac map shifts degrees by −d.
We define a Dirac class for groups with torsion, but in the torsion-free case, the Dirac class
is any class in Kd−n(C0(X)⋊ Γ) mapped by the Dirac map to the Baum-Douglas K-homology
class of the fibre X : a spinc-manifold mapping (properly) to Z ×Γ X , by including it as a fibre.
This definition does not guarantee that a Dirac class exists, nor that it is unique, because the
localization map is neither onto nor 1-1 in general. However, if Γ has a dual-Dirac morphism,
then the Dirac map can be split, yielding a existence result about Dirac classes (although still
not uniqueness). It is this method which, when applied to isometric actions of nice discrete
groups Γ (like Zd), leads to spectral triple representations of the Dirac class by spectral triples
over C0(X) ⋊ Γ, whose general format, of the Schro¨dinger kind, D + δ, with δ an operator on
the group Γ, D the Dirac operator on X , are somewhat similar to the ones appearing [26] (for
Γ = Zd). When Z acts by irrational rotation on the circle, the Dirac class is represented by the
famous spectral triple (the deformed Dolbeault operator ∂θ over Aθ first defined by A. Connes
(see [7]).
Actions of discrete (co-compact) groups of Mo¨bius transformations Γ ⊂ SL2(R) on the circle
T are smooth actions preserving a K-orientation; they are special cases of broader classes of
hyperbolic groups acting on their boundaries. These examples cannot be treated like isometric
actions as in the previous paragraph, by Zd: one cannot form an external product of the type
D + δ as in the previous paragraph because there is no Γ-invariant Dirac operator D on the
circle (because there is no Γ-invariant probability measure) with which one can take external
product with.
It turns out that the the Dirac class of such an action can be represented by completely orthog-
onal methods: probabilistic ones concerning the action of Γ on probability measures on its bound-
ary (see [16]). These imply that the regular representation of C(∂Γ) ⋊ Γ on L2
(
Γ, L2(∂Γ, µ)
)
,
together with the orthogonal projection Pl2(Γ) onto the subspace l
2(Γ) of functions constant on
the boundary, make up a Fredholm module representing the boundary extension class: the class
in KK1(C(∂Γ)⋊ Γ,C) of the boundary extension
(1.3) 0→ C0(Γ)⋊ Γ→ C(Γ)⋊ Γ→ C(∂Γ)⋊ Γ→ 0
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with Γ the compactification of Γ obtained by mapping it in as an orbit in the disk D, and com-
pactifying in the closed disk D. The Fredholm module described above has finite summability
the Hausdorff dimension of (∂Γ, µ). This appears a step forward in understand the noncommu-
tative geometry of these (Type III) examples, but it is only, in a sense, the noncommutative
conformal geometry that is being understood. Whether one can integrate a noncommutative
notion of length (or distance) into these examples remains unknown.
We prove here only that the Dirac class is the boundary extension class. The fact of being a
Dirac class has, in any case, various topological consequences: it allows a completely topological
description of its pairing with K-theory.
In general, what the Dirac class detects, topologically, is a certain intersection number. If
one has a Baum-Douglas cycle (or cocyle) for Z ×Γ X , a higher index construction produces
a K-theory class for C0(X) ⋊ Γ which pairs with the Dirac class to give a certain analytic
index. The index theorem is that this analytic index is the topological intersection number
of the Baum-Douglas cycle (or cocyle) with the fibre X ⊂ Z ×Γ X . The irrational rotation
algebra is already an interesting example. In Connes’ work it is shown that ∂θ can be extended,
by constructing a connection, and so on, to act on sections of various ‘noncommutative vector
bundles’ over Aθ – that is, f.g.p. modules Ep,q. These bundles are parameterized by pairs of
relatively prime integers and are higher indices of the 1-dimensional Baum-Douglas cocycles for
the ordinary torus given by loops Lp,q; the content of our index theorem here is that the index
of the operator Dθ extended to act on L
2(Ep,q) is the topological intersection number of the
loop with the standard meridian loop of the torus (that is, q, in this parameterization.)
The boundary extension class of a hyperbolic group, due to work of the author and Ralf
Meyer, is torsion of order χ(Γ) if Γ is torsion-free, and χ(Γ) 6= 0, and it is non-torsion, nonzero,
if χ(Γ) = 0. The intersection index computes the boundary map
δ : K1(C(∂Γ)⋊ Γ)→ K0(C0(Γ)⋊ Γ) = K0(C) = Z,
and one of the author’s initial interests was in finding K-theory classes in K1(C(∂Γ)⋊Γ) in the
case χ(Γ) = 0 (e.g. for Kleinian groups with nonzero pairing with the boundary extension. We
give in fact a direct geometric construction of such a K-theory class, based on a non-vanishing
vector field on Z\Γ, using the intersection index formula to compute it’s image under δ. We also
use our framework and an argument with Z/k-manifolds to explain the torsion of the boundary
extension class, in general.
I would like to thank Paul Baum, for all his his boundless enthusiasm for the subject of
Dirac operators and K-homology has taught me. I would also like to thank Nigel Higson, for
several very pertinent remarks, and the referee, for the number of suggestions, whose adoption
has greatly improved the layout and content of this article.
2. The Dirac-localization map for K-oriented groups
If Γ is a locally compact group acting smoothly on a smooth Riemannian manifold X , then
a Γ-equivariant K-orientation on X consists of
a) A Γ-invariant Riemannian metric on X .
b) A Γ-equivariant complex vector bundle S → X (the spinor bundle), equipped with a
Γ-invariant Hermitian metric, and, if n is even, a Γ-invariant Z/2-grading on S.
c) A Γ-equivariant fibrewise irreducible representation of the Clifford algebra bundle of X ,
on S compatible with the Z/2-gradings if relevant.
Assuming that the action is proper, one can then construct a Γ-invariant connection on
X compatible with the Levi-Civita connection on TX , and corresponding Γ-equivariant Dirac
operator on X , providing a cycle and corresponding class in KKΓ−n(C0(X),C). The class is
canonically associated to the K-oriented) Γ-manifold X , and we will denote it [X ]. We will call
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[X ] the transverse Dirac class of X , the reason for the word ‘transverse’ and the exact definition
given below. A good source for the construction of analytic Dirac cycles is [27]. Another good
source involving equivariant Dirac operators is the seminal paper [3].
If X is a smooth, but not necessarily proper Γ-manifold, it is more difficult to directly
construct a Dirac class of the above type, since Γ may not even preserve any Riemannian metric
on X . But there are several ways of arguing that there still exists a class in KKΓ−n(C0(X),C)
playing the role of the Dirac class, even though a representative cycle is more difficult to describe.
For example, if Γ = Z is the integers, then one of the foundational results of KK-theory is
that there is a KK-equivalence between C0(X)⋊ Z and the C*-algebra of continuous functions
on the mapping cylinder C0(R×ZX), shifting degrees by +1. With the appropriate orientation
hypothesis on X , the mapping cylinder is K-orientable with associated (non-equivariant) Dirac
class
[R×Z X ] ∈ KK−n−1(C0(R×Z X),C)
and we can uniquely define a class [X ] ∈ KK−n(C0(X) ⋊ Z,C) by the requirement that the
KK-equivalence
KK−n(C0(X)⋊ Z,C)→ KK−n−1(C0(R×Z X),C)
alluded to above, maps [X ] to [R×Z X ].
Recently, these ideas are often understood in terms of the set-up of Meyer and Nest, which
abstracts the earlier work of Connes, Baum, Kasparov, Higson and many others, and interprets
the KK-equivalence just discussed as a localization map.
Localizing a category at a collection of morphisms inverts the morphisms. Meyer and Nest
consider the category KKΓ of Γ-C*-algebras, where Γ is a locally compact group, and localize
it at the weak equivalences, where
f ∈ KKΓ(A,B)
is a weak equivalence if, for every compact subgroup H ⊂ Γ, the restriction map
KKΓ → KKH
maps f to an equivalence. They show that to any Γ can be associated a unique Γ-C*-algebra P
and morphism
D ∈ KKΓ(P ,C)
such that the localization of KKΓ at the weak equivalences has morphisms between objects A
and B the elements of KKΓ(P ⊗ A,B) and the localization map from KKΓ to its localization,
identifies with the map on morphisms given by Kasparov product
KKΓ(A,B)
D⊗C ·−−−−→ KKΓ(P ⊗A,B).
In most applications, P is a proper Γ-C*-algebra. In this paper, we will be working with
instances of G where P is represented by a very specific cycle that of the Dirac operator. This
means that the more important of our definitions (like of Dirac class) depend on this structure,
and do not apparently make much sense for more general groups, although the map we are going
to discuss is a special case of the more general Meyer-Nest localization map.
We are going to be working with discrete groups Γ for which P can be realized as a smooth,
proper, Γ-equivariantly K-oriented Γ-manifold Z. For such Z we can directly construct an
analytic cycle and Dirac class
[Z] ∈ KK−d(C0(Z),C)
which is equal to D if d is even, and a suspension of D otherwise. We will then be able to
describe the localization map in very concrete geometric terms.
The exact hypotheses on the discrete group Γ we will be using are the following.
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Definition 2.1. A K-orientation on the discrete group Γ will refer to a smooth, proper
Γ-equivariantly K-oriented co-compact Γ-compact manifold Z which is H-equivariantly con-
tractible for every compact subgroup H of Γ. We refer to the pair (Γ, Z) as a smooth K-oriented
group. We let
[Z] ∈ KK−d(C0(Z),C)
be the class of the associated Γ-equivariant Dirac operator on Z. We call it the transverse Dirac
class of Z.
The contractibility assumption means that Z is a model for the classifying space EΓ for proper
actions of Γ, that Z can be identified with the localizing object P of Meyer and Nest, and that
[Z] is the Dirac morphism.
Example 2.2. Every compact group admits a smooth K-orientation with Z a point.
The group Zd admits a smooth K-orientation using Z := Rd with the smooth action of Rd
by translation; since Zd is a closed subgroup of Rd, (Zd,Rd) is a smooth K-oriented group.
Suppose thatM is a compact Riemann surface (a compact two-dimensional manifold equipped
with a complex structure). Then it admits a canonical orientation. The universal cover Z := M˜
has a free and proper action of Γ := π1(M), and can be equipped with a Γ-invariant metric and
orientation (lifted from M , i.e. a complex structure) and metric of constant negative curvature,
making it contractible, and more generally, H-equivariantly contractible for any compact group
of isometries of Z.
The Riemannian manifold Z can of course be identified with the hyperbolic plane H2 with
an appropriate proper, isometric action of Γ.
Thus, (Γ,H2) is a smooth, oriented group.
Similarly, any orientation-preserving co-compact discrete group of hyperbolic isometries of
H3 admits the structure of a smooth K-oriented group, since any compact oriented 3-manifold
also carries a K-orientation.
More generally, if Γ is a torsion-free uniform lattice in a semi-simple Lie group with associated
symmetric space Z = G/K, then K-orientability of Γ\X implies Γ-equivariant K-orientability
of Z, and hence (Γ, Z) admits a canonical structure of a smooth oriented group in this case,
from a K-orientation on Γ\Z.
This amounts to the well-known procedure of ‘lifting’ a K-orientation under a covering map.
Definition 2.3. Let (Γ, Z) be a smooth oriented group. The Dirac-localization map is the map
L : KKΓ∗ (A,B)
⊗C[Z]−−−−→ KKΓ∗ (C0(Z)⊗A,B)
induced by external product in KKΓ, with the class [Z] of the transverse Dirac class for Γ acting
on Z.
We will generally just use the term ‘localization map.’
Remark 2.4. Any model for the Dirac morphism of [39] determines its own corresponding‘localization
map’, as we have already discussed above, localization in this sense makes sense for general lo-
cally compact groups, without further assumptions on their classifying spaces. But in this article,
we are interested in doing computations. These computations are most easily done when the
Dirac morphism has the simple geometric model that it has under our assumptions. For ex-
ample, dropping the equivariant K-orientation assumption on Z forces one to use a different
co-domain for the localization map: C0(Z) must be replaced by Cτ (X), the algebra of sections
of the Clifford algebra bundle of Z, which is noncommutative, and, furthermore, Z/2-graded, or
by C0(TZ), with TZ the tangent bundle, which is no longer Γ-compact, and has various other
disadvantages from a computational point of view.
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Remark 2.5. If B is a trivial Γ-C*-algebra, and A is an arbitrary Γ-C*-algebra, recalling that Γ
is discrete, there is a completely canonical isomorphism
KKΓ∗ (A,B)
∼= KK∗(A⋊ Γ, B),
due to the standard bijection between *-homomorphisms with domain a crossed-product A⋊G,
and covariant pairs.
Taking this into account, the Dirac-localization map for B = C can be considered as a map
K∗(A⋊ Γ) := KK∗(A⋊ Γ,C) ∼= KKΓ∗ (A,C)→ KKΓ∗−d(C0(Z)⊗A,C)
∼= K∗−n(C0(Z,A)⋊ Γ)
for any Γ-C*-algebra A. If Γ is torsion-free, A = C0(X), some Γ-space X , then the target of
Dirac-localization is KK∗(C0(X×ΓZ),C) = K−∗(Z×ΓX). Using a standard Morita equivalence
one can identify this with the K-homology of the Borel space X ×Γ Z, which fibres over Γ\Z
under the second projection map, with fibre X .
For a compact group, the Dirac-localization map is the identity map.
2.1. Factorization of the localization map. We close this section with a review of an im-
portant factorization of the localization map.
Let (Γ, Z) be a smooth oriented group. Then a result going back to Kasparov shows that
there is a Poincare´ duality isomorphism
(2.6) KKΓ∗ (C0(Z)⊗A,B) ∼= RKKΓ∗ (Z;A,B)
shifting degrees by d. See [22]. The group RKKΓ∗ (Z;A,B), explained in [33], is identical, by the
definitions, to the groupoid-equivariant group KKGΓ∗+d(C0(Z)⊗A,C0(Z)⊗B
)
defined by LeGall;
this point of view is convenient, because KKG is equivalent to the category of G-equivariant
correspondences, by [21], for proper groupoids G.
The way the Poincare´ duality map
PD : RKKΓ∗ (Z;A,B)→ KKΓ∗−d(C0(Z)⊗A,B)
is defined is as follows. It is the composition of the map
RKKΓ∗ (Z;A,B)→ KKΓ∗ (C0(Z)⊗ A,C0(Z)⊗B)
which forgets the Γ ⋉ Z equivariance on a cycle, remembering only Γ-equivariance, which we
denote by f 7→ f , and the map
(2.7) KKΓ∗ (C0(Z)⊗A,C0(Z)⊗B)
⊗C0(Z)[Z]−−−−−−→ KKΓ∗−d(C0(Z)⊗A,B).
of composition with the Dirac class [Z] ∈ KKΓ−d(C0(Z),C).
The main ingredient of the Poincare´ duality isomorphism is thus the class [Z] ∈ KKΓ−d(C0(Z),C)
of the Γ-equivariant Dirac operator on Z – the transverse Dirac class, in our terminology, for Γ
acting on Z.
The map PD−1 inverse to PD described above, is defined using the map, which we call the
inflation map, of Kasparov:
(2.8) inflate : KKΓ∗ (C0(X),C)→ RKKΓ∗ (Z;C0(X),C).
In these terms,
(2.9) PD−1(f) = Θ⊗C0(Z) inflate(f),
where
Θ ∈ RKKΓd (Z;C, C0(Z)) ∼= KKGΓ+d(C0(Z), C0(Z × Z)),
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is the class of the GΓ-equivariant correspondence
Z
id←− Z δ−→ Z × Z,
where the momentum map for the G-space Z × Z is in the first variable, and δZ : Z → Z × Z
be the diagonal map.
Correspondences and their associated KK-morphisms are discussed in Section 3.1. A cycle
representing Θ ∈ RKKΓ+d(Z;C, C0(Z)) is built by constructing a family of Bott cycles Θz at
z ∈ Z. Such a Bott cycle is defined as follows. In each small Riemannian ball Bz around z, use
the Clifford multiplication and a vector vector onBz pointing towards z, to construct a multiplier
of the module of spinors over the ball and KK+d(C, C0(Bz)) cycle and then a KK+d(C, C0(Z))
cycle by the map induced by the open inclusion Bz ⊂ Z.
The required cycle for RKKΓ+d(Z;C, C0(Z)) is then built from considering Θ as an operator
on the Hilbert module of sections of the field. See [33].
See Section 5 for more on the inflation map and Poincare´ duality.
Proposition 2.10. Let (Γ, Z) be a smooth K-oriented d-dimensional group. Then the localiza-
tion map factors as
(2.11) KKΓ∗ (A,B)
L
((❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
inflate
// RKKΓ∗ (Z;A,B)
PD

KKΓ∗+d(C0(Z)⊗A,B)
where PD is Poincare´ duality.
For the proof, see Theorem 4.34 of [22].
Since PD is always an isomorphism, the inflation map and the Dirac map are equivalent; thus
one is an isomorphism if and only if the other is.
If Γ is torsion-free, (Γ, Z) a smooth K-oriented group, then Γ acts freely on Z, and the
commutative diagram (2.11) becomes
(2.12) K∗(C∗Γ)
L
&&◆
◆◆
◆◆
◆◆
◆◆
◆◆
inflate
// K∗(Γ\Z)
PD

K∗−d(Γ\Z)
.
with PD Poincare´ duality for the K-oriented manifold Γ\Z.
The Dirac-localization map for torsion-free K-oriented groups is therefore is between the
K-homology of the C*-algebra C∗(Γ), and the K-homology of the classifying space Γ\Z ∼= BΓ.
3. The localization map for free abelian groups
In this section we describe Dirac-localization for free abelian groups Zd acting on points: that
is, we describe the localization map
L : KKZd∗ (C,C)→ KKZ
d
∗−d(C0(R
d),C).
in geometric terms – it turns out to be essentially a direct K-theory version of the Fourier-Mukai
transform of algebraic geometry.
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3.1. Topological correspondences. A (sometimes called ‘topological’1) correspondence, is a
specification of a certain set of geometric data which produces a class in KK. The concept is
due to [10]. A closely related concept plays an important role in algebraic geometry, in which
context, correspondences they are sometimes referred to as Fourier-Mukai transforms; they are
morphisms in a suitable category between projective varieties.
For purposes of K-theory, if X and Y are smooth manifolds, a correspondence from X to Y
is a pair of maps and a K-theory class, usually depicted by a diagram
(3.1) X
b←− (M, ξ) f−→ Y,
where f is a smooth K-oriented normally non-singular map; b is an ordinary smooth map (not
necessarily proper), and the class ξ lies in the representable K-theory of M with b-compact
support. If b is proper, this is just the ordinary K-theory of M . The theory of correspondences
is due to Connes and Skandalis [10]. Connes and Skandalis associate to such a correspondence
a certain analytic cycle for KK-theory in the following way. We will assume that the K-theory
class is in dimension zero and is specified by a vector bundle E →M overM . The most delicate
part of the construction involves map f , to which one wishes to associate an analytically defined
morphism
fan! ∈ KKdimY−dimM (C0(M), C0(Y )).
If f is a submersion, then f gives rise to a bundle of smooth manifolds over Y with fibre
the fibres of f , the K-orientation assumption on f implies a bundle of K-orientations on the
fibres, and by a well-known procedure one can then construct from this data a bundle of Dirac
operators on the fibres of f . This gives a cycle and analytically defined class Df we we set
fan! := Df ∈ KKdimY−dimM (C0(M), C0(Y ))
If E is a vector bundle over M , Df can be twisted by the vector bundle, giving a twisted
version Df,E of Df in the same group. Finally, b induces a map b
∗ : KK∗(C0(M), C0(Y )) →
KK∗(C0(X), C0(Y )), and now the analytic class in KK defined by the correspondence is by
definition
b∗(Df,E) ∈ KKdimY−dimM (C0(M), C0(Y ))
.
If f is merely assumed a smooth map, then it can be factored into a submersion and an
immersion, and an analytically defined morphism
fan! ∈ KKdimY−dimM (C0(M), C0(Y ))
is defined by composing the two Kasparov morphisms obtained from the factorization: the
submersion determines an element of KK as just described; and a K-oriented immersion f : M →
Y defines a KK-morphism in the following way. The immersion has a K-oriented normal bundle
ν, with a tubular neighbourhood embedding
ϕ : ν → C0(Y ),
onto an open subset of Y . Combining the Thom isomorphism class
ξν ∈ KKdimY−dimM (C0(M), C0(ν))
and the open embedding
ϕ! ∈ KK0(C0(ν), C0(Y ))
gives a purely topologically-defined morphism in KKdimM−dimY (C0(M), C0(Y )) associated to
the immersion.
There is another way of building a natural KK-element from the data (3.1). Part of the recipe
above was in fact purely topological: if the map f was an immersion, then f ! is defined purely
1just to distinguish them from C*-correspondences, for example
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in terms of Thom modification in K-theory (by the normal bundle of f .) The idea behind the
topological index (of an elliptic operator) of Atiyah and Singer was as follows. Since we are only
really concerned about submersions, let
f : M → Y,
with K-oriented fibres. We have defined fan! above using the bundle of Dirac operators along
the fibres of f . Instead, let ζ : M → Rn be a smooth embedding, for some n. Then
M → Y × Rn, f˜(x) = (ζ(x), f(x))
is a smooth embedding. We obtain by the procedure above an element
f˜ ! ∈ KKdimY−dimM+n(C0(M), C0(Y × Rn)
) ∼= KKdimY−dimM (C0(M), C0(Y )).
where the second equality is by the Bott Periodicity KK-equivalence C0(R
n) ∼= C, which shifts
degrees by −n. If f ! is defined as f˜ then the Atiyah-Singer Index Theorem in KK-theory is the
statement that
fan! = f !
for any smooth K-oriented map f .
The most important feature of correspondences is that they can be composed in a purely
geometric manner: the composition
X
b←−M f−→ Y b
′
←−M ′ f
′
−→ Z
if the maps f and b′ are transverse, is represented by the correspondence
X ←M ×Y M ′ → Z,
withM×YM ′ having its canonical smooth manifold structure, and where the mapM×YM ′ → Z
(the composition of the projectionM×Y M →M ′ and the map f ′ : M ′ → Z) carries a certain K-
orientation induced by the K-orientations on f and f ′. The left map M ×Y M ′ → X is similarly
the composition of the first coordinate projection and the map b. It is easy to integrate the
K-theory data into this recipe.
This efficient recipe of composing correspondences (KK-elements) will be used later in this
article.
The dimension of the correspondence (3.1) is dim Y − dimM + deg ξ. If ξ is the class of
the trivial line bundle, so that all the information in the correspondence lies in the maps and
the K-orientations, then the dimension is dim Y − dimM . With this notion of dimension,
correspondences composed by the transversality recipe described above, do so additively with
respect to dimension.
3.2. Localization and Fourier-Mukai duality. We now describe a correspondence which
encodes the localization map. The main ingredient will be the K-theory class Pd ∈ K0(T d× T̂ d)
of the Poincare´ bundle, defined to be the class of the f.g.p. module over C(T d × T̂ d) consisting
of all continuous functions f on Rd × T̂ d such that
(3.2) f(x+ v, χ) = χ(v)f(x), x ∈ Rd, χ ∈ T̂ d := Ẑd.
The bimodule structure over C(T d × T̂ d) is given by
(f · h)(x, χ) = f(x, χ)h(x, χ),
where T d is understood as Rd/Zd so h in this formula is to be interpreted as a continuous
function on Rd × T̂ d which is Zd-periodic in the first variable.
If χ : Zd → T is a character, it induces a complex line bundle Lχ over Rd/Zd = T d, and this
is precisely the restriction of β to a the slice T d × {χ} ∼= T d is the induced vector bundle Lχ.
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The total family of these bundles makes up the space of the Poincare´ bundle. More exactly, the
space R× T̂× C/ ∼ where (x− n, χ, λ) ∼ (x, χ, χ(n)λ), which projects to T× T̂ with fibres C,
forms a rank-one complex vector bundle over T d × T̂ d whose module of sections is as described
above.
The Poincare´ bundle is the Fourier transform of a finitely generated projective module over
C(T d)⊗C∗(Zd), which is defined for general discrete groups Γ, and in this more general context
called the Mischenko bundle, figuring in a common formulation of the Baum-Connes assembly
map involving only non-equivariant KK-theory and not the equivariant flavour.
Definition 3.3. The Fourier-Mukai correspondence is given by the topological correspondence
of degree −d
(3.4) T d
pr1←−− (T d × T̂ d,P) pr2−−→ T̂ d,
from T d to T̂ d. The coordinate projection is given its standard K-orientations.
Remark 3.5. The class in KK−d
(
C(T d), C(T̂ d)
)
of the Fourier-Mukai correspondence, given
our general remarks earlier on wrong-way maps from submersions, is the class of the following
analytically defined cycle.
To each χ ∈ T̂ d, we associate the flat Hermitian induced vector bundle Lχ := Rd×Z,χ C over
T d and form the corresponding twisted Dirac operator Dχ; then the ensemble {Dχ}
χ∈T̂d
makes
up a bundle of elliptic operators along the fibres of the coordinate projection T d × T̂ d → T̂ d,
and a cycle for for KK−d
(
C(T d), C(T̂ d)
)
.
Theorem 3.6. Under the identification
KK−d(C0(R
d)⋊ Zd, C∗(Zd)
) ∼= KK−d(C(T d)), C(T̂ d))
by Morita equivalence in the first variable, Fourier transform in the second, the image jZd([R
d]
of the Dirac class of (Zd,Rd) under descent, is the class of the Fourier-Mukai correspondence
(3.14).
In particular, the Dirac map K∗(T̂ d) → K∗+d(T d) for Zd acting on a point is the Fourier-
Mukai transform, given by the map on Baum-Douglas cycles of composition with the smooth
correspondence
(3.7) T d
pr1←−− (T d × T̂ d,Pd) pr2−−→ T̂ d,
where Pd is the (class of the) Poincare´ bundle.
Proof. We start with reviewing the descent map, and work in the generality of a general K-
oriented group Γ as above (though the orientation plays no role).
Cycles for KKΓ∗ (C0(Z), C) are given by Hilbert spaces H equipped with a unitary action
of Γ, a Γ-equivariant representation π : C0(Z) → L(H), and an operator, which is almost Γ-
equivariant in the appropriate sense. Descent, applied to this data, setting aside the operator
for the moment, produces the right C∗(Γ)-module jΓ(H), which is the completion of Cc(Γ, H),
elements of which we write in group-algebra style∑
g∈Γ
ξg[g],
under the inner product
〈ξ, ξ′〉C∗(Γ) =
∑
g1,g2∈Γ
〈ξg1 , ξ′g2〉 [g−11 g2],
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which of course can be re-written as a convolution. The right C∗(Γ)-module structure on jΓ(H)
is (∑
g∈Γ
ξg[g]
) · [h] =∑
g∈Γ
ξg[gh].
The left action of C0(Z)⋊ Γ is given by the covariant pair
f(
∑
ξg[g]) =
∑
π(f)ξg [g], h
(∑
ξg[g]) =
∑
h(ξg)[hg].
The standard Morita equivalence C(Γ\Z)-C0(Z) ⋊ Γ-bimodule Of Rieffel and others is the
completion EΓ of Cc(Z) under the inner product
〈f1, f2〉C0(X)⋊Γ =
∑
g∈Γ
f∗1 g
−1(f2)
and the right module structure by the (anti-) covariant pair
f · [h] := h−1(f), f · f ′ := ff ′.
In computing descent at the level of cycles, we therefore need to describe the right Hilbert
C∗(Γ)-module
(3.8) M(H) := EΓ ⊗C0(Z)⋊Γ jΓ(H).
We will focus on describing this tensor product module when H is of the form L2(Z), for a
Γ-invariant measure on Z. Exactly the same arguments go through to compute M(H) when
H = L2(S) is the space of spinors for the Dirac operator on Z.
Let ⊗ in the following denote the algebraic tensor product. We work with simple tensors
in the tensor product (3.8), which we can denote f ⊗C0(X)⋊Γ ξ[g], where f, ξ ∈ Cc(Z), and
ξ thought of as an element of the Hilbert space L2(Z). The null vectors are spanned by the
C∗(Γ)-invariant submodule spanned over C by the vectors
(3.9) f ′f ⊗C0(X)⋊Γ ξ[g]− f ′ ⊗C0(X)⋊Γ fξ[g], h−1(f)⊗C0(X)⋊Γ ξ[g]− f ⊗C0(X)⋊Γ h(ξ)[hg].
Using the first relation, one sees that we are describing the quotient of H ⊗ CΓ by the span of
the vectors
(3.10) h(ξ)⊗ [hg]− ξ ⊗ [g],
i.e., the tensor product module amounts to forming the quotient module, by the diagonal left
action of Γ (by right C∗(Γ)-module maps) and then completing under the inner product
(3.11) 〈ξ1 ⊗ [g1], ξ2 ⊗ [g2]〉C∗(Γ) := 〈ξ1, ξ2〉 · [g−11 g2].
Now we will use the special structure of Z. Let F ⊂ Z be a fundamental domain for the
Γ-action. We define a map, somewhat formally, on elementary tensors by
Φ(ξ ⊗ [g]) :=
∑
k∈Γ
k(ξ|F )⊗ [kg].
Here we start with ξ ∈ Cc(Z) ⊂ L2(Z), restrict it to F , and then move this restricted function
on F periodically over Z, giving the functions k(ξ|F ).
We can take the co-domain of ξ to be the space of bounded, measurable maps
ξ : Z → CΓ, s.t. ξ(gx) = [g]ξ(x) ∀x ∈ Z.
With this interpretion, Φ sends null-vectors (3.10) to zero. We define an inner product on such
functions by
〈ξ1, ξ2〉C∗(Γ) :=
∫
F
ξ∗1ξ2,
with ξ∗(x) := ξ(x)∗ ∈ CΓ.
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Then for ξi ∈ L2(Z), gi ∈ Γ,
〈Φ(ξ1 ⊗ [g1]),Φ(ξ2 ⊗ [g2]〉C∗(Γ) =
∫
F
(ξ1[g1])
∗ξ2[g2] =
∫
F
ξ1ξ2 · [g−11 g2] ∈ CΓ,
which matches (3.11), so that Φ is an isometry.
To summarize, we have proved the following.
Lemma 3.12. Descent and strong Morita equivalence maps the Γ ⋉ Z-Hilbert space L2(Z) to
the right C∗(Γ)-module of maps ξ : Z → C∗(Γ) such that ξ(gx) = [g]ξ(x) for all x ∈ Z, with
inner product, module structure
〈ξ1, ξ2〉C∗(Γ) :=
∫
F
ξ∗1ξ2 ξ[g] (x) := ξ(x)[g].
Very little change needs be made to the above argument when H is generalized to be L2(S)
for a spinor bundle S over Z, equipped with a unitary Γ-action by bundle maps. Furthermore,
if D is a Γ-equivariant Dirac operator on L2(S), it descends to a densely defined operator on
the right C∗(Γ)-module jΓ
(
L2(S)
)
by the obvious formula
D˜(
∑
ξg[g]) :=
∑
Dξg ⊗ [g].
The class (jΓ
(
L2(S)
)
, D˜) of this spectral triple represents jΓ([Z]) in KK−d
(
C0(Z)⋊ Γ, C
∗(Γ)
)
.
The Kasparov product
[E ]⊗C0(Z)⋊Γ λΓ([Z])
in the case Z = Rd, F = Zd can now be described in the following way. By our work above, the
right C∗(Zd)-module E ⊗C0(Rd)⋊Zd jZd
(
L2(Z)
)
is isomorphic to the right C∗(Zd-module of maps
ξ : Rd → C∗(Zd) such that ξ(x+ n) = [n]ξ(x), ∀x ∈ Rd, n ∈ Zd, with the C∗(Zd)-valued inner
product defined above. Under Fourier transform C∗(Zd) ∼= C(T̂ d) these correspond to maps on
T d × T̂ d satisfying the conditions described in (3.2). That is, the right C(T̂ )-module we are
describing is the module of sections of the Miscenko-Poincare´ module L. A small elaboration of
the computations just given integrates a spinor bundle, and the discussion in Remark ?? shows
that this space carries a natural bundle of Dirac operators on it, because we can twist by flat
connections. The axioms of the Kasparov product proves the result.
For the second statement, note that for any discrete group, the standard identification (at
the level of cycles) KKΓ∗ (A,C)
∼= KK∗(A⋊Γ,C) factors through the composition of the descent
functor and the map ǫ∗ : KK∗
(
A⋊Γ, C∗(Γ)
)→ KK∗(A⋊Γ,C) induced by the trivial representa-
tion C∗(Γ)→ C. It follows from a quick calculation that if (Γ, Z) is K-oriented, then the Dirac
map interpreted as a map
KK∗(C
∗(Γ),C)→ KK∗−d(C0(Z)⋊ Γ,C)
is given by Kasparov composition with the image jΓ([Z]) ∈ KK∗−d(C0(Z) ⋊ Γ, C∗(Γ)
)
of the
Dirac class [Z] ∈ KKΓ−d(C0(Z),C) under descent. We have computed this class above and
showed that it is that of the Fourier-Mukai correspondence. This proves the other assertion.

Remark 3.13. Taking its index of the correspondence (3.14), that is, composing it with the
correspondence
· ← T d id−→ T d,
gives the correspondence
(3.14) · ← (T d × T̂ d,P) pr2−−→ T̂ d,
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The corresponding analytic cycle for KK−d(C, C(T̂
d)) is sometimes described as a kind of Hilbert
module index: twisting in a suitable sense the Dirac operator on T d by the Poincare´ bundle
over T d × T̂ d gives a Fredholm operator on a C(T̂ d)-module whose C(T̂ d)- index gives a class
in K−d(C
∗(T̂ d)). After Fourier transform, what t we are describing is the application of the
Baum-Connes analytic assembly map
µ : KK∗(C(T
d),C)→ KK−d(C, C∗(Zd))
to the class [T d] of the Dirac operator on T d.
The Theorem above implies that application of descent
KKZ
d
∗ (C0(R
d),C)→ KK∗(C0(Rd)⋊ Zd, C∗(Zd))
and Morita equivalence C0(R
d) ⋊ Zd ∼ C(T d) to the Zd-equivariant Dirac class [Rd] gives the
class of the Fourier-Mukai correspondence, but from this it follows that that after taking the
index, as just discussed, we obtain the class µ([Rd]) ∈ KK−d(C,∗ (Zd)).
This equality of classes in K∗
(
C∗Zd)
)
has a more general version, equating two apparently two
slightly different methods of defining the Baum-Connes assembly map for torsion-free discrete
groups. The paper [36] of Land shows that they are the same. There is therefore some connection
between our statement and Land’s, at least in this special case of the group Zd, and only after
taking the index; our statement involving the Fourier-Mukai correspondence is slightly more
‘bivariant’ in nature. But some of the arguments in the proof above rather similar to some of
those of Land.
We now return to the localization map for G = Zd. We are going to describe it geometrically.
3.3. Computation of the localization map for free abelian groups. If Γ = Zd, T d the
torus T d := Rd/Zd, and T̂ d := Ẑd the dual torus then KKZ
d
∗ (C,C)
∼= KK∗(C∗(Zd),C) and
by Fourier transform KK∗(C
∗(Zd),C) ∼= KK∗(C(T̂ d),C), while Morita invariance implies that
KKZ
d
∗ (C0(R
d),C) ∼= KK∗(C(Rd/Zd),C) = KK∗(C(T d),C).
The Dirac-localization map therefore identifies with a map
(3.15) K−∗(T̂ d)→ K∗+d(T d).
Now fixing a basis and dual basis, the groups K∗(T
d) and K∗(T̂ d) can each be identified, by
the Ku¨nneth Theorem, with the graded tensor product
K∗(T)⊗ˆZ · · · ⊗ˆZK∗(T).
This blurs a little the difference between Td and T̂ d but we will return to a coordinate free
perspective below.
The group K∗(T) has two generating K-homology classes: the K0(T)-class [·] of a point p in T,
and the K1(T)-class [T] of the Dirac operator on the circle. Now for an r-tuple k = k1 < · · · < kr
of integers from {1, . . . , n} we associate the l-dimensional correspondence (or Baum-Douglas
cycle)
(3.16) T d ← T l → ·,
with T j carrying its standard (product) K-orientation, and the left map T l → T d sending the
jth coordinate circle of Tl into the kjth coordinate of T
d, and putting the point p into the other
coordinates. We call this a standard coordinate embedding of an l-torus in T d. Let [k] ∈ Kr(Td)
be it’s Baum-Douglas class.
Obviously, every standard coordinate embedding T l → T d comes along with a ‘dual’ coordi-
nate embedding T d−l → T d, mapping circles into the complementary coordinates, and putting
p’s in the other coordinate spots. Let [k⊥] ∈ K∗+d(T d) be its class.
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Theorem 3.17. Let
L : K∗(T̂ d) ∼= KKZ
d
−∗(C,C)→ KKZ
d
−∗−d(C0(R
d),C) ∼= K∗+d(T d)
be the localization map for Zd.
If [k] = k1 < · · · < kr is the class of a standard coordinate embedding, then
L(k]) = (−1)dk+ k(k−1)2 · [k⊥],
with [k⊥] the class of the dual coordinate embedding.
In particular, the Dirac map, that is, composition with (3.7), interchanges the K-homology
classes of a point in the dual torus T̂ d, and the class of the Dirac operator on the torus T d.
Proof. Given the Ku¨nneth theorem, and taking products, it suffices to verify the assertion for Z,
since the K-homology classes we are considering are all external products of K-homology classes
for T.
The Dirac map is thus
(3.18) KK∗(C(Ẑ),C) ∼= KK∗(C∗(Z),C) = KKZ∗(C,C)
[R]⊗−−−→ KKZ∗−1(C0(R),C)
∼= KK∗−1(C(R/Z),C).
The K-homology class of a point in Ẑmaps to the class of the trivial representation in KKZ0 (C,C),
which acts as a unit, so the image under the next map is the Z-equivariant Dirac class [R] ∈
KKZ−1(C0(R),C), i.e. the Dirac class for the circle in KK−1(C(R/Z),C).
Hence the Dirac map sends a point class [·] in K0(T̂) to the Dirac class [T] ∈ K−1(T). It
remains to show that it maps [T̂] to the class [·] of a point in K0(T).
Under the identification K0(T) ∼= KKZ0 (C0(R),C), the point homology class for T corresponds
to the class [ev] ∈ KKZ0 (C0(R),C) of the Z-equivariant representation C0(R)→ C0(Z) ⊂ K(2Z)
due to the inclusion Z → R. We need to prove that [T̂]⊗C [R] = [ev] ∈ KKZ0 (C0(R),C). To do
so we employ the fact that [R] ∈ KKZ−1(C0(R),C) is invertible in KKZ. Let η ∈ KKZ1 (C, C0(R))
be the class of the self-adjoint unbounded multiplier δ(x) = x of C0(R). Then
η ⊗C0(R) [R] = 1 ∈ KKZ0 (C,C), [R]⊗C η = 1C0(R) ∈ KK0(C0(R), C0(R))
is the content of the Dirac-dual-Dirac method for Z.
Therefore the equation [T̂]⊗C [R] = [ev] ∈ KKZ0(C0(R),C) we want to prove is equivalent to
the equation
η ⊗C0(R) [ev] = [T̂] ∈ KKZ−1(C,C).
But the composition on the left is clearly represented by the spectral triple with Hilbert space
l2(Z), and operator the densely defined operator of multiplication by n. It’s Fourier transform
is therefore the Dirac operator on the circle T̂. This completes the proof.

Remark 3.19. Naturally, one can try to prove that the Dirac map, say, for Z, interchanges the
point class and the Dirac classes for T and T̂, using the correspondence (3.7) rather directly.
Composition of the correspondences
(3.20) T← (T× T̂, β)→ T̂← · → ·
gives by transversality
(3.21) T← (T, β|T)→ ·
where we understand T as a subset of T × T̂ by T × {p}, the point we have picked. Taking
p = 0, the zero character of Z, is convenient. The inclusion T → T × T of the slice pulls back
16 HEATH EMERSON
the f.g.p. C(T × T)-module defining β to the module of continuous functions on R × {0} such
that f(x + n, 0) = f(x, 0), i.e. periodic functions, and hence the restricted module is precisely
C(T). Hence the restriction of β to T is the class of the trivial line bundle, proving that the
Dirac map sends the point K-homology class to the correspondence
T
id←− T→ ·,
which describes the Dirac class [T].
Things do not run so smoothly if one starts with the class [T]. The resulting correspondence
involves a manifold of dimension 2 which then must be Thom, or Bott un-modified, to a manifold
of dimension zero (a point), and one has to take care of the bundle as well. It is easier to use
the dual-Dirac method to do the calculation, as we did in the proof of Theorem 3.17, since then
the cycle one begins the calculation with is a point.
With some labour, the following result can be deduced from Theorem 3.17, but we will prove
it more geometrically in a forthcoming note with D. Hudson [14].
Suppose T ⊂ T d is a j-dimensional torus subgroup. It lifts to a j-dimensional linear subspace
L ⊂ Rd.
Let L⊥ be all characters of Rd which vanish on L, (Zd)⊥ all χ ∈ R̂d that vanish on Zd and
T⊥ the projection to R̂d/(Zd)⊥ ∼= Ẑd = T̂ d of L⊥. It is a d − j-dimensional subtorus of T̂ d. It
can be suitably K-oriented in order to make the following result true.
Theorem 3.22. Let T ⊂ T d be a j-dimensional linear torus, T⊥ ⊂ T̂ d its d − j-dimensional
dual torus. Then the Dirac-Fourier-Mukai transform
Kj(T
d)→ Kj+d(T̂ d)
maps the cycle [T ] to the cycle [T⊥].
Finally, we note that just as application of descent and the Fourier transform to the Dirac
class of (Rd,Zd) produced the Fourier-Mukai correspondence
Fd ∈ KKd
(
C(T d), C(T̂ d)
)
,
when we do the same with the dual-Dirac element
η ∈ KKZdd
(
C, C0(R
d)
)
we obtain the class F ′d ∈ KKd
(
C(T̂ d), C(T d)
)
of the ‘reversed’ Fourier-Mukai correspondence
(3.23) T̂ d
pr1←−− (T̂ d × T d, β) pr2−−→ T d,
Corollary 3.24. Application of the composition of functors
KKZ
d
d
(
C, C0(R
d)
)→ KKd(C∗(Zd), C0(Rd/Zd)) ∼= KKd(C(T̂ d), C(T d))
to the dual-Dirac element η for Rd gives the class of the dual Fourier-Mukai correspondence F ′d
of (3.23).
In particular,
F ′d ◦ Fd = id, Fd ◦ F ′d = id,
as morphisms in the category KK.
The fact that the Dirac map descends to the Fourier-Mukai transform seems to be one of the
‘well-known to experts’ kind, but has not apparently been written down anywhere as far as the
author has been able to determine. The physics literature, however, is extensive on the matter,
as Fourier-Mukai duality is a form of T-duality (see for example [38]). The recent paper [4]
treats Fourier-Mukai duality in terms of K-theory as well, but the context is slightly different.
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4. The Dirac class of a discrete group
Motivated by the calculations with Zd of the previous section, we now proceed to a notion of
the Dirac class on the ‘noncommutative manifold’ underlying the C*-algebra C∗(Γ) for possibly
non-abelian discrete groups Γ.
4.1. Point classes and Dirac classes. We will continue to assume that Γ admit a smooth
orientation (Γ, Z). The group C*-algebra in this case may be considered – at least at the level
of homology – as a ‘noncommutative compact smooth oriented manifold’ of dimension d with
the ‘Dirac class’ [Γ̂] ∈ KKΓd (C,C) ∼= Kd
(
C∗(Γ)
)
defined below, playing the role of the class of
the associated Dirac operator.
Choose a point x0 ∈ Z. The group Γ acts on l2Γ by the regular representation. The
composition
(4.1) ev: C0(Z)
restr−−−→ C0(Γx0)→ C0(Γ) mult−−−→ K(l2Γ)
is a Γ-equivariant *-homomorphism and determines a class
(4.2) [ev] ∈ KKΓ0 (C0(Z),C).
Since Z is a classifying space, it is path-connected and [ev] is independent of the choice of point.
Definition 4.3. Let (Γ, Z) be a smooth oriented group of dimension d. A Dirac class for Γ is
any class
[Γ̂] ∈ Kd(C∗(Γ)) = KKΓd (C,C)
such that
L([Γ̂]) = [ev] ∈ KKΓ0 (C0(Z),C),
where L is the localization map (Definition 2.3.)
The definition is of course largely motivated by Theorem 3.17.
Remark 4.4. One could make a variant of the definition involving the reduced C*-algebra of the
group. The projection C∗(Γ) → C∗r (Γ) induces a pullback map K∗
(
C∗r (Γ)
) → K∗(C∗(Γ)) so
there is an associated (reduced) localization map
(4.5) K∗
(
C∗r (Γ)
)→ K∗(C∗(Γ)) ∼= KKΓ∗ (C,C) ⊗C[ZΓ]−−−−→ KKΓ∗+d(C0(Z),C).
Occasionally we will call a class in KK+d(C
∗
rG,C) mapping to [ev] ∈ KKΓ0 (C0(Z),C) under the
reduced localization map a reduced Dirac class; note that the projection C∗(Γ) → C∗r (Γ) pulls
a reduced Dirac class back to a Dirac class, so the existence of a reduced class is stronger.
Example 4.6. If Γ is finite, so Z is a point, the localization map is the identity map and the
Dirac class for Γ is represented by the homomorphism
λ : C∗(Γ)→ K(l2Γ),
induced by the regular representation. In particular, if Γ is finite abelian, so that C∗(G) ∼= C(Ĝ),
the Dirac class of G is the sum of the point K-homology classs of Ĝ. More generally, the Dirac
class of a finite group is the sum of the point K-homology classes of the points of Ĝ, each with
multiplicity given by its dimension.
Proposition 4.7. The Dirac class [Ẑd] ∈ KKZdd (C,C) ∼= Kd(C∗(Zd) of the smooth oriented
group (Zd,Rd) is the Fourier transform of the transverse Dirac class [Ẑd] of its Pontryagin dual.
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4.2. The Dirac class is non-torsion. The following proves that [Γ̂] is always nonzero and
non-torsion in Kd
(
C∗(Γ)
)
. The result will be refined later.
Proposition 4.8. Let (Γ, Z) be a smooth, K-oriented group, and [Γ̂] ∈ Kd(C∗(Γ)) a Dirac class.
Let
µ : KKΓ∗ (C0(Z),C)→ K∗
(
C∗(Γ)
)
be the Baum-Connes assembly map. Then
(4.9) 〈µ([Z]), [Γ̂]〉 := µ([Z]) ⊗C∗(Γ) [Γ̂]) = 1 ∈ KK(C,C) ∼= Z.
In particular, the Dirac class [Γ̂] of any smooth K-oriented group induces a surjection K∗
(
C∗(Γ)
)→
Z, and is never zero in K-homology, nor torsion.
The analogous statement holds for a reduced Dirac class.
Proof. Denote by f 7→ f the descent map KKΓ∗ (A,B) → KK∗(A ⋊ Γ, B ⋊ Γ). If (Γ, Z) is a
smooth oriented group, then EΓ = Z and the Baum-Connes assembly map with coefficients B
is, by definition, µ(f) = [Pϕ]⊗C0(Z)⋊Γ f for any f ∈ KKΓ∗ (C0(Z), B), and any cut-off function
ϕ ∈ Cc(Z), 0 ≤ ϕ ≤ 1 and
∑
g∈Γ g(ϕ) = 1. The space of cut-off functions is convex and
nonempty, and Pϕ :=
∑
g∈Γ g(ϕ)[g] ∈ C0(Z)⋊ Γ is a projection whose homotopy-class does not
depend on the choice of cut-off function. For the element [ev] ∈ KKΓ0 (C0(Z),C) and the element
[Pϕ] ∈ K0(C0(Z) ⋊ Γ), observe that the map C0(Z) ⋊ Γ → C0(Γ) ⋊ Γ ∼= C0(Γ) ⋊ Γ = K(l2Γ)
maps Pϕ to a projection homotopic through projections to a rank-one projection. Hence
〈[ev], [Pϕ]〉 = 1.
On the other hand, descent maps the Dirac class [Z] ∈ KKΓ−d(C0(Z),C) to a class
[Z] ∈ KK−d
(
C0(Z)⋊ Γ, C
∗(Γ)
)
,
and identifying KKΓ∗ (C0(Z),C)
∼= KKΓ∗ (C0(Z)⋊Γ,C), the Dirac map can be identified with the
map
KK∗(C
∗(Γ),C)→ KK∗−d(C0(Z)⋊ Γ,C)
of composition with [Z ]. Hence
(4.10) 〈µ([Z]), [Γ̂]〉 = [Pϕ]⊗C0(Z)⋊Γ [ZΓ]⊗C∗(Γ) [Γ̂] = [Pϕ]⊗C0(Z)⋊Γ L([Γ̂])
= [Pϕ]⊗C0(Z)⋊Γ [ev] = 1 ∈ Z ∼= KK0(C,C)
as claimed. 
4.3. Dirac classes and the dual-Dirac method. If (Γ, Z) is a smooth, oriented group, then
a dual-Dirac class for Γ is a class
η ∈ KKΓd (C, C0(Z))
such that [Z]⊗C η = 1C0(Z) ∈ KKΓ0 (C0(Z), C0(Z)). The existence or non-existence question of
such η is determined by a certain coarse co-assembly map (see [23]), and so is a question about
the large-scale geometry of Γ. The fact that the two coordinate projections Z × Z → Z are
Γ-equivariantly homotopy implies by an easy exercise that [Z]⊗C η = 1C0(Z) as well.
If Z admits a Γ-invariant Riemannian metric of nonpositive curvature, then a dual-Dirac
class exists and is described in detail below. More generally, a dual-Dirac morphism η exists if
Γ admits a uniform embedding in Hilbert space (this theorem appears as Theorem 9.2 in [17]
but it is a consequence of assembling results of many others, like [30], [41], or [42]). This is the
case if G is linear, or hyperbolic, for example.
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Proposition 4.11. If (Γ, Z) is a smooth oriented, group with a dual-Dirac morphism η ∈
KKΓd (C, C0(Z)), then
η ⊗C0(Z) [ev] ∈ KKΓd (C,C) ∼= Kd
(
C∗(Γ)
)
is a Dirac class for Γ.
Proof. [Z]⊗C (η⊗C0(Z)) = ([Z]⊗C η)⊗C0(Z) [ev] = [ev] since [Z]⊗C η = 1C0(Z).

Let Γ be torsion-free, so K∗(C0(Z) ⋊ Γ) ∼= K∗(Γ\Z) ∼= K∗(BΓ) and a class a in this ring
yields a higher signature, associating to any compact manifold M with fundamental group Γ
the index (DsigM · χ∗a) of the signature operator on M twisted by the K-theory class χ∗a, where
χ : M → BΓ is the classifying map for M .
By a theorem of Kaminker and Miller [34], building on work of many others, such classes are
homotopy-invariant when they are in the range of the inflation map
(4.12) inflate : KKΓ∗ (C,C)→ RKKΓ∗ (Z;C,C) ∼= K∗(Γ\Z) ∼= K∗(BΓ).
see (2.8).
Since the composition of the inflation map and Poincare´ duality
KKΓ∗ (C,C)
inflate−−−−→ RKKΓ∗ (Z;C,C) ∼= K∗(Γ\Z) PD−−→ KKΓ∗−d(C0(Z),C) ∼= K∗−d(Γ\Z) = K∗−d(BΓ)
is exactly the Dirac map, it follows that the higher signature associated to the Poincare´ dual of
any class in the range of the Dirac map, is homotopy-invariant.
This applies in particular to the point class [·] ∈ K0(Γ\Z) (or [ev] ∈ KKΓ0 (C0(Z),C), as we
have been denoting it above.)
Corollary 4.13. Let (Γ, Z) be a smooth oriented, torsion-free group. Then a Dirac class for Γ
is a pre-image in KKΓd (C,C) of the Poincare´ dual of a point ∈ K−d(Γ\Z) ∼= K−d(BΓ), under
the inflation map.
In particular, the higher signature associated to the Poincare´ dual of a point in Γ\Z ∼= BΓ is
homotopy-invariant as soon as a Dirac class exists for Γ.
The Poincare´ dual of a point, and the question of the homotopy-invariance of the higher
signature associated to it, is studied in [9] by Connes, Gromov and Moscovici. In their paper,
they analyze geometric conditions one can put on a group under which one can write down
a ‘Dirac class’, thus guaranteeing homotopy-invariance (for a single cohomology class). The
procedure they use to build such ‘Dirac cycles’ (they build more general ones as well), is based
on the non-positive curvature idea we exploit below.
Assume that (Γ, Z) is a smooth oriented group such that Z admits a Γ-invariant metric
of nonpositive curvature. For example, Γ could be a discrete subgroup of a connected and
semisimple Lie group G; if K ⊂ G is the maximal compact subgroup, then G/K is a symmetric
space of nonpositive curvature admitting a G-invariant (and hence Γ-invariant) orientation.
The hypotheses say that there is a Γ-equivariant spinor bundle S on Z, and a Γ-equivariant
bundle map
Cliff(TZ)⊗ S → S
specifying the Clifford multiplication on S. We denote Clifford multiplication by a tangent vector
ξ by c(ξ), so if z ∈ Z and ξ ∈ TzZ is a unit tangent vector then c(ξ) is a certain self-adjoint
endomorphism of Sz with square 1.
For z ∈ Z let exp: TzZ → Z be the exponential map, a diffeomorphism, and logz : Z → TzZ
its inverse. Then nonpositive curvature implies that log is a Lipschitz map, that is, | logz(x) −
logz(y)| ≤ d(x, y), where d is the metric on Z induced by the Riemannian metric on Z. Let
δ ∈ End(S)
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be the (unbounded) bundle endomorphism of the spinor bundle given by
δ(z, ξ) = c
(
logz(z0)
)
The group Γ acts by unitary bundle maps of S, giving the module C0(Z, S) of sections the
structure of a Γ-Hilbert module. Moreover, the multiplier δ almost-commutes with Γ, because
logz is Lipschitz.
The cycle consisting of the C0(Z)-module C0(Z, S) of sections of S, together with the un-
bounded endomorphism δ, represents the dual-Dirac morphism
η ∈ KKΓ+d(C, C0(Z)).
Restricting it to an orbit gives a concrete model for the composition
δ ⊗C0(Z) [ev] ∈ KKΓ+d(C,C).
The Hilbert space is l2(Γ, S|Γ), the unitary group action is induced from the initial action on S,
and the operator is the restriction of δ above to the orbit, a Clifford multiplication operator on
l2(Γ, S|Γ).
It defines a spectral triple (l2(Γ, V ), π, δ) for C∗(Γ) (not finitely summable in general, see
Remark 4.15).
Theorem 4.14. If (Γ, Z) is a smooth oriented group and Z is equipped with a Γ-invariant
metric of nonpositive curvature, then the spectral triple (l2(Γ, S|Γ), δ) defined above represents a
Dirac class [Γ̂] for Γ.
Furthermore, it is defined over the reduced C*-algebra of Γ and hence there is a reduced Dirac
class for Γ in this case, given by the same cycle but regarded as defined over C∗r (Γ).
Proof. This follows from Proposition 4.11 and the discussion prior to the statement.

Remark 4.15. The Fredholm module (defined over C∗r (Γ), its class is a reduced Dirac class) just
described is finitely summable if Γ has polynomial growth. By a result of Connes, the exis-
tence of a finitely summable spectral triple representing a nonzero class in KKΓ0 (C,C)) implies
amenability of Γ (see [7]).
Remark 4.16. A. Connes has described Dirac cycles for discrete groups – representatives, in our
terminology, of the Dirac class [Γ̂] – in his book [7], and again, these are the same cycles we
describe below.
5. Transverse Dirac classes for smooth actions
In Section 2 we discussed the transverse Dirac class [Z] ∈ KK−d(C0(Z),C) when (Γ, Z) is a
K-oriented group, also pointed out that one can similarly define the transverse Dirac class [X ] ∈
KK− dimX(C0(X),C) for a smooth manifold admitting a proper and K-orientation-preserving
action of Γ, in the form of a direct construction of an analytic cycle for KK in the form of the
Dirac operator on X associated to the K-orientation.
In this section we are going to extend the definition of such transverse Dirac classes to non-
proper actions, some of which, like the action of a surface group Γ on the boundary circle of the
hyperbolic plane, leave no Riemannian metric invariant, which makes it difficult to construct a
Γ-equivariant Dirac operator directly. Our main goal in this section is to define the problem, in
terms of the localization map.
For any locally compact group with classifying space EΓ for proper actions, the transformation
groupoid GΓ := Γ⋉ EΓ is a proper groupoid. A proper groupoid with a one-point unit space is
a compact group. So proper groupoids generalize compact groups. The G-equivariant Kasparov
category KKG∗ is defined by Le Gall in [37] for any locally compact groupoid. It is functorial in
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the groupoid, so the homomorphism of groupoids GΓ → Γ by mapping EΓ to a point induces a
natural map
(5.1) inflate : KKΓ∗ (A,B)→ KKGΓ∗
(
C0(EΓ) ⊗A,C0(EΓ) ⊗B
)
This is Kasparov’s inflation map (2.8), after identifying KKGΓ∗
(
C0(EΓ)⊗A,C0(EΓ)⊗B
)
with
Kasparov’s RKKΓ∗ (EΓ;A,B) defined in [33].
Remark 5.2. Isomorphism of the inflation map for a given Γ and arbitrary A,B is implied by
the γ = 1 version of the Baum-Connes conjecture (see [39]). If Γ acts amenably on X and
A = C0(X) then (5.1) is an isomorphism by the Higson-Kasparov-Tu theorem ([28], [42]) (these
authors prove that γ = 1).
It is generally easier to direct analytic cycles for RKKΓ, representing for example wrong-way
maps f !, than it is in KKΓ, as the following example illustrates – it is because inflation results
in a significant weakening of the equivariance condition on cycles.
Example 5.3. Let Γ be any countable group of diffeomorphisms of the circle T. Then the action
is KK-orientably, as we show below, and we construct an analytic cycle in RKKΓ−1(EΓ;C(T),C)
representing pEΓ,T!.
Assume for simplicity that EΓ is Γ-compact and can be Γ-equivariant triangulated, fix such
a triangulation.
Identify T = R/Z with coordinate x. Let dx2 denote the usual Riemannian metric on the
circle. Suppose we change the metric by multiplying by a smooth, positive function h ∈ C∞(T)+.
The new metric is h(x) · dx2, it assigns length
√
h(x) to the tangent vector ∂∂x at x ∈ T. The
Dirac operator associated to this Riemannian metric and the standard orientation on the circle
is then
Dh := h(x)
− 12 ·D, where D = −i ∂
∂x
.
Dh is a self-adjoint elliptic operator on L
2(T, µh) where µh is the measure
√
h · dx.
The group G of diffeomorphisms of T acts on the space of Riemannian metrics on T, and
g ∈ G pulls the Riemannian metric h(x) · dx2 to the Riemannian metric h(g−1x)g′(g−1x) · dx2.
Let
(Ugξ)(x) = ξ(g
−1x).
Then, for any h, U extends to a unitary isomorphismU : L2(T, µh)→ L2(T, µg(h)), and UgDhU∗g =
Dg(h), where
g(h)(x) = h(g−1x) · g′(g−1x),
corresponding to the pulled-back metric (discussed above), µ is Lebesgue measure.
We have described, for every h ∈ C∞(T)+, an odd spectral triple
(L2(T, µh), π,Dh),
where π : C(T)→ L(L2(T, µh)) is the representation by multiplication operators. Furthermore,
as observed above, Ug : L
2(T, µh)→ L2(T, g∗(µh)) is a unitary isomorphism conjugating Dh to
Dg(h).
We now return to the simplicial space EΓ. We aim to build a Γ-equivariant bundle of spectral
triples (for C(T) over EΓ. Start with the vertices EΓ(0). It is a discrete and G-finite discrete
space, and divides into G-orbits. An orbit identifies with G/H where H ⊂ G is a finite subgroup
of G. Choose any h ∈ C∞(T)+, determining a Riemannian metric on T, and average it over
H to get an H-invariant Riemannian metric; in this way we can assume h ∈ C∞(T) gives an
H-invariant metric to begin with. This implies that the Dirac operator Dh is H-fixed under the
translation action of H on T. We then obtain the family {Dg(h)}gH∈G/H of spectral triples over
T, so that the unitary maps Ug given by elements of g ∈ G intertwine them exactly.
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In this way we define our bundle over the vertex set EΓ(0). As we have discussed, the spectral
triple at any point is determined completely by the Riemannian metric corresponding to that
point, and the conjugation action of G corresponds to the usual action of G on Riemannian
metrics. The space of metrics (or, equivalently, C∞(T)+), is convex. Hence Using barycentric
coordinates over a simplex whose vertices are assigned points in a convex space, one can map the
simplex into the space. In this way, we obtain a G-equivariant map EΓ→ C∞(T)+ (where the
latter convex space has the G-action described above,) and hence a family {Dp}p∈EΓ of spectral
triples over C(T), which, as a family, is G-equivariant.
This cycle represents
prT,EΓ! ∈ RKKΓ−1(EΓ;C(T),C)
– see Definition 5.6 below.
Note that if a point of EΓ is fixed, corresponding to a given h ∈ C∞(T)+, the associated
spectral triple with operatorDh, is homotopic in an obvious sense, to the ordinary Dirac operator
D on T. Along the same lines, if the group Γ acts from the beginning by Riemannian isometries
of the circle, then one could just form the constant family; this would give a homotopic cycle to
the one just discussed.
The papers [20] and [21], formalize the constructions of wrong-way morphisms f ! in KKG ,
where G is any proper groupoid, one of the main motivations being to apply it to the current
situation. The morphism we have denoted
prT,EΓ! ∈ RKKΓ−1(EΓ;C(T),C) = KKGΓ(C0(EΓ× T), C0(EΓ))
in the above Example is an instance.
The groupoid-equivariant theory of wrong-way maps and correspondences is a bundle version,
roughly speaking, of the usual theory. A smooth G-manifold X is, by definition, a bundle of
smooth manifolds over the base G0 of Γ. Morephisms in G act by diffeomorphisms between fibres.
There is a natural notion of smooth G-equivariant map between two G-manifolds, meaning that
it is fibrewise smooth (and equivariant). One may similarly define G-equivariant K-orientations,
prove the GΓ-equivariant Thom Isomorphism ([37]) and [20],[21] develop a purely topological
category of G-equivariant correspondences based on these G-manifolds, and smooth G-maps
between them.
The wrong way elements f ! ∈ KKGdimY−dim(X)(C0(X), C0(Y )), for smooth K-oriented G-
maps f between G-manifolds X and Y , that we describe in this theory, are based on Atiyah’s
topological index, and use only equivariant (fibrewise, equivariant ) Thom isomorphisms and
(fibrewise, equivariant) open embeddings; the corresponding analytic constructions of such mor-
phisms have been studied in the literature for a long time, of course, going back to [10]. The
reference [22] discusses analytic construction of shriek maps in some detail, especially in the
groupoid-equivariant setting. The last section of [21] discusses analytic shriek maps and the
comparison to topological ones, also in the equivariant setting.
Remark 5.4. In the theory of topological correspondences, in order to define wrong-way ele-
ments f ! ∈ KKGdimY−dim(X)(C0(X), C0(Y )) where G is a proper groupoid, we need more in the
way of hypotheses. What is needed is that X embeds equivariantly into the total space of a
G-equivariant vector bundle over G0. This is analogous to the existence of an embedding of
any manifold in a Euclidean space, but the equivariance condition in the groupoid-equivariant
context is quite strong. There are simple examples of proper groupoids which do not embed
equivariantly in a vector bundle in this sense. (See [20].) However, such embeddings are guaran-
teed if G has a ‘full vector bundle’ over it’s base (see [20]) and this is the case if G = Γ⋉ EΓ for
a discrete group Γ with co-compact EΓ, the classifying space for proper actions, by a result of
Lu¨ck and Oliver. More generally, it is proved in [21] that with the hypothesis, that Z has a full
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equivariant vector bundle over its base, all three theories: that of G-equivariant correspondences
using normally non-singular maps, smooth G-equivariant correspondences (without requiring
normal data) , and the analytically defined theory KKG of LeGall all give the same theory, for
smooth G-manifolds.
In order to avoid any pathologies, then, we will put a blanket assumption on the discrete
groups Γ studied in this paper, that Γ\EΓ is compact. As above, then, the transformation
groupoid GΓ := Γ⋊ EΓ is proper and has a full vector bundle on its base, and the above results
apply.
Definition 5.5. Let X a locally compact space with a continuous action of the discrete group
Γ with Γ-compact EΓ. Let GΓ := EΓ ⋊ Γ the corresponding (proper) transformation groupoid.
a KK-orientation on the Γ-action on X , is an endowment of the GΓ-space EΓ × Γ with the
structure of a smooth, GΓ-equivariantly K-orientable GΓ-manifold.
The K-orientation assumption posits a GΓ-equivariant bundle of K-orientations on the vertical
tangent bundle of the projection EΓ ×X → EΓ. Thus, a KK-orientation in our sense is not a
single fixed K-orientation, but an equivariant bundle of them, over EΓ.
The smoothness assumption means that we are given a bundle, parameterized by the points
of EΓ, of smooth structures on X , such that a group element g ∈ Γ acts as a diffeomorphism
between X with the smooth structure assigned to p ∈ EΓ, to X with the smooth structure
assigned to g(p).
In particular, this structure endows X with a manifold structure by including it as a fibre in
EΓ×X ; however, it is not necessarily true that this smooth structure is constant as one moves
from one fibre to another. This is because the Γ-action on X can actually fail to be smooth,
even if the bundle is smooth (boundary actions of hyperbolic groups provide an example, see
Lemma 7.3 and discussion around it).
If one excludes these examples, there is no reason for purposes of this paper not to assume
that the Γ-action on X was smooth to begin with; then one can of course given EΓ × X the
constant fibrewise smooth structure.
For compact groups, EΓ can be taken to be a point, and Definition 5.5 reduces to the standard
definition of a smooth, equivariantly (K-)oriented manifold X .
Definition 5.6. Let Γ be a discrete group and X a Γ-equivariantly KK-orientable manifold
(Definition 5.5.)
A transverse Dirac class for X,Γ is a class
[X ] ∈ KKΓ−n(C0(X),C)
such that
inflate([X ]) = prX,EΓ! ∈ KKGΓ−n
(
C0(X × EΓ), C0(EΓ)
)
,
where prX,EΓ! ∈ KKGΓ−n
(
C0(X × EΓ), C0(EΓ)
)
is the class of the G-equivariant fibrewise smooth
and G-equivariantly K-oriented non-singular map prX,EΓ : X × EΓ → EΓ discussed above, and
inflate is as in (5.1).
Example 5.7. If Γ is the trivial group, then the class [X ] ∈ KK−n(C0(X),C) = Kn(X) of the
Dirac operator on X is a transverse Dirac class.
If X is a point, Γ an arbitrary locally compact group, then the the class 1 ∈ KKΓ0 (C,C) of
the trivial representation of Γ is a transverse Dirac class for the action of Γ on a point.
Example 5.8. If Γ is compact, so EΓ is a point, then one definition of a KK-orientable action
of Γ on X boils down to the usual assumption of a Γ-equviariantly K-oriented manifold, and
the transverse Dirac class [X ] ∈ KKΓ− dimX(C0(X),C) is represented by the usual Dirac cycle
discussed in the first paragraph of this paper.
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More generally, if Γ acts smoothly and properly on X , preserving a K-orientation in the sense
of the discussion at the beginning of the paper, then as remarked there one can directly construct
a Γ-equivariant Dirac operator and class [DX ] ∈ KKΓ−n(C0(X),C). Inflating this class gives the
cycle for RKKΓ−n(EΓ;C0(X),C) consisting of the (constant) bundle of Dirac operators along the
fibres of X with respect to the (constant) bundle of K-orientations.
The equality
inflate([DX ]) = pEΓ,X !
and the consequent one that [DX ] is the transverse Dirac class, follows from the basic index the-
orem of Kasparov theory (that the analytically and topologically defined shriek maps coincide.)
Note that in the case of a proper action, the inflation map
inflate : KKΓ∗ (C0(X),C)→ KKGΓ∗ (C0(X × EΓ), C0(EΓ)) = RKKΓ∗ (EΓ;C0(X),C)
is an isomorphism. Therefore, transverse Dirac classes exist and are unique in these cases. The
same holds if the action is merely amenable.
Remark 5.9. Hilsum and Skandalis in [31] define equivariant K-orientability of a smooth but
potentially non-isometric group Γ action on a smooth manifold X , using the metaplectic group
in place of the spin group, and they construct a corresponding analytic morphism
[X ] ∈ KKΓ− dimX(C0(X),C)
using hypo-elliptic operator theory and a frame bundle construction. It would see to us al-
most certainly true that Hilsum-Skandalis K-orientability (of a smooth action) implies KK-
orientability in our sense, but we do not address the proof in this article, since it is not particu-
larly material for us; we leave it as an open question as to whether transverse Dirac classes exist
in full generality for smooth actions.
If Γ has property T and a γ-element, then the class in KKΓ0 (C,C) of the γ-element maps to
1 ∈ RKKΓ0 (EΓ;C,C) under the inflation map, and hence the γ-element is a transverse Dirac
class for Γ acting on a point; however, it is not equal to the class [ǫ] ∈ KKΓ0 (C,C) of the class of
the trivial representation of Γ. Thus there is more than one transverse Dirac class for a property
T group Γ acting on a point.
Lemma 5.10. Let X carry a KK-orientable action of Γ. Then the Γ-action on X ×Z acquires
an induced KK-orientation, X × Z has a transverse Dirac class [X × Z], and
PD(prZ,X !) = [X × Z] ∈ KKΓ−n−d(C0(X × Z),C),
where PD is Kasparov’s Poincare´ duality.
This follows from the description of PD given in the discussion preceding Proposition 2.10.
Proposition 5.11. If (Γ, Z) is a smooth, oriented group, and Γ acts KK-orientably on X, and
if [X ] ∈ KKΓ−n(C0(X),C) is a transverse Dirac class for X and [X × Z] the transverse Dirac
class for the Γ-manifold X × Z, then
L([X ]) = [X × Z] ∈ KKΓ−n−d(C0(X × Z),C).
where L is the localization map.
Moreover, if Γ is torsion-free, then KKΓ∗ (C0(X × Z),C) ∼= K∗(X ×Γ Z) and with this identi-
fication
L([X ]) = [X ×Γ Z] ∈ Kn+d(X ×Γ Z),
where [X ×Γ Z] is the class of the Dirac operator on X ×Γ Z (the transverse Dirac class of the
trivial group acting on X ×Γ Z.)
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Since L([X ]) = [X ]⊗C[Z], the external product in KKΓ, the Proposition is the multiplicativity
statement for transverse Dirac classes
(5.12) [X ]⊗C [Z] = [X × Z]
when X has a transverse Dirac class.
Proof. We use the inflation map
inflate : KKΓ∗ (C0(X × Z), ·)→ RKKΓ∗ (EΓ;C0(X × Z),C) ∼= KKGΓ∗ (C0(EΓ×W ), C0(EΓ))
in this argument, which is an isomorphism since X × Z is proper.
By the discussion in Example 5.8, the Dirac class we have always denoted [Z] ∈ KK−d(C0(Z),C),
is the same as the transverse Dirac class, thus inflate([Z]) = prEΓ,Z !, while inflate([X ]) = prEΓ,X !
for any transverse Dirac class [X ]. Since inflation is an isomorphism respecting external prod-
ucts, (5.12) is equivalent to the identity
prEΓ,X !⊗C prEΓ,Z ! = prEΓ,X×Z !,
which is the basic multiplicativity property of shriek maps.

The converse holds as well, which is sometimes useful for identifying when a given construction
has produced a transverse Dirac class [X ], since in practical terms, external products like [X ]⊗C
[Z] can be described concretely if the constituents are described as unbounded cycles.
Proposition 5.13. A class [X ] ∈ KKΓ−n(C0(X),C) is a transverse Dirac class if and only if
[X ]⊗C [Z] = [X × Z] ∈ KKΓ−n−d(C0(X × Z),C).
where [X ×Z] is the transverse Dirac class of the proper space X ×Z (and the left-hand side is
the external product in KKΓ.)
Proof. Suppose [X ] ∈ KKΓ−n(C0(X),C) satisfies
[X ]⊗C [Z] = [X × Z],
that is, suppose that L(]X ]) = [X ×Z]. I claim that inflate([X ]) = prEΓ,X !. Applying Poincare´
duality to both sides of this and using the commutative diagram (2.11) we see that what a wish
to prove is equivalent to the statement that
[X × Z] = PD(prEΓ,X !) ∈ KK−n−d(C0(X × Z),C).
which is the content of Lemma 5.10.

6. Dirac classes for actions
In this section we simultaneously generalize transverse Dirac classes for manifolds and Dirac
classes for discrete groups, to define Dirac classes for a certain class of smooth discrete actions,
by requiring that they are constituted in a certain sense by splicing together a Dirac class for
the group, and a transverse direct class for the manifold.
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6.1. Definition of the Dirac class. The following is the main definition of this paper.
Definition 6.1. Let (Γ, Z) be a smooth, d-dimensional K-oriented group, and let Γ act KK-
orientably on the smooth compact oriented n-dimensional manifold X .
Let [X ] ∈ KKΓ−n(C(X),C) be a transverse Dirac class for the action.
Then a Dirac class for Γ⋉X is any class
[Γ̂⋉X] ∈ KKΓd−n(C0(X),C)
such that
L([Γ̂ ⋉X]) = [ev]⊗C [X ] ∈ KKΓ−n(C0(Z ×X),C),
where L is the localization map, [ev] as in (4.2).
A reduced Dirac class is a class [Γ̂⋉X] ∈ Kd−n(C(X)⋊r Γ) which pulls back to a Dirac class
under the map on K-homology induced by the projection C(X)⋊ Γ→ C(X)⋊r Γ.
If Γ is torsion-free, KKΓ∗ (C0(Z×X),C) ∼= K−∗(Z×ΓX), where Z×ΓX denotes the quotient
of Z ×X by the diagonal action of Γ. The smooth manifold Z ×Γ X is foliated into the images
of the slices Z × {x}, for x ∈ X , and, Z ×Γ X is also a bundle of compact manifolds over Γ\Z
under the coordinate projection
p : Z ×Γ X → Γ\Z.
The submanifold p−1(Γz0) is a closed transversal Xz0 for the foliation, naturally diffeomorphic
to X , for any z0 ∈ Z.
Let iz0,X : X → Z ×Γ X be the corresponding embedding. The class
[ev]⊗C [X ] ∈ KKΓ−n(C0(Z ×X),C) ∼= Kn(Z ×Γ X)
is, by the definitions, equal to the class of the Baum-Douglas cycle
(6.2) Z ×Γ X
iz0,X←−−− X → ·
from Z×ΓX to a point, obtained by mapping the K-oriented compact manifold X into Z×ΓX
as a transversal to the foliation described above.
Proposition 6.3. Suppose that Γ is torsion-free, and X is smooth and Γ-equivariantly K-
orientable, Let i∗z0,X ∈ KK0(C(Z ×Γ X), C(X)) be the class of the *-homomorphism Gelfand
dual to the inclusion of X into Z ×Γ X as a fibre of Z ×Γ X → Γ\Z. Let [X ] ∈ KKΓ−n(X)
be a transverse Dirac class of X and [X ]′ ∈ KK−n(C0(X),C) the ordinary Dirac class of X,
obtained by forgetting the G-action.
Then a Dirac class for Γ⋉X is any class mapping to
i∗z0,X ⊗C(X) [X ]′ ∈ KK−n(C0(Z ×Γ X),C) = Kn(Z ×Γ X),
under the composition of the localization map and the natural isomorphism KK−n(C0(Z ×Γ
X),C) ∼= Kn(Z ×Γ X).
Proof. Since Γ itself is a zero-dimensional, equivariantly K-oriented Γ-manifold, it has a trans-
verse Dirac class [Γ] ∈ KKΓ0 (C0(Γ),C), and if oz0 : Γ→ Z is the orbit map at z0, then
[ev] = o∗z0([Γ]) ∈ KKΓ0 (C0(Z),C).
is clear. By an obvious case of multiplicativity of transverse Dirac classes,
[ev]⊗C [X ] = (oz0 × idX)∗([Γ×X ]) ∈ KKΓ−n(C0(Z ×X),C),
where [Γ×X ] is the transverse Dirac classes of the (proper, equivariantly K-oriented) manifold
Γ×X . Applying the descent functor gives the result, since oz0 : Γ→ Z descends to the inclusion
of the point Γz0 in Γ\Z.

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The analogue of proposition 4.11 holds for groupoids as well. Namely, if If (Γ, Z) is a smooth
oriented group, X an equivariantly oriented Γ-manifold, then a Dirac class [Γ̂⋉X] exists as
soon as the groupoid Γ⋉X has a dual-Dirac morphism η ∈ KKΓ⋉Xd (C0(X), C0(Z ×X)); this
is the case if Γ itself has one. If the groupoid Γ ⊗ X has a dual-Dirac morphism, then the
Dirac class for Γ⋉X is unique if γΓ⋉X = 1Γ⋉X ∈ KKΓ⋉X0 (C0(X), C0(X)), where γΓ⋉X is the
corresponding γ-element for the groupoid Γ⋉X . This occurs if X is a proper, or more generally,
an amenable Γ-space.
In the latter case, if X is also compact, then Γ itself has a γ-element (and not just the
groupoid Γ ⋉X). More generally, if (Γ, Z) is a smooth, oriented group, X a smooth oriented
Γ-manifold, and if η ∈ KKΓd (C, C0(Z)) is a dual-Dirac morphism for Γ, then the groupoid Γ⋉X
also has a dual-Dirac morphism and corresponding Dirac class, given by the formula
(6.4) [Γ̂⋉X] = (η ⊗C 1C(X))⊗C0(Z×X) ([ev]⊗C [X ]).
More generally, existence of a Dirac class for Γ implies one for any action.
Proposition 6.5. If (Γ, Z) is a smooth oriented group, [Γ̂] ∈ KKΓ−d(C,C) is a Dirac class for
Γ, and if [X ] ∈ KKΓ−n(C0(X),C) is a transverse Dirac class then
[Γ̂]⊗C [X ] ∈ KKΓd−n(C0(X),C)
is a Dirac class for Γ⋉X, where the Kasparov product is the external product in KKΓ.
Proof. The proof is a trivial consequence of associativity of the Kasparov product.

6.2. Groups of nonpositive curvature acting by Riemannian isometries. Suppose (Γ, Z)
is a smooth K-oriented group with Z carrying a Γ-invariant metric of nonpositive curvature, and
suppose that Γ acts by Riemannian isometries of X preserving a K-orientation. The Dirac class
of Γ is represented by the spectral triple (l2(Γ, V ), π, δ) of Theorem 4.14. It is finitely summable
if Γ has polynomial group (not otherwise).
Since the Γ-action is assumed isometric on X , the transverse Dirac class is also represented
by a spectral triple, of the type (L2(S), π,DX), where DX is the Γ-equivariant Dirac operator
associated to the equivariant metric and K-orientation.
Corollary 6.6. If (Γ, Z) is a smooth K-oriented group with Z carrying a metric of nonpositive
curvature, and if Γ acts isometrically and preserving a Γ-orientation on a Riemannian manifold
X, then, in the notation above, the Dirac class for Γ ⋉ X is represented by the spectral triple
(L2(S)⊗ˆl2(Γ, V ), DX⊗ˆ1 + 1⊗ˆδ).
In particular, if Γ has polynomial growth ∼ nd then the (reduced) Dirac class [Γ̂⋉X] is
represented by a dim(X) + d-summable spectral triple over C0(X)⋊r Γ.
Proof. The proof is an immediate consequence of Proposition 6.5 and the standard recipe for
taking external products of unbounded cycles in KKΓ. [** include reference ]

Example 6.7. The Dirac class of a K-orientation preserving action of a finite group Γ on X
is represented by the spectral triple (L2(S) ⊗ l2(Γ), DX⊗ˆ1), with DX the Γ-equivariant Dirac
operator on X , since Z is a point in this case.
6.3. Irrational rotation. The Dirac class of the irrational rotation algebra Aθ := C(T) ×θ Z
is represented by a spectral triple first described by A. Connes: let τ : Aθ → C be the standard
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trace, L2(Aθ) the GNS Hilbert space associated to τ . The algebra Aθ is represented on L
2(Aθ)
by left multiplication, and the two densely defined derivations
δ1(
∑
n∈Z
fn[n]) :=
∑
n∈Z
f ′n[n], δ2(
∑
n∈Z
fn[n]) :=
∑
n∈Z
nfn[n],
using group-algebra notation. They assemble to a densely defined self-adjoint operator
∂θ :=
[
0 δ1 − iδ2
δ1 + iδ2 0
]
,
on L2(Aθ)⊕ L2(Aθ), a deformation of the Dolbeault operator ∂T2 on T2.
Note that, as a (unbounded) operator on a Hilbert space, ∂θ is absolutely identical to the
ordinary Dolbeault operator ∂T2 operating with its usual initial domain of smooth functions in
the graded Hilbert space L2(T2) ⊕ L2(T2). Thus as far as the operator is concerned, we are
dealing with a classical operator. However, the dynamics is encoded by the representation of Aθ,
so that the noncommutative aspect of this spectral triple lies entirely in the representation of Aθ
involved in it by the GNS procedure. To be explicit, identifying L2(Aθ) with L
2(T2) ∼= l2(Z2)
then the representation of π : Aθ = C(T) ⋊ Z→ L
(
L2(T2)⊕ L2(T2)), is the one determined by
the covariant pair
π(f)ξ(x, y) = f(x)ξ(x, y), (n · ξ)(x, y) = e2πiny ξ(R−nθ (x), y).
Remark 6.8. (Z-actions.) More generally, suppose that Z acts on a complete Riemannian man-
ifold X , isometrically, and preserving a K-orientation in the sense that there is a Hermitian
Z-equivariant spinor bundle SX over X , graded or ungraded or p-multigraded (if one is work-
ing over the reals), and a Z-equivariant connection on SX and associated Z-equivariant Dirac
operator
DX : L
2(SX)→ L2(SX)
determining the transverse Dirac class [X ] ∈ KKZ−n(C0(X),C).
Following the recipe of Corollary 6.6 we form an external product and get the following
explicit representative of [Ẑ ⋉X] ∈ KK−n+1(C0(X) ⋊ Z,C). We assume for simplicity that
dimX is odd, and that SX is ungraded, DX self-adjoint. Then the Hilbert space of our spectral
triple consists of two copies of L2(SX)⊗ l2(Z) with standard even grading, and the operator[
0 DX ⊗ 1 + i(1⊗ δ)
DX ⊗ 1− i(1⊗ δ) 0
]
where δ is the number operator on l2(Z). The representation of C(X)⋊Z on this Hilbert space
is by
f(ξ ⊗ ek) := fξ ⊗ ek, m(ξ ⊗ ek) := m(ξ)⊗ ek+m.
This of course directly generalizes the irrational rotation example.
We next consider an action of Z2 preserving a K-orientation on the compact manifold X of
dimension n.
If n is odd, the spinor bundle SX for X is ungraded; let DX be the corresponding Dirac
operator. Let ∂ be the Dolbeault operator on the Z/2-graded Hilbert space L2(T2) ⊕ L2(T2).
Then the Dirac class of the action is represented by the following odd-dimensional spectral triple
over C(X) ⋊ Z2. The Hilbert space is L2(T2) ⊗ L2(SX) ⊕ L2(T2) ⊗ L2(SX) with no grading,
and the operator with respect to this decomposition is
(6.9)
[
0 ∂T2 ⊗ 1 + i (1⊗DX)
∂T2 ⊗ 1− i (1⊗DX) 0
]
.
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The action of C(X) is by letting f ∈ C(X) act by a multiplication operator in the L2(SX)
factor. The group Z2 acts diagonally, with the implicitly assumed unitary action on sections of
the spinor bundle SX , and the action of Z
2 on L2(T2) given by the Fourier transform
(g · ξ)(χ) := χ(g)ξ(χ), χ ∈ Ẑ2 ∼= T2.
This spectral triple is clearly 2 + n-summable.
If n is even, SX graded into S
0
X ⊕S1X , then the Dirac class is represented by the odd operator
(6.10)
[
0 ∂T2 ⊗ 1 + 1⊗D1X
∂T2 ⊗ 1 + 1⊗D0X 0
]
on the Z/2-graded Hilbert space with even part
L2(T2)⊗ L2(S0X) ⊕ L2(T2)⊗ L2(S1X)
and odd part
L2(T2)⊗ L2(S1X) ⊕ L2(T2)⊗ L2(S0X).
Here D0X := DX |L2(S0X ) : L2(S0X)→ L2(S1X), and D1X := DX |L2(S1X ) : L2(S1X)→ L2(S0X).
The action of C(X)⋊ Z2 is as before.
This Dirac spectral triple is n+ 2-summable, of course.
6.4. Dirac classes and inflation. We aim to compute
inflate([Γ̂⋉X ]) ∈ RKKΓ−d−n(Z;C0(X),C),
equivalently, of PD−1([ev] ⊗C [X ]) where, as usual, (Γ, Z) is a K-oriented group, acting KK-
orientably on X . Assume [X ] is a transverse Dirac class for the action, and [Γ̂⋉X] a Dirac
class. Recall that
RKKΓ−d−n(Z;C0(X),C)
∼= KKGΓ∗ (C0(Z ×X), C0(Z)),
so that we might expect a description of inflate([Γ̂ ⋉X]) in the form of a GΓ-equivariant corre-
spondence from Z ×X to Z – that is, a bundle of Baum-Douglas cycles for X , parameterized
by the points of Z. As it turns out, inflate([Γ̂⋉X]) is represented by a piece of geometric data
which generalizes slightly the data involved in a GΓ-equivariant correspondence in the sense of
[21]. We will call it a ‘(smooth, GΓ-equivariant...) correspondence with singular support.’
Suppose that iM : M → Z is a closed, smooth, Γ-invariant, co-dimension d submanifold of Z
with Γ-equivariantly K-oriented normal bundle π : ν → Z. Let ϕ : ν → Z the associated tubular
neighbourhood embedding onto an open Γ-invariant neighbourhood U of M . The Γ-equivariant
K-orientation on ν determines a Thom class
ξν ∈ KKGΓ+d(C0(Z), C0(Z)) ∼= RKKΓ+d(Z;C,C).
The corresponding cycle has Hilbert C0(Z)-module sections C0(U, S
′), where S′ is the bundle
over U defined by pulling back the the spinor bundle S → M for ν, to a bundle over ν ∼= U ,
and operator a Clifford multiplier F such that f(F 2 − 1) is a C0-bundle endomorphism of S′.
In terms of correspondences, this is the class of the smooth, GΓ-equivariant correspondence
(6.11) Z ← (U,ϕ!(ξν))→ Z,
from Z to Z, where the arrows designate the open inclusion.
Since, however, the construction only depends on the Γ-equivariant K-oriented embedding
iM : M → Z, we will define
(6.12) i∗ ⊗M i! ∈ KKGΓ+d(C0(Z), C0(Z)) = RKKΓ+d(Z;C,C)
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to be the class of the correspondence (6.11), and refer to it as a correspondence with singular
support. We will also therefore also refer to a diagram
Z
iM←−−M iM−−→ Z
a ‘correspondence with singular support’; the corresponding class is given by (6.12).
The entire discussion goes through if iM : M → Z is merely assumed a Γ-equivariant, equiv-
ariantly K-oriented immersion, as the reader may easily confirm.
The main reason we want to discuss correspondences with singular support is that the class
we aim to describe has this form.
Choose z0 ∈ Z, let oz0 : Γ → Z be the orbit map at z0. It is a smooth, Γ-equivariantly K-
oriented immersion. The normal bundle is ∼= o∗z0(TZ), using the usual tubular neighbourhood
embedding of the form
ϕ(g, ξ) := expgz0(ξ
′),
where ξ 7→ ξ′ is an appropriate re-scaling of tangent vectors (e.g. by ξ′ := ǫξ
(1+|ξ|2)
1
2
) into an
open disk sub bundle of the tangent bundle, on which the Riemannian exponential map is a
diffeomorphism.
The Γ-equivariant map oz0 : Γ → Z gives Γ the structure of a GΓ-space, where GΓ := Γ ⋉ Z
as before, and
(6.13) Z
oz0←−− Γ oz0−−→ Z.
is a G-equivariant correspondence with singular support in the sense discussed above, from Z
to Z, with class
o∗z0 ⊗C0(Γ) oz0 ! ∈ KKGΓd (C0(Z), C0(Z)) = RKKΓd (Z;C,C)
where o∗z0 ∈ KKGΓ0 (C0(Z), C0(Γ) is the class of the induced *-homomorphism.
Similarly, if X is a smooth, compact manifold carrying a KK-orientation preserving action of
Γ, then
(6.14) Z ×X oz0×idX←−−−−− Γ×X oz0◦prΓ−−−−−→ Z
is a GΓ-equivariant correspondence with singular support from Z ×X to Z, with class
(oz0 × idX)∗ ⊗C0(Z) (oz0 ◦ prΓ)! ∈ KKGΓd−n(C0(Z ×X), C0(Z)) = RKKΓd−n(Z;C0(X),C).
Proposition 6.15. If (Γ, Z) is a smooth oriented group, X an equivariantly oriented Γ-manifold,
[Γ̂⋉X]) a Dirac class for the action, then
inflate([Γ̂⋉X]) = (oz0 × idX)∗ ⊗C0(Z) (oz0 ◦ prΓ)! ∈ RKKΓd−n(Z;C0(X),C).
Proof. We need to show that PD−1([ev]⊗C [X ])(oz0 × idX)∗ ⊗C0(Z) (oz0 ◦ prΓ), where
PD−1 : KKΓ∗ (C0(Z ×X),C)
∼=−→ KKGΓ∗+d(C0(Z ×X), C0(Z)) ∼= RKKΓ∗+d(Z;C0(X),C)
is Poincare´ duality.
The map PD−1 is the composition of inflation
inflate : KKΓ∗ (C0(Z)⊗A,B)→ RKKΓ∗ (Z;C0(Z)⊗A,B),
with Kasparov product in RKKΓ(Z) with a class Θ ∈ RKKΓd (Z;C, C0(Z)). The class Θ is the
class of the GΓ-equivariant correspondence
(6.16) Z
id←− Z δ−→ Z × Z,
where the momentum map for the G-space Z × Z is in the first variable, and δZ : Z → Z × Z
be the diagonal map.
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By definition, inflate([X ]) ∈ RKKΓ−n(Z;C(X),C) is represented by the GΓ-equivariant corre-
spondence
Z ×X id←− Z ×X prZ−−→ Z
and since inflate is compatible with external products,
inflate([ev]⊗C [X ]) = inflate([ev])⊗Z,C inflate([X ]) ∈ RKKΓ−n(Z;C(X),C)
is represented by the Γ⋉ Z-equivariant correspondence (with singular support)
(6.17) Z × Z ×X idZ×oz0×idX←−−−−−−−−− Z × Γ×X prZ−−→ Z.
where the momentum map for Z×Z×X is projection to the first coordinate, or, more precisely,
the class of the ordinary GΓ-equivariant correspondence
(6.18) Z × Z ×X idZ×ϕ×idX←−−−−−−−− (Z × ν ×X, ξν) prZ−−→ Z
with ν the normal bundle to the orbit, that is ν = o∗z0(TZ), and ϕ : ν → Z the tubular neigh-
bourhood embedding. Since ϕ × idX is a submersion, one can compose (6.18) with (6.16) by
transversality. The result is bordant to
Z
oz0◦π←−−−− (o∗z0(TZ), o∗z0(ξTZ ))
oz0◦π−−−−→ Z
where π : o∗z0(TZ)→ Γ is the vector bundle projection, as claimed.

The case where Γ is torsion free and hence acts freely on Z can be expressed and proved more
simply.
Since Z × X is a G-equivariantly K-oriented bundle of smooth manifolds, by hypothesis,
GΓ-equivariant Poincare´ duality holds and gives an isomorphism
(6.19) RKKΓ∗ (Z;C0(X),C)
∼= RKKΓ∗+n
(
Z;C, C0(X)
)
and composing this with the generalized Green-Julg isomorphism and a standard Morita equiv-
alence identifies RKKΓ∗+n
(
Z;C, C0(X)
)
with K−∗−n(Z ×Γ X), the K-theory of the mapping
cylinder.
The composition
(6.20) K−∗(Z ×Γ X) = KKΓ∗ (C0(Z ×X),C) PD
−1
−−−−→ RKKΓ∗ (Z;C0(X),C)
∼= RKKΓ∗+n(Z;C, C0(X)) ∼= K−∗−n(Z ×Γ X)
is ordinary Poincare´ duality for Z ×Γ X . By Proposition 6.15 we obtain the following.
Corollary 6.21. If Γ is torsion-free, then Γ⋉ Z-equivariant Poincare´ duality for X
RKKΓ∗ (Z;C0(X),C)→ K−∗−n(Z ×Γ X)
maps inflate([Γ̂⋉X] to the class in K−d(Z ×Γ X) of the correspondence
· ← X iz0,X−−−→ Z ×Γ X,
where iz0,X : X → Z ×Γ X is the inclusion of the fibre X at Γz0 ∈ Γ\Z.
32 HEATH EMERSON
6.5. Dirac classes for proper actions. Suppose now that X is a smooth, proper Γ-manifold,
χ → Z ∼= EΓ a smooth classifying map for the proper action of Γ on X . By Sard’s theorem,
χ has a regular value z0, so F := χ
−1(z0) is a smooth submanifold of X of dimension n − d,
carrying a smooth action of the finite group StabΓ(z0). If Γ\X is compact, then F is compact.
The fibres Fg := χ
−1(gz0) as g ranges over Γ are isomorphic copies, and come with actions
of the corresponding conjugate isotropy groups. We set
(6.22) FΓ := {(x, g) ∈ X × Γ | χ(x) = gz0}.
which is a bundle over Γz0 ⊂ X with fibre Fg × StabΓ(gz0) over gz0 . A Γ-equivariant K-
orientation on X induces a canonical Γ-equivariant K-orientation on FΓ.
Set [FΓ] ∈ KKΓd−n(C0(FΓ),C) the transverse Dirac class for Γ acting on FΓ. Let i : FΓ → X
be the projection to the first factor.
Theorem 6.23. Let (Γ, Z) be a smooth oriented group, and X is a Γ-equivariantly K-oriented
proper Γ-manifold, χ : X → Z be a smooth Γ-map, z0 ∈ Z a regular orbit, and FΓ, i : FΓ → X
etc as in the discussion above. Then the Dirac class for Γ⋉X is given by the class of the fibre
of χ:
[Γ̂⋉X] = i∗([FΓ]) ∈ KKΓd−n(C0(X),C).
In particular, if n < d then the Dirac class vanishes, and otherwise, the Dirac class is represented
by a n− d-dimensional spectral triple over C0(X)⋊ Γ.
Proof. We show that
(6.24) inflate
(
i∗([FΓ])
)
= PD−1([ev]⊗C [X ]) ∈ RKKΓd−n(Z;C0(Z ×X),C).
The result will follow from Proposition 2.10. As in the proof of Proposition 6.15, PD−1 involves
composition with the class Θ ∈ RKKΓd (Z;C, C0(Z)), where Θ = δ! where δ : Z → Z × Z is the
diagonal map, canonically K-oriented, and GΓ-equivariant.
Let χ : X → Z be the smooth classifying map with regular value z0 discussed above. Set
Gχ : X → Z ×X
the graph of χ: Gχ(z, x) :=
(
z, χ(x)
)
.
Lemma 6.25. The equality
(δ ⊗C idX)! = (idZ ⊗C Gχ)!
holds in
KKGΓd
(
Z;C0(Z ×X), C0(Z × Z ×X)
)
= RKKΓd (Z;C0(X), C0(Z ×X)
)
.
Proof. By the universal property of EΓ ∼= Z, the coordinate projections Z × Z → Z are Γ-
equivariantly homotopic. Fix a Γ-equivariant smooth homotopy
F : Z × Z × [0, 1]→ Z
between the two coordinate maps and pull it back in one coordinate using the map χ to get
F˜ : Z ×X × [0, 1]→ Z, F˜ (z, x, t) := F (z, χ(x), t).
Then, as is easily checked, idZ× F˜ gives a smooth GΓ-equivariant homotopy between the smooth
K-oriented GΓ-equivariant maps δ × idX and idZ ×Gχ, as claimed.

To complete the proof, we need to evaluate the composition of GΓ-equivariant correspondences
(6.26) Z ×X ← Z ×X idZ×Gχ−−−−−→ Z × Z ×X idZ×ez0×idX←−−−−−−−−− Z × Γ×X → Z
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The maps Gχ : X → Z ×X and ez0 × idX : Γ×X → Z ×X are transverse since z0 is a regular
value (and hence so is gz0 for all g ∈ Γ) and the associated coincidence manifold
{(x, g, y) ∈ X × Γ×X | Gχ(x) = (gz0, y)}
is the smooth K-oriented manifold FΓ described above in (6.22). Taking the product of every-
thing with idZ gives the identity (6.24) as required.

Corollary 6.27. [Γ̂⋉ Z] = [ev] ∈ KKΓ0 (C0(Z),C).
This is the case of Theorem 6.23 where Z = X , χ the identity. map.
Remark 6.28. Corollary 6.27 admits another proof, much easier, for it boils down to the simple
statement that
[ev]⊗C [Z] = [Z]⊗ [ev] ∈ KKΓ−d(C0(Z × Z),C),
and this follows from the fact that the two coordinate projections Z×Z → Z, are equivariantly
proper homotopic, because Z is universal.
Finally, we note that when Γ is finite, acting on X , arbitrary, our description i∗([FΓ]) of the
Dirac class for C0(X)⋊ Γ just given matches that given in Example 6.7, since then Z becomes
a point, and [ev] the class of the regular representation of the finite group.
Theorem 6.23 is quite satisfying, from a certain point of view, as it gives a case where the
homological subtraction involved in forming a Dirac class, which lies in dimension d−n, matches
precisely the geometric dimension: there is a spectral triple representative of summability di-
mension n− d.
7. Dirac classes for boundary actions of negative curved groups
Along with the Dirac class for the irrational rotation algebra, and its spectral triple repre-
sentative, an important example in noncommutative geometry is the action of a co-compact
discrete subgroup of SL2(R) acting on the circle by Mo¨bius transformations. This is a special
case of a Gromov hyperbolic group Γ acting on its boundary ∂Γ.
If Γ is a Gromov hyperbolic group (see [24] for an exposition) hyperbolicity leads to a compact,
metrizable, Γ-space Γ containing Γ as a dense open Γ-invariant open subset, and complement
∂Γ. This produces an exact sequence
(7.1) 0→ C0(Γ)⋉ Γ→ C(Γ)⋊ Γ→ C(∂Γ)⋊r Γ→ 0
and, using the canonical isomorphism C0(Γ) ⋉ Γ ∼= K(l2Γ), and amenabity of the action, a
result due to Adams in [1], we obtain a KK-class [∂Γ] ∈ KKΓ1 (C(∂G),C) = K−1(C(∂Γ) ⋊r Γ).
Alternatively, in [16] a Γ-equivariant completely positive splitting of (7.1) is provided, which
implies the extension determines a KK1-class.
The main result of this section is that when Γ also fits into the previous framework, the
boundary extension class is the Dirac class of the action, with its boundary K-orientation.
Some fine points about the statement are discussed following the Theorem.
Theorem 7.2. Let (Γ, Z) be a smooth K-oriented group with Z negatively curved. Then the
Γ-action on ∂Z admits a KK-orientation in the sense of Definition 5.5, and the Dirac class of
the action is given by
[Γ̂⋉ ∂Z] = [∂Γ] ∈ K1(C(∂Z)⋊ Γ) ∼= K1(C(∂Γ⋊ Γ).
where [∂Γ] is the boundary extension class.
The boundary extension class is represented by a cycle which doesn’t involve any smooth
structures, but only, in a sense, on the asymptotic geometric of the group Γ, and its action on
it.
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7.1. KK-orientability of boundary actions. For simplicity, we are going to assume that Γ is
torsion-free, or, equivalently, that Γ = π1(M) for a negatively curved, compact, d-dimensional,
manifold which we assume, in addition, to be K-oriented and on which, therefore, we can
assemble a Dirac operator D acting on the spinor bundle.
The metric, K-orientation, etc on M lifts to Γ-equivariant data: spinor bundles on Z := M˜ ,
connection, and so on, and one assembles the ‘lifted,’ Γ-equivariant Dirac operator representing
[Z] ∈ KKΓ−d(C0(Z),C).
The boundary sphere ∂Z of the negatively curved space Z is the boundary of the usual geo-
desic compactification of Z, and it agrees by a Γ-equivariant homeomorphism with the Gromov
boundary ∂Γ of the group Γ, or of Z itself.
The isometric group action of Γ on Z extends to an action of Γ on ∂Z by homeomorphisms,
due to general properties of hyperbolic groups, and the action in this case can be shown to be
by C1+ǫ-diffeomorphisms, but is not smooth in general, even for surface groups. 2 We show
below that, however, the Γ-action on the boundary sphere is KK-orientable in our sense.
We first describe the localization map in this situation. We use the same notation as above,
with M = Γ\Z, a negatively curved manifold. Let SM be the sphere bundle of its tangent
bundle. Then
Z ×Γ ∂Z ∼= SM,
in the following canonical way. Given z ∈ Z, and (z, ξ) a unit tangent vector at z, let
EXPz(z, ξ) := lim
t→∞
expz(tξ), ξ ∈ SxZ.
It follows a geodesic ray beginning at z and ending at a boundary point in ∂Z. This construction
is clearly equivariant and determines a homeomorphism between the fibre SzZ of the sphere
bundle SZ → Z, and the boundary sphere ∂Z. Any such homeomorphism of course then gives
∂Z a smooth structure, identifying it with an ordinary sphere.
In any case, we see that the localization map can be identified with a map
K∗(C(∂Z)⋊ Γ)→ K−∗+d(SM),
and a Dirac class is one which maps to the class of a single fibre of the bundle projection
π : SM →M , K-oriented as a sphere, and regarded as a Baum-Douglas cycle for SM .
Lemma 7.3. In the above notation, the Γ-action on ∂Z is KK-orientable.
Proof. We show that the bundle EΓ×∂Z = Z×∂Z of smooth manifolds (with fibre ∂Z) admits
a canonical fibrewise smooth structure, left invariant by Γ, by noting that the exponential map
discussed above gives a Γ-equivariant homeomorphism
EXP: SZ → Z × ∂Z,
with SZ the sphere bundle of Z, such that the diagram
SZ
π

EXP
// Z × ∂Z
prZ
zz✉✉
✉✉
✉✉
✉✉
✉✉
Z
,
commutes. SZ is a smooth manifold, and Γ acts smoothly on it since it acts smoothly on Z.
The bundle projection π is a smooth, Γ-equivariant submersion. Hence it gives Z × ∂Z ∼= SZ
the structure of a Γ-equivariant bundle of smooth manifolds over Z, that is, a Z ⋉ Γ-manifold.
The above reasoning, replacing the sphere bundle SM by the (closed) disk bundle DM ,
generates a bundle of manifolds-with-boundary (the manifolds are closed disks), carrying by
2The action is smooth when the curvature of M is constant.
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assumption a bundle of K-orientations, equivariant under Γ, and this bundle generates a bundle
of K-orientations on the bundle of boundaries by the two-out-of-three Lemma.

Remark 7.4. From the foliation point of view, SM , in the above notation, admits an Anasov
foliation into asymptotic equivalence classes of geodesic rays; this foliation has generic leaf ∼= Z,
or more generally Z/Γ′ where Γ′ ⊂ Γ is the isotropy of a boundary point (always a cyclic group,
either infinite or trivial). The leaves of this foliation are all smooth, but the foliation is not
infinitely differentiable in the transverse direction.
The holonomy groupoid accordingly acts by C1+ǫ-diffeomorphisms on one of the transversals
SxM , and this can be naturally identified with the boundary action of the group Γ on ∂Z, as
in the above argument.
The lack of smoothness of the Γ action on its boundary thus corresponds to failure of trans-
verse smoothness of the Anosov foliation. See [32].
7.2. Preparatory remarks on extension theory. Proceeding to the proof of Theorem 7.2,
we begin with a discussion of (known) constructions relating to extensions and KK-theory. We
will need at some stage equivariant versions of some of the constructions below, with respect to
a group, or groupoid, so will deal with the general theory at that level of generality. However,
as the referee has pointed out, there are issues with making extension theory equivariant, for
example, a continuous group action on a C*-algebra may not extend to a (continuous) action
on its multiplier algebra. We will be working strictly with e´tale groupoids, however, so we will
fix G to be an e´tale groupoid in the following discussion – in fact, in our applications, it will be
either trivial, proper, and of the form GΓ = Γ ⋉ EΓ, or Γ itself (with Γ a hyperbolic group, as
per the discussion above.)
Suppose that
(7.5) 0→ J α−→ B β−→ A→ 0
is a G-equivariant exact sequence of C*-algebras. The Busby invariant of the equivariant ex-
tension (7.5) is the G-equivariant *-homomorphism τ(a) := π(a˜) ∈ Q(J) := M(J)/J , where
π : M(B) →M(B)/B is the quotient map, and where a˜ denotes a lift of a under β., regarded
as a multiplier of B.
The Busby invariant is uniquely associated to the strong isomorphism class of the extension: if
τ : A→ Q(J) is any ( G-equivariant) *-homomorphism, then B := {(a,m) ∈ A⊕M(J) | π(m) =
τ(a)} determines an ( G-equivariant) extension with of A by J with the given Busby invariant,
and if τ comes from (7.5) then this procedure determines a strongly isomorphic extension. This
procedure puts strong isomorphism classes of G-equivariant extensions in in 1-1 correspondence
with G-equivariant *-homomorphisms A→ Q(J).
Similarly, ifMs(B) denotes multipliers of B⊗K and Qs(J) :=Ms(J)/J ⊗K then we obtain
a bijective correspondence between strong isomorphism classes of G-equivariant extensions of A
by J ⊗K and G-equivariant *-homomorphisms A→ Qs(J).
We generally work with Busby invariants rather than extensions themselves.
Example 7.6. Suppose that ρ : A → L(J ⊗ l2) is a G-equivariant representation, and that P ∈
L(J ⊗ l2) such that
[P, ρ(a)], ρ(a) · (P 2 − P ) g(P )− P ∈ K(J ⊗ l2)
for all a ∈ A, g ∈ G, then In the usual way this defines a G-equivariant Kasparov triple (J ⊗
l2, ρ, F := 2P − 1), that is, cycle for KKG1 (A, J). The map
τ : A→ Qs(J), τ(a) := Pρ(a)P mod J ⊗K
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is a G-equivariant *-homomorphism, and hence is the Busby invariant of some strong isomor-
phism class of G-equivariant extension of A by J⊗K. It is the G-equivariant extension associated
to the Kasparov cycle (J ⊗ l2, ρ, P ) for KKG1 (A, J).
In typical examples (e.g. where A is unital), the operator P is an essential projection: that
is, P 2 − P is compact.
Bott Periodicity can be described conveniently by this set-up.
Example 7.7. The Kasparov triple (C0(R), 1, χ) represents the Bott class in KK1(C, C0(R)),
if χ : R → [−1, 1] is a normalizing function (odd, and having limits ±1 at the endpoints.)
Equivalently, it represents the Thom class of the trivial 1-dimensional vector bundle R over a
point.
Of course P := χ+12 is then an essential projection.
Say that a G-equivariant Busby invariant τ : A→ Qs(J) is equivariantly dilatable if there is a
completely positive, contractive and G-equivariant map s : A→Ms(J) such that π ◦ s = τ. We
say that s is a splitting of τ . It determines an equivariant completely positive splitting of the
corresponding extension. The Stinespring construction realizes any dilatable Busby invariant as
one of the form τ(a) = Pρ(a)P mod J ⊗K, i.e. as the Kasparov cycle as in Example 7.6, where
P is a projection. Note that this procedure produces not just an essential projection (P 2 −P is
compact), but a projection (P 2 − P = 0.)
Remark 7.8. In Kasparov theory, essential projections can be replaced by actual projections
at the expense of adding a degenerate to the cycle: suppose that E = J ⊗ l2 is the standard
Hilbert J-module and (E , π, P ) is an odd cycle for KKG1 (A, J), where P is a self-adjoint essential-
projection in the sense of Definition 7.6 such that ||P || ≤ 1, then the triple (E , 0, 1 − P ) is
evidently a triple as well, where 0 denotes the zero representation of the algebra on E , but it is
degenerate. Hence the cycles (E , π, P ) and (E ⊕ E , π ⊕ 0, P ⊕ 1− P ) are equivalent in KK. Let
Pˆ :=
[
P (P − P 2) 12
(P − P 2) 12 1− P
]
, then Pˆ 2 = Pˆ , that is, Pˆ is an actual projection. The operator
homotopy with
Pˆt :=
[
P (tP − t2P 2) 12
(tP − t2P 2) 12 1− P
]
gives a homotopy between the Kasparov cycles (E ⊕ E , π ⊕ 0, P ⊕ 1 − P ) and (E ⊕ E , ρ⊕ 0, Pˆ ),
so (E , ρ, P ) and (E ⊕ E , ρ ⊕ 0, Pˆ ) determine the same class: P has been replaced by an actual
projection. This leads to a completely positive map
sˆ(a) := Pˆ ρˆ(a)Pˆ ,
for the Busby invariant
τˆ (a) := Pˆ ρˆ(a)Pˆ mod J ⊗K.
Computing, this equals[
Pρ(a)P Pρ(a)
√
P − P 2
Pρ(a)
√
P − P 2 √P − P 2ρ(a)√P − P 2
]
modM2(J)
and as all entries except for the top left corner are zero mod M2(J), this equals Pρ(a)P = τ(a),
whence τˆ = τ .
We are primarily interested in the following example of a geometric source.
LetM be a compact manifold-with-boundary ∂M and interiorM . Then we have an extension
(7.9) 0→ C0(M)→ C(M)→ C(∂M)→ 0.
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With the identification M(C0(M)) ∼= Cb(M) we can describe the Busby invariant as the *-
homomorphism
τ : C(∂M)→ Cb(M)/C0(M), τ(f) = f˜ mod C0(M)
where f˜ is any extension of f to a continuous function on M .
It will be convenient to work with another extension rather than (7.9).
Let ν ⊂ M be a collar of the boundary (collars, even G-equivariant collarings, with G a
groupoid, are discussed extensively in [22].) Thus ν ∼= ∂M× [0, 1) with the boundary identifying
as M × {0}. Let χ ∈ Cb(ν) with 0 ≤ χ ≤ 1, χ = 1 on ∂M and χ has compact support in ν. We
may take χ(x, t) = 1− t for example, defined on U ∼= ∂M × [0, 1) and extended to zero outside
U , where we have used the identification ν ∼= ∂M × [0, 1) Let
ν := ν ∩M
an open subset of M homemorphic (via the collaring) to ∂M × (0, 1). Let r : ν → ∂M be the
projection, then dualizing r gives a *-homomorphism
rˆ : C(∂M)→ Cb(ν) ⊂ Cb(ν),
and since χ2 − 1 ∈ C0(ν), we get a Kasparov cycle (C0(ν), rˆ, χ) for KK1(C(∂M), C0(ν)). On
the other hand, the extension
(7.10) 0→ C0(ν)→ C0(ν)→ C(∂M)→ 0
admits the following completely positive splitting:
s : C(∂M)→ C0(ν) s(f) := χ · rˆ(f) · χ,
since χ · rˆ(f) · χ = f on ∂M.
Now, carrying out the general procedure discussed above, with A := C(∂M), B := C(ν), J :=
C0(ν) and P := χ, and we realize the Busby invariant of the extension (7.10) as the upper left
corner of the representation
ρˆ(f) :=
[
χ · rˆ(f) · χ χ · rˆ(f) ·
√
χ− χ2
χ · rˆ(f) ·
√
χ− χ2
√
χ− χ2 · χ · rˆ(f) ·
√
χ− χ2
]
modM2
(
C0(ν)
)
,
This proves that the Kasparov cycle associated to the extension (7.10) is the triple (C0(ν), rˆ, χ)
for KK1(C(∂M), C0(ν)). (Compare to Example 7.7).
Let ι : ∂M → M the smooth embedding ι(x) = c(x, 12 ), where c : ∂M × [0, 1) → M is the
collaring (c is a diffeomorphism onto the open collar ν.) Then ι has an evidently trivial normal
bundle with total space ν the same as above, which therefore carries a canonical K-orientation
and Thom class tν ∈ KK1(C(∂M), C0(ν)).
Lemma 7.11. 1) The class [∂ν ] ∈ KK1(C(∂M), C0(ν)) of the extension (7.10) is equal to the
Thom class tν of the normal bundle to the embedding ι. 2) Let [∂M˜ ] ∈ KK1(C(∂M), C0(M)) be
the class of the extension (7.9). Then
(ϕ!)∗([∂ν ]) = [∂M˜ ] ∈ KK1(C(∂M), C0(M))
holds, where ϕ! : C0(ν)→ C0(M) is the *-homomorphism induced by the open embedding ϕ : ν →
M .
Remark 7.12. In the notation of correspondences, this says that
ι! = [∂M˜ ] ∈ KK1(C(∂M), C0(M).
The proofs of the Lemma is straightforward (see Example 7.7). See [10] for some rather
similar argumentation (which is where the author learned it.)
There is no difficulty whatsoever in making the construction G-equivariant, if G is a proper
groupoid, acting on a bundle of smooth manifolds. We state the Lemma, and leave details
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of the proof to the reader; very similar such Lemmas using similar techniques appear in [22].
Furthermore, we construct equivariant collars in the main example of interest, below.
Lemma 7.13. Let G be a proper groupoid acting smoothly on a bundle of smooth manifolds-
with-boundary M with boundary ∂M and interior M . Assume there is a G-equivariant collaring
c : ∂M × [0, 1)→M,
i.e. c is a G-equivariant fibrewise diffeomorphism onto an open neighbourhood of ∂M in M
whose restriction to ∂M × {0} is the inclusion ∂M →M . Then the G-equivariant extension
0→ C0(M)→ C(M)→ C(∂M)→ 0
admits a G-equivariant contractive and completely positive splitting, the smooth embedding ι : ∂M →
M, ι(x) = c(x, 12 ) admits a canonical G-equivariant orientation, and the equation
ι! = [∂M ] ∈ KKG1 (C(∂M), C0(M))
holds.
7.3. Conclusion of the proof. We now return to hyperbolic groups.
Let (Z,Γ) be a smooth K-oriented group with Z negatively curved, so that it is Gromov
hyperbolic with Gromov compactification Z and boundary ∂Z ∼= ∂Γ (noting that Γ acts co-
compactly and isometrically on Z.)
The boundary ∂Z can be identified with Sn−1, if dim(Z) = n, and the group acts by C1+ǫ-
diffeomorphisms of this sphere. We have a Γ-equivariant exact sequence
(7.14) 0→ C0(Z)→ C(Z)→ C(∂Z)→ 0.
Clearly the boundary does not admit a Γ-equivariant collaring. For if it did, the image ι(∂Z) ⊂ Z
would be Γ-invariant, which is impossible, since ∂Z is compact and Γ acts properly.
However, after inflating this whole situation over Z ∼= EΓ we obtain a G-equivariant bundle
of manifolds-with-boundary and corresponding extensions, and now it is possible to find an
equivariant collaring
c : Z × ∂Z × [0, 1)→ Z × Z
quite explicitly, for example as follows. For a point (x, a) ∈ Z× ∂Z, the geodesic ray emanating
from x and pointing towards the boundary point a determines a canonical (geometrically defined)
map rx,a : [0,∞)→ Z (and endpoint a in Z), so that
rgx,ga(t) = grx,a(t)
for any isometry of Z. Fix a re-scaling [0, 1)
∼=−→ [0,∞) mapping 1 to ∞. Then combining the
re-scaling with the map r just defined gives the required collaring
c : Z × ∂Z × [0, 1) ∼= Z × ∂Z × [0,∞) r¯→ Z × Z,
the explicit formula may be taken to be
c(x, a, t) =
(
x, rx,a(
√
1− t
t
)
)
, if t 6= 0, and c(x, a, 0) := a.
Lemma 7.13 now applies. Let
ι : Z × ∂Z → Z × Z, ι(x, a) := c(x, a, 1
2
).
This is a G-equivariant oriented fibre wise embedding, i.e. a bundle of smooth embeddings
∂Z → Z parameterized by the points of Z, and equivariant, as a bundle of maps, under the
Γ-action. It yields a class
(7.15) ι! ∈ KKG1 (C0(Z × ∂Z), C0(Z × Z)) ∼= RKKΓ1 (Z;C(∂Z), C0(Z))
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which, by Lemma 7.13 is the same as the corresponding extension class, that is, the class obtained
via the GΓ-equivariant Stinespring construction from the GΓ-equivariant bundle of extensions
(7.16) 0→ C0(Z × Z)→ C0(Z × Z)→ C0(Z × ∂Z)→ 0,
over Z.
For convenience in the argument we are using, we point out that the Γ-equivariant exten-
sion (7.14), though it doesn’t admit a Γ-equivariant collaring, it does admit a Γ-equivariant
completely positive splitting of another kind. If x ∈ Z, the exponential map determines a map
expz : Sx(Z)→ ∂Z, and pushing forward the volume element on SxZ determined by the metric,
we obtain a measure µx ∈ Prob(∂Z). The formula
(Pf)(z) :=
∫
∂Z
f(ξ)dµx(ξ)
provides a Poisson-transform in this situation: Pf extends continuously to Z and restricts to f
on the boundary. The construction is clearly equivariant.
Therefore the extension
0→ C0(Z)→ C(Z)→ C(∂Z)→ 0
determines a class [∂Z ] in KK
Γ
1
(
C(∂Z), C0(Z)
)
.
See [8] for a treatment of measures on the boundaries of hyperbolic spaces.
It is clear from computing with the cycles that
[∂Z ]⊗C0(Z) [ev] = [∂Γ] ∈ KKΓ1 (C(∂Z),C),
where [∂Γ] is the boundary extension class (the Dirac class, as we aim to prove).
Lemma 7.17. The inflation of the boundary extension class [∂Γ] ∈ K1(C(∂Γ)⋊r Γ) factors as
(7.18) inflate([∂Γ]) = ι!⊗C0(Z×Z) inflate([ev]) ∈ RKKΓ1 (Z;C(∂Z),C).
with ι! as in (7.15).
Proof. The class inflate([∂Z ]) is that of an extension (7.16) with two natural GΓ-equivariant
completely positive splittings: one using the product of the identity map on Z and the Poisson
splitting of (7.14) explained above, and the other using the GΓ-equivariant collaring. The space
of GΓ-equivariant completely positive maps is convex, and so the two corresponding cycles are
homotopic. We obtain
ι! = inflate([∂Z ]) ∈ RKKΓ1
(
Z;C(∂Z), C0(Z)
)
,
by Lemma 7.13. We get
(7.19) ι!⊗C0(Z×Z) inflate([ev])
= inflate([∂Z ])⊗C0(Z×Z) inflate([ev]) = inflate([∂Z ]⊗C0(Z) [ev]) = inflate([∂Γ])

We now complete the proof of Theorem 7.2.
We have shown that
(7.20) inflate([∂Γ]) = ι!⊗C0(Z×Z) ⊗C0(Z×Z)(1C0(Z) ⊗C [ev])
where ι : Z × ∂Z → Z × Z is
ι(x, a) =
(
x, c(x, a,
1
2
)
)
.
This equality holds in RKKΓ∗ (Z;C(∂Z),C).
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To complete the proof, we show that
(7.21) PD
(
ι!⊗C0(Z×Z) ⊗C0(Z×Z)(1C0(Z) ⊗C [ev])
)
= [ev]⊗C [∂Z].
Using the definition of PD, the left hand side of this equation is
(7.22) ι!⊗C0(Z×Z) (1C0(Z) ⊗ [ev])⊗C0(Z) [Z] = ι!⊗C0(Z×Z) ([ev]⊗C [Z])
By commutativity of the external product ⊗C and the fact that the two coordinate projections
Z × Z → Z are Γ-equivariantly homotopic, this is the same as
(7.23) ι!⊗C0(Z×Z) ([Z]⊗C [ev]) = ι!⊗C0(Z×Z) ([Z]⊗C 1C0(Z))⊗C0(Z) [ev]
Now we claim that
(7.24) ι!⊗C0(Z×Z) ([Z]⊗C 1C0(Z)) = 1C0(Z) ⊗C [∂Z]
with [∂Z] the transverse Dirac class on ∂Z.
The class ι! ∈ KKΓ∗ (C0(Z × ∂Z), C0(Z × Z)) is represented by the wrong-wap map
r : Z × ∂Z → Z, r(x, a) := (x, c(x, a, 1
2
)
)
,
or, more precisely, by the smooth correspondence
Z × ∂Z id←− Z × ∂Z r−→ Z × Z.
And [Z]⊗C 1C0(Z) is of course represented by the correspondence
Z × Z id←− Z × Z pr2−−→ Z.
These correspondences are transverse (the left map of the second is a submersion) so can be
composed using transversality and coincidence spaces and the outcome is easily computed to be
the correspondence
Z × ∂Z id←− Z × ∂Z r
′
−→ Z,
with r′(z, a) := c(z, a, 12 ).
But moving c(z, a, 12 ) along the ray [z, a) from c(z, a,
1
2 ) to z = limt→1 c(z, a, t) gives a homo-
topy between r′ and the projection prZ : Z × ∂Z → Z.
Now given the claim (7.24), plug it into (7.23), to give that the left hand side of (7.21) equals(
1C0(Z) ⊗C [∂Z]
)⊗C0(Z) [ev] = [∂Z]⊗C [ev].
as required.
8. The intersection index formula
The procedure followed by Connes, Gromov and Moscovici say in their paper [9], amounts
to, as they put it, a sort of reverse index theorem. It builds an analytic object (a KK-class)
from to a given topological one (group cohomomology class). In their case, the purpose was
to prove homotopy-invariance of the topological object (the higher signature determined by the
cohomology class).
We are doing something similar. The class of a fibre in Z ×Γ X → Γ\X may or may not
admit an analytic representative (as a cycle representing the Dirac class). But any time this is
done, an automatic topological formula for its induced K-theory pairing is determined.
Let (Z,Γ) be a smooth, d-dimensional, K-oriented group, and letX be a smooth equivariantly
K-oriented Γ-manifold of dimension n. Assume that a Dirac class [Γ̂⋉X] ∈ KKd−n(C0(X) ⋊
Γ,C) exists, then it determines a pairing and corresponding map
Kn−d(C0(X)⋊ Γ)→ Z.
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We are going to compute this map geometrically on the range of the Baum-Connes assembly
map
µ : KKΓn−d
(
C0(Z), C0(X)
)→ Kn−d(C0(X)⋊ Γ).
This is possible due to the topological definition of Dirac class.
To simplify matters, we will assume that Γ is torsion-free in the rest of this section. As before
we let iz0,X : X → Z ×Γ X the inclusion of X as a fibre in p : Z ×Γ X → Γ\Z.
Using inverse of the Poincare´ duality from Proposition 2.10
PD−1 : KKΓ∗
(
C0(Z), C0(X)
) ∼= RKKΓ∗+d(Z;C, C0(X))
and the generalized Green-Julg Theorem,
RKKΓ∗
(
Z;C, C0(X)
) ∼= KK∗(C, C0(Z ×X)⋊ Γ) ∼= K−∗(Z ×Γ X),
we may re-cast the Baum-Connes assembly map as a map
(8.1) µˆ : K−∗(Z ×Γ X)→ K∗−d(C0(X)⋊ Γ)
shifting degrees by −d. The relevant dimension for purposes of pairing with the Dirac class, is
then ∗ = n. The domain of µˆ may be described in terms of geometric equivalence classes of
smooth correspondences
(8.2) · ← (M, ξ) f−→ Z ×Γ X.
with ξ a compactly supported K-theory class on M , f K-oriented. Since Z ×Γ X is already
endowed with a fixed K-orientation, by the 2-out-of-3 result for K-oriented vector bundles, K-
orientations on f , that is, on the vector bundle f∗
(
T (Z×ΓX)
)⊕TM , are in 1-1 correspondence
with K-orientations onM , so that we may regard the data of a geometric cycle for the domain of
µˆ as being a smooth, K-oriented manifold M , a smooth map f : M → Z×ΓX , and a compactly
supported K-theory class ξ ∈ K−i(M) on M .
The dimension of the corresponding class in K∗(Z ×Γ X) is −i− n − d + dimM , and after
Poincare´ dualizing it we obtain thus a class in KKΓi+n−dimM (C0(Z), C0(X)), so that in order
to get a n− d-dimensional K-theory class, the right dimension to pair with the Dirac class. for
C0(X)⋊ Γ, we need i = dimM − d (mod 2, of course).
In particular, if M is compact, and ξ = 1 is the class of the trivial line bundle, the case of
most immediate geometric interest, and the one we will focus on, then this shows that we should
be interested in examples when dimM = d, the dimension of Z.
Definition 8.3. A d-dimensional geometric cocycle for the Γ action on X is a pair consisting
of a compact, d-dimensional K-oriented manifold M and a smooth map f : M → Z ×Γ X .
Its class in K−d(Z ×Γ X) is denoted Index(f !).
Example 8.4. If the integers Z acts on a compact manifold X of dimension n, then d = 1 and
geometric 1-cocycles correspond roughly to (homotopy classes of) loops in the mapping cylinder
R×Z X .
Example 8.5. Let Z2 act on a torus Tn by a pair of group translations, so that R2×Z2Tn ∼= T2+n.
Let L˜ be a plane in R2+n specified by a set of n equations
aix+ biy + ui1t1 + · · ·+ uintn = 0, i = 1, . . . , n
with integer coefficients with the n-by-n matrix U := (uij) invertible over Q.
Then L˜/Zn+2 is a 2-dimensional torus which maps canonically to T2+n. We get a 2-dimensional
geometric cocycle
p : T2 → R2 ×Z2 Tn.
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Example 8.6. Let M be a negatively curved compact d-dimensional K-oriented manifold and
Γ = π1(M) acting on the universal cover Z := M˜ . Then
Z ×Γ ∂Z ∼= SM,
wher eSM is the sphere bundle of the tangent bundle of M . If the Euler characteristic χ(M) is
zero, then there is a non-vanishing vector field on M and hence a smooth map
ξ : M → SM,
and, K-orienting ξ by the K-orientations on its domain and range, we get a d-dimensional
geometric cocycle Index(ξ!) for Γ acting on ∂Z.
Let (M, f) be a (slightly inapted named) d-dimensional geometric cycle, as it determines a
smooth n-dimensional correspondence as in (8.2) with class [M, f ] ∈ KKn
(
C, C(Z ×ΓX)
)
. The
dualized version of the assembly map of (8.1) shifts degrees by −d and so
µˆ([M, f ]) ∈ KKn−d(C, C0(X)⋊ Γ) = Kn−d(C0(X)⋊ Γ)
can be paired with the Dirac class [Γ̂⋉X ] ∈ KKd−n(C0(X)⋊ Γ,C) to give an integer. We call
this integer the Dirac index of the cocycle. It is an analytic invariant.
We now define a topological invariant of a cocycle f : M → Z ×Γ X . Consider the inclusion
iz0,X : X → Z×ΓX of the fibre Xz0 . By perturbing f through a homotopy if necessary, we may
assume that f and iz0,X are transverse. Therefore we can compose the correspondences
· ←M → Z ×Γ X
iz0,X←−−− X → ·
by transversality, yielding the K-oriented smooth, 0-dimensional manifold f−1(Xz0), where Xz0
is the fibre. This inverse image is is a finite set of points, suitably K-oriented.
We call the algebraic sum of these K-oriented (e.g. signed) points the intersection index of
the cocycle.
Example 8.7. In the case of integer actions as in Exampe 8.4 the intersection index of a loop in
R×Z X is the algebraic number of times the loop crosses the hypersurface X ∼= F ⊂ R×Z X .
Example 8.8. The intersection index of the 2-dimensional geometric cocycles for a Z2-action
on Tn as in Example 8.5 is given by the cardinality of the finite group U(Zn)/Zn with U ∈
Mn(Z) ∩GLn(Q) the integer matrix used to define the plane.
Remark 8.9. Given that Γ is torsion-free, the long exact sequence of the fibration p : Z ×ΓX →
Γ\Z (with fibre X) gives that the inclusion of the fibre X in Z ×Γ X induces an isomorphism
πd(X)→ πd(Z ×Γ X) on homotopy groups as long as d ≥ 2, since Γ\Z is aspherical.
This shows that for d > 1, one cannot achieve geometric cocycles with nonzero intersection
indices by mapping spheres Sd → Z ×ΓX , since they factor through the fibre inclusion, and up
to obvious homotopy one can alter one of any two fibre inclusions to make them have disjoint
range.
The main point of Dirac classes for actions is the following result, which can be considered
a kind of ‘black box’ index theorem. It applies automatically every time one constructs a
representative of the Dirac class. The result below is a special case of a more general one,
Theorem 8.17.
Theorem 8.10. If f : M → Z ×Γ X is a d-dimensional geometric cocycle for Γ acting on X,
then it’s Dirac (analytic) index equals its (topological) intersection index.
This result is a formal consequence of functorial properties of the Dirac method and is dis-
cussed following the examples below.
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8.1. Integer actions. In the case of integer actions, say of Z acting on X smoothly by a
diffeomorphism ϕ : X → X , the Dirac class [Ẑ ⋉X] ∈ KK1−n(C(X) ⋊ Z,C) always is non-
vanishing and non-torsion in K-homology. This follows from Theorem 8.10 and the following
construction of a 1-cocycle.
Choose a point x0 of X and let γ : [0, 1] → X be a smooth path from x0 to ϕ(x0) with
γ′(0) 6= 0. Let f : [0, 1]→ R×ZX be the loop f(t) := [
(
t, γ(t)
)
]. It’s intersection index is clearly
+1.
If the action is isometric, then we may represent the Dirac class by the spectral triple(s)
described in Example ??.
Suppose X = T with Z acting by irrational rotation. The Dirac class is represented by the
deformed Dolbeault operator Dθ acting on L
2(Aθ), while R ×Z T ∼= T2 can be identified with
the 2-torus. If Lp,q ⊂ R2 is a line through the origin of rational slope pq , then it projects to a
loop
fp,q : T→ T2,
that is, a geometric 1-cocycle, whose intersection index is = +q.
The analytic counterpart of the index theorem is as follows.
Let Lθ be a line in T
2 of slope θ. The real line acts by Kronecker flow on T2 and the loops
fp,q are transverse to the flow. Restricting the groupoid R × R2 to the transversals fp,q and
identifying the transversals with T yields, as one computes, the groupoid Z ⋉θ′ T of irrational
rotation by θ′ := pθ+qrθ+s . Forgetting the left action of Aθ′ on these modules gives (since Aθ′ is
unital and acts by compact operators) a family of Ep,q of finitely generated projective modules
over Aθ (studied by Rieffel.)
The Dirac index computes the Kasparov pairing
〈[Ep,q], [Dθ]〉.
Intuitively, this is the index of the Dirac operator on T2θ ‘twisted by’ the ‘bundle’ Ep,q, and
by choosing a suitable connection one can represent it quite concretely as a deformed Doleault
operator, acting on sections of the relevant bundle. The Dirac index (the Fredholm index of this
operator) is thus +q.
8.2. Vanishing of the Fredholm index. The intersection index formula allows us to dispose
rapidly of the problem of computing the ordinary Fredolm index of a Dirac class, for an action
of Γ on X compact, that is, the pairing
〈[1], [Γ̂⋉X ]〉 ∈ KKd−n(C,C) = Z,
which, of course, is only potentially nonzero when d− n = 0 mod 2.
Theorem 8.11. The Fredholm index of the Dirac class [Γ̂⋉X ] of any action is zero.
For example, the ordinary Fredolm index of the deformed Dolbeault operator Dθ on T
2
θ is
zero.
The proof is based on the following simple Lemma, whose proof already follows from the
discussion in the proof of Proposition 4.8.
Lemma 8.12. µ([ev]) = [1C∗Γ] ∈ K0(C∗Γ) where 1C∗Γ is the unit in C∗Γ.
Proof. (of Theorem 8.11). We lift the class [1] ∈ K0
(
C0(X)⋊ Γ
)
under µˆ to a geometric coycle
with zero intersection index.
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Let u : C → C(X) be the Γ-equivariant inclusion, u ⋊ Γ: C∗(Γ) → C(X) ⋊ Γ the induced
map. The diagram
KKΓ0 (C0(Z),C)
u∗

µ
// K0(C
∗Γ
)
(u⋊Γ)∗

KKΓ0
(
C0(Z), C(X)
) µX
// K0(C(X)⋊ Γ)
commutes and thus µX
(
u∗([ev]) ∈ KKΓ0
(
C0(Z), C(X)
)
= [1C(X)⋊Γ] by the Lemma. To show
this has zero pairing with the Dirac class, it suffices to compute the Poincare´ dual of u∗([ev]) ∈
RKKΓ+d(Z;C, C(X)
) ∼= K−d(Z ×Γ X), and show that it’s intersection index is zero. As the
proof is similar to that of Proposition 6.15, we merely sketch it. The class u∗([ev] is represented
(analytically) by the Γ-equivariant correspondence obtained by composing
Z
oz0←−− Γ→ · ← X id−→ X,
where oz0 is the orbit map at z0.
The composition gives
Z
oz0◦prΓ←−−−−− Γ×X prX−−→ X
from Z to X . Poincare´ dualizing as in the proof of Proposition 6.15 and taking Γ-invariants
gives the smooth correspondence
· ← X iz0,X−−−→ Z ×Γ X.
Finally, replacing the point Γz0 to any different point Γz1, we obtain the equivalent (because
the two points can be connected by a path) correspondence
· ← X ez1,X−−−→ Z ×Γ X
and the map ez1,X now has disjoint image from the image of iz0,X . Hence the intersection index
is zero as claimed.

8.3. Boundary actions of hyperbolic groups.
Corollary 8.13. Let Γ be the fundamental group of a negatively curved odd-dimensional compact
d-dimensional manifold M with universal cover Z and Gromov boundary ∂Z ∼= ∂Γ. Then the
boundary extension class
[∂Γ] ∈ K1(C(∂Γ) ⋊ Γ)
is a non-torsion, nonzero class in K-homology, and the Dirac index of the d-dimensional geo-
metric cocycle of Example 8.6 determined by a non-vanishing vector field on M , is +1.
Remark 8.14. We have implicitly K-oriented ξ : M → SM by the separate K-orientations on M
and on SM given to us. One could also K-orient it differently, by switching the K-orientation
on M . This would result in an intersection index of −1.
In the case of isometry groups of classical (say, real), hyperbolic space, where M = Γ\Z
where Z is classical hyperbolic space, the sphere bundle SM identifies with G/Γ, where G is
the full group of orientation-preserving isometries. If now Γ′ ⊂ Γ is a lattice of finite index, and
ξ : M ′ → SM ′ ∼= G/Γ′ is a non-vanishing vector field, then
· ←M ′ ξ−→ G/Γ′ → G/Γ
also gives a geometric d-cocycle with intersection index [Γ; Γ′], as the reader can easily check.
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Of course the existence of a non-vanishing vector field ξ in order to make a positive index is
equivalent to vanishing of the Euler characteristic χ(M). For surface groups Γ = π1(M
g), this
is not the case, and in fact the boundary extension class, that is, the Dirac class, is torsion of
order χ(Mg) = 2− 2g.
There is a very natural, geometric way of studying torsion in geometric K-homology, however,
and this gives some information on, for example, the torsion degree of, for instance, the boundary
extension class. We give a brief description of this now.
Let k be any positive integer. The Bockstein sequence for K-homology with Z/k-coefficients
is
(8.15) · · ·K∗(SM) k·−→ K∗(SM)→ K∗(SM)Z/k δ−→ K∗−1(SM)→ · · ·
where K∗(SM)Z/k is the K-homology of SM with Z/k-coefficients. The Bockstein sequence
describes k-torsion in K-homology.
R. Deeley in [12][13] describes this group using a modification of the usual Baum-Douglas
style, using (K-oriented) Z/k-manifolds in the style of Sullivan, which map to SM , and a vector
bundle datum. With this description, the Bockstein connecting map in (8.15) has a simple
geometric description in terms of Baum-Douglas cycles: if f : W → SM is a map from a
K-oriented Z/k-manifold W to SM , then f restricts to a map ∂W → SM , giving an ordinary
Baum-Douglas cycle for SM and corresponding k-torsion class (since k-copies of it is, manifestly,
a boundary). One deals with a bundle datum by restriction as well.
Let now i : Sd−1 → SM be the inclusion of a fibre in π : SM → M , with class i∗([Sd−1]) ∈
K1−d(SM). Choose a smooth vector field ξ : M → TM transverse to the zero section. The
vector field has zeros p1, p2, . . . and an index ±1 at each of these zeros, and the sum of the
indices is equal to k := χ(M).
The Riemannian exponential map identifies the fibres Spj (M) with the boundaries ∂Bj of
Riemannian balls around pi. Remove these open balls from M . This results in a manifold-with-
boundary W ′. Using a parallel transport argument, for example, one can produce diffeomor-
phisms
fij : ∂Bi → ∂Bj
which are orientation-reversing if ξ has the same index at pi and pj , and are orientation-
preserving otherwise.
Now identify any two ∂Bi’s, using the relevant diffeomorphism, if the vector field has the
same index at each of their centres. This results in a new manifold-with-boundaryW , whose re-
maining boundary components come with a collection of orientation-preserving diffeomorphisms
between them. We thus have a Z/k-manifold, where k is the Euler characteristic. Finally, the
vector field ξ is non-vanishing on the complement of ∪iBi, can be arranged compatible with the
diffeomorphisms fij , and hence determines a map ξ
′ : W → SM .
Thus we obtain a cycle (W, ξ′) for K0(M)Z/k.
Theorem 8.16. The Bockstein map δ : K0(SM)Z/k → K1(SM) maps the class of ξ′ : W → SM
to the class i∗([S
d−1]) ∈ K1(SM).
In particular, the fibre class i∗([S
d−1], and hence the boundary extension class [∂Γ] ∈ K1(C(∂Γ)⋊
Γ), is χ(M)-torsion in K1(C(∂Γ)⋊ Γ).
We conclude with the proof of the intersection index formula, which is essentially a formal
consequence of functoriality results in equivariant KK-theory.
Theorem 8.17. If · ← (M, ξ) f−→ Z ×Γ X is a smooth correspondence from a point to Z ×Γ X,
Index(f !, ξ) ∈ KK∗
(
C, C0(Z ×Γ X)
)
its class, [ev]⊗C [X ] ∈ KK−d(Z ×Γ X,C) the K-homology
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class of a fibre of Z ×Γ X → Γ\X then
〈µˆ(Index(f !, ξ)), [Γ̂⋉X]〉 = 〈Index(f !, ξ), [ev]⊗C [X ]〉,
with in both cases the pairings between between Kasparov K-theory and K-homology.
Proof. The work of Meyer and Nest, part of which was extended in [22], on formalizing and
abstracting the Dirac method, show that in a rather more general context, the Baum-Connes
assembly map
(8.18) KKΓ∗ (C0(EΓ), B)
µ−→ KK∗(C, B ⋊ Γ)
agrees with the following map, supposing that one has a suitable dual (see [22] Theorem 6.9 and
environmental discussion). The dual involves various data, including a proper Γ-C*-algebra P
which in the present case of interest is C0(Z). Duality identifies the domain of 8.18 with the
group
RKKΓ∗+d
(EΓ;C0(EΓ),P ⊗ C0(X)).
The generalized Green-Julg Theorem identifies this group with
KK∗+d(C,P ⊗ C0(X) ⋊ Γ).
Hence assembly is equivalent to a map
(8.19) KK(C,P ⊗ C0(X) ⋊ Γ)→ KK∗−d(C, C0(X)⋊ Γ).
The map in question is induced by Kasparov product with with the Dirac morphism D ∈
KKΓ−d(P ,C).
Translating this into the present context, where P = C0(Z), D = [Z] ∈ KKΓ−d(C0(Z),C),
gives the following Lemma, from which the Theorem follows immediately from putting ψ :=
[Γ̂⋉X] to be the Dirac class in equivariant theory.
Lemma 8.20. Let ϕ ∈ KKΓ∗
(
C0(Z), C0(X)
)
and ϕˇ ∈ K−∗−d(Z ×Γ X) it’s Poincare´ dual. Let
ψ ∈ KKΓ−∗(C0(X),C) and L(ψ) ∈ KK−∗−d(C0(Z ×Γ X),C) = K∗+d(Z ×Γ X) it’s image under
the localization map. Then
(8.21) 〈µ(ϕ), ψ〉 = 〈ϕˇ,L(ψ)〉 ∈ Z,
where the pairing is that between K-theory and K-homology of Z ×Γ X.
This concludes the proof of the intersection index formula.

Finally, we note that the more general statement of the Intersection Index Formula special-
izes to a topological formula for computing the boundary map of the boundary extension of a
hyperbolic group. We record it here, by way of conclusion.
Corollary 8.22. The boundary map
δ : K1(C(∂Z)⋊ Γ)→ Z
associated to the boundary extension admits the following topological description. Let
µˆ : K−∗(SM)→ K∗−d(C(∂Z)⋊ Γ)
be the Baum-Connes assembly map. Then if · ← (W, ξ) f−→ SM is a Baum-Douglas cocycle for
SM , with class Index(f !, ξ), and f : W → SM transverse to the fibre Sz0M , then
(δ ◦ µˆ)(Index(f !, ξ)) = Index([f−1(Sz0M)] · ξ)
– the index of the Dirac operator on the spinc-manifold f−1(Sz0M), twisted by ξ.
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