Abstract. A simple, elementary proof of the existence, uniqueness, and smoothness of solutions to ordinary differential equations is given. In fact, it is shown that for a differential equation of class C r , the successive approximations of Picard converge in the C r -sense.
It is a fundamental theorem of ordinary differential equations that an equation of the form α (t) = f(α(t)), where f is a C r function (1 ≤ r ≤ ∞) on an open set in euclidean space, has a unique solution for each initial condition and the solution is of class C r as a function of both t and the initial condition. It is well known that the existence and uniqueness follow easily from the contraction mapping principle, but the usual proofs of the smoothness of the solution are difficult (see for instance [C-L] , [D] , [H-S] , [L1] , or [L2] ). In fact, Michael Spivak [S] refers to the smoothness as "a very hard theorem". However, we will give below a simple, elementary proof of smoothness by extending the contraction mapping proof of existence and uniqueness. In fact, we will show that the successive approximations of Picard converge to the solution in the C r -sense. The precise result is given in the theorem below. (As usual given a bounded function f defined on a set X, we will denote the supremum of f over X by f X or, when the set X is understood, by f ∞ . Given a function g : U × V → R m where U and V are open sets in euclidean spaces, D k j g will denote the kth partial derivative of g with respect to the jth variable (j = 1, 2).)
open, and let x 0 be an arbitrary point in U . Choose a > 0 such that the closed ball B 2a (x 0 ), of radius 2a and center x 0 , is contained in U , and choose η > 0 such that
Then there is a unique function φ : (−η, η) × B a (x 0 ) → R m satisfying the equations
Now let M denote the set of continuous maps of
Then for every C r function α 0 in M whose derivatives up to order r are bounded, the sequence (S n α 0 ) ∞ n=0 obtained by iterating S converges in the C r -sense to φ, and hence, φ is of class C r .
Before proving the theorem, we need a simple lemma which is reminiscent of the contraction mapping principle. The proof of the lemma given below was shown to me by Andrew Browder and is a simplification of my original proof.
Lemma. Suppose (X, d) is a metric space, and suppose
is a sequence of contractions on X for which there exists a number c < 1 such that
for all x, y ∈ X and all n. Suppose also that there is a point x ∞ ∈ X such that Q n (x ∞ ) → x ∞ as n → ∞. Let x 0 ∈ X be arbitrary, and define a sequence (x n ) recursively by setting
Proof of the Theorem. We will establish existence and uniqueness in the usual way by applying the contraction mapping principle to S. First we should check that S is well-defined, that is, that Sα really is an element of M for each α in M . It is easy to see that Sα is continuous. Moreover, for any t ∈ (−η, η) and x ∈ B a (x 0 ) we have
then the image of α must in fact lie in B 2a (x 0 ). (If α(t, x) lies outside B 2a (x 0 ) for some t > 0 and x ∈ B a (x 0 ), then there must be a smallest positive number τ for which α(τ, x) lies outside B 2a (x 0 ). Then α(τ, x) − α(0, x) > a, whereas the vector-valued form of the mean value theorem shows that we should have
A similar argument applies if α(t, x) / ∈ B 2a (x 0 ) for some t < 0 and x ∈ B a (x 0 ).) Now the fundamental theorem of calculus shows that a function α : (−η, η) × B a (x 0 ) → R m satisfies (1) if and only if α is a fixed point of S. Note that M is a complete metric space under the supremum metric. Moreover, given α, β ∈ M we have
for all s and x. Since η Df B 2a (x0) < 1, this shows that S : M → M is a contraction. Therefore, by the contraction mapping principle, S has a unique fixed point φ, and moreover, if α 0 ∈ M is arbitrary, then the sequence (S n α 0 ) ∞ n=0 converges uniformly to φ. Now let α 0 be an arbitrary C r function in M whose derivatives up to order r are bounded. Since the limit of a sequence that converges in the C r -sense must be of class C r , the proof of the theorem will be complete once we have shown that the sequence (S n α 0 ) converges in the C r -sense to φ. For the moment we consider only the case r = 1. First we note that if α is a C 1 function in M whose derivative is bounded, then the same is true of Sα, for applying the fundamental theorem of calculus to the equation defining S gives
and differentiating under the integral sign gives
where I is the identity on R m . Since we already know that (S n α 0 ) converges uniformly to φ, to show that (S n α 0 ) converges in the C 1 -sense to φ it suffices to show that (D 1 (S n α 0 )) and (D 2 (S n α 0 )) converge uniformly. Since equation (2) gives
, the uniform convergence of (S n α 0 ) and the uniform continuity of f on B 2a (x 0 ) together show that (D 1 (S n α 0 )) converges uniformly. For notational convenience, let α n = S n α 0 and α ∞ = φ. Let L(R m ) denote the space of linear operators on R m with the usual operator norm, and let L denote the space of bounded continuous maps from (−η, η) × B a (x 0 ) to L(R m ) under the supremum norm. For each n ∈ Z + ∪ {0, ∞} define Q n : L → L by (Q n l)(t, x) = I + t 0 (Df )(α n (s, x)) · l(s, x) ds.
It is easy to see that the formula on the right-hand side defines an element of L so that Q n is well-defined.
