The improved Fréchet-Hoeffding bounds are ad-hoc estimates on the Fréchet class of probability distributions with given marginals and prescribed values on a subset of R d . Using an optimal transport approach, we first provide an alternative derivation of the improved upper bound. To this end, we establish a dual representation of a constrained transport problem over distributions in the aforementioned Fréchet class and show that the improved upper Fréchet-Hoeffding bound belongs to the class of admissible functions for the dual optimization problem. The proof of strong duality is based on a general representation result for increasing convex functionals and the explicit computation of the conjugates. We show further that the improved upper Fréchet-Hoeffding bound is not the dual optimizer of this transport problem. In turn we prove that the improved upper bound is the dual optimizer of a relaxed version of the initial transport problem, thus proving sharpness of the improved upper Fréchet-Hoeffding bound for the relaxed Fréchet class. This is achieved by direct construction of the dual optimizers for a certain class of objective functions.
Introduction
Let F(F * 1 , . . . , F * d ) be the Fréchet class of cumulative distribution functions (cdf's) on R d with univariate marginal distributions F * 1 , . . . , F * d . An important problem in optimal transport is the maximization of the expectation ϕ dF for a reward function ϕ : R d → R over all cdf's in F(F * 1 , . . . , F * d ), i.e. A well known result in the theory of stochastic dominance allows to compute an ad-hoc estimate on the supremum in (1.1). Namely, for each d-dimensional distribution F such that F ≤ F for all F ∈ F(F * 1 , . . . , F * d ), where the inequality is understood in a pointwise sense, it holds that (1.1) is smaller than ϕ dF under certain monotonicity conditions on the objective function ϕ; see e.g. Müller and Stoyan [20] . In other words, each distribution that dominates the cdf's in F(F * 1 , . . . , F * d ) yields an upper bound on the expectation of ϕ; a lower bound on F(F * 1 , . . . , F * d ) yields in turn a lower estimate on the expectation. Evidently, when F ∈ F(F * 1 , . . . , F * d ) the inequality "(1.1) ≤ ϕ dF " is sharp.
Generic bounds on F(F * 1 , . . . , F * d ) are given by the well-known Fréchet-Hoeffding bounds, i.e. for all F ∈ F(F * 1 , . . . , F * d ) it holds that for all (x 1 , ..., x d ) ∈ R d . The upper Fréchet-Hoeffding bound is itself a probability distribution and thus sharp. The lower bound, however, is sharp only when d = 2 and even fails to be a distribution function when d > 2. Nevertheless, nearly 30 years after the work of Fréchet and Hoeffding it was shown by Rüschendorf [24] that the lower bound is pointwise sharp, also known as pointwise best-possible, i.e. it holds that
The optimal transport problem as well as the estimate "(1.1) ≤ ϕ dF " derived from the Fréchet-Hoeffding bounds have obvious practical applications. In mathematical finance, for example, ϕ can be thought of as an option payoff depending on multiple financial assets S 1 , ..., S d at a future point in time, whose univariate risk-neutral distributions can be calibrated perfectly from European call or put options that are traded in the market. Hence, the marginal distributions S i ∼ F * i are known. In this case, the sharp estimate derived from the upper Fréchet-Hoeffding bound corresponds to the upper arbitrage-free price for the payoff ϕ, which, by the transport duality, equals the minimal capital required to superhedge ϕ. Similarly, the bounds have been applied to problems in risk management where the random variables S 1 , ..., S d represent several risk drivers whose univariate laws can be estimated from data but at most partial information about the dependence structure is available. For an overview on applications in option pricing see e.g. Carlier [5] , Hobson, Laurence, and Wang [14] , Tavin [27] , Lux and Papapantoleon [17] and the references therein, while for applications in risk management under uncertainty we refer to Embrechts, Puccetti, and Rüschendorf [11] and McNeil, Frey, and Embrechts [19] .
A substantial drawback is, however, that the maximization over all distributions in the class F(F * 1 , . . . , F * d ) typically leads to very wide estimates which are not sufficiently informative in practice. Moreover, they do not account for information other than the marginal distributions and possible knowledge about the dependence structure between the constituents is ignored. To remedy this limitation, numerous variants of the optimal transport problem with additional constraints have emerged in the literature; see e.g. Rüschendorf [25] for an overview on the general optimal transport theory and applications, and Henry-Labordère [13] for a comprehensive overview on the martingale optimal transport problem.
In this paper, we focus on a type of additional information that has recently attracted attention in the literature. Namely, we consider the class
where S ⊂ R d is an arbitrary set and (π s ) s∈S a family with values in [0, 1]. One approach to the optimal transport problem with additional constraints is to improve the generic Fréchet-Hoeffding bounds in (1.2) using the available information on the subset S. This leads to the following improved bound on
Such improvements of the Fréchet-Hoeffding bounds were first obtained by Nelsen [21] in the bivariate setting (d = 2) where S consists only of a single element. This result was then generalized by Rachev and Rüschendorf [23] and Tankov [26] who established similar improvements of the bivariate Fréchet-Hoeffding bounds accounting for prescriptions on arbitrary sets. Moreover, Bernard, Jiang, and Vanduffel [2] showed that these improvements of the Fréchet-Hoeffding bounds are sharp under quite relaxed conditions on the set S and on (π s ) s∈S . In the higher-dimensional case (d > 2), improved Fréchet-Hoeffding bounds incorporating information on a subdomain were derived by Lux and Papapantoleon [17] and generalized to account for other types of uncertainty by Puccetti, Rüschendorf, and Manko [22] . In stark contrast to the bivariate case, [17] showed that when d > 2 the improved bounds fail to be distribution functions in virtually all situations of interest, hence they are no longer sharp. Moreover, the improved Fréchet-Hoeffding bounds are not even pointwise sharp in general. A counterexample provided in Appendix A shows that the bounds fail to be pointwise sharp already in the case d = 2.
In contrast to this counterexample, we show in this paper that the upper improved Fréchet-Hoeffding bound in (1.4) is pointwise sharp for a relaxed version of (1.3) given by
where F j is the j-th marginal distribution of F , and cF j 0 F * j means that F * j dominates cF j in the 0-th stochastic order, i.e. cF j 0 F * j if and only if cF j (t) − cF j (s) ≤ F * j (t) − F * j (s) for all s ≤ t. 1 Note that for c = 1, it follows from F i 0 F * j that F j = F * j . We are thus interested in the maximal value of
and Luciano [8] and Tankov [26] for pricing multi-asset digital options or Brown, Hobson, and Rogers [4] and Cox and Oblój [9] for the pricing of digital-type options on a single asset given its marginal distributions at intermediate times.
In this paper, we address the constrained maximization problem in (1.5) by means of a suitable dual formulation. To this end, we derive a dual representation of the transport problem with constraints on an arbitrary subset S. We show that under the assumption of F S,π 0 (F * 1 , . . . , F * d ) being nonempty, the problem (1.5) is equal to its dual problem
for a large class of functions ϕ : R d → R, where the infimum is taken over all bounded Borel functions f i : R → R + and all families (a s ) s∈S with values in R + such that a s = 0 for all but finitely many s, and
A direct application of the duality result in (1.6) yields an alternative derivation of the improved Fréchet-Hoeffding bounds which were previously obtained in the literature using arguments from copula theory.
In summary we establish the following main result: 
for every x ∈ R d , where x ≤ s whenever x j ≤ s j for all j = 1, . . . , d.
In case that S = ∅ the right-hand side of (1.7) reduces to the classical Fréchet-Hoeffding bound
The proof of Proposition 1.2, provided in Section 4, is based on an explicit construction of a cdf belonging to the set F S,π 1 (F * 1 , . . . , F * d ) that attains the right-hand side of (1.7). Let us finally mention that similar transport problems involving constraints in the form of bounds on the marginal distributions in first stochastic order were considered previously e.g. by Rachev and Rüschendorf [23] .
Transport and relaxed transport duality under additional information
In this Section, we establish our main duality result. Specifically, we derive a dual representation for the transport problem of maximizing the expectation of a d-dimensional objective function over (sub-)probability measures whose univariate marginals are either given or dominated in the 0-th stochastic order and whose mass is prescribed on certain rectangles in R d . The proof of the dual representation rests on a representation result for increasing convex functions presented in Bartl, Cheridito, Kupper, and Tangpi [1, Theorem 2.2]. By a similar argument we also obtain a dual representation for a transport problems involving constraints in the form of estimates on the marginal distributions in first stochastic order. Moreover, as a corollary we establish strong duality for a related transport problem with constraints on the maximum of random variables.
We start by establishing the relevant notions and denote by ca + (R d ) the set of all finite measures on the Borel σ-field of R d , d ≥ 1, and by ca
The space R d might also be omitted from the notation in case there is no ambiguity.
Let ν 1 , . . . , ν d ∈ ca + 1 (R) and define the sets
where I is an arbitrary index set. For any function f :
where f i : R → R are bounded measurable functions and a = (a i ) ∈ R I , such that a i = 0 for all but finitely many i ∈ I. Moreover, let 0 ≤ π i ≤ π i ≤ 1 and define
, where a i+ and a i− denote the positive and negative part of a i respectively, i.e. a i+ = max{a i , 0} and a i− = max{−a i , 0}.
for some ε > 0 is called a uniform strong arbitrage.
Moreover, consider the sets
where µ j denotes the j-th marginal distribution of the measure µ, while µ j ν j should be understood as µ j (B) ≤ ν j (B) for every Borel set B ⊂ R; the latter condition is also known as 0-th order stochastic dominance. 
Moreover, there does not exist a uniform strong arbitrage if and only if Q is not empty. In this case,
Remark 2.3. The optimal transport duality under additional information (2.2) presented above appears also in Lux and Rüschendorf [18, Theorem 3.4] . These two results were developed in parallel, and the proofs are completely different. Theorem 2.2 has an intuitive interpretation when considered in the context of mathematical finance. Indeed, let f denote the payoff function of an option depending on multiple assets, whose joint distribution is µ. Then, the right hand side in (2.2) can be understood as the modelfree upper bound, or superhedging price / strategy, for this option assuming that the marginal distributions are known (i.e. µ j = ν j , j = 1, . . . , d), while there is also additional information present, in the form of the bounds π i , π i on the price of the multi-asset digital options 1 A i , i ∈ I. The left hand side in (2.2) then states that this upper bound is equal to the infimum over all strategies which consist of investing in options with payoff f i in the i-th marginal ν i , i ∈ {1, . . . , d}, and also buying a i+ and selling a i− digital options with payoff 1 A i at the prices π i and π i respectively, i ∈ I, subject to the requirement that the sum of these payoffs dominate f . The problem without the additional information represented by the prices of the multi-asset digital options 1 A i is a classical optimal transportation problem; see e.g. Han, Li, Sun, and Sun [12] and Boyle and Lin [3] for price bounds on options on the maximum of several assets or Carlier [5] for f fulfilling rather restrictive monotonicity conditions, as well as the literature on static arbitrage bounds for basket options including Hobson et al. [14] , Hobson, Laurence, and Wang [15] , d'Aspremont and El Ghaoui [10] and Chen, Deelstra, Dhaene, and Vanmaele [6] . The duality in (2.1) represents a relaxation of the problem described above.
The proof of our main theorem builds on the following representation result for convex and increasing functions. Let us first introduce the functionals φ * C b and φ * U b which are defined as follows:
where U b denotes the set of all bounded upper semicontinuous functions f : R d → R, and C b the set of all bounded continuous functions. Then the following holds true:
Let φ : U b → R be a convex and increasing function, and assume that for every sequence (f n ) of continuous bounded functions such that f n decreases pointwise to 0, it holds that φ(f n ) ↓ φ(0). Then, φ admits the following representation: 
Proof (of Theorem 2.2). We start by noting that
for every λ > 0 and every two functions f, g :
while from the inequalities a + + b + ≥ (a + b) + and a − + b − ≥ (a + b) − and the condition 0 ≤ π i ≤ π i it follows that
Therefore, we get that φ is a sublinear functional, i.e. φ(λf ) = λφ(f ) for λ > 0 and φ(f + g) ≤ φ(f ) + φ(g). The same arguments apply to Θ + , hence ψ is sublinear as well. Moreover, since
The main part of the proof is to show that if φ is real-valued, then φ has the representation (2.2).
Step 1: We claim that if there does not exist uniform strong arbitrage, then φ(m) = m for all m ∈ R. We have already shown that φ(m) ≤ m. On the other hand, if φ(m) < m − ε for some
for every x ∈ R and j = 1, . . . , d. Then
which contradicts the assumption that there does not exist a uniform strong arbitrage.
Step 2: We claim that φ and ψ are continuous from above on C b , i.e. that φ(f n ) ↓ 0 for every sequence (f n ) in C b such that f n ↓ 0 pointwise. Let us fix such a sequence (f n ), some ε > 0, and let l be such that
is compact, therefore we can apply Dini's Lemma to obtain some index n 0 such that
where the last inequality follows from (2.5) and the definition of f j . Subadditivty together with (2.6) and (2.7) thus implies
for all n ≥ n 0 . As ε was arbitrary, we conclude that indeed ψ(f n ) ↓ 0 = ψ(0) and thus also φ(f n ) ↓ 0, since φ(f n ) ≤ ψ(f n ) and φ(0) = 0.
Step 3: In a final step we want to show that On the one hand, we will show that the conjugates take the value +∞ whenever the measure µ / ∈ Q, resp. µ / ∈ Q + . Notice that, by definition,
whenever µ is not a probability measure. Analogously, we get that
Let now µ j (B) = ν j (B) (resp. µ j (B) > ν j (B)) for some Borel set B ⊂ R and some j ∈ {1, . . . , d}. Then there exists a continuous bounded function h : R → R (resp. h :
Moreover, we can define a function f via f (x) := h(x j ) for x ∈ R d , which is continuous and bounded. We can also define f j (x) := h(x) and f k (x) := 0 for x ∈ R, and a = 0 for all k ∈ {1, . . . , d} \ {j}. Then, by construction it holds
Since φ(λf ) = λφ(f ) for every λ > 0, it follows that
The same arguments show that ψ *
The final condition for µ ∈ Q (resp. µ ∈ Q + ) reads as
, for all i ∈ I. Assume that µ(A i ) ≥ π i + ε for some ε > 0 and some i ∈ I. We may choose δ > 0 such that
Then A i and C c are closed and disjoint sets, so that Urysohn's Lemma guarantees the existence of a continuous function f : R d → R such that
Observe that
, since every element in C belongs either to A i or one of the sets (A i j , A i j + δ), j ∈ {1, . . . , d}. Hence, it follows that
were we have defined
for all j ∈ {1, . . . , d} and k ∈ I \ {i}. Thus we have now
Therefore, using (2.8), (2.9) and the assumption, we get
Therefore, a scaling argument as before shows that ψ *
Last, assume that µ(A i ) < π i for some i ∈ I. By the closedness of the set A i , there exists a sequence of continuous functions f n such that
Then (0, . . . , 0, a) ∈ Θ(f ) for a i = −1 and a k = 0 for k ∈ I \ {i}, so that it holds
By the dominated convergence theorem there exists an n such that
A scaling argument shows again that φ *
On the other hand, we will show that if µ ∈ Q (resp. µ ∈ Q 0 ) then it holds that φ *
Therefore, we have that
which immediately yields the claim. This concludes Step 3. Now, in order to deduce that φ(f ) and ψ(f ) have the desired representation, we will make use of representation (2.4). The sublinearity of φ implies in particular that it is convex. Moreover, for f ≥ g it holds that Θ(f ) ⊆ Θ(g), hence φ(f ) ≥ φ(g), i.e. φ is also increasing, while the second step shows that φ satisfies the remaining condition for representation (2.4) to hold. The same arguments apply also for ψ. Therefore, (2.4) allows us to obtain φ(f ) = max
and ψ(f ) = max
for every bounded and upper semicontinuous function f . In addition, we get that the sets Q and Q 0 are not empty since φ and ψ are real-valued.
Finally, in order to conclude the proof, notice that if Q is not empty, then there does not exist uniform strong arbitrage. Indeed, for any ε > 0 and (f 1 , . . . , f d , a) ∈ Θ(ε) it follows that for µ ∈ Q it holds
The proof is complete.
As a corollary of Theorem 2.2 we derive in the following a duality result for a maximum transport problem. This problem corresponds to the situation where besides the marginal distributions, the value of the measures are prescribed on an increasing track in R d . In terms of random variables this is tantamount to knowing the distribution of the maximum of d random variables.
Corollary 2.4 (Maximum transport problem). Let
I = R, A i = (−∞, i] d and π i = π i = ν max ((−∞, i]) for some measure ν max ∈ ca + 1 (R). Then Q = µ ∈ ca + 1 (R d ) : µ 1 = ν 1 , . . . , µ d = ν d and µ • max −1 = ν max ,(2.
10)
and for every upper semicontinuous bounded function f :
where f 1 , . . . , f d , g : R → R are bounded and measurable functions such that
11)
where max x := max j=1,...,d x j for x ∈ R d .
Proof. Let µ ∈ Q; using that π i = π i , we get
for all i ∈ R. Hence, it follows that Q has the form given in (2.10).
Let us now define
where f 1 , . . . , f d , g satisfy inequality (2.11). We want to show that φ(f ) = φ max (f ). On the one hand, notice that the right hand side is smaller than the left hand side. Indeed, for all (f 1 , . . . , f d , a) ∈ Θ(f ), we can define
On the other hand, let f 1 , . . . , f d , g be such that
then, using the structure of the set Q, we have
Therefore, taking the infimum and the supremum on the two sides of the inequality above, and using the conclusion from the first part, we get that
Theorem 2.2 yields now that all inequalities are actually equalities.
In the following, we provide another relaxation of the duality in (2.2) which follows along the same line of reasoning as (2.1). For each j = 1, . . . , d, we fix ν j , ν j ∈ ca + 1 (R) such that ν j firstorder stochastically dominates ν j . Recall that ν j 1 ν j in the first order stochstic dominance if
where the infimum is taken over all non-decreasing bounded continuous functions f j , g j : R → R and a i ≤ 0, which satisfy
Then the following holds.
Proposition 2.5. If ψ 1 (ε) > 0 for every ε > 0, then one has
for every bounded upper semicontinuous function f :
Proof. The proof follows along the same lines as the proof of Theorem 2.2, hence we only provide a sketch. To start with, one can check that ψ 1 : U b → R ∪ {−∞} is a sublinear and monotone functional which is satisfies ψ 1 (m) ≤ m for all m ∈ R.
Step 1. Analogously to Theorem 2.2, it follows that ψ 1 (m) = m for all m ∈ R.
Step 2. Recall that for two probabilities ν, ν ′ ∈ ca + 1 (R), one has ν 1 ν ′ if and only if R f dν ≤ R f dν ′ for every non-decreasing bounded continuous function f : R → R, which is a straightforward application of integration by parts. In particular, if f i , g i : R → R are nondecreasing bounded continuous functions which satisfy
and µ ∈ ca
Since f i , g i and a i were arbitrary, it follows that
Step 3. Let (f n ) be a sequence of bounded continuous functions which decreases pointwise to 0. For ε > 0, fix m ∈ N such that
and define
from which it follows exactly as in the proof of Theorem 2.2 that
3. An explicit solution for f = 1 B
The optimal transport dualities presented in Theorem 2.2 become really interesting when the primal 2 problem φ(f ) or ψ(f ) admits an explicit solution. Although we cannot expect to deduce an explicit solution for general functions f , we will show that ψ(f ) admits an explicit solution when f = 1 B , for "boxes" B ⊂ R d .
In order to ease the presentation of the main result in this section we consider in the following the case d = 2 for a box B = (−∞, Let us call 'box' an option with payoff 1 B with B ⊂ R 2 and 'strip' an option with payoff 1 I×R or 1 R×I with I ⊂ R. Then, in the language of mathematical finance, this result states that there are three possible ways to superhedge the box B: either using a horizontal strip (left), or a vertical strip (middle), or another box A plus the horizontal and / or vertical strips adjacent to it (right). Figure 2 offers an intuitive explanation on why it is not optimal to buy two boxes A 1 and A 2 in order to superhedge B, in the presence of shortselling constraints. Indeed, in case one buys both A 1 and A 2 , then the shaded region is bought twice incuring unnecessary additional costs, while the shaded region is still not hedged. In order to hedge the latter, an investment in horizontal and / or vertical strips is required. Theorem 2.2 applied to f = 1 B yields immediately that
hence we need to show that ψ(1 B ) admits the following representation: Let us introduce some notation now that will be used in the subsequent proofs; it is illustrated in Figure 3 . Define D j := {A i j : i ∈ I} ∪ {B j }, for j = 1, 2, and let
for j = 1, 2. Moreover, let i 1 be such that d
In a first step, notice that in the definition of ψ(1 B ) we can and will restrict ourselves, without loss of generality, to functions f j of the form
We will refer to the functions f 1 as "vertical marginals" and to the functions f 2 as "horizontal marginals".
where The functional η(1 B ) is graphically illustrated in Figure 4 , and states that there are two ways to superhedge the box B without using the vertical marginals: either using the horintal strip 1 R×(−∞,B 2 ] , or using another box A with A 1 ≥ B 1 and, in case B 2 > A 2 , the horizontal strip 'above' this box, i.e. 1 R× (A 2 ,B 2 ] .
Proof. Initially, notice that all optimization problems appearing are finite dimensional linear problems, so that minimizers always exist.
We start by proving (3.1) and first show that the left hand side is smaller than the right hand side. Indeed, in case s = 0, this reduces to the fact that obviously ψ(1 B ) ≤ η(1 B ), since ψ(1 B ) is defined as the infimum over a larger set. In case s = 1, let (f 1 , f 2 , a) ∈ Θ + (1 B\S ) be optimal -in the sense that π(f 1 , f 2 , a) = ψ(1 B\S ) -and notice that one can assume without loss of generality that f
and it follows that (f 1 , f 2 , a) ∈ Θ + (1 B ). By the definition off i 1 it holds that
In order to prove the reverse inequality, notice that by interchanging two minima it holds
where
Fix some optimal s in (3.3) and an optimal strategy (f 1 , f 2 , a) for
Let t := i∈I:B⊂A i a i . On the one hand, if t ≥ 1 − s, setā i := (1 − s)a i /t for every i such that
Moreover, since the last term is affine in s, it follows that the minimum over s ∈ [0, 1] yields the same value as the minimum over s ∈ {0, 1}.
On the other hand, assume that t < 1 − s and defineā i := a i for all i such that B ⊂ A i . For notational convenience we assume that A i 5) i.e. f 2 (x 2 ) + a 1 ≥ 1 − s − t for all x ∈ S with x 2 ∈ (A 1 2 , B 2 ]. Now, there are two possibilities: • If a 1 ≥ā 1 := 1 − s − t, then setf i 2 := 0 for i ≤ k 1 − 1 andā i := 0 for i = 2, . . . , m. Then (0,f 2 ,ā) is an admissible strategy for η(1 B ) and (f 1 ,f 2 ,ã) ∈ Θ + (s1 B\S ), wherẽ f 2 := f 2 −f 2 andã := a −ā. Hence, it follows from linearity of π, as in (3.4) , that
This means that the situation is the same as in (3.5) . Repeating this procedure at most m times, one finds an admissible strategy (0,f 2 ,ā) for η(1 B ). Since (f 1 ,f 2 ,ã) ∈ Θ + (s1 B ), wheref 2 := f 2 −f 2 ≥ 0 and a := a −ā ≥ 0, it follows from the linearity of π that (3.4) holds true.
We proceed now with the proof of (3.2). First notice that for all i with B ⊂ A i it holds
where η \i is defined as η, with the additional requirement that a i = 0. Hence a i ∈ {0, 1}. If a i = 1 for some i with B ⊂ A i , then the proof is complete. Otherwise denote by l an element iñ I := {i ∈ I :
for some k and it necessarily has to hold that f 2 = 1 on (A l 2 , B 2 ]. Thus
Since B \ S is again a box, the claim now follows by induction.
We are now ready to prove the main result of this section.
Proof (of Theorem 3.1). Let
If s = 0 and s = 1 are both optimizers in (3.1), we always chose s = 0 in order to exclude many pathological cases (see the proof below). 
. We claim that the first case cannot happen, while in the second one it holds
. In particular the previous choice f i 1 −1 1 = 1 was not optimal. Similarly, it follows that in the second case A i 1 =B 1 .
• If s = 1, then the optimal strategy for ψ(1B) consists of f
= 1 plus the optimal one for ψ(1B \Ŝ ).
By induction, it follows that an optimal strategy for ψ(1 B ) can take one of the following forms: 
Sharpness of improved upper Fréchet-Hoeffding bounds
This section contains the proofs of Theorem 1. F (x) = min{F * j (x j ) : j = 1, . . . , d} ∧ min{π s : s ∈ S such that x ≤ s}.
is smaller than or equal to its right hand side (RHS). In order to show the reverse inequality, fix x ∈ R d and let r ∈ R so large that r ≥ x j + 1 and r ≥ s j + 1 for all j = 1, . . . , d, and s ∈ S.
Distinguish between the following two cases.
Case 1: Assume that the right hand side is attained at min j F * j (x j ). Define G j (t) := F * j (x j )1 [x j ,r) (t) + F * j (t)1 [r,∞) (t),
for t ∈ R, j = 1, . . . , d, and F (y) = min j=1,...,d G j (y j ) for y ∈ R d . One can check that F is a cdf, and it holds F j (t) = G j (t) ≤ F * j (t) for all t ∈ R and j = 1, . . . , d. Let s ∈ S. If x ≤ s, then x j ≤ s j ≤ r for j = 1, . . . , d and therefore F (s) = min j G j (s) = min j F * j (x j ) = RHS ≤ π s . Otherwise, i.e. if there exist some j * such that s j * < x j * one has F (s) ≤ G j * (s j * ) = 0 ≤ π s . This shows F ∈ F S,π 1 (F * 1 , . . . , F * d ) and sice since F (x) = min j F * j (x j ) = RHS, one obtains that LHS ≥ RHS.
Case 2:
Assume that the right hand side is attained at π s * for some s * ∈ S. Define G j (t) := π s * 1 [x j ,r) (t) + F * j (t)1 [r,∞) (t), for t ∈ R, j = 1, . . . , d, and F (y) = min j G j (y j ) for y ∈ R d . One can again check that F is a cdf and since π s * ≤ F * j (x j ), one also has F j (t) = G j (t) ≤ F * j (t) for all t ∈ R and j = 1, . . . , d. For s ∈ S with x ≤ s, it holds F (s) = min j G j (s) = min j F * j (x j ) = π s * ≤ π s since the RHS is attained at π s * . Otherwise it holds F (s) = 0, so that F ∈ F S,π For the cdfF which corresponds to the probability measure 
