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Abstract— This paper explores distributionally robust zero-
shot model-based learning and control using Wasserstein am-
biguity sets. Conventional model-based reinforcement learning
algorithms struggle to guarantee feasibility throughout the
online learning process. We address this open challenge with the
following approach. Using a stochastic model-predictive control
(MPC) strategy, we augment safety constraints with affine
random variables corresponding to the instantaneous empirical
distributions of modeling error. We obtain these distributions
by evaluating model residuals in real time throughout the online
learning process. By optimizing over the worst case modeling
error distribution defined within a Wasserstein ambiguity set
centered about our empirical distributions, we can approach
the nominal constraint boundary in a provably safe way. We
validate the performance of our approach using a case study of
lithium-ion battery fast charging, a relevant and safety-critical
energy systems control application. Our results demonstrate
marked improvements in safety compared to a basic learning
model-predictive controller, with constraints satisfied at every
instance during online learning and control.
I. INTRODUCTION
This paper presents a novel application of Wasserstein
ambiguity sets to robustify zero-shot learning and control.
Stochastic optimal control is a longstanding topic in the
controls literature, dating back decades to the original linear-
quadratic Gaussian problem [1]. This field seeks to address
optimal control under uncertainty. The rise in popularity of
model-predictive control (MPC) has created a new appli-
cation for robust and stochastic optimal control principles.
For instance, foundational work by Kothare et al. addresses
uncertainty in MPC optimization with linear matrix inequal-
ities by allowing the state transition matrices to vary in time
within a convex polytope [2].
Within the past few years, stochastic optimal control has
become connected to ongoing research in the burgeoning
field of learning and control. Here, researchers seek guaran-
tees on safety and performance when learning and controlling
a dynamical system simultaneously. Work by Dean et al., for
instance, explores safety and persistence of excitation for a
learned constrained linear-quadratic regulator [3]. Within the
space of MPC research, Rosolia and Borrelli derive recursive
feasibility and performance guarantees for a learned iterative
MPC controller [4]. Koller et al. also address the safety of
a learned MPC controller when imperfect model knowledge
and safe control exists [5]. The reality of this field, however,
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is that the “learning” moniker has only recently seen prolific
use as a descriptor for research. Historically, the field of
adaptive control, specifically adaptive MPC presents a host
of relevant approaches from which we can glean meaningful
insights to guide future research. A recent review presented
in [6] presents a strong, comprehensive description of the
field of learning MPC within this context. Recent work
has also explored recursive feasibility for adaptive MPC
controllers based on recursive least-squares [7] and set-
membership parameter identification [8], although similar
papers frequently possess limitations including a dependence
on linear dynamical models.
In recent practice, distributionally robust optimization
(DRO) has penetrated into learning and control research with
the upside to potentially address shortcomings of existing
work. DRO is a field of inquiry which seeks to guarantee
robust solutions to optimization programs when the distri-
butions of random variables are estimated from data. This
uncertainty can involve the objective or the constraints of
the optimization program. Uncertainty in both cases can
pose significant challenges if unaccounted for, leading to
suboptimal and potentially unsafe performance [9]. Given
that past work on adaptive MPC has considered potential
accommodation of chance constraints [7], incorporating a
true distributionally robust approach possesses the potential
to improve our capabilities of guaranteeing safety during
learning. Within the context of control, these methods have
been recently explored to address challenges of safety and
performance imposed by uncertainty. For instance, Van Parys
et al. address distributional uncertainty of a random exoge-
nous disturbance process with a moment-based framework
[10]. Paulson et al. also apply polynomial chaos expansions
to characterize distributional parametric uncertainty in a
nonlinear model-predictive control application [11].
Among the toolbox provided by DRO, Wasserstein am-
biguity sets are a foremost tool. The Wasserstein metric
(or “earth mover’s distance”) is a symmetric distance mea-
sure in the space of probability distributions. Wasserstein
ambiguity sets account for distributional uncertainty in a
random variable, frequently one approximated in a data-
driven application. They accomplish this feat with out-
of-sample performance guarantees by replacing the data-
driven distribution of the random variable with the worst-
case realization within a Wasserstein ball centered about
the empirical distribution [12], [13]. Expressions exist which
map the quality of the empirical distribution with Wasserstein
ball radii such that desired robustness characteristics are
achieved without significant sacrifices to the performance
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of the solution [14]. Within the control context, however,
the Wasserstein distance metric has only recently began
emerging as a valuable and widespread tool. Work by Yang
et al. for instance explores the application of Wasserstein
ambiguity sets for distributionally robust control subject
to disturbance processes [15]. Overall, while Wasserstein
ambiguity sets are seeing increased application in controls
research, their true capabilities have yet to be fully exploited.
Beyond the scope of MPC, the bulk of distributionally
robust learning and control research lies in the study of
Markov decision processes (MDPs), where the dynamics are
dictated by black-box transition probabilities. In this context,
the objective is to learn a policy which maps the dynamical
state directly to a desired control input. For distributionally
robust processes, this policy is typically required to optimize
the system with respect to worst-case returns, or worst-
case realizations of the underlying state transition model
[16], [17]. This is most commonly accomplished through
dynamic programming methods including policy and value
iteration [18]. The dependence on dynamic programming or
tree search methods typically limits the scalability of such ap-
proaches [16]. In general, this literature intersects more with
pure episodic RL research than with conventional stochastic
optimal control, meaning value and policy based methods are
more common than MPC. Application of Wasserstein ambi-
guity sets to pure transition probability functions is therefore
not control-oriented in the sense of consistently yielding a
convex optimization program conducive for MPC. This is
especially true when the transition model is developed via
machine learning techniques including Gaussian processes or
Bayesian neural networks [19]. Some recent work has sought
to address this shortcoming, although scalability still presents
an open challenge for such approaches [20]. Application of
Wasserstein ambiguity sets to robust optimal control still
constitutes an open question in the literature, especially for
zero-shot methods which do not possess inherent episodic
design. The question of safety and feasibility also remains
relatively unexplored.
This paper seeks to address key shortcomings in these ar-
eas of literature. Among those previously discussed, foremost
is the lack of robust “zero-shot” methods for learning and
control. Zero-shot methods describe modeling a process from
highly limited data. In the context of learning and control,
we use this keyword to characterize learning and controlling
a system from scratch, rather than an episodic process more
commonly seen in reinforcement learning approaches. We
present a novel and simple-to-implement zero-shot model-
based learning and control scheme based on MPC which
provides strong probabilistic out-of-sample guarantees on
safety. By developing Wasserstein ambiguity sets relating to
empirical distributions of modeling error, we can conduct
MPC with an imperfect snapshot model while maintaining
confidence on our ability to satisfy nominal constraints. The
Wasserstein ambiguity sets allow us to optimize with respect
to constraint boundaries that are shifted into the safe region.
As our empirical distributions improve, the offset variables
tighten towards the nominal boundary in a provably safe way.
We validate our approach by learning to safely fast charge
a lithium-ion battery using a nonlinear equivalent circuit
model. Battery fast charging presents a strong challenge
for learning-based control methods, given that the optimal
policy is a boundary solution which rides constraints until the
terminal conditions are met. We learn the dynamical model
online using recursive least-squares, and then conduct MPC
using our DRO control framework. Our results demonstrate
our control algorithm’s capability of providing safe MPC for
a system whose parameters we learn from scratch.
II. DISTRIBUTIONALLY ROBUST OPTIMIZATION
A. Stochastic Optimization with Chance Constraints
A chance constrained program includes probabilistic con-
straint statements, with random variables R with support Ξ.
Consider x(t) ∈ Rn is the system state at timestep t, u(t) ∈
Rp is the control input, R ∈ Rm is the random variable in
question, and g(x(t), u(t),R) : Rn×Rp×Rm → Rm is the
vector of inequality constraints. The chance constraint is:
Pˆ
[
g(x(t), u(t),R) ≤ 0] ≥ 1− η (1)
where η is our risk metric, or the probability of violating the
constraint. The chance constraints discussed above depend on
known distributions corresponding to each random variable.
For many applications, we approximate these distributions
using data to create an empirical CDF. In many data-
driven applications, the true probability distribution P∗ for
the random variable R is unknown. Thus, our empirical
distribution Pˆ provides an approximation of P∗ from data.
Borel’s law of large numbers indicates that as the number
of samples `→∞, Pˆ→ P∗. This discrepancy characterizes
distributional uncertainty in the random variable. This can
affect our solution if Pˆ is inaccurate [9]. The literature
presents several means by which we can accommodate this
uncertainty. In the following subsection, we discuss the
application of the Wasserstein distance within this context.
B. Wasserstein Ambiguity Sets
Depending on how accurate our empirical approximation
is, we can say that it is a certain distance from characterizing
the true underlying distribution. In probability and statistics,
there are several methods to describe distance in the space of
probability distributions. These include the various formula-
tions of φ-divergence, and the Wasserstein metric:
Definition 2.1: Given two marginal probability distribu-
tions P1 and P2 lying within the set of feasible probability
distributions P(Ξ), the Wasserstein distance between them
is defined by
W(P1,P2) = inf
Π
{∫
Ξ2
||R1 − R2||aΠ(dR1, dR2)
}
(2)
where Π is a joint distribution of the random variables R1
and R2, and a denotes any norm in Rn.
The Wasserstein metric is also colloquially referred to
as the “earth-movers distance.” This moniker is sourced
from the representation of the Wasserstein distance as the
minimum cost of transporting or redistributing mass from
one distribution to another via non-uniform perturbation [15].
The Wasserstein distance allows us to replace the random
variable with a “worst-case” realization sourced from a fam-
ily of distributions within a certain Wasserstein distance of
our empirical distribution. This family of distributions forms
the Wasserstein ambiguity set. For instance, let us define the
ambiguity set as B, a ball of probability distributions with
radius  centered around our empirical CDF Pˆ:
B :=
{
P ∈ P(Ξ) | W(P, Pˆ) ≤ } (3)
where  is the Wasserstein ball radius. Now, we can formulate
the robust counterpart of the chance constraint in (1):
inf
P∈B
P
[
g(x(t), u(t),R) ≤ 0] ≥ 1− η (4)
The constraint shown in (4), while properly representing
the exact process of applying Wasserstein ambiguity sets to
chance-constrained programs, presents as an infinite dimen-
sional nonconvex constraint. Ongoing research in statistics
and robust optimization literature has pursued tractable re-
formulations of this constraint to facilitate computation.
Several expressions exist for the Wasserstein ball radius
which, for a given confidence level β, is probabilistically
guaranteed to contain the true distribution. We adopt the
following formulation of  from [14] where D is the diameter
of the support of R composed of ` samples:
(`) = D
√
2
`
log
(
1
1− β
)
(5)
What is important to note, beyond the computational
challenges, is that this formulation of the chance constraint
created by the Wasserstein radius defined in (5) affords the
out-of-sample safety guarantee. This is principally due to the
fact that the Wasserstein distance between two probability
distributions bears no assumptions on the shape or support of
each distribution. We demonstrate this feature by comparing
a Wasserstein-based approach to one using φ-divergence. If
we were to utilize a φ-divergence to reformulate (1):
Bφ = {P ∈ P(Ξ) | φ(P, Pˆ) ≤ d} (6)
where d is a distance-like hyperparameter, then existing
equivalent reformulations simply perturb the risk level [21].
However, perturbing the risk level provides much more lim-
ited out-of-sample guarantees because it limits the realization
of the random variable to lie within a support that we have
already observed. This finding is partially defined by the fact
that the φ-divergence between two probability distributions
with different support is infinite. As a result, we adopt the
Wasserstein distance metric for the remainder of this paper.
We also adopt an equivalent reformulation of (4) de-
tailed in [22]. This reformulation requires that the function
g(x(t), u(t),R) is linear in R, and entails a scalar convex
optimization program to derive. Importantly, the result is a
conservative convexity-preserving approximation of (4). For
an m-dimensional constraint function, the exact form of the
ambiguity set is V = conv({r(1), ..., r(2m)}), where the
vector r is sourced from the optimization component of the
overall procedure. The set of constraints we find to replace
the infinite dimensional DRO chance constraint are:
g(x(t), u(t)) + r(j) ≤ 0, ∀ j = 1, ..., 2m (7)
For complete and elegant discussion of this reformulation,
we highly recommend the reader reference work in [22],
specifically pages 5-7 of their paper.
III. DISTRIBUTIONALLY ROBUST MODEL-BASED
LEARNING AND CONTROL
A. Model Predictive Control Formulation
Next, we apply Wasserstein ambiguity sets to robustify a
learning model predictive controller, based on the following
mathematical optimization program formulation:
min
t+N∑
k=t
Jk(x(k), u(k)) (8)
s. to: x(k + 1) = f(x(k), u(k), θ(t)) (9)
g(x(k), u(k), θ(t)) ≤ 0 (10)
x0 = x(t) (11)
where k is the control horizon time index of length N ;
x(k) ∈ Rn is the vector of state variables at time k;
u(k) ∈ Rp is the vector of inputs at time k; θ(t) ∈ Rh is the
estimate of the model parameters at time t; Jk(x(k), u(k)) :
Rn × Rp → R is the instantaneous cost at time k as
a function of the states and inputs; f(x(k), u(k), θ(k)) :
Rn×Rp×Rh → Rn represents the linear or nonlinear system
dynamics; and g(x(k), u(k), θ(k)) : Rn × Rp × Rh → Rm
represents linear or nonlinear inequality constraints on the
states and inputs.
B. Model Identification
We assume the true model parameters θ∗ are unknown.
Several methods can be selected to learn θ online. In this
paper, we focus on dynamical systems which are linear in the
parameters, although this assumption is entirely unnecessary
to obtain our algorithm’s safety guarantees. We make this
distinction to allow recursive least-squares (RLS) adaptive
filtering for online parameter identification. We assume full
state measurements. Then, we apply discrete parameter up-
dates governed by the following relations:
F−1(t+ 1) = F−1(t) + φT (t)φ(t) (12)
θˆ(t+ 1) = θˆ(t) + F (t+ 1)φ(t)[y(t+ 1)− θˆT (t)φ(t)] (13)
We apply the Woodbury matrix identity to reformulate (12):
F (t+ 1) = F (t)− F (t)φ(t)φ
T (t)F (t)
1 + φT (t)F (t)φ(t)
(14)
which we can plug directly into our parameter update (13).
At the start of online learning, we initialize the parameter
vector to zero, i.e. θˆ(0) = 0, and the matrix F0 = 1010Ih,
where Ih is the identity matrix. Finally, we assume the
regressors are subject to i.i.d. Gaussian measurement noise.
This is a “zero-shot” approach insofar as we begin with no
knowledge of the system parameters and must learn them
rapidly online from limited data samples obtained through
applying control to the system.
C. Safety and Robustness using Wasserstein Ambiguity Sets
Now that we have outlined the distributionally robust
chance constrained approach using the Wasserstein ambigu-
ity set, we can describe how it fits within our robust control
framework. Consider the nonlinear dynamical system
x(t+ 1) = f(x(t), u(t), θ(t)) (15)
with potentially nonlinear output equation
y(t) = h(x(t), u(t), θ(t)) (16)
First, we assume full state measurements where we learn
the parameters θ(t) online subject to random additive mea-
surement noise processes dx(t) ∈ Dx and dy(t) ∈ Dy .
These noise processes affect the regressors and output in
our RLS learning algorithm, composed of measured states
and outputs:
ym(t) = y(t) + dy(t) (17)
xm(t) = x(t) + dx(t) (18)
Now, consider the constraint function:
g(x(t), u(t), θ(t)) ≤ 0 (19)
with the following 1-step residual R
R0 = g(x(t), u(t), θ∗)− g(x(t), u(t), θ(t)) (20)
where θ∗ is the true parameterization of the underlying
system, and θ(t) is our current estimate of the model
parameterization. At each time step, we must compare all
historical data to model predictions given our latest learned
parameterization θ(t). This step is crucial, as simply up-
dating our empirical CDF with a single new residual at
each timestep would fail to characterize the desired density
function. For an RLS adaptive filter, if we assume persistence
of excitation and zero-mean i.i.d. measurement noise, then as
t→∞, θ(t)→ θ∗ which eliminates modeling error entirely
with no model mismatch [23]. Under these conditions, the
empirical CDF Pˆ would characterize the measurement noise
process as t → ∞. Throughout online learning we expect
these parameterizations to differ especially in the presence
of measurement noise and subtle model mismatch. By con-
sidering these residuals in formulating the constraints, we can
ostensibly guarantee safety in the face of these uncertainties:
g(x(t), u(t), θ(t)) + R0 ≤ 0 (21)
To accommodate distributional uncertainty in our estimate
of Pˆ, we transform the constraint (21) for each of 1→ N step
residuals into a joint distributionally robust chance constraint
via Wasserstein ambiguity set as follows:
inf
P∈B
P

g(x(t), u(t), θ(t)) +R0 ≤ 0
g(x(t+ 1), u(t+ 1), θ(t)) +R1 ≤ 0
...
g(x(t+N), u(t+N), θ(t)) +RN ≤ 0

≥ 1− η
(22)
Conventionally, inverting a joint chance constraint constitutes
a significant open challenge in the literature. However, the
reformulation we adopt from [22] presents a simple method
to accommodate the constraint without inverting the CDF.
Algorithm 1 provides an overview of the real-time imple-
mentation of our approach. As previously stated, the process
for computing r entails a simple scalar convex optimization
program, which scales easily for high-dimensional problems.
At each time step, we compute model residuals with
our most recent estimate θ(t) using our entire cumulative
experience, compile a unique empirical distribution Pˆ corre-
sponding to each individual chance constraint, and compute
the value of r in (7) to reformulate the distributionally robust
chance constraints. We can begin the overall process with
a small control horizon N , and gradually increase N as
we accumulate more and more data from experience. The
residuals we compute are for horizon lengths of 1 to N -
steps, meaning the elements of R correspond to each of
i = 1, ..., N step residuals. Then, we assemble a joint
chance constraint where the elements of the column vector
of the random variable are the 1 → N step residuals. We
formulate the optimization program in this manner because,
as we simulate farther along N using our snapshot model
parameterized by θ(t), the error of the state can potentially
compound and affect the overall residual distribution. Finally,
when we conduct MPC, we replace the nominal constraints
with their distributionally robust counterparts:
min
~u∈U
t+N∑
k=t
Jk(x(k), u(k)) (23)
s. to: x(k + 1) = f(x(k), u(k), θ(t)) (24)
g(x(k), u(k), θ(t))
g(x(k + 1), u(k + 1), θ(t))
...
g(x(k +N), u(k +N), θ(t))
+ r(j) ≤ 0 (25)
x0 = x(t) (26)
Algorithm 1 describes our MPC architecture:
Algorithm 1 Wasserstein Robust Learned MPC
Require: State space X , Action space U
for t in range tmax do
if t = 1 then
u(t) = known safe input, N = 1
else
Update the dynamical system model θ(t− 1)→ θ(t)
Receding horizon increment rule (i.e. N =
min{Ntarg, round( tNtarg ) + 1})
Obtain Wasserstein ambiguity set offset r:
u(t)← Solve MPC optimization program (23)-(26)
end if
x(t+ 1) = f(x(t), u(t), θ∗)
y(t) = h(x(t), u(t), θ∗)
end for
We must accommodate the following assumptions for our
implementation to work effectively:
Assumption 1: The problem (23)-(26) with horizon N and
convex robust constraint offset r admits a feasible solution.
Assumption 2: Based on our initial estimate of the system
parameters θ0, we assume we know a safe control input
which we can apply at the first timestep.
Beyond these assumptions, the qualities of the Wasserstein
ambiguity set make an intuitive fit for learned control. First,
there exist simple expressions to define the Wasserstein
ball radius (`) as a function of the amount of data we
have collected. For example, in (5), note that as ` → ∞,
(`) → 0, meaning as we collect more data samples to
learn the dynamics, then the less conservative the distri-
butionally robust chance constraint will be. The equivalent
reformulation we adopt from [22] provides a convex approx-
imation of the constraint. So, for convex MPC programs,
our distributionally robust framework does not destroy the
tractability of obtaining a fast online solution via polynomial-
time optimization algorithms.
D. Persistence of Excitation (PoE)
Perhaps the most evident challenge relates to the
exploration-exploitation trade-off inherent to online learning.
Past work considers nonstationary MDPs where exploration
is not allowed along the temporal axis [16]. In our case,
obeying the MPC scheme ostensibly cannot guarantee PoE.
To address this perceived shortcoming, we propose in-
jecting additive noise into the control signal. This approach
is similar to methods used in actor-critic based reinforce-
ment learning algorithms [24], where noise is generated via
an Ornstein-Uhlenbeck process. To satisfy the frequency
condition for PoE with RLS, we simply apply a random
Gaussian noise to the control input. We verify this noise
process maintains feasibility by checking the satisfaction of
the distributionally robust chance constraints with the added
control input noise fixed for each snapshot model θ(t), giving
the additional constraints:
un = ~u+N (27)
xn(t+ 1) = f(xn(t), un(t), θ(t)) (28)
We satisfy the same set of inequality constraints subject to
the original and perturbed control input signals.
IV. CASE STUDY IN SAFE ONLINE LITHIUM-ION
BATTERY FAST CHARGING
A. Equivalent Circuit Model of a Lithium-Ion Battery
Lithium-ion batteries can be modeled with varying degrees
of complexity. The most complex dynamics models are based
on electrochemistry. For example, the Doyle-Fuller-Newman
(DFN) electrochemical battery model is a high-fidelity first-
principles derived physics based model of the dynamics
within a lithium-ion battery. Varying model-order reduction
can be applied, yielding versions including the single par-
ticle model and the equivalent circuit model (ECM). For
simplicity, this paper’s case study utilizes an ECM. The fast
charging problem presents an ideal challenging landscape
TABLE I: Relevant Parameters
PARAMETER DESCRIPTION VALUE UNITS
Q CHARGE CAPACITY 8280 [ 1
A.h
]
R0 RESISTANCE 0.01 [Ω]
R1 RESISTANCE 0.01 [Ω]
R2 RESISTANCE 0.02 [Ω]
C1 CAPACITANCE 2500 [F ]
C2 CAPACITANCE 70000 [F ]
∆t TIMESTEP 1 [S]
Ntarg MAX CONTROL HORIZON 8 [-]
η RISK METRIC 0.01 [-]
β AMBIGUITY METRIC 0.99 [-]
D SUPPORT DIAMETER 1 [-]
within which to evaluate our algorithm. Namely, the optimal
trajectory is a boundary solution that rides the safe boundary
of the voltage constraint. The relevant state variables in this
model are the state of charge SOC and capacitor voltages
VRC in each of two RC pairs. The relevant constraint is
on the terminal voltage V . This constraint prevents the
battery from overheating or aging rapidly during charging
and discharging. The state evolution laws are given by:
SOC(t+ 1) = SOC(t) +
1
Q
I(t) ·∆t (29)
VRC1(t+ 1) = VRC1(t)−
∆t
R1C1
VRC1(t) +
∆t
C1
I(t) (30)
VRC2(t+ 1) = VRC2(t)−
∆t
R2C2
VRC2(t) +
∆t
C2
I(t) (31)
V (t) = Vocv(SOC(t)) + VRC1(t) + VRC2(t) + I(t)R0 (32)
where I(t) is the current input (which is the control variable
for this problem), and VOCV is the open-circuit voltage func-
tion, which is conventionally obtained through experiments.
The full experimental OCV curve is used to represent the
true plant in the loop, and is obtained from a lithium-iron
phosphate (LFP) battery cell [25]. In this paper, we conduct
linear and nonlinear MPC case studies using (1) a cubic
polynomial, and (2) a linear polynomial to approximate the
experimental curve. These OCV relations take the form:
Vˆocv(SOC) = a0 + a1SOC + a2SOC
2 + a3SOC
3 (33)
Vˆocv(SOC) = a0;` + a1;`SOC (34)
This entire model is linear in the parameters, so we can
learn the model online using RLS. With linear OCV, the
model can be represented in linear state-space form, yield-
ing a convex MPC program with the given formulation in
(35-37). We employ both linear and nonlinear MPC case
studies for several reasons. We utilize a nonlinear MPC
case study to demonstrate the versatility of our algorithmic
framework in addressing safety for a more complex learned
dynamical system. We use the linear MPC case study to
illustrate our algorithm’s capability of preserving convexity
with only marginal additional computational requirements.
In both cases, our algorithm maintains feasibility subject to
model mismatch sourced from the experimental OCV.
B. Model-Predictive Control Formulation
We utilize the following formulation of fast charging:
min
I(k)∈U
t+N∑
k=t
(SOC(k)− SOCtarget)2 (35)
subject to:
(29)− (32), SOC(0) = SOC0 (36)
V (k) ≤ 3.6V, 0A ≤ I(k) ≤ 60A (37)
We solve this problem using the YALMIP toolbox for
MATLAB [26]. Specifically, we adopt the IPOPT solver to
address the impact of the nonlinear OCV function in our
model. The timestep ∆t = 1 second, η = 0.01, D = 1,
β = 0.99, and Ntarg = 8 steps. In both the linear and
nonlinear MPC cases, we use the full nonlinear plant in the
loop with an experimental OCV curve.
Our baseline is a learning MPC controller with no DRO
framework. We adopt the same problem formulation as if we
were going to add the constant r(i) to the constraints, but we
omit the DRO constant in the end to evaluate the impact it
has on the robustness of the final control law.
C. Results
Figure 1 illustrates learned safe fast charging results with
the nonlinear model. We start from an initial SOC of 0.1,
and we set a target SOC of 0.5. We apply i.i.d. zero-
mean Gaussian measurement noise to our observations of
the output voltage and regressors. To control for effects of
measurement noise, we apply the same noise realizations to
the regressors of both models. We assume imperfect knowl-
edge that initial input currents Iinit ≤ 30A are safe. We add
zero-mean Gaussian noise with σ = 2.5 Volts to the control
input for PoE. The MPC approach experiences several spikes
in voltage early in the learning process, exhibiting clear
violation of the safety constraint. Furthermore, it periodically
violates the constraint throughout the charging. In constrast,
our distributionally robust charging algorithm satisfies con-
straints at every instant in time. This is significant, especially
since we are learning the model from scratch. The constraint
offset tightens insofar as the mean square error (MSE) trends
downwards with more data samples. The MSE attributable
to the Gaussian noise is consistently accommodated by r.
For further validation, we generate 10 independent runs of
zero-shot learning and control. The percentage of unsafe
time steps is 43000 = 0.133%, well within the risk tolerance
η = 1%. Even with the added computation, our algorithm
runs in real time with a nonlinear model.
We also compute 10 independent runs of our DRO learning
MPC algorithm with a linear model. Figure 2 shows final
charging results from one run. Since our voltage model is
limited, the robust offset actually grows over time as our
residuals from the past become larger. This is because the
OCV model adapts over time, and old data becomes less
representative. However, much like the nonlinear MPC case
study, our DRO algorithm is able to maintain feasibility
throughout the zero-shot run. Across all 10 runs, we observe
TABLE II: Computational Comparison (Seconds) for DRO-
MPC and MPC with a linear OCV model.
RUN DRO-MPC MPC
1 40.586 30.194
2 39.225 23.026
3 55.443 23.267
4 53.390 25.250
5 41.633 23.906
6 42.097 26.003
7 46.143 25.934
8 43.038 26.889
9 51.075 26.728
10 39.469 26.488
zero timesteps with unsafe charging behavior when we add
the DRO component to the MPC scheme. Table 2 shows a
comparison of computation times for 10 runs of DRO-MPC
using the linear model. Since the constraint reformulation
requires a scalar convex optimization even for joint chance
constraints, the additional computation will not scale.
In both linear and nonlinear cases, we are learning 17
and 19 model parameters, respectively. For brevity, we omit
results of parametric evolution and convergence. Most of the
parameters tend to converge close to their nominal values
after 50-100 seconds.
V. CONCLUSION
This paper presents a distributionally robust model-based
control algorithm for zero-shot learning. It addresses the
problem of safety during online learning and control, with
zero knowledge of the true model parameters. We adopt a
stochastic MPC formulation where we augment constraints
with random variables corresponding to empirical distribu-
tions of modeling residuals. We apply Wasserstein ambiguity
sets to optimize over the worst-case modeling error. This
approach provides an out-of-sample safety guarantee which
we validate through numerical experiments. For application
to convex MPC problems, this added algorithmic framework
preserves convexity with minimal additional computation.
Our results provide the basis for several meaningful in-
sights. It is clear that the supporting research for Wasserstein
ambiguity sets provide an ideal base for its application to on-
line learning and control. Our numerical experiments indicate
our approach is highly effective at providing probabilistic
safety guarantees throughout online learning.
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