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El objetivo de este documento es describir el trabajo de formación complementaria 
realizado en el área de Sistemas Embebidos. Las materias de concentración y proyectos que 
se eligieron para este trabajo son los siguientes: 
 
- Sistemas Embebidos: 
o Proyecto: PWM Generator on HCS12x Multicore Architecture 
- Desarrollo de software de comunicaciones para ambientes embebidos: 
o Proyecto: CAN Multicore 
- Diseño de sistemas operativos para ambientes embebidos 
o Proyecto: Binary Progression Scheduler for HCS12 
 
La selección de estos proyectos representa una serie de conceptos y metodologías que 
reflejan las necesidades actuales de la industria. En primer lugar, se analiza una 
implementación multi-core de un generador de señal PWM en donde se cubre el concepto 
clave de la distribución de tareas primarias y secundarias entre diferentes elementos de 
procesamiento de un mismo MCU. El segundo proyecto hace nuevamente uso del concepto 
multi-core, y a la vez, nos pone en primer contacto con uno de los protocolos de 
comunicación más importantes, especialmente en la industria automotriz; el protocolo CAN. 
Finalmente, el último trabajo presentado en este documento cubre las bases de la 
implementación de “schedulers”. Concepto y metodología fundamental en el diseño e 










2. RESUMEN DE LOS 
PROYECTOS 






2.1. PWM Generator on HCS12x Multicore Architecture 
2.1.1. Introducción  
 
El uso de microprocesadores multi-core en la industria de los sistemas 
embebidos se ha convertido en la norma durante los últimos años. El presente 
proyecto es una implementación de un generador PWM haciendo uso del 
microprocesador Freescale HCS12x. Dicho microprocesador empaqueta dos 
elementos de procesamiento en topología asimétrica. El procesador S12 es el core 
principal de ejecución, mientras que el procesador XGATE es un core RISC de menor 
desempeño y responsable de la ejecución de tareas secundarias. 
 
El procesador S12 presenta una mayor capacidad operativa comparada con el 
procesador XGATE. Por esta razón, el procesador S12 realiza la tarea principal de 
generación de la señal PWM. El procesador XGATE es únicamente responsable de 




Por décadas, el uso de sistemas single-core ha sido, en cierta manera, suficiente 
para satisfacer las necesidades de la industria de los sistemas embebidos. Sin 
embargo, en recientes años, la complejidad y cantidad de tareas delegadas a elementos 
digitales de procesamiento de datos ha incrementado de manera considerable. En la 
actualidad, los requerimientos de tiempo de respuesta, procesamiento de grandes 
cantidades de datos y la alta demanda de comunicaciones; hacen imperativa la 










Generación de una señal PWM y manejo de puertos I/O mediante el uso de 
dos procesadores. Dos tareas, una primaria y una secundaria, deberán ser distribuidas 
de la siguiente manera: 
 
o Procesador S12: Generación de señal PWM mediante el control de “duty 
cycle” de una señal oscilante. 
o Procesador XGATE: Control y manejo de puertos I/O. 
 
Requerimientos de la generación de señal PWM 
 
o El procesador principal S12 deberá implementar la generación de una 
señal PWM mediante una tarea de 50ms. 
o Deberá, además. Generar continuamente cambios en el “duty cycle” de la 









Requerimientos del manejo de puertos I/O 
 
o El procesador secundario XGATE deberá configurar un puerto de salida. 
o Deberá hacer drive de una señal de frecuencia fija a 100 Hz. 
o Usar el PIT (programable interrupt timer) como recurso de hardware para 
la generación de frecuencia base. 
 
Implementación 
Descripción funcional del módulo generador de señal PWM 
 
El módulo generador de PWM genera continuamente valores numéricos 
correspondientes al “duty cycle” de la señal. Estos valores son comunicados al 
procesador secundario XGATE mediante una región de memoria compartida entre 
ambos elementos.  
 
El generador es configurado mediante un módulo externo de configuración. 
Parámetros locales de configuración y estado son inicializados a partir de este 
módulo. 
 
 Descripción funcional del módulo de manejo de puertos I/O 
 
El módulo de manejo de puertos I/O hace drive de la señal PWM a un puerto 
de salida configurable por el usuario. Se hace uso de un PIT para la generación de una 
señal de frecuencia fija a 100Hz y cumple con el correspondiente parámetro de “duty 
cycle” obtenido mediante la lectura de datos de la región de memoria compartida 
entre el procesador primario y secundario. 
 
El módulo de manejo de puertos I/O es configurable mediante un módulo 
externo de configuración. Los parámetros configurables son la región de memoria 
compartida con el procesador primario, un valor de identificación de canal y un 
apuntador de función a la función de control de puertos I/O. 
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2.1.4. Analisis de Resultados 
 
Los resultados obtenidos de esta implementación fueron satisfactorios. Después 
de resolver varios problemas técnicos, principalmente relacionados a la coherencia de 
memoria compartida entre los dos procesadores, el sistema dio los resultados 
esperados. La carga de trabajo del procesador principal se mantuvo alrededor del 




El presente proyecto permitió familiarizarnos y lograr un entendimiento de los 
beneficios que brinda la metodología de sistemas multi-core. De igual manera, nos 
permitió entender y enfrentarnos a problemas que surgen al desarrollar dichos 
sistemas.  
 
Una de las áreas críticas y propensas a fallas fue la coherencia de memoria 
compartida entre procesadores. Para evitar problemas en esta área, fue necesario el 
uso de instrucciones primitivas de ambos procesadores para asegurar que la ejecución 
de “regiones críticas” de código fuera accesible únicamente por un procesador a la 
vez y nunca permitir la situación en la que ambos procesadores ejecutan instrucciones 
de dicha región de manera concurrente. 
 
En general, este proyecto nos permitió conocer las diferentes opciones 
disponibles para la comunicación entre procesadores. Esta implementación hace uso 
tanto de la comunicación mediante memoria compartida, como el uso de 
interrupciones entre procesadores. 
 
Finalmente, el uso de módulos de configuración nos permitió realizar una 
implementación totalmente estructurada y modular debido en gran parte al uso de esta 
12 
 
metodología de configuración. Fue relativamente fácil incluir configuraciones para 






2.2. CAN Multicore 
2.2.1. Introducción  
 
El estándar de comunicaciones CAN (Controller Area Network) es sin duda uno 
de los estándares más utilizados en la industria automotriz. Es un protocolo basado 
en mensajes y diseñado para permitir la comunicación autónoma entre 
microcontroladores y dispositivos sin necesidades de un elemento central de control 
de comunicaciones. 
 
En este proyecto se realiza la adaptación de un driver CAN single-core a una 
versión multi-core mucho más eficiente y estructurada, siguiendo la metodología de 
distribución de tareas primarias y secundarias entre diferentes elementos de 




Una de las tareas más importantes de un sistema embebido es la comunicación 
de datos entre diferentes dispositivos. Muchas veces, esta comunicación es crítica 
para el correcto funcionamiento y cumplimiento de requerimientos de tiempo de un 
sistema. Un ejemplo, en sistemas automotrices, es la comunicación entre sensores de 
impacto y los actuadores que activan las bolsas de aire. La comunicación entre estos 
dispositivos es altamente crítica y requiere del menor retraso posible. La metodología 
de distribución de tareas primarias y secundarias entre diferentes elementos de 







Requerimientos del driver CAN multi-core 
 
- Adaptar el proyecto base driver CAN single-core y lograr una implementación 
multi-core que cumpla con los siguientes requerimientos: 
o Las tareas generadas a partir de interrupciones, deberán ser atendidas por 
el procesador secundario XGATE. 
o Las tareas generadas a partir de peticiones provenientes de la capa 
superiores de software HAL, deberán ser ejecutadas por el procesador 
primario S12. 
 
- Realizar mediciones de tiempo de ejecución de las tareas ejecutadas por el sistema 
en configuración single-core. Hacer uso de un puerto I/O de salida para indicar el 
inicio y final de la ejecución de tareas. Usar un osciloscopio para las mediciones 
de tiempo y compilar las mediciones para posterior análisis. 
 
- Realizar las correspondientes mediciones de tiempo de ejecución de tareas en la 
implementación multi-core.  
 
- Hace análisis y comparación de las mediciones obtenidas en la ejecución de tareas 
en sistema single-core y multi-core. 
 
- Hacer uso de semáforos para proveer protección y mantener coherencia de 
memoria entre los dos procesadores del sistema. 
 
Implementación del driver CAN multi-core 
 
La implementación multi-core del driver CAN se centra principalmente en 
reservar el uso del procesador primario S12 para únicamente dar servicio a peticiones 
del HAL (Hardware Abstraction Layer), mientras que el resto de las tareas asociadas 
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al servicio de interrupciones del controlador CAN, son atendidas por el procesador 
secundario XGATE. 
 
Servicio de peticiones provenientes del HAL atendidas por el procesador HC12 
 
Las peticiones generadas por el HAL son atendidas y almacenadas por el procesador 
S12 en una cola implementada en software. El mismo procesador primario es 
igualmente responsable de extraer y transmitir al HAL las transacciones de lectura 
recibidas por el controlador CAN y almacenadas en buffer de lectura. 
 
Servicio de interrupciones del controlador CAN atendidas por el procesador 
XGATE 
 
Las interrupciones de transmisión y recepción de mensajes del controlador CAN son 
atendidas por el procesador secundario XGATE. Cada una de estas interrupciones es 
atendida de manera diferente mediante la implementación de dos funciones de manejo 
de interrupción independientes. 
2.2.4. Analisis de Resultados 
 
La adaptación del módulo de comunicación CAN multi-core dio como resultado una 
implementación considerablemente más eficiente, comparada con la implementación 
single-core, en términos de tiempos de ejecución. En efecto, los resultados obtenidos 





Como era esperado, la implementación multi-core del módulo CAN mostró una 
reducción en el tiempo de servicio de las peticiones del HAL atendidas por el 
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procesador primario. De igual manera, el servicio de interrupciones atendidas por el 
procesador XGATE mostro una reducción en tiempo de ejecución. La razón a esta 
reducción en tiempos de ejecución se debe a la distribución de tareas entre los dos 
procesadores. Tanto el procesador primario como el secundario atienden tareas 
específicas y, por lo tanto, se elimina la sobre carga de tareas a un solo procesador 
como ocurren en la implementación single-core. 
 
La implementación de dos semáforos, uno para las tareas relacionadas a la 
transmisión y otro para las tareas relacionadas a la recepción mensajes, fue necesaria 







2.3. Binary Progression Scheduler for HCS12 
2.3.1. Introducción  
 
El presente proyecto documenta la implementación de un “scheduler” tipo progresión 
binaria. Este tipo de scheduler es uno de los más básicos y simples de implementar, y 
es idóneo en sistemas con MCU pequeños ya requiere únicamente de un timer de 
propósito general para la generación de un “tick” usado para generar una variable de 
conteo. La variable conteo genera un conteo binario donde cada uno de los bits de la 




Un sistema operativo de tiempo real requiere de una base de tiempo denominada 
como “OS tick”. En general, un sistema operativo deberá proveer la capacidad de 
activar y desactivar una variedad de tareas con diferentes periodos de tiempo. Esta 





- El diseño del scheduler de progresión binaria deberá hace uso de un OS tick y una 
variable de conteo. Diferentes ticks de tarea deberán obtenerse a partir de la 
variable conteo y la combinación de mascara/offset para la selección de un bit de 
conteo especifico. 
- El módulo scheduler deberá proveer una interfaz para soportar las siguientes 
funciones: 
o Inicialización del scheduler. 
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o Terminación o “de-initialization” del scheduler. 
o Inicio del scheduler. 
o Función callback del tick generado por el timer de propósito general. 
o Implementación de una tarea background. 
o Funciones callback para las diferentes tareas periódicas. 
- El scheduler deberá ser diseñado de tal manera que permita ser portado a 
diferentes plataformas. 
- El scheduler deberá activar y evitar la colisión de tareas con la periodicidad 




El microcontrolador HCS12x cuenta con timers de propósito general. Uno de estos timers es 
usado para la generación de un OS tick con periodo fijo de 781.25ps. Un tick es el término 
asignado a la unidad de tiempo que incrementa la variable de conteo del scheduler. Esta 
variable de conteo es usada para activación, a partir de los diferentes bits de su valor binario, 
de las diferentes tareas de acuerdo a los requerimientos establecidos. 
 
La activación de las diferentes tareas es generada a partir de la variable de conteo. La 








El desfasamiento relativo entre las diferentes tareas ocurre de la siguiente manera: 
 
2.3.4. Analisis de Resultados 
 
Los resultados obtenidos concuerdan con los requerimientos de generación de las 
diferentes tareas. Es interesante el hecho de que un solo recurso del MCU, un 
generador de tiempo de propósito general, permite lograr la activación de diferentes 
tareas periódicas. 
 
Es importante mantener una tarea de background como parte del scheduler ya que 
permite una fácil inclusión de diferentes rutinas de diagnóstico y mantenimiento del 
sistema cuando estas sean necesarias, ya sea durante la implementación del sistema o 




La implementación de este proyecto se vio altamente beneficiada debido a la 
metodología de estructuración de software en capas. Fue posible hacer reuso de 
software previamente desarrollado en proyectos anteriores, específicamente el código 
relacionado a la generación del tick de tiempo base del scheduler. 
 
Debido a la integración de la tarea background en el scheduler, fue posible añadir con 
facilidad rutinas de monitoreo de actividad. Estas rutinas permitieron hacer la 




Este scheduler, aunque en cierta manera básico y simple, es la base para la 
implementación de sistemas mucho más complejos ya que la adición de nuevas tareas 






















































































3.3. BINARY PROGRESSION SCHEDULER 
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