I. Introduction: The outliers in a dataset are the points in a minority that are highly unlikely to belong to the population from which the other points (i.e. inliers), which are in a majority, have been drawn. Alternatively, the outliers exhibit a pattern or characteristics that are alien or nonconformal to those of the inliers. Stated differently, if a majority of data points, i p p ∈ , lie in a range (a, b) , then a minority of data points, j∈ , far exterior to (a, b) , are outliers in the data set .
D p q
≈ ∪ The said range that divides D into p and q is often fuzzy since the definition of 'far exterior' cannot be exact. The points in the 'near exterior', which belong neither to p nor to q are in the indeterminate zone and to consider them the outliers or the inliers often needs some criterion, often ad hoc or presumptive in nature.
In any case, outliers in a data set pull the measures of central tendency towards themselves and also inflate the measures of dispersion leading to biased and inefficient estimators. The pulled measures of location and inflated measures of dispersion often lead to masking of the outliers. A single prominent outlier can mask other relatively less prominent outliers and thus may cause delusion and evade their detection by a cursory inspection.
II. Linear Regression Analysis:
On many occasions we desire to explain changes in a dependent variable (Y ) as a response to changes in (a single or multiple) explanatory variables ( X ) and we hypothesize that the relationship between Y and X is linear. That is to say that the data set is described as This procedure of estimation of b is known as the method of (ordinary) least squares or the OLS.
The method of ordinary least squares is very powerful, but at the same time it is very sensitive to contamination in Y or X and the nature of e as well the relationship between X and .
e As for the residuals ( e ), it is required that each i e should have zero mean and constant (non-zero) standard deviation, or It is also necessary that ( ) 0,
where L e and T e are leading and trailing points, which is relevant only if the data points obey some order such as one in the time series. Together, these requirements are summarized to state that
As to X and its relationship with e , it is necessary that ( ) 0. satisfied, the OLS provides the BLUE or best linear unbiased estimator (of the parameters, b ). These requirements are collectively called as the Gauss-Markov conditions (Plackett, 1950; Theil, 1971) . It may be noted that the OLS to be BLUE does not require i e to be normally or even identically distributed. Aitken (1935) , who was perhaps the first statistician to present the method of the ordinary least squares in matrix notations, extended the OLS to his Generalized Least Squares (GLS) to take care of the cases when
The GLS-estimated b (to be denoted by GLS b ) is obtained as
Since Ω (and hence 1 − Ω too) is a symmetric positive definite matrix, we may factorize
In this sense, the GLS is a weighted least squares, where ω is the weight matrix. In the OLS we have . It may be noted that there is a tenfold increase in the magnitude of the coefficient associated with 1 .
X The value of 2 R has dropped down from 0.999998 to 0.760542. The moral of this story is clear: presence of outliers and corruption of only a few data points can sizably distort the estimated values of some or all parameters of the regression equation.
IV. Detection of Contaminated or Outlier Data Points: If the contaminated or outlier data points can be detected, something can be done to eliminate them from the dataset or to abate their influence on the estimated regression coefficients. In particular, such data points can be assigned a relatively lower (even zero) weights vis-à-vis the inlier data points and a weighted least squares approach to estimation can be employed. Mahalanobis (1936) defined his generalized distance,
, where the symbol S stands for the covariance matrix of .
Y
This distance is a measure of deviation of a (multivariate) data point from its center. If this distance is larger than a presumed value, the data point may be considered as an outlier. This measure is formally very similar to the device Ω used by Aitken in developing his Generalized Least Squares. 
( ) / ; 1, :
If S is ill-conditioned for ordinary inversion, a generalized or the Moore-Penrose inverse (Theil, 1971) 
and so on, and use Campbell's iterative method incorporating these weights, we may obtain a robust covariance matrix. Although not suggested so by Campbell (1980) himself, we will, however, obtain ω in this manner and call the resulting procedure as the Campbell-II method to obtain a robust covariance matrix.
VII. Two Algorithms for Robust Regression Analysis: Let
First, we obtain a robust covariance matrix
In the process, we also obtain ; 1, .
Then, using this weight matrix we obtain the robust regression estimator,
In obtaining ( ) S Z we may use the Campbell-I or the Campbell-II procedure and accordingly, we get two different c b both of which are notably robust against data contamination and outliers.
VIII. Performance of Robust Regression Algorithms on Some Test Datasets:
Many investigators in robust statistics (e.g. Andrews, 1974; Rupert and Carrol, 1980; Rousseeuw and Leroy, 1987; Kashyap and Maiyuran, 1993, etc) have tested their methods on certain specific datasets that contain outliers. In particular, the datasets used by Rousseeuw and Leroy (1987) are available on http://www.uni-koeln.de/themen/Statistik/data/rousseeuw. Those datasets provide a good and widely accepted test bed for robust regression analysis. Among those the "stackloss datasets" (Brownlee, 1965) , water salinity dataset (Rupert and Carrol, 1980 ), Hawkins-Bradu-Kass dataset (Hawkins et al., 1984) , the Hertzsprung-Russell star dataset (analysed by Rousseeuw and Leroy, 1987) , and the Pilot-Point dataset (Daniel and Wood, 1971) have been used here to test the performance of the presently proposed methods of robust regression. Other test datasets also could be used, but we consider that exercise unnecessary.
VIII.1. The Stackloss Dataset:
The dataset describes the operation of a plant for the oxidation of ammonia to nitric acid. The stackloss ( y ) is a function of the rate ( 1 x ), temperature ( 2 x ) and acid concentration ( 3 x ). The dataset has 21 observations or cases. The dataset is reproduced in the Table-2. It is widely acclaimed that the data points (1, 3, 4, 21) and possibly the point (2) are outliers. While the points (1, 3, 4, 21) are considered outliers, Kashyap and Maiyuran (1993) estimate the parameters as (-37.65, 0.80, 0.577, -0.067) of which the first is the y-intercept and the subsequent three are the coefficients associated with 1 2 , x x and 3 x respectively.
We applied Campbell-I robust estimator on the data, but it did not detect any outlier and therefore the estimated coefficients were the OLS estimates (-39.92, 0.716, 1.295, -0.152) only. However, Campbell-II detected the points (1, 2, 3, 4, 21) as clear outliers and the points (13, 17) as very mild outliers. The estimated coefficients were (-32.47, 0.852, 0.451, -0.132 ).
VIII.2. The Water Salinity Dataset:
The water salinity (i.e., its salt concentration) dataset (Rupert and Carrol, 1980) comprises data on water salinity ( y ) as the dependent variable and lagged salinity ( 1 x ), trend ( 2 x ) and river discharge in North Carolina's Pamlico Sound ( 3 x ) as the explanatory variables. The dataset has 28 points ( Table-3 ).
In this dataset, Rousseeuw and Leroy's method detects the points (5, 16, 23, 24) as outliers whereas Rupert and Carrol's method detects (1, 11, 13, 15, 16, 17) as outliers. Kashyap and Maiyuran's method detects (5, 8, 15, 16, 17) as outliers for which the coefficients are (22.30, 0.724, -0.279, -0.786). (Rupert and Carrol, 1980; Rousseeuw and Leroy, 1987) , , y x x and 3 x . It is widely held that the dataset has ten extreme outliers and four other points which obey the regression model, but are located away from other inliers (Kashyap and Maiyuran, 1993) . We have applied Campbell-I and Campbell-II methods to detect the outliers and estimate the coefficients of robust regression. Campbell-I detects the points (11, 12, 13, 14) as outliers and the estimated coefficients are (-0.828, 0.156, 0.106, 0.226 ). Campbell-II detects the points (1 through 14) as clear outliers, points (18, 53, 71, 72) as strong outliers and the points (19, 28, 29, 40, 47, 50, 55, 59, 67, 68) as very mild outliers. The estimated regression coefficients by the Campbell-II method are (-0.775, 0.1625, 0.1812, 0.06517) . The OLS estimates of coefficients are (-0.38755, 0. 239185, -0.334548, -0.383341) . A comparison of the Campbell-II and the OLS estimates of regression coefficients show the damage done by the outliers.
VIII.4. The Hertzsprung-Russell Star Dataset: This data set was introduced by Rousseeuw and Leroy (1987) . It has 47 points in two variables, logarithm of the light intensity of the star as the dependent variable ( y ) and logarithm of the effective temperature at the surface of the star as the explanatory variable ( 1 x ). It has four very strong outliers, the so-called giant stars, represented by the points (11, 20, 30, 34) . The Campbell-I method detects the points (11, 20, 30, 34) as clear outliers, the point (7) as a strong outlier, and points (9, 14) as very mild outliers. The regression coefficients are (3.7789, 0.126). the Campbell-II detects the points (7, 9, 11, 14, 20, 30, 34) as clear outliers and the points (3, 5, 18, 25, 28, 33, 38, 41, 42, 43, 46) as very mild outliers. The estimated regression equations are (3.7415, 0.13688). Against this, the OLS estimates of the coefficients are (4.847, -0.1071). The OLS estimates indicate that light intensity decreases as the temperature increases, which is obviously misleading. The robust regression coefficient, however, is positive.
VIII.5. The Pilot-Plant Dataset: Daniel and Wood (1971) provide the dataset of 20 points in two variables, where the dependent variable ( y ) is the acid content determined by titration, and the explanatory variable ( 1 x ) is the organic acid content determined by extraction and weighing. 1  76  123  5  55  57  9  41  16  13  88  159  17  89  169  2  70  109  6  48  37  10  43  28  14  58  75  18  88  167  3  55  62  7  50  44  11  82  138  15  64  88  19  84  149  4  71  104  8  66  100  12  68  105  16  88  164  20  88  167 The Campbell-I method does not detect any outlier in this data and hence the estimated regression coefficients, (35.4583, 0.3216) are the OLS estimates. However, the Campbell-II method detects a single very strong outlier point (11), four strong outlier points (4, 10, 13, 15) and three very mild outlier points (2, 8, 14) . None of the points is a clear outlier. The estimated regression coefficients are (36.190, 0.3137).
These tests indicate that in detecting the outliers (and yielding the estimates of robust regression coefficients), the Campbell-I method is rather blunt and the Campbell-II is very sensitive. Where the outliers are not much deviant from the center, the Campbell-I fails to detect them. But Campbell-II detects very mild outliers too, occasionally signaling false positive.
IX. Some Monte Carlo Experiments:
We generated artificially a forty points 'base data' on three variables ( 1 2 , x x and 3 x ), obtained and add a very small error to it to meet the requirements of regression analysis. We present the 'base data' in Table- IX.1. Experiment-1: We add one quantum of a random size between (-10, -5) and (5, 10) to equiprobably randomly chosen point of every variable (including y ). We do this exercise 200 times and find mean, b , standard deviation, ( ) s b , and root-mean-square, Rms, for each coefficient (having 200 replicates). Estimation is done by Campbell-I and Campbell-II methods. Then we change the number of perturbation quanta to be made to each variable to 2, 5 and 10 keeping other parameters of the experiment constant. The results are presented in Table- 8. IX.2. Experiment-2. Next, we repeat the experiment with change in the size of perturbation quanta, but keeping everything else as elaborated in Experiment-1. The perturbation quanta now lie in a larger range of (-25, -20) and (20, 25) . The results are presented in Table-9 . (-25, -20) and (20, 25 ) IX.3. Experiment-3. Once again we repeat the experiment with further changes in the size of perturbation quanta, but keeping everything else as elaborated in Experiment-1. The perturbation quanta now lie in a still larger range of (-100, -50) and (50, 100). The results are presented in Table- 10. x ) that lie between (-10, 50), a perturbation lying between (-100, -50) or (50, 100) is quite large. Such perturbations can always induce biases in the estimated coefficients. As it is observed, when the perturbations per variable is up to five in number, Campbell-II produces very good results even when the size of perturbations is large.
X. Concluding Remarks:
In this paper we have elaborated upon the deleterious effects of outliers and corruption of dataset on estimation of linear regression coefficients by the Ordinary Least Squares method. Motivated to ameliorate the estimation procedure, we have introduced the robust regression estimators based on Campbell's robust covariance estimation method. We have investigated into two possibilities: first, when the weights are obtained strictly as suggested by Campbell and secondly, when weights are assigned in view of the Hampel's median absolute deviation measure of dispersion. Both types of weights are obtained iteratively. Using these two types of weights, two different types of weighted least squares procedures have been proposed. These procedures are applied to detect outliers in and estimate regression coefficients from some widely used datasets such as stackloss, water salinity, Hawkins-Bradu-Kass, Hertzsprung-Russell Star and pilot-point datasets. It has been observed that Campbell-II in particular detects the outlier data points quite well (although occasionally signaling false positive too as very mild outliers). Subsequently, some Monte Carlo experiments have been carried out to assess the properties of these estimators. Findings of these experiments indicate that for larger number and size of outliers, the Campbell-II procedure outperforms the Campbell-I procedure. Unless perturbations introduced to the dataset are sizably numerous and very large in magnitude, the estimated coefficients by the Campbell-II method are also nearly unbiased. 
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