Abstract-The classical result of Vandermonde decomposition of positive semidefinite Toeplitz matrices can date back to the early twentieth century. It forms the basis of modern subspace and recent atomic norm methods for frequency estimation. In this paper, we study the Vandermonde decomposition in which the frequencies are restricted to lie in a given interval, referred to as frequency-selective Vandermonde decomposition. The existence and uniqueness of the decomposition are studied under explicit conditions on the Toeplitz matrix. The new result is connected by duality to the positive real lemma for trigonometric polynomials nonnegative on the same frequency interval. Its applications in the theory of moments and line spectral estimation are illustrated. In particular, it provides a solution to the truncated trigonometric K-moment problem. It is used to derive a primal semidefinite program formulation of the frequency-selective atomic norm in which the frequencies are known a priori to lie in a certain frequency band. Numerical examples are also provided.
I. INTRODUCTION
The classical Vandermonde decomposition result discovered by Carathéodory and Fejér in 1911 [1] states that, if an N ×N Toeplitz matrix T is positive semidefinite (PSD) and has rank of r ≤ N , then it can be factorized as
where P is an r × r positive definite diagonal matrix and A is an N × r Vandermonde matrix whose columns correspond to uniformly sampled complex sinusoids with different frequencies. Moreover, the decomposition is unique if r < N . In the theory of moments, the Vandermonde decomposition provides a solution to the truncated trigonometric moment problem (a.k.a., the moment problem on the unit circle given a finite moment sequence) [2] . It is also important in operator theory and has application in system theory [3] , [4] . It has become important in the area of data analysis and signal processing since the 1970s when it was rediscovered by Pisarenko and used for frequency retrieval from the data covariance matrix [5] . From then on, the Vandermonde decomposition has formed the basis of a prominent subset of methods for frequency estimation designated as subspace methods, e.g., multiple signal classification (MUSIC) and estimation of parameters by rotational invariant techniques (ESPRIT) (see the review in [6] ).
The new interest in Vandermonde decomposition of Toeplitz matrices has recently been evoked due to the spectral superresolution and continuous compressed sensing framework, in which the frequency estimation problem is solved by exploiting sparsity that arises from the fact that the number of frequencies is small and optimization methods are formulated based on the Vandermonde decomposition [7] - [9] . To be specific, the atomic norm [10] , which can be viewed as a continuous counterpart of the 1 norm utilized in previous compressed sensing based methods [11] , [12] , is utilized and cast as semidefinite programming (SDP) by applying the Vandermonde decomposition. The atomic norm method is superior in the sense that, unlike the compressed sensing methods, it does not require to grid/discretize the frequency domain, completely resolves the grid mismatch problem, and provides strong theoretical guarantees. The Vandermonde decomposition has also been generalized to high dimensions and used for multidimensional frequency estimation [13] .
We note that the frequencies in the Vandermonde decomposition in (1) may take any value in the normalized frequency domain [0, 1] in which the starting and the ending points are identified. In this paper, we ask the following question:
Can the frequencies in the Vandermonde decomposition of T be restricted to lie in a given interval I ⊂ [0, 1], instead of the entire domain [0, 1], under explicit conditions on T ? The resulting decomposition is referred to as frequencyselective (FS) Vandermonde decomposition. The problem is challenging in that by (1) T is a highly nonlinear function of the frequencies and it is unclear how to link T to a frequency interval I.
In mathematics, similar questions are asked in a class of moment problems known as truncated K-moment problems, a.k.a., truncated moment problems on a semialgebraic set K, instead of on an entire domain [14] . The truncated K-moment problems have been solved in the real and complex domains [15] , [16] ; however, to the best of our knowledge, it is still open on the unit circle, known as the truncated trigonometric K-moment problem. In this paper, we show that the study of FS Vandermonde decomposition can provide a solution to this open problem.
Besides mathematical interest, the investigation of FS Vandermonde decomposition is important and has great potentials in practical frequency estimation problems in which the frequencies are known a priori to lie in a given interval. For arXiv:1605.02431v1 [cs.IT] 9 May 2016 example, the frequencies will be known to lie in a narrower band when oversampling happens. A radar engineer might be able to estimate the maximum range/delay of a detectable aircraft due to path loss. The maximum Doppler frequency can be obtained given the aircraft's characteristic speed. In underwater channel estimation, the frequency parameters of interest can reside in a known small interval [17] . Similar prior knowledge might also be available given weather observations [18] . It has recently been shown in [19] , [20] that the frequency estimation performance can be improved by exploiting such prior knowledge based on atomic norm techniques.
In this paper, we provide an affirmative answer to the question asked above. Specifically, we show that a PSD Toeplitz matrix T admits a FS Vandermonde decomposition on a given interval if and only if T satisfies another linear matrix inequality (LMI). Interestingly, this FS Vandermonde decomposition result is linked by duality to the positive real lemma (PRL) for trigonometric polynomials [21] . The usefulness of the new result is demonstrated. In the theory of moments, it provides a solution to the truncated trigonometric K-moment problem. It is used to derive a primal SDP formulation of the FS atomic norm in [19] for line spectral estimation with prior knowledge. Numerical examples are also provided.
A. Notations
Notations used in this paper are as follows. R and C denote the set of real and complex numbers, respectively. Let T := [0, 1] denote the unit circle by identifying the starting and the ending points. Boldface letters are reserved for vectors and matrices. |·| denotes the amplitude of a scalar or the cardinality of a set. · 1 , · 2 and · F denote the 1 , 2 and Frobenius norms respectively. A T and A H are the matrix transpose and conjugate transpose of A respectively. rank (A) denotes the rank of a matrix A and tr (A) the trace. For PSD matrices A and B, A ≥ B means that A − B is PSD. and return the real and the imaginary parts of a complex argument respectively.
A degree-1 (Hermitian) trigonometric polynomial is defined as
with complex argument z, where · denotes complex conjugate.
We are particularly interested in the value of g(z) on the unit circle, i.e., when z = e i2πf , f ∈ T. Without ambiguity, we write g(f ) := g e i2πf . It is easy to see that g(f ) ∈ R on T. Given a complex sequence t = [t j ], j = 1 − N, . . . , N − 1, an N × N Toeplitz matrix T := T (t) := T (N, t) is defined by T mn = t n−m , 0 ≤ m, n ≤ N − 1. Moreover, with respect to a degree-1 trigonometric polynomial g as defined in (2), we define an (N − 1)
. . , e i2π(N −1)f T denote a discrete complex sinusoid of length N with frequency f ∈ T.
B. Organization of This Paper
The rest of the paper is organized as follows. Section II introduces the standard Vandermonde decomposition of Toeplitz matrices. Section III presents the new FS Vandermonde decomposition. Section IV shows connections between the new result and the theory on trigonometric polynomials. Section V illustrates its application in the theory of moments. Section VI turns to the application in line spectral estimation with prior knowledge. Section VII concludes this paper.
II. VANDERMONDE DECOMPOSITION OF TOEPLITZ MATRICES
The standard Vandermonde decomposition of Toeplitz Matrices is summarized in the following theorem [1] , [6] , a proof of which, inspired by [22] , is also provided for completeness.
Theorem 1: A Toeplitz matrix T ∈ C N ×N admits the following r-atomic Vandermonde decomposition:
where r = rank (T ), p k > 0, and f k ∈ T, k = 1, . . . , r are distinct, if and only if T ≥ 0. Moreover, the decomposition in (4) is unique if T is rank-deficient. Proof: The 'only if' part is obvious. We next show the 'if' part. To do so, we first consider the case of r = rank
T . By the structure of T , we have
Thus there exists an r × r unitary matrix U satisfying that V L = V U U (see, e.g., [23, Theorem 7.3.11] ). It follows that v j = v 1 U j−1 , j = 2, . . . , N and therefore,
Next, write the eigen-decomposition of the unitary matrix U , which is guaranteed to exist, as
where U is also an r × r unitary matrix and z k = e i2πf k with f k ∈ T, k = 1, . . . , r. Inserting (6) into (5) and letting
. . , r, where u k denotes the kth column of U , we have that t j = r k=1 p k e −i2πjf k and (4) follows. It is obvious that f k , k = 1, . . . , r are distinct since otherwise, rank (T ) < r, which cannot be true.
We now consider the case of r = N in which T > 0. We first arbitrarily choose f N ∈ T and then let
It can be readily verified that
rank (T (t )) = N − 1.
Therefore, following from the result in the case of r ≤ N − 1 that we just proved, T (t ) admits a Vandermonde decomposition as in (4) with r = N − 1. It then follows from (8) that T admits an N -atomic Vandermonde decomposition. We finally show the uniqueness in the case of
Suppose there exists another decomposition: T = A f P A H f with, similarly, p j > 0, j = 1, . . . , r and f j ∈ T are distinct. It follows from the equation that
This means that for every j = 1, . . . , r, a f j lies in the range space spanned by {a (f k )} r k=1
. By the fact that r ≤ N −1 and any N atoms a (f k ) with distinct f k 's are linearly independent, we have that f j ∈ {f k } r k=1 and thus the two sets f j r j=1 and {f k } r k=1 are identical. It follows that the two decompositions of T are identical.
Note that the proof of Theorem 1 provides a computational approach to the Vandermonde decomposition. We simply consider the case of r ≤ N − 1, since in the case of r = N we can arbitrarily choose f N ∈ T first. In particular, we first compute V ∈ C N ×r satisfying that T = V V H using, e.g., the Cholesky decomposition. After that, by the fact that
we can compute z k and u k , k = 1, . . . , r as the eigenvalues and eigenvectors of the matrix pencil V
. . , r, where v 1 is the first row of V .
III. FS VANDERMONDE DECOMPOSITION OF TOEPLITZ MATRICES
Note that this definition can conveniently deal with the case when 0 (or 1) is an interior point of I. We construct a useful trigonometric polynomial that is nonnegative on I and negative on T\I. In particular, let
where z L := e i2πf L , z H := e i2πf H and sgn (·) denotes the sign function. It follows from (13) that
where
By the construction of g(z) we know that g(z) has two single roots z L and z H , or equivalently, g(f ) has two single roots f L and f H . It follows that g(f ) changes its sign around f L and around f H . So there are two possibilities:
. This can be checked by studying the value of g at f =
This means that at f =
B. FS Vandermonde Decomposition
The FS Vandermonde Decomposition of Toeplitz matrices is summarized in the following theorem.
Theorem 2: Given I ⊂ T, a Toeplitz matrix T ∈ C N ×N admits a FS Vandermonde decomposition as in (4) but with f k ∈ I, if and only if
where g is defined by (14)- (16) and T g by (3). Moreover, the decomposition is unique if either T or T g is rank-deficient. Proof: For the "if" part, we first consider the case of r ≤ N − 1. Under (18) , it follows from Theorem 1 that T admits a unique Vandermonde decomposition as in (4) . It suffices to show that f k ∈ I, k = 1, . . . , r under (19) . To do so, by (4) we have that
It follows that
Hence, we have that
. . , r on the diagonal. Note that A (N − 1, f ) has full column rank since r ≤ N − 1. It then follows from (22) and (19) 
where · † denotes the matrix pseudo-inverse. This means that p k g (f k ) ≥ 0 and thus g (f k ) ≥ 0, k = 1, . . . , r. So we conclude that f k ∈ I, k = 1, . . . , r by the property of g(f ).
We now consider the case of r = N in which
Similarly to the proof of Theorem 1, we define a new sequence t = t j , |j| ≤ N − 1 by (7), followed by (8), (9) and (10) . Moreover, similar to (21) we have that
and hence,
Now consider T (t ) that satisfies (9), (10) and (26) . Using the "if" part of Theorem 2 in the case of r ≤ N − 1 that we just proved, T (t ) admits a unique decomposition as in (4), with f k ∈ I, k = 1, . . . , r = N − 1. Therefore, it follows from (8) that
has a decomposition as in (4), with f k ∈ I, k = 1, . . . , r = N . So we complete the "if" part. The "only if" part can be shown by similar arguments. In particular, given T as in (4), it is obvious that (18) holds. Moreover, we still have (22) , in which g (f k ) ≥ 0, k = 1, . . . , r since f k ∈ I, k = 1, . . . , r. So (19) holds as well.
We finally prove the uniqueness under the additional assumption that T or T g is rank-deficient. In the case when T is rank-deficient this is a direct consequence of the standard Vandermonde decomposition result. In the other case when T has full rank and T g is rank-deficient, we first note that there are at least N distinct f k 's in the FS Vandermonde decomposition of T . Now let us recall (22) . Since A (N − 1, f ) has full row rank, by the property of g(f ), T g is rank-deficient only if g(f k ) = 0 holds for maximally N − 2, f k 's and the other f k 's must be either f L or f H . This means that there are exactly N distinct atoms in the decomposition with two frequencies fixed at f L and f H . It follows that the other N −2 frequencies are also fixed. Therefore, the FS Vandermonde decomposition is unique.
We now discuss how to obtain the FS Vandermonde decomposition when the assumptions of Theorem 2 are satisfied.
Note first that in the case when T is rank-deficient, it admits a unique decomposition that can be computed as in Section II. When T has full rank, by Theorem 2 an N -atomic decomposition is guaranteed to exist that can be computed following from the proof of Theorem 2, to be specific, fix f N and p N first and then obtain the decomposition following the proof.
IV. DUALITY
Using the FS Vandermonde decomposition result shown in the previous section, we can explicitly characterize the cone of Toeplitz matrices admitting such decompositions. Due to the interest in optimization problems, we naturally look at the dual cone, which, as we will see, enables us to link the FS Vandermonde decomposition to the theory on trigonometric polynomials, to be specific, the PRL given in [24] , [25] (see also [21] ).
For a sequence t = [t j ], |j| ≤ N − 1 with t −j = t j , let
be a representation of t in the real domain, where the coefficient
2 for t 0 is chosen for convenience. It is obvious that all N × N Toeplitz matrices admitting a FS Vandermonde decomposition on a given interval I ⊂ T form a cone that can be identified with the cone
Define
where g is defined as in Theorem 2. A direct consequence of Theorem 2 is that
We next consider the dual cone of K VDF defined as [26] 
Before proceeding to the main result of this section, we first introduce some notations. Let
denote the cone of trigonometric polynomials of order N − 1 and nonnegative on I, where γ R is similarly defined as t R . Also let Θ j , |j| ≤ N − 1 be an N × N elementary Toeplitz matrix with ones on its jth diagonal and zeros elsewhere. With respect to Θ j and the trigonometric polynomial g defined by (14)- (16), we define the (N − 1) × (N − 1) Toeplitz matrix Θ gj , like T g with respect to T . By definition, it is easy to verify that
We also define the cone
The main result of this section is given in the following theorem. Theorem 3: We have the following identities:
Therefore, provided that K VDF = K VDM we can conclude that K PolF = K PolM , and vise versa. Proof: We first show (36). Note that t R ∈ K VDF if and only if
Inserting (38) into (39), we have that
By (40) and the definition of the dual cone, α = γ R ∈ K * VDF if and only if h(f ) := N −1 j=1−N γ j e i2πjf is nonnegative on I, or equivalently, α ∈ K PolF by (32).
To show (37), we can similarly define t for α ∈ R
Using the identities in (33) and (34), we have that
Therefore, α = t R ∈ K * PolM if and only if tr (T Q 0 ) + tr (T g Q 1 ) ≥ 0 for any Q 0 ≥ 0 and Q 1 ≥ 0, which holds if and only if T ≥ 0 and T g ≥ 0, or equivalently, α ∈ K VDM .
Finally, provided that K VDF = K VDM and using (36) and (37), we have that
Using the identify that K * * PolM = K PolM , which follows from the fact that K PolM is convex and closed [26] , we conclude that K PolF = K PolM . By similar arguments we can also show that
By Theorem 3, the FS Vandermonde decomposition on I is linked via duality to the trigonometric polynomials nonnegative on the same interval. Moreover, the identity that K PolF = K PolM provides a matrix form parametrization of the coefficients of these polynomials. In fact, this is nothing but the Gram matrix parametrization concluded by the PRL in [24] , [25] (see also [21] ). This means that the PRL in [24] , [25] can be obtained from the FS Vandermonde decomposition; conversely, the PRL also provides an alternative way to characterize the set of Toeplitz matrices admitting a FS Vandermonde decomposition. 1 Therefore, it will not be surprising that, as we will see, for certain convex optimization problems the two techniques can be applied to give the primal and the dual problems, respectively. But note that there are indeed scenarios in which one technique can be applied while the other cannot. Examples will be provided in the ensuing sections to demonstrate the usefulness of the FS Vandermonde decomposition.
Remark 1: The trigonometric polynomial g(z) = r −1 z + r 0 + r 1 z −1 that is nonnegative on I and negative on its complement plays an important role in both the FS Vandermonde decomposition of Toeplitz matrices and the Gram matrix parametrization of trigonometric polynomials. It is worth noting that the polynomial defined in the present paper (recall (14)- (16)) is different from those in [21] , [24] , [25] . As a matter of fact, while the polynomial we define applies uniformly to all intervals I ∈ T, certain modifications to the polynomial or additional operations such as sliding the interval have to be taken in other papers when I contains certain critical points such as 0 (or 1) and 
V. APPLICATION IN THE THEORY OF MOMENTS

A. Problem Statement
For a given sequence t j , |j| ≤ N − 1 and a given domain F , a truncated moment problem entails determining whether there exists a positive Borel measure µ on F such that [2] 
1 Note that Theorem 2 is stronger in the sense that it concludes that all such Toeplitz matrices always admit a decomposition containing N atoms or less.
The problem is further referred to as a truncated K-moment problem if µ is constrained to be supported on a semialgebraic set K ⊂ F , i.e., supp (µ) ⊂ K.
A measure µ satisfying (44) is a representing measure for t; µ is a K-representing measure if it satisfies (44) and (45). The truncated moment and K-moment problems have been solved when F is the real or the complex domain (note that the complex moment problem is defined slightly differently from (44)) [15] , [16] , [27] . The truncated moment problem is also solved when F is the unit circle, known as the truncated trigonometric moment problem [3] , [27] . In fact, the solution is given by evoking the Vandermonde decomposition of Toeplitz matrices: A representing measure µ exists if and only if the Toeplitz matrix T formed using t admits a Vandermonde decomposition, or equivalently, T ≥ 0 by Theorem 1. To the best of our knowledge, however, the truncated trigonometric K-moment problem is still open. This section is devoted to a solution to this problem by applying the FS Vandermonde decomposition.
Note that a semialgebraic set K on the unit circle T can be identified with the union of finite disjoint subintervals [f Ll , f Hl ] ⊂ T, l = 1, . . . , J. Therefore, the moment problem of interest can be restated as follows. For a given sequence t j , |j| ≤ N − 1, the truncated trigonometric K-moment problem entails determining whether there exists a K-representing measure µ on T satisfying that
B. Proposed Solution
Let T be the N × N Toeplitz matrix formed using the moment sequence t j , |j| ≤ N − 1. Suppose that an r-atomic K-representing measure µ for t exists that satisfies (46) and (47). It follows from (47) that
where δ f is the Dirac delta function and p k > 0 denotes the density at f k . Inserting (48) into (46), we have that
This means that T admits an r-atomic FS Vandermonde decomposition on K. It is easy to show that the above arguments also hold conversely. So we conclude the following result.
Lemma 1: An r-atomic K-representing measure µ for t exists if and only if T admits an r-atomic FS Vandermonde decomposition on K.
We next provide explicit conditions on T by applying Theorem 2. In the case when K is a single interval, the following theorem is a direct consequence by combining Lemma 1 and Theorem 2.
, an r-atomic Krepresenting measure µ for t exists if and only if (18) and (19) hold, where r = rank (T ), and g is defined by (14)-(16) . Moreover, µ can be found by computing the FS Vandermonde decomposition of T on K, and it is unique if T or T g is rank-deficient.
In the case of
. . , J ≥ 2 are disjoint, we have the following corollary of Theorem 4, the proof of which is straightforward and thus is omitted.
Corollary 1:
where g l , l = 1, . . . , L are g defined with respect to [f Ll , f Hl ], respectively. Corollary 1 provides a numerical approach to finding a Krepresenting measure, if it exists, by solving the following feasibility problem that is a SDP:
If a solution, denoted by t * l , l = 1, . . . , J, can be found, then we can find representing measures for t * l on each corresponding interval by Theorem 4, the sum of which finally form a K-representing measure for t. If (54) is infeasible, then no K-representing measure for t exists.
Remark 2: By solving (54), the number of atoms in the obtained representing measure µ, if it exists, can be as large as N J. To possibly reduce the number of atoms, we can find the one minimizing certain convex function of t l , l = 1, . . . , J among the solutions satisfying (51)-(53). As an example, the function may be chosen as ±tr (T (t 1 )) .
Finally, it is interesting to note that the dual problem of (54) can be easily obtained using the result in Section IV. Using the cone notations (54) can be written as:
where t R,l := [t l ] R , and K VDM,l denotes K VDM in (29) with g being g l . The Lagrangian function is given by:
where t R,l ∈ K VDM,l , l = 1, . . . , J, and α is the Lagrangian multiplier. Using the knowledge of dual cone, we have that
(57) Therefore, the dual problem is given by:
where we have used the identity that K * VDM,l = K PolM,l given by Theorem 3. Note that (58) can be cast as SDP following from (35).
Example 1: Suppose that the moment sequence t j , |j| ≤ N − 1 is generated from its 3-atomic representing measure
1) In the case of N ≥ 4, we can form the Toeplitz matrix T using t, having that rank (T ) = 3 < N . By Theorem 1, µ 1 is the unique representing measure for t. 
VI. APPLICATION IN LINE SPECTRAL ESTIMATION A. Problem Statement
Line spectral estimation can be found in wide applications such as communications, radar, sonar, and so on [6] . In particular, we have the following data model:
where y o ∈ C N is a uniformly sampled signal (at the Nyquist sampling rate), f k ∈ T and s k ∈ C are the normalized frequency and the complex amplitude of the kth sinusoid respectively, and r is the number of sinusoids. To estimate the frequencies, we are given a part of entries of y o that form the subvector y o Ω ∈ C M , where Ω denotes the set of sampling indexes and is of cardinality M < N . This frequency estimation problem is referred to as off-grid/continuous compressed sensing in [8] in the sense that we have compressive data as in the pioneering work of compressed sensing [29] , but differently, the frequencies can take any value in T as opposed to the discrete setting in [29] .
In this section, we consider the case when the frequencies are known a priori to lie in an interval I ⊂ T. Inspired by the recent atomic norm techniques [7] - [9] , the paper [19] proposed a FS atomic norm approach (or constrained atomic norm in the language of [19] ) that was shown theoretically and empirically to achieve better performance than the standard atomic norm by exploiting the prior knowledge. In particular, define the (FS) set of atoms
The FS atomic norm is the atomic norm induced by A (I):
The following FS atomic norm minimization (FS-ANM) problem was proposed in [19] :
This means that the candidate y * with the minimum FS atomic norm is used as the signal estimate, and the frequencies composing y * form the frequency estimates. Note that (63)-(65) degenerate to the existing standard forms in the case of I = T.
Since the FS atomic norm defined in (64) is inherently semiinfinite programming (SIP), a finite-dimensional formulation of it is required to practically solve (65), which is dealt with in the ensuing section by applying the FS Vandermonde decomposition.
B. SDP Formulation of FS Atomic Norm
By applying the FS Vandermonde decomposition, the FS atomic norm is cast as SDP in the following theorem.
Theorem 5: It holds that y A(I) = min
where g is as defined previously. Proof: Let F * be the optimal objective value of (66). We need to show that y A(I) = F * . among which appropriate ones are selected to produce the frequencies.
Example 2: Consider a line spectrum composed of K = 3 frequencies f = [0. 22, 0.23, 0.28] T as shown in Fig. 1 . To estimate/recover the spectrum, M = 16 randomly located noiseless samples are acquired among N = 64 uniform samples. The standard ANM and the FS-ANM methods are implemented using SDPT3 to estimate the line spectrum. In FS-ANM, the prior knowledge that the frequencies lie in I = [0.2, 0.3] is used. The estimation results are presented in Fig. 1 . It can be seen that FS-ANM exactly recovers the spectrum but ANM does not. For both ANM and FS-ANM, the recovered frequencies retrieved using the Vandermonde decomposition match the locations at which the dual polynomials have unit magnitude. Finally, note that for FS-ANM the frequencies computed using the FS Vandermonde decomposition have recovery errors on the order of 10 −10 while those computed using the root-finding method have errors on the order of 10 −6 .
C. Extension to FS Atomic 0 Norm
In this subsection, we study the FS atomic 0 norm defined by:
y A(I),0 := inf c k >0,a k ∈A(I)
y A(I),0 is of interest since it exploits sparsity to the greatest extent possible, while y A(I) is in fact its convex relaxation. It has been vastly demonstrated in the literature on compressed sensing that improved performance can usually be obtained by solving (or approximately solving) 0 norm based problems (see, e.g., [13] , [30] , [31] ). To possibly compute y A(I),0 , a finite-dimensional formulation of it is provided in the following theorem by applying the FS Vandermonde decomposition. 
where g is as defined previously. Proof: The proof is similar to that of Theorem 5. At the first step, by applying the FS Vandermonde decomposition, we can construct a feasible solution, as in the proof of Theorem 5, to the optimization problem in (82), which concludes that y A(I),0 ≤ r * , where r * denotes the optimal objective value of (82). At the second step, for any optimal solution that achieves the optimal value r * , we can similarly obtain an r * -atomic FS decomposition of y, which results in that y A(I),0 ≥ r * . So we complete the proof. It follows from Theorem 6 that y A(I),0 is cast as a rank minimization problem, while solving (or approximately solving) the resulting optimization problem is beyond the scope of this paper. It is worth noting that, since y A(I),0 is nonconvex, a trigonometric polynomial based technique, as in [19] for y A(I) , cannot be applied in this case to provide a finite-dimensional formulation.
VII. CONCLUSION
In this paper, the FS Vandermonde decomposition of Toeplitz matrices on a given interval was studied. The new result generalizes the classical Vandermonde decomposition result. It was shown by duality to be connected to the theory on trigonometric polynomials. It was also applied to provide a solution to the classical truncated trigonometric K-moment problem and a primal SDP formulation of the recent FS atomic norm for line spectral estimation with prior knowledge. ACKNOWLEDGMENT Z. Yang would like to thank Prof. Petre Stoica of Uppsala University, Sweden for fruitful discussions on an earlier version of this paper.
