We develop an intuitive geometric framework for support vector regression (SVR). By examining when -tubes exist, we show that SVR can be regarded as a classification problem in the dual space. Hard and soft -tubes are constructed by separating the convex or reduced convex hulls respectively of the training data with the response variable shifted up and down by . A novel SVR model is proposed based on choosing the max-margin plane between the two shifted datasets. Maximizing the margin corresponds to shrinking the effective -tube. In the proposed approach the effects of the choices of all parameters become clear geometrically.
Introduction
Support Vector Machines (SVMs) [6] are a very robust methodology for inference with minimal parameter choices. Intuitive geometric formulations exist for the classification case addressing both the error metric and capacity control [1, 2] . For linearly separable classification, the primal SVM finds the separating plane with maximum hard margin between two sets. The equivalent dual SVM computes the closest points in the convex hulls of the data from each class. For the inseparable case, the primal SVM optimizes the soft margin of separation between the two classes. The corresponding dual SVM finds the closest points in the reduced convex hulls. In this paper, we derive analogous arguments for SVM regression (SVR).
We provide a geometric explanation for SVR with the -insensitive loss function. From the primal perspective, a linear function with no residuals greater than corresponds to an -tube constructed about the data in the space of the data attributes and the response variable [6] (see e.g. Figure 1(a) ). The primary contribution of this work is a novel geometric interpretation of SVR from the dual perspective along with a mathematically rigorous derivation of the geometric concepts. In Section 2, for a fixed > 0 we examine the question "When does a "perfect" or "hard" -tube exist?". With duality analysis, the existence of a hard -tube depends on the separability of two sets. The two sets consist of the training data augmented with the response variable shifted up and down by . In the dual space, regression becomes the classification problem of distinguishing between these two sets. The geometric formulations developed for the classification case [1] become applicable to the regression case. We call the resulting formulation convex SVR (C-SVR) since it is based on convex hulls of the augmented training data. Much like in SVM classification, to compute a hard -tube, C-SVR computes the nearest points in the convex hulls of the augmented classes. The corresponding maximum margin (max-margin) planes define the effective -tube. The size of margin determines how much the effective -tube shrinks. Similarly, to compute a soft -tube, reduced-convex SVR (RC-SVR) finds the closest points in the reduced convex hulls of the two augmented sets.
This paper introduces the geometrically intuitive RC-SVR formulation which is a variation of the classic -SVR [6] and ν-SVR models [5] . If parameters are properly tuned, the methods perform similarly although not necessarily identically. RC-SVR eliminates the pesky parameter C used in -SVR and ν-SVR. The geometric role or interpretation of C is not known for these formulations. The geometric roles of the two parameters of RC-SVR, ν and , are very clear, facilitating model selection, especially for nonexperts. Like ν-SVR, RC-SVR shrinks the -tube and has a parameter ν controlling the robustness of the solution. The parameter acts as an upper bound on the size of the allowable -insensitive error function. In addition, RC-SVR can be solved by fast and scalable nearest-point algorithms such as those used in [3] for SVM classification.
2 When does a hard -tube exist? SVR constructs a regression model that minimizes some empirical risk measure regularized to control capacity. Let x be the n predictor variables and y the dependent response variable. In [6] , Vapnik proposed using the -insensitive loss function
, in which an example is in error if its residual |y − f (x)| is greater than . Plotting the points in (x, y) space as in Figure 1(a) , we see that for a "perfect" regression model the data fall in a hard -tube about the regression line. Let (X i , y i ) be an example where i = 1, 2, · · · , m, X i is the i th predictor vector, and y i is its response. The training data are then (X, y) where X i is a row of the matrix X ∈ R m×n and y ∈ R m is the response. A hard -tube for a fixed > 0 is defined as a plane y = w x + b satisfying − e ≤ y − Xw − be ≤ e where e is an m-dimensional vector of ones.
When does a hard -tube exist? Clearly, for large enough such a tube always exists for finite data. The smallest tube, the 0 -tube, can be found by optimizing:
Note that the smallest tube is typically not the -SVR solution. Let D + and D − be formed by augmenting the data with the response variable respectively increased and decreased by , i.e. 
Constructing the -tube
For any > 0 infinitely many possible -tubes exist. Which -tube should be used?
The linear program (1) can be solved to find the smallest 0 -tube. But this corresponds to just doing empirical risk minimization and may result in poor generalization due to overfitting. We know capacity control or structural risk minimization is fundamental to the success of SVM classification and regression.
We take our inspiration from SVM classification. In hard-margin SVM classification, the dual SVM formulation constructs the max-margin plane by finding the two nearest points in the convex hulls of the two classes. The max-margin plane is the plane bisecting these two points. We know that the existence of the tube is linked to the separability of the shifted sets, D + and D − . The key insight is that the regression problem can be regarded as a classification problem between D + and D − . The two sets D + and D − defined as in Section 2 both contain the same number of data points. The only significant difference occurs along the y dimension as the response variable y is shifted up by in D + and down by in D − . For > 0 , the max-margin separating plane corresponds to a hardˆ -tube where >ˆ ≥ 0 . The resulting tube is smaller than but not necessarily the smallest tube. Figure  1(b) shows the max-margin plane found for > 0 . Figure 1(a) shows that the corresponding linear regression function for this simple example turns out to be the 0 tube. As in classification, we will have a hard and soft -tube case. The soft -tube with ≤ 0 is used to obtain good generalization when there are outliers.
The hard -tube case
We now apply the dual convex hull method to constructing the max-margin plane for our augmented sets D + and D − assuming they are strictly separable, i.e. > 0 . The problem is illustrated in detail in Figure 2 < .
Proof First, we showδ > 0. By the Wolfe duality theorem [4] ,α −β > 0, since the objective values of (5) and the negative objective value of (4) are equal at optimality. By complementarity, the closest points are right on the margin planeŝ w x +δy −α = 0 andŵ x +δy −β = 0 respectively, soα =ŵ X û +δ(y + e) û and β =ŵ X v+δ(y− e) v. Henceb =α +β 2 , andŵ,δ,α, andβ satisfy the constraints of problem (5) < . These inequalities become Xw + be − y ≤ˆ e, Xw + be − y ≥ −ˆ e. Hence the plane y = w x + b is in the middle of theˆ < tube.
The soft -tube case
For < 0 , a hard -tube does not exist. Making large to fit outliers may result in poor overall accuracy. In soft-margin classification, outliers were handled in the dual space by using reduced convex hulls. The same strategy works for soft -tubes, see Figure 3 . Instead of taking the full convex hulls of D + and D − , we reduce the convex hulls away from the difficult boundary cases. RC-SVR computes the closest points in the reduced convex hulls
Parameter D determines the robustness of the solution by reducing the convex hull. D limits the influence of any single point. As in ν-SVM, we can parameterize
νm where m is the number of points. Figure 3 illustrates the case for m = 6 points, ν = 2/6, and D = 1/2. In this example, every point in the reduced convex hull must depend on at least two data points since m i=1 u i = 1 and 0 ≤ u i ≤ 1/2. In general, every point in the reduced convex hull can be written as the convex combination of at least 1/D = ν * m . Since these points are exactly the support vectors and there are two reduced convex hulls, 2 * νm is a lower bound on the number of support vectors in RC-SVR. By choosing ν sufficiently large, the inseparable case with ≤ 0 is transformed into a separable case where once again our nearest-points-in-the-convex-hull-problem is well defined.
As in classification, the dual reduced convex hull problem corresponds to computing a soft -tube in the primal space. Consider the following soft tube version of the primal C-SVR (7) which has its Wolfe Dual RC-SVR (6):
The results of Theorem 3.1 can be easily extended to soft -tubes. Notice that theα andβ determine the planes parallel to the regression plane and through the closest points in each reduced convex hull of shifted data. In the inseparable case, these planes are parallel but not necessarily identical to the planes obtained by the primal RC-SVR (7).
Nonlinear C-SVR and RC-SVR can be achieved by using the usual kernel trick. Let Φ by a nonlinear mapping of x such that k(X i , X j ) = Φ(X i ) · Φ(X j ). The objective function of C-SVR (4) and RC-SVR (6) applied to the mapped data becomes
The final regression model after optimizing C-SVR or RC-SVR with kernels takes the form of where
Computational Results
We illustrate the difference between RC-SVR and -SVR on a toy linear problem 3 . Figure 4 depicts the functions constructed by RC-SVR and -SVR for different values of . For large , -SVR produces undesirable results. RC-SVR constructs the same function for sufficiently large. Too small can result in poor generalization. In Table 1 , we compare RC-SVR, -SVR and ν-SVR on the Boston Housing problem. Following the experimental design in [5] we used RBF kernel with 2σ 2 = 3.9, C = 500·m for -SVR and ν-SVR, and = 2.6 for RC-SVR. RC-SVR, -SVR, and ν-SVR are computationally similar for good parameter choices. In -SVR, is fixed. In RC-SVR, is the maximum allowable tube width. Choosing is critical for -SVR but less so for RC-SVR. Both RC-SVR and ν-SVR can shrink or grow the tube according to desired robustness. But ν-SVR has no upper bound.
Conclusion and Discussion
By examining when -tubes exist, we showed that in the dual space SVR can be regarded as a classification problem. Hard and soft -tubes are constructed by separating the convex or reduced convex hulls respectively of the training data with the response variable shifted up and down by . We proposed RC-SVR based on choosing the soft max-margin plane between the two shifted datasets. Like ν-SVM, RC-SVR shrinks the -tube. The max-margin determines how much the tube can shrink. Domain knowledge can be incorporated into the RC-SVR parameters and ν. The parameter C in ν-SVM and -SVR has been eliminated. Computationally, no one method is superior for good parameter choices. RC-SVR alone has a geometrically intuitive framework that allows users to easily grasp the model and its parameters. Also, RC-SVR can be solved by fast nearest point algorithms.
Considering regression as a classification problem suggests other interesting SVR formulations. We can show -SVR is equivalent to finding closest points in a reduced convex hull problem for certain C, but the equivalent problem utilizes a different metric in the objective function than RC-SVR. Perhaps other variations would yield even better formulations.
