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ABSTRACT
Mobile data trac (cellular + WiFi) will exceed PC Internet
trac by 2020. As the number of smartphone users and the
amount of data transferred per smartphone grow exponen-
tially, limited battery power is becoming an increasingly
critical problem for mobile devices which depend on the
network I/O. Despite the growing body of research in power
management techniques for the mobile devices at the hard-
ware layer as well as the lower layers of the networking stack,
there has been little work focusing on saving energy at the
application layer for the mobile systems during network I/O.
In this paper, to the best of our knowledge, we are rst to pro-
vide an in-depth analysis of the eects of application-layer
data transfer protocol parameters on the energy consump-
tion of mobile phones. We propose a novel model, called
FastHLA, that can achieve signicant energy savings at the
application layer during mobile network I/O without sacri-
cing the performance. In many cases, our model achieves
performance increase and energy saving simultaneously.
KEYWORDS
Mobile computing; energy eciency; application-layer pro-
tocol tuning; throughput optimization.
1 INTRODUCTION
It is estimated that smartphone mobile data trac (cellular +
WiFi) will reach 370 Exabytes per year by 2020, exceeding
PC Internet trac the rst time in the history [57]. An av-
erage smartphone consumes between 300 – 1200 milliwatts
power [14] depending on the type of applications it is run-
ning, and most of the energy in smartphone applications
is spent for networked I/O. During an active data transfer,
the cellular (i.e., GSM) and WiFi components of a smart-
phone consume more power than its CPU, RAM, and even
LCD+graphics card at the highest brightness level [14, 48].
Although the mobile data trac and the amount of energy
spent for it increase at a very fast pace, the battery capacities
of smartphones do not increase at the same rate.
Limited battery power is becoming an increasingly crit-
ical problem for smartphones and mobile computing, and
many techniques have been proposed in the literature to
overcome this at dierent layers. At the physical layer, tech-
niques were proposed to choose appropriate modulation,
coding, and transmission power control schemes to improve
energy eciency of the mobile device [17, 19, 52, 54, 58]. At
the media access control (MAC) layer, several new energy-
ecient MAC protocol designs were proposed [13, 39, 39,
46, 63, 64, 67]. At the network layer, low-power and scal-
able routing algorithms were developed [16, 53, 55, 59, 66].
At the transport layer, trac shaping techniques [5] and
new transport protocols [5, 15, 24, 40, 77] were proposed to
exploit application-specic information and reduce power
utilization.
Despite the growing body of research in power manage-
ment techniques for the lower layers of the mobile network-
ing stack, there has been little work focusing on saving net-
work I/O (data transfer) energy at the application layer. The
most notable work in this area are: tuning the client play-
back buer size during media streaming in order to minimize
the total energy spent [11]; using lossless compression tech-
niques to minimize the amount of data transferred as well
as the energy consumed on wireless devices [65]; and joint
optimization of the application layer, data link layer, and
physical layer of the protocol stack using an application-
oriented objective function in order to improve multimedia
quality and power consumption at the same time [29]. We
claim that signicant amount of network I/O energy sav-
ings can be obtained at the application layer with no or
minimal performance penalty. Although lower-layer net-
work stack approaches are an important part of the solution,
application-layer power management is another key to opti-
mizing network I/O energy eciency in mobile computing,
as a complementary approach to the optimizations at the
lower layers of the networking stack.
In this paper, we analyze the eects of dierent application-
layer data transfer protocol parameters (such as the number
of parallel data streams per le, the level of concurrent le
transfers to ll the mobile network pipes, and the I/O request
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size) on mobile data transfer throughput and energy con-
sumption. Then, we propose a novel model that can achieve
signicant energy savings at the application layer during
mobile network I/O without sacricing the performance.
In summary, our contributions within this paper are the
following:
• To the best of our knowledge, we are rst to provide
an in depth analysis of the eects of application-
layer data transfer protocol parameters on the energy
consumption of mobile phones.
• We propose a novel historical-data analysis based
model, called FastHLA, that can achieve signicant
energy savings at the application layer during mobile
network I/O without sacricing the performance.
• We show that our FastHLA model can achieve sig-
nicant energy savings using only application-layer
solutions at the mobile systems during data transfer
with no or minimal performance penalty.
• We also show that, in many cases, our FastHLA
model can increase the performance and save en-
ergy simultaneously.
The rest of this paper is organized as follows: Section II
presents background information on energy-aware tuning
of application-layer data transfer protocol parameters and
discusses the related work in this area; Section III provides
the methodology of our analysis; Section IV presents an in-
depth experimental analysis of the application-layer param-
eter eects on mobile data transfer performance and energy
consumption; Section V introduces our novel FastHLA model
and compares it to the competing approaches; and Section
VI concludes the paper.
2 BACKGROUND
The majority of work on mobile device energy savings mostly
focuses putting the devices to sleep during idle times [39,
51, 60, 61]. A recent study by Dogar et al. [22] takes this
approach to another step, and puts the device into sleep even
during data transfer by exploiting the high-bandwidth wire-
less interface. They combine small gaps between packets
into meaningful sleep intervals, thereby allowing the NIC as
well as the device to doze o. Another track of study in this
area focuses on switching among multiple radio interfaces in
an attempt to reduce the overall power consumption of the
mobile device [10, 18, 47, 49]. These techniques are orthogo-
nal to our application-layer protocol tuning approach and
could be used together to achieve higher energy eciency
in the mobile systems.
The closest work to ours in the literature is the work by
Bertozzi et al. [12], in which they investigate the energy
trade-o in mobile networking as a function of the TCP
receive buer size and show that the TCP buering mech-
anisms can be exploited to signicantly increase energy ef-
ciency of the transport layer with minimum performance
overheads.
In this work, we focus on the tuning of three dierent
protocol parameters: concurrency (the level of concurrent
le transfers to ll the mobile network pipes), parallelism
(the number of parallel data streams per le), and I/O request
size.
Concurrency refers to sending multiple les simultane-
ously through the network using dierent data channels at
the same time. Most studies in this area do not take the data
size and the network characteristics into consideration when
setting the concurrency level [33, 36, 38, 72]. Liu et al. [42]
adapt the concurrency level based on the changes in the net-
work trac, but do not take into account other bottlenecks
that can occur on the end systems.
Parallelism sends dierent chunks of the same le using
dierent data channels (i.e., TCP streams) at the same time
and achieves high throughput by mimicking the behavior of
individual streams and getting a higher share of the avail-
able bandwidth [9, 23, 26, 27, 41, 43, 56, 69, 71, 74]. On the
other hand, using too many simultaneous connections con-
gests the network and the throughput starts dropping down.
Predicting the optimal parallel stream number for a specic
setting is a very challenging problem due to the dynamic
nature of the interfering background trac. Hacker et al.
claimed that the total number of streams behaves like one
giant stream that transfers in total capacity of each streams’
achievable throughput [25]. However, this model only works
for uncongested networks, since it accepts that packet loss
ratio is stable and does not increase as the number of streams
increases. Dinda et al. modeled the bandwidth of multiple
streams as a partial second order polynomial which needs
two dierent real-time throughput measurements to provide
accurate predictions [44].
I/O request size is the size of request that application uses
to perform I/O operation on storage device. The I/O request
size may have a big impact on the storage performance, and
also on the end-to-end data transfer performance if the end
system storage throughput is the main bottleneck.
When used wisely, these parameters have a potential to
improve the end-to-end data transfer performance at a great
extent, but improper use of these parameters can also hurt
the performance of the data transfers due to increased load at
the end-systems and congested links in the network [70, 73].
For this reason, it is crucial to nd the best combination for
these parameters with the least intrusion and overhead to
the system resource utilization and power consumption.
In the literature, several highly-accurate predictive mod-
els [30, 31, 75, 76] were developed which would require as few
as three sampling points to provide very accurate predictions
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Producer Google Samsung Samsung Samsung
Model Nexus S Galaxy Nexus N3 (L700) Galaxy S4 Galaxy S5
OS Android 4.1.1 (API 16) Android 4.3 (API 18) Android 5.0.1 (API 21) Android 5.0.1 (API 21)
CPU 1.0 GHz Cortex-A8 Dual-core 1.2 GHz Quad-core 1.9 GHz Krait 300 Quad-core 2.5 GHz Krait 400
Wi 802.11 b/g/n 802.11 a/b/g/n 802.11 a/b/g/n/ac 802.11 a/b/g/n/ac
Storage 16 GB 32 GB 16 GB 16 GB
Memory 512 MB 1 GB 2 GB 2 GB
Table 1: Specications of the mobile devices used in the experiments.
for the parallel stream number giving the highest transfer
throughput for the wired networks. Yildirim et al. analyzed
the combined eect of parallelism and concurrency on end-
to-end data transfer throughput [68]. Managed File Trans-
fer (MFT) systems were proposed which used a subset of
these parameters in an eort to improve the end-to-end data
transfer throughput [8, 32, 34, 35, 37]. Alan et al. analyzed
the eects of parallelism and concurrency on end-to-end
data transfer throughput versus total energy consumption
in wide-area wired networks in the context of GridFTP data
transfers [6, 7]. None of the existing work in this area stud-
ied the eects of these three parameters on the mobile energy
consumption and the performance versus energy trade-os of
tuning these parameters in this context.
3 METHODOLOGY
In our analysis, we used a single-phase portable Yokogawa
WT210 power meter, which provides highly accurate and
ne granular power values (can measure DC and AC signals
from 0.5 Hz to 100 kHz with an accuracy of 99.8%) and is
one of the accepted devices by the Standard Performance
Evaluation Corporation (SPEC) power committee for power
measurement and analysis purposes in the eld [21]. This
power meter is used to measure the power consumption
rates during the data transfers at the mobile client device.
Prior to initiating any data transfer, we examined the base
power state of each tested mobile device. To measure the
base power state, we established a setting when the mobile
device is in the “on” state with the screen is also on (always
at the same brightness level), any communication interface
other than the one being tested (i.e., Wi or 4G LTE) is
disabled, and a minimum number of necessary applications
are running in the background. This setup ensured that the
base power of the tested mobile device is both low and in a
balanced state throughput the experiments.
We designed a real time test environment with four dier-
ent mobile devices (as specications presented in Table 1).
We tested both WiFi and 4G LTE connections in progress of
data transfers on end-systems. To reduce the eect of number
of active users and the eect of peak/o-peak hours during
the transfer of datasets, we adopted a strategy of using dif-
ferent time frames for each of the same experiment settings,
and take the average throughput and energy consumption
values. We conducted all experiments at the same location
and with the same distance and interference for objective
analysis of the end-system devices.
We run initial tests for all four mobile devices at dierent
times of the day to obtain robust base power for each. With
the help of these values, the total energy consumption during
data transfers is calculated as follows:
Et = Eb + Ed (1)
Ed =
∫ tend
tstar t
(Pmax (t) − Pb (t)) · dt (2)
where,
• Et : Total energy consumption of data transfer
• Ed : Dynamic energy consumption of data transfer
• Eb : Base energy consumption of data transfer
• Pmax : Total power consumption
• Pb : Base power consumption before initiating the test
• tstar t : Data transfer start time
• tend : Data transfer end time
Dynamic energy consumption Ed in Equation 2 is estab-
lished by taking integral of subtract values of base power of
device from total instantaneous power measured by power
meter per second. All the energy consumption results pre-
sented in the paper refer to dynamic energy consumption
as stated in Equation 2. Since we aim to analyze the eect
of application-layer parameters on energy consumption, we
ignored the energy consumed when the device is idle.
We chose HTTP (Hypertext Transport Protocol) as the
application-layer transfer protocol to test the impact of the
parameters of interest on the end-to-end data transfer through-
put as well as the energy consumption of the mobile client.
The main reason for this choice is that HTTP is the de-facto
transport protocol for Web services ranging from le sharing
to media streaming, and the studies analyzing the Internet
trac [20, 28, 50] show that HTTP accounts for 75% of global
mobile Internet trac.
We analyzed the data transfer throughput of HTTP data
transfers and the power consumption during which we run
tests with dierent level of concurrency (cc), parallelism (p),
3
Dataset Name Ave. File Size Min-Max
HTML 112 KB 56 KB - 155 KB
IMAGE 2.7 MB 2 MB - 3.2 MB
VIDEO-small 152 MB 140 MB - 167 MB
VIDEO-medium 3 GB 2.86 GB - 3.1 GB
VIDEO-large 10GB 9.7 GB - 10.2 GB
Table 2: Characteristics of the dataset used in the experiments.
I/O request size, and combined concurrency & parallelism
parameters. We also measured the instantaneous power con-
sumption and total energy consumption of each individual
request among dierent web servers and mobile clients. The
experiments were conducted on Amazon Elastic Compute
Cloud (AWS EC2) [62] instances, Chameleon Cloud [45], IBM
Cloud [2] and Data Intensive Distributed Computing Labo-
ratory (DIDCLAB). The network map of the experimental
testbed and the setup of the power measurement system are
illustrated in Figure 1.
In the experiments, we used six dierent types of les in
order to analyze the eect of each individual parameter on
transfer throughput and energy consumption. The details
and characteristics of these les are presented in Table 2. In
order to increase the robustness of the obtained throughput
and energy consumption values for each experimental set-
ting, we run each test within the range of ve to ten times,
and the average values of throughput and energy consump-
tion were used. As a result of iteration of each individual
experiment among four dierent mobile clients and three
dierent web servers with dierent bandwidth (BW) and
round-trip-time (RTT), we transferred varying size of nearly
1.8 Million individual les. Due to the space limitations of
the paper, we had to limit the number of graphs we can
present. The detailed analysis of the application-layer pa-
rameter eects on mobile data transfer performance and
energy consumption are provided and discussed in the next
section.
4 ANALYSIS OF PARAMETER EFFECTS
We used four web servers at three dierent continents in
our experiments. One of the web servers is located on the
Chameleon Cloud at the Texas Advanced Computing Center
(TACC) in Austin, Texas (USA). The other two servers are
located at AWS EC2 in Sydney (Australia) and AWS EC2
in Frankfurt (Germany) respectively. These web servers are
serving to the mobile clients at DIDCLAB in Bualo, New
York (USA). The tested mobile client devices include Samsung
Galaxy S5, Samsung Galaxy S4, Samsung Galaxy Nexus N3
(also known as Galaxy Nexus L700), and Google Nexus S
smartphones. We used Apache HTTP web server with default
conguration and custom HTTP client conguration in our
data transfer experiments. All experiments were controlled
on the client side and the measurements were performed
using a power meter as discussed in Section 3.
Figure 2 presents the individual parameter eects of con-
currency, parallelism, and I/O block size on the achieved
throughput and energy consumption for the data transfers
between the web server at AWS EC2 Sydney and the client
Samsung Galaxy S5 at DIDCLAB in Bualo. The energy con-
sumption is measured per 100 MB of data transfers to achieve
a standardized comparison among dierent data sizes. The
RTT between the server and client is around 290 ms. Due to a
shared network connection between the client and AWS EC2
Sydney server and limited WiFi bandwidth, the end-to-end
transfer throughput of the video dataset increases from 13
Mbps up to 61 Mbps and then saturates.
Server
Client
, Austin
Experimental Setup
Buffalo
Figure 1: Network map of the experimental testbed
and the setup of the power measurement system.
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Figure 2: Throughput vs Energy Consumption trade-os of individual protocol parameters for WiFi data
transfers between AWS EC2 Sydney and DIDCLAB Galaxy S5.
Overall, concurrency parameter showed a better perfor-
mance than parallelism on our html, image and video datasets.
When we increased level of concurrency from 1 to 32, it
boosted end-to-end throughput for html, image and video
datasets and reduced energy consumption on the smartphone
client as seen in Figure 2 (a)-(b). As we increase concurrency
level from 1 to 16 for html dataset, the throughput almost
doubled at each level and increased from 2.6 Mbps to 42
Mbps, which is 16.7X improvement. For the image dataset,
the throughput increased from 5.6 Mbps to 48 Mbps (8.5X
improvement), and for the video dataset it increased from 13
Mbps to 61 Mbps (4.5X improvement). Increasing the level
of concurrency from 1 to 16 reduced total energy consump-
tion 70% for the html dataset, 68% for the image dataset,
and 38% for the video dataset. After concurrency level 16,
it still continued to keep energy saving balanced for html
dataset while it started to increase the energy consumption
for image and video datasets. On the other hand, when it
comes to the parallelism parameter, the performance of each
dataset showed dierent characteristics. Increased level of
parallelism improved the end-to-end throughput of the video
dataset transfers and decreased the energy consumption up
to a specic level as shown at Figure 2 (c)-(d). As the par-
allelism level increased, the throughput improved 3.1X and
energy consumption decreased 45%. On the other hand, par-
allelism did not improve the throughput for the html and
image datasets. In fact, up to parallelism level 8, it gradu-
ally reduced the end-to-end throughput of html and image
datasets and increased the energy consumption. Since these
les are already small, partitioning them into smaller chunks
and transferring them in multiple parallel streams did not
help with lling the large network bandwidth.
There are other application-layer techniques for improv-
ing the end-to-end data transfer throughput and saving en-
ergy other than tuning network parameters (i.e., concurrency
and parallelism) as well. Choosing optimal I/O request size of
the application is a good example of one of these techniques
as seen in Figure 2 (e)-(f). With high speed networks, end-
systems may become the bottleneck in terms of lling up
these links, and sometimes a small tune up in application's
disk read/write speed would make a noticeable change in
the overall end-to-end performance.
After reaching optimal I/O request size of the application,
further increase either does not change the already balanced
system or causes a slight decrease. Figure 2 (e)-(f) shows the
change in throughput and energy consumption during video
dataset transfers from AWS EC2 Sydney server to the client
Galaxy S5 at DIDCLAB. We doubled I/O block size from 1
KB to 64 KB for all experiments. When I/O request size is in-
creased from 1 KB to 8-16 KB, throughput slightly increased
and came to a balance. Further increasing I/O request size
induced increase in energy consumption at the same con-
currency level, and it did not increase the throughput. The
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Figure 3: Throughput vs Energy Consumption trade-os of individual protocol parameters for 4G/LTE data
transfers between AWS EC2 Sydney and DIDCLAB Galaxy S5.
main reason for this is that the main bottleneck during the
end-to-end data transfers in our testbed was not the mobile
client’s storage I/O speed, rather it was the wireless (WiFi
or 4G LT) network connectivity.
Having throughput and energy consumption results of
individual protocol parameters with WiFi connection, we
also run the same individual parameter experiments with 4G
LTE as presented in Figure 3. Considering download/upload
speeds of the cellular networks and WiFi, the results were
quite similar, but with slightly lower end-to-end data trans-
fer throughput. The noticeable dierence was in the eect
of parallelism on energy saving. Comparing the image and
html dataset results with WiFi connection, increased level of
parallelism had positively eected the energy saving with
4G LTE on these two datasets. This is mainly caused by the
speed of the 4G LTE network. While the speed of 4G LTE
network did not outdo achieved maximum throughput per-
formance of concurrency parameter of WiFi connection, it
increased the energy eciency of html, image and video
datasets. Comparing with WiFi connection, the energy sav-
ing increased from 70% to 77% for html, from 68% to 76% for
image, and from 38% to 39.5% for the video dataset. Again,
increased level of concurrency became more eective for
all datasets. Both parallelism and concurrency improved the
end-to-end data transfer throughput and energy saving for
all three datasets on 4G LTE data transfers.
Next, we analyzed the impact of these parameters on
dierent mobile devices. Figure 4 presents the results of
achieved throughput and energy consumption for four dif-
ferent smartphone clients during data transfers from the web
server on AWS EC2 Sydney. The specications of the tested
smartphones are presented in Table 1. While earlier released
smartphones such as Nexus S, Google Nexus N3 adopted
mediocre throughput, recently released smartphones such
as Galaxy S4, Galaxy S5 attained noticeably better perfor-
mance. All phones showed improved end-to-end throughput
for html, image and video datasets when concurrency level is
increased up to a specic level. For html dataset, concurrency
parameter improved throughput for Nexus S by increasing
throughput value from 1.8 Mbps to 19 Mbps (10.6X improve-
ment), for Galaxy Nexus N3 by increasing from 1.9 Mbps to
22 Mbps (11X), for Galaxy S4 by increasing from 2.3 Mbps to
36 Mbps (15.6X) and lastly for Galaxy S5 by increasing from
2.6 Mbps to 42 Mbps (16.7X). For the image dataset, through-
put increased 1.87X times for Nexus S, 2.4X for Nexus N3,
5.3X for Galaxy S4, and 8.5X for Galaxy S5. Lastly, through-
put for video dataset was improved 1.14X times for Nexus S,
1.19X for Nexus N3, 3X for Galaxy S5 and 4.5X for Galaxy S5.
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Figure 4: Throughput vs Energy Consumption per 100 MB data transfer from AWS EC2 Sydney server to
dierent mobile devices at DIDCLAB.
Overall, best throughput was gained with Galaxy S5 using
the html dataset, with almost 17X increase.
Each smartphone's energy consumption per 100 MB also
decreased as we increased concurrency level from 1 to 16
for the html dataset. While further increasing the level of
concurrency caused an increase in the energy consumption
for Nexus S and Nexus N3, it still continued to decrease for
Galaxy S5, which obtained the highest energy saving with
70% per 100 MB. The throughput of Nexus S and Galaxy
Nexus N3 showed logarithmic behavior for the image and
video datasets. In fact, concurrency doubled the throughput
from 1 to 4 for image dataset and increased throughput by
nearly 135% for video dataset on Nexus S and Galaxy Nexus
N3. Additionally, the energy saving rates of Nexus S and
Galaxy Nexus N3 for the image dataset from concurrency
level 1 to 4 were 33% and 29% and for video dataset 6% and 9%,
respectively. On the other hand, we obtained higher through-
put values for image and video datasets on Galaxy S4 and
Galaxy S5. While throughput increased up to concurrency
level 32, energy saving rate did not decrease as proportion-
ally, namely it started to increase after concurrency level
16 for both S4 and S5. Galaxy S5 succeeded to increase the
throughput 8.5X times and 4.5X times for image and video
datasets respectively. It also saved 68% energy for image
dataset and 38% for video dataset. The smartphones with
powerful processors, larger memory and optimized OS that is
high compatible with all subsystems distinctively separated
from earlier released ones.
We also analyzed the impact of the web server location
and conducted experiments from three dierent web servers
in Austin, Frankfurt, and Sydney to the mobile client at DID-
CLAB in Bualo. The RTT between mobile client at DID-
CLAB to Chameleon Cloud (Austin, TX), AWS EC2 Frankfurt,
and AWS ECS Sydney are 59 ms, 115 ms, and 290 ms respec-
tively. The average throughput vs energy consumption trade-
os from those three servers to the client Samsung Galaxy S5
at DIDCLAB can be seen in Figure 5. As shown in Figure 5(a)-
(f), increasing the level of concurrency up to 16 improved the
end-to-end data transfer throughput while reducing the en-
ergy consumption. Although the throughput curves showed
similar increasing pattern for all three servers, the highest
throughput is achieved from the Chameleon Cloud in Austin
node, which is 105 Mbps for the html, 117 Mbps for the image,
and 124 Mbps for the video dataset. Energy consumption
rates on three servers also showed similarity in decreasing
when the concurrency level is changed from 1 to 16, and then
it comes to a balance. Overall, we obtained the best energy
savings for the html dataset, which was 50% on Chameleon
Cloud, 70% on EC2 Sydney, and 65% on EC2 Frankfurt.
5 PROPOSED MODEL
Dynamic nature of the real-time background trac on net-
work links has a profound impact on the data transfer perfor-
mance, and makes it very challenging to predict the optimal
parameter combination to achieve the highest throughput
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Figure 5: Throughput vs Energy Consumption per 100 MB data transfer from dierent servers to Samsung
Galaxy S5 at DIDCLAB.
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Figure 6: Overview of the FastHLA model.
possible. Historical data transfer logs can provide useful in-
formation about the data transfer pattern on a given link and
the achievable throughput behavior. We dene optimization
based on this approach as Historical Log Analysis (HLA).
However, the only historical analysis is not enough to keep
up with the dynamic network conditions. We also need the
current network status to decide and dynamically tune the
parameter settings. We dene this approach as Online Net-
work Probing (ONP). An ideal solution might be combining
both approaches to nd the best parameter settings for the
transfers. HLA model is an oine analysis model that takes
historical transfer logs as input and nds optimal parameter
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settings for the requested data transfer. However, We have to
take into account several design challenges explained below.
Challenge 1. Mobile devices are not suitable for compute-
intensive historical analysis. Historical analysis needs to be
done outside the mobile device.
Challenge 2. Historical analysis introduces a new cost on
both computation and energy consumption. We also have to
consider the frequency of the historical analysis as each full
iteration of the analysis will introduce more compute and
power cost.
Challenge 3. The benet of guring out the optimal param-
eter setting has to outweigh a transfer without any opti-
mization. Assuming C is the cost function, we can strictly
constrain C as follows -
C(HLA) +C(Topt ) < C(Tno-opt ) (3)
Here, Topt is the transfer with optimized parameters and
Tno-opt is the transfer without any optimization.
Challenge 4. Mobile devices have limited memory, therefore,
we should allocate a xed memory size to store the logs. Due
to the xed memory size, it is possible that the new logs can
overwrite the old historical logs.
Challenge 5. We also need to make sure that the commu-
nication between the historical analysis server and source
device is minimal. Too much communication can take toll
on the data transfer throughput.
To address these challenges, we have introduced a dy-
namic framework called FastHLA as presented in the next
subsection.
5.1 Fast Historical Log Analysis (FastHLA)
Conceptually, FastHLA outsources the analysis of historical
data transfer logs to an edge server or to the cloud. The
historical analysis will introduce additional computation
and energy consumption. Even if we outsource the task it
is still consuming computational resources and power on
the edge server or in the cloud. Challenge 3 might seem
counter-intuitive at the beginning, however, we have seen
that a transfer with sub-optimal parameter choice achieves
low throughput which leads to longer transfer time and high
power consumption. We designed FastHLA in a way that it
does not need to be run for every transfer. Therefore, the
cost of FastHLA can be amortized over many subsequent
transfers. To generalize the model even farther we can run
FastHLA for many mobile devices in the cloud to amortize
the FastHLA cost over many mobile devices.
An overview of the FastHLA model is provided in Figure 6.
We introduced a light-weight transfer broker that receives
a transfer request and performs transfer with best possible
parameters. Network condition does not change signicantly
over a short period of time, however, when it changes the
previous optimal choice of parameters might become sub-
optimal. Therefore, running FastHLA once in the beginning
is no better than statically setting the transfer parameters
(an approach used in many current solutions). Therefore,
we need a strategy to minimize the frequency of running
FastHLA. To resolve this issue, we introduced a caching
mechanism for previous optimal parameters and a Learning
Module (LM) in the mobile device. The parameter cache
is a dictionary structure that maps network condition to
parameter value list. On the other hand, the LM can take
user request and network condition as input and provide
best known parameters. The training of the LM is performed
as a part of FastHLA outside the mobile device. Each time
the FastHLA runs, it updates the local Learning Module.
A trained LM in the mobile device can provide predicted
optimal parameters in almost constant time. Transfer broker
rst looks into the cache for the parameter settings. In case
of a cache miss, it asks parameters from the LM and performs
the transfer using those parameters. It is crucial to keep LM
up-to-date. It can be done by accepting periodic updates
from FastHLA. However, there might be a highly unlikely
case where the network condition is unknown to the LM
itself and the parameters provided by LM are sub-optimal. In
that case, an immediate update request will be issued only
if there is a signicant drop in data transfer performance.
However, the chance of such miss signicantly reduces after
each FastHLA update, because the training is an additive
process with proper generalization method. Therefore, LM
gets more and more precise after each FastHLA update.
To address memory issue explained in Challenge 4, the
transfer broker periodically sends historical transfer logs to
the remote server where HLA is performed, so that old histor-
ical logs become available to HLA before being overwritten
by the new logs. The communication overhead explained in
Challenge 5 are the periodic update requests and periodic log
transfers. We do not need to communicate with HLA server
during the transfer except during the highly unlikely case
explained above where both cache and LM fails to provide
optimal parameters. To reduce the communication overhead
during the transfer, we decided not to include the Online
Network Probing into our model. We can use the most recent
logs to assess the network condition.
The model consists of ve steps - (1) historical transfer
log collection and preprocessing; (2) clustering similar logs;
(3) optimization; (4) learning optimal parameters; and (5)
scheduling mixed sized data. The details of these steps are
explained below.
Step 1 – Historical log collection and preprocessing:
We collect historical logs for the previous data transfers.
Historical log contains detailed information about the data,
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network characteristics, application level parameters, mobile
device information, and external trac status. Data infor-
mation contains le size (f s) and number of les (nf iles ).
Network characteristics contain round trip time (tr t t ), tcp
buer size (bstcp ), and bandwidth (bw). Application level
parameters contain concurrency (cc), parallelism (p) and I/O
block size (bio ). Resource usage information contains CPU
utilization (µcpu ), memory utilization (µmem), NIC card uti-
lization (µnic ), and power consumption (pw). Mobile device
information contains the model, operating system, processor,
memory, and network interface (WiFi/radio) specics.
Historical logs might contain information about the trans-
fers which were aborted or failed; or sometimes, due to a
system error, logs might contain unreasonable information
such as achieved throughput greater than the bandwidth.
During preprocessing phase we remove those logs. Standard
outlier detection model is used to remove those outliers.
Step 2 – Clustering similar logs: Application level param-
eters have dierent impact on dierent types of transfers.
Categorize logs into groups based on their similarity could
provide us more structured view of the log information. Af-
ter analyzing the logs we come to the conclusion that some
parameters have direct precedence over other parameters.
We use Hierarchical Agglomerative Clustering which is the
most suitable clustering technique for such cases.
Step 3 – Optimization: This is the most important part of
the analysis. We rst modeled both throughput and energy
function based on historical log. Then we performed mathe-
matical optimization to nd the best parameter settings. The
details of the optimization are presented in Section 5.2.
Step 4 – Learning optimal parameters: As we decided
to do historical log analysis on the edge servers or in the
cloud, there should be an ecient way to transfer the ac-
quired knowledge from the analysis server to the mobile
devices. The simple solution is sending the optimal results
gained for each transfer to the mobile device. But, this is
not a scalable solution as this approach is too specic to the
individual transfers. A mobile device cannot generalize the
knowledge for even similar transfers. Moreover, it will take a
considerable amount of memory to store those individual re-
sults. Another solution would be the use of machine learning
techniques, which can be used to learn the knowledge from
the optimization step, and can have the power to predict
parameters for the unknown transfers.
Machine learning techniques come with two distinct steps –
(1) learning and (2) prediction. These two steps can be decou-
pled. As all the historical logs and optimization results are
stored in HLA servers, it is reasonable to do learning step
in the HLA server. Then the trained model is transferred
to the mobile device. Another reason to choose the num-
ber of parameters (also known as weights, connections) in
the learning module is xed. The number of connections
and weights do not increase as the historical log increases,
only the values of the weights are updated as the model
learns. Therefore, HLA server always sends a xed sized
update (e.g., updated values of the weights) to the mobile
device. It simultaneously optimizes the memory and com-
munication overhead between the server and the device. In
our model we have used o the shelf non-linear machine
learning techniques, such as - Articial Neural Networks
(ANN) and Support Vector Machines (SVM). As we have lim-
ited feature space (number of meta-data in the log), we do
not need any deep learning techniques capable of extracting
complex pattern from high number of features.
Step 5 – Scheduling mixed sized data: We observed that
the les with dierent sizes can have dierent optimal pa-
rameter settings. Therefore, a dataset containing dierent
sized les should not be transferred with the same param-
eter settings. A more ne-tuned solution is to cluster the
les based on similarity and use optimal parameter settings
for each cluster. However, each optimal parameter setting
is optimized for that specic cluster and agnostic towards
other clusters’ parameters. Transferring these clusters con-
currently can over-provision the network and introduce
packet loss. Therefore, we scale down the parameter values
according the the cluster size and some known heuristics.
An overview is provided in Algorithm 1.
Algorithm 1: Mixed Data Scheduling
input :Data arguments, data_arдs =
{Dataset ,avд_f ile_size,num_f iles}
output :Optimal parameter settings, θopt
1 procedure Scheduling(Fs , Rs , Is)
2 C ← cluster(Dataset)
3 for ci in C do
4 θi ← get_optimal_params (ci )
5 end
6 if sum (θi ) > user_limit then
7 θopt ← (θi × user_limit)/sum(θi )
8 end
5.2 Optimization
Application level parameters, such as concurrency (cc), par-
allelism (p) and I/O block size (bs) can be tuned properly to
achieve both high throughput and low energy consumptions.
We dene the throughput (th) and energy consumption (E)
as:
th = fth(p, cc,bs) (4)
E = fe (p, cc) (5)
Appropriate modeling of th and E is crucial to nd the
optimal parameter settings. Historical log contain samples
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of the parameter space, therefore, can not provide overall
view of the whole parameter space. We need an interpolation
technique to predict the missing parameters. Then we can op-
timize these functions to get optimal parameters. We follow
two steps - (1) interpolation of unknown parameters, and (2)
nding the optimal parameters. These steps are explained
below.
Step 1 – Interpolation of unknown parameters: We ob-
served that the throughput and energy consumption follow
a cubic pattern. Therefore, we modeled both throughput and
energy consumption as piece-wise cubic interpolation. Cu-
bic interpolation lls the achievable throughput and energy
consumption of the unknown parameters. These piece-wise
cubic functions are stitched with a guarantee of smoothness
up to second derivate. As I/O block size is dierent from
concurrency and parallelism, we modeled it separately.
To model the throughput, we construct a 2-dimension
cubic spline interpolation for th = f (bs). Piece-wise cubic
interpolation can be constructed using interpolant thi =
f (bsi ) and connecting them by maintaining smoothness up
to second derivative. we can dene each cubic polynomial
piece as generic cubic function:
fi (bs) = xi,0+xi,1bs+xi,2bs2+xi,3bs3,∀bs ∈ [bsi ,bsi+1]. (6)
Boundaries can be constrained as f (bsi+1) = f (bsi ). We
can have:
fi (bsi ) = thi , i = 1, ...,N (7)
Therefore, the N continuity constraints of f (bs) are as:
fi−1(bsi ) = thi = fi (bsi ), i = 2, ...,N . (8)
The following constraint conrms smoothness up to sec-
ond derivatives.
d2 fi−1
d2bs
(bsi ) = d
2 fi
d2bs
(bsi ), i = 2, ...,N (9)
The boundary condition for spline could be written as:
d2 f
d2bs
(bs1) = d
2 f
d2bs
(bsn) = 0 (10)
The coecients can be computed by solving the system of
linear equations.
Throughput is also dependent on concurrency and par-
allelism. The example above can be extended to generate
throughput surface with two independent variables - cc and
p. Similarly, we modeled energy as a function of concurrency,
parallelism and I/O block size.
Step 2 – Find optimal parameters: Energy ecient trans-
fer aims to reduce the energy consumption without com-
promising the transfer performance. This objective function
tries to optimize both throughput and power consumption
at the same time. This objective function does not guaran-
tee both maximally achievable throughput with minimum
power consumption, however, it ensures that every unit of
power can be spent to achieve highest possible throughput
under the energy eciency constraint. The objective func-
tion here is to maximize achievable throughput over power
consumption.
maximize
∫ tf
ts
th/E (11)
We take into account all the boundary constraints for the
parameters and other necessary constraints. Due to the space
limitation we are not including those here. Then we used
non-linear optimizer to nd the optimal parameters.
5.3 Evaluation of FastHLA Model
Historical log analysis (HLA) data transfer experiments are
conducted in the same experimental testbed described in
Section 3. We trained and tested our model (FastHLA) on the
real data transfer logs and compared the performance and
power consumption FastHLA with energy-agnostic wget [4]
and curl [1] clients as well as two versions of de-facto appli-
cation layer transfer protocol of HTTP, which are HTTP/1.1
and HTTP/2 [3]. While HTTP/1.1 is a textual protocol, the
newly introduced HTTP/2 is a binary protocol that supports
multiplexing, header compressions and lets the server to
push responses.
To evaluate our model, we used HTML, image and video
datasets (as described in Section 3) along with a combined
dataset that contains a mix of three datasets. We compared
FastHLA with other models using these dataset so that we
can get a ne-grained analysis of performance. Figure 7
shows both energy and throughput comparison of dier-
ent existing approaches along with our model. We observe
that FastHLA outperforms all other tested solutions in ev-
ery data category. For image, video, HTML, and mixed data
sets, we see 2×, 4×, 10× and 4× throughput improvement
over the closest competitor HTTP/2. HTTP/2 uses multiplex-
ing to transfer multiple streams over a single connection
to remove head-of-line blocking. However, single connec-
tion can achieve very poor results in long RTT WAN links.
HTTP/1.1 uses multiple connections to request multiple les,
however, there is no way to dynamically set those number of
connections (parallelism). On the other hand, we have used
historical analysis to decide on optimal level of parallelism,
concurrency and I/O block size.
Figure 7(b) shows the energy consumption of dierent
models. As we can see standard applications like wget or curl
are not optimized for power consumption and draw a huge
energy compare to HTTP/2. On the other hand, FastHLA im-
proves power consumption 5× and 2× for HTML and video
les respectively compared to HTTP/2. We have observed
that high transfer throughput can shorten the data transfer
time. That means CPU has to work for a shorter period of
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time and CPU consumes most of the power during the trans-
fer. That explains why FastHLA consumes less power com-
pared to other approaches. However, the energy consump-
tion is similar for image and mixed data. Even if the power
consumption is similar for image and video, FastHLA can
provide more achievable throughput compared to HTTP/2.
We use throughput eciency, th/E to measure the energy
eciency of the models (as shown in Figure 7(c)). FastHLA
improves throughput eciency 2.5× for both video and im-
age data.
We have used three dierent learning modules to see the
eciency of those models. Among them ANN and SVM can
reach up to 94% and 92% accuracy respectively (as shown
in Figure 8). However, KNN can achieve up to 86% accuracy.
As K-Nearest Neighbor takes into account k closest logs to
decide on the parameters, it is not feasible to transfer all
the optimal results to mobile due to memory issues. That is
why we decided not to use KNN in our model. However, the
shallow Neural Network and SVM both can learn eciently
the optimal parameters. We can use coecient of determina-
tion, R2 to see how well the the prediction learning module
matches the target. It can be expressed as:
R2 = 1 −
∑
(yi − y¯)2/
∑
(fi − y¯)2 (12)
where yi is the actual optimal throughput and y¯ is the
mean of yi . The predicted throughput is dened as fi . R2 is
a good statistical indicator that can point out the strongly
actual and prediction values are related. In case of perfect
matches between all known targets and the predictions R2
value will be 1. However, we can say a model can predict with
good generalization ifR2 value is close to 1. We computed this
for both ANN and SVM as R2ANN = 0.92 and R
2
SVM = 0.87
respectively.
6 CONCLUSION & FUTUREWORK
In this paper, we performed extensive analysis and presented
the eects of application-layer data transfer protocol param-
eters (such as the number of parallel data streams per le,
the level of concurrent le transfers to ll the mobile net-
work pipes, and the I/O request size) on mobile data transfer
throughput and energy consumption for WiFi and 4G LTE
connections. We also proposed a novel historical-data analy-
sis based model, called FastHLA, that can achieve signicant
energy savings at the application layer during mobile net-
work I/O without sacricing the performance. Our analysis
shows that FastHLA model can achieve signicant energy
savings using only application-layer solutions at the mobile
systems during data transfer with no performance penalty.
We also show that, in many cases, our FastHLA model can
increase the performance and save energy simultaneously.
According to our experiments, by intelligently tuning the
concurrency and parallelism levels during data transfers, our
FastHLA model can increase the data transfer throughput
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by up to 10X, and decrease the energy consumption by up
to 5X compared to state-of-the-art HTTP/2.0 transfers. The
improvement is even larger compared to base HTTP/1.1
transfers and client tools such as wget and curl.
As a future work, we are planning to develop SLA-based
transfer tuning algorithms to balance the performance vs
energy trade-o during mobile network I/O according to the
preferences of the mobile users. While keeping the quality of
service (i.e., transfer throughput) at the desired level, these
algorithms will try to keep the energy consumption at the
minimum possible level.
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