Introduction
Three-dimensional digital visualization of landscapes offers many advantages over conventional methods of representation, particularly when communicating complex spatial arrangements to non-designers (Bishop, 2005; Kwartler, 2005) . To date preparers and presenters of 3D visualizations have primarily focused on visual aspects of landscapes, in part based on the dominance of the human visual system (Lange & Bishop, 2005) . However, purely visual approaches to landscape experience have been criticized. For example the complex multi-sensory appreciation of individuals for landscapes has been demonstrated (Scott, Carter, Brown, & White, 2009) as has the important impact of sound on the evaluation of outdoor environments (e.g. Anderson, Mulligan, Goodman, & Regen, 1983; Carles, Barrio, & de Lucio, 1999) . The research presented here aims to foreground multisensory landscape experience in the design, planning and evaluation of landscape by analysing the impact of sound on the perception of 3D visualizations.
Soundscape
The impact of sound on the perception of environments is increasingly under scrutiny. Interest by government and policymakers is growing in this area, particularly in the regulation and abatement of sound in the form of environmental noise from road traffic, aircraft, railway and machinery and their impact on health and safety (Directive 2002 /49/EC, 2002 . The concept of soundscape as first suggested by Schafer (1977) has developed into an area of research concerned with studying the impact of sound both positively and negatively on an environment and its perception. Soundscapes defined as the "acoustic environment as perceived or experienced and/or understood by a person or people, in context" (ISO 12913-1 2014 (ISO 12913-1 , 2014 . A growing body of knowledge is emerging through empirical study of soundscape in the urban environment, particularly urban plazas (Yang & Kang, 2005a) and green spaces (Irvine et al., 2009; Nilsson & Berglund, 2006) .
Landscape architects and planners have recently turned their attention to designing and planning soundscapes. Auditory concepts for soundscape design and planning have been outlined (Hedfors & Berg, 2003) and used to create a toolkit for professionals (Hedfors, 2003) . In the area of landscape planning and management there have been advocates for audio design (Brown & Muhar, 2004) as well as auditory planning (Brown, 2004) . More recently the soundscape approach has been applied to early stage urban planning (De Coensel et al., 2010) with frameworks for future research and practical needs outlined (Kang, 2010) .
3D landscape visualization
Landscape visualizations are made up of fundamental landscape elements that are rendered in 3D to approximate the visual qualities of a landscape and usually include terrain, vegetation, built form and water, and can be expanded to incorporate animals (including people) and atmosphere (Ervin, 2001) . These elements contribute differently to perceived realism of the landscape being represented, as does their relative distance from an observers view. For example,research has shown that foreground scenes are rated more realistic than middle ground or background scenes at the same level of detail (Lange, 2001) . In addition, the inclusion of texture maps on both terrain and built form can greatly increase perceived realism when compared to simple geometry (Appleton & Lovett, 2003; Lange, 2001; Oh, 1994) , while the landscape elements that most affect perceived realism have been shown to be built form and vegetation (Bishop & Rohrmann, 2003) . Different user characteristics have shown to alter the perception of 3D visualizations: familiarity with a site can alter preference ratings (Lange, HehlLange, & Brewer, 2008) as well as affecting perceived realism of a visualizations (Appleton & Lovett, 2005; Karjalainen & Tyrväinen, 2002; Lange, 2001) . Professional background can also alter realism and preference ratings, with built environment and environmental professionals differing from laypeople in their ratings for both realism and preference (Lange et al., 2008; Lange, 2001) . In addition, familiarity with 3D graphics in general and experience with 3D graphics in a planning context can both result in higher realism ratings of visualizations (Appleton & Lovett, 2003) .
Empirical soundscape and landscape research
Senses beyond vision can have a significant impact on our perception of and interaction with our environment. Empirical studies have demonstrated a correlation between the intensity of sound pressure level (SPL) as measured in decibels (dB) and subjective evaluation (Yang & Kang, 2005b) . Soundscape preference is also related to the meaning of the sound; research has demonstrated a preference for natural over mechanical sounds (Porteous & Mastin, 1985) . In addition, preference has been shown to vary by age, cultural background and long-term environmental experience (Yang & Kang, 2003) , finding that align with research on noise sensitivity demonstrating considerable individual variation and ability to adapt to noise (Weinstein, 1978) .
Landscape perception research has shown that the interactions of audio and visual stimuli have a significant impact on visual and audio-visual responses to both real and photographed settings.In one study participants rated how enhancing or detracting a particular sound was to a landscape both in situ, via photography and description, the results of which indicated sounds congruent with visuals were most enhancing (Anderson et al., 1983) . Sound has also shown to influence overall environmental evaluation both negatively and positively, with combination of natural sounds and images preferred over mechanical (Carles et al., 1999; Carles, Bernáldez, & de Lucio, 1992) . In addition, the combination of motion and sound have demonstrated to be important for reliable judgment of dynamic landscapes via scenic beauty assessment (Hetherington, Daniel, & Brown, 1993) . Aircraft noise in a natural park setting was shown to have a negative impact on responses to scenic beauty, landscape preference, naturalness and solitude (Mace, Bell, Loomis, & Hass, 2003) . In another study the presence of any anthropogenic sound was shown to negatively impact landscape preference ratings, while natural sounds had no impact (Benfield, Bell, Troup, & Soderstrom, 2010) . Sound has also been shown to alter the subjective perception of tranquil spaces in neuroscience based research using fMRI (Hunter et al., 2010) . Through self-reported and physiological measures these earlier studies made valuable research contributions on the effects of sound on perception of real landscapes using photographs and videos. However, by focusing on real landscapes they do not directly inform processes for the evaluation of future landscape change that 3D visualizations offer. A framework has been proposed by the authors for combining sound with 3D landscape visualizations (omitted for BLIND review) and the current study aimed to provide empirical evidence of the contribution to perceived realism and preference evaluations of a computer simulated environment when pairing real sounds with 3D landscape visualizations.
Research questions and hypotheses
The objectives of this study were to empirically evaluate the effects of sound on realism and preference ratings of virtual landscapes using real sounds with 3D visualizations and to generate hypotheses concerning the impact of different user characteristics on those ratings. Two research questions were addressed in the study ("How do different landscape elements in 3D visualizations (i.e. terrain, vegetation and built form) interact with real sounds to alter perceived realism of, and preference for, the environment being simulated?" and "What user characteristics interact with combined aural-visual stimuli to alter perception of realism and preference for the environment being simulated?") while a third emerged out of the experimental design ("How effective is the Internet for aural-visual data collection compared to a laboratory setting?"). We hypothesized that for realism congruent aural-visual stimuli would result in the highest ratings with the lowest ratings attributed to the lowest level of visual detail and for preference aural-visual combinations with natural sounds would be the most preferred, with the highest preference being for congruent natural combinations, followed by anthropogenic and lowest for mechanical sounds. User characteristics that could influence ratings were identified from the literature for realism (3D graphic experience, 3D graphic familiarity, site familiarity and professional background) and preference (age, cultural background, noise sensitivity and site familiarity). Finally we hypothesized that online results would not differ significantly from laboratory results.
Methods

Participants
A total of 252 respondents participated in the experiment with 199 completing the entire survey (114/57.3% female) aged SD 13.19) . Previous studies examining the perception of aural-visual stimuli in a lab setting have used as few as 20 participants (e.g. Hong & Jeon, 2014) though the number of overall participants is similar to previous studies that evaluated web-based landscape preference data collection (e.g. Wherrett, 2000) . In our study 71 participated in the laboratory-based experiment; 128 online. Laboratory-based participants were recruited by the University subject pool email list and by personal contacts, and were eligible to be entered in a draw to win a £50 voucher. Online participants were recruited via Facebook and the University subject pool email list and offered the opportunity to be entered into a draw to win a £25 voucher. Mean time to complete the survey was 13.37 min with a range from 6.83 to 27.95 min. All research conducted was approved through the appropriate institutional ethics procedures.
Apparatus and materials
2.2.1. Selection of study area, visual and aural stimuli One overarching aim of the current research was to assess the perception of visualizations sourced from tools used by a variety of spatial and scientific researchers and practitioners. Google Earth was used as a source for the visual stimuli because it is one of the most ubiquitous 3D visualization tools and is being used in many environmental evaluation contexts (e.g. Schroth et al., 2011) but is lacking in depth perceptual evaluation. As a result the study area selection was informed by physical aspects (e.g. accessibility, suitability of the environment) as well as technological aspects (e.g. landscape elements available in Google Earth). St. James's Park, London, UK was selected for the study site because it had: (a) photorealistic vegetation within the park; (b) photorealistic built form surrounding the park for context; (c) relatively high detail in the terrain image mapping; and (d) rigorous surveys and counts on visitor numbers and user satisfaction. St. James's Park is one of the eight Royal Parks of London located in the City of Westminster. The park (Hitchcock, Curson, & Parravicini, 2007) .
Acoustic stimuli
Four sound conditions were used in the experiment: no sound, anthropogenic sound (human speech), mechanical sound (road traffic), and natural sound (bird call of a Coot Fulicaatra) (e.g. Liu, Kang, Behm, & Luo, 2014; Liu, Kang, Luo, & Behm, 2013) . The sounds were drawn from 24 recordings recorded in St. James's Park at four times (0700, 1200, 1700 and 2200) over two days (17-18 July 2012) across sixsites (with a seventh site on the periphery of the park also recorded for a comparison of sound level) (Fig. 3) . The sites were chosen after an initial walk-through of the entire park and were evenly distributed along a common route.
Sounds were recorded with an Edirol R-44 4-channel portable recorder in hi-fidelity (48 kHz sampling rate, 24-bit resolution) using 1 channel, a mono microphone,with "Low cut" and the limiter switched on to compensate for wind noise. LAeq was simultaneously measured with a 01 dB Solo Sound Level Meter, which was calibrated using a 01 dB Cal 01 SL that played a 94 dB 1000 Hz tone. The calibrator was also used to record a 10 s segment at the beginning of each recording enabling calibration with the HEAD Analyzer ArtemiS 11.0.200 psychoacoustic analysis software (Head Acoustics, 2012) . Recordings were between 140 s and 150 s (120 s recording; 10 s calibration;and 5-10 s removing the calibrator and fitting microphone wind guard). The sounds used for the experiment were selected by identifying sounds exhibiting the most extreme differences by analysis of Leq, Lmax and four psychoacoustic variables of sharpness, fluctuation strength, loudness and roughness (Kang, 2007) and selecting sound different sound content. The intent in selecting the divergent sound types was to provide a temporal soundscape variation approximate to what was uncovered through a soundscape analysis of St. James's Park conducted by one of the authors rather than specifically matching sound and 3D visualization view locations. The location, time and properties of the sounds used in the experiment are shown in Table 1 . 
Questionnaire design
In the main section of the survey respondents were asked to indicate their ratings for realism and preference on a 5 item likert-type scale ("How realistic is your experience of this environment?"-1: not, 2: slightly, 3: somewhat, 4: quite, 5: very; "How much do you like this environment?"-1: not at all, 2: a little, 3: moderately, 4: quite a bit, 5: very much). Verbal labels were assigned following guidelines by Rohrmann (2007) for evenly spaced linguistic separation. Site familiarity was gaugedas recommended by Gale, Golledge, Halperin, & Couclelis (1990) using a two value rating(familiarity and frequency of visits) with respondents shown both an aerial and ground level photograph of St. James's Park and asked two questions: (1) Are you familiar with St. James's Park?; and (2) Approximately how often do you visit St. James's Park?. Noise sensitivity was assessed using a validated 5-item survey developed by Benfield et al. (2012) and direct questions asked to assess 3D graphics familiarity, experience with 3D graphics in a design or planning process, professional background and cultural background.
Apparatus
The laboratory-based part of the experiment used a dual workstation setup. Each workstation was identical except for the audio playback hardware: colour calibrated Dell Ultra sharp 2209WA monitor connected to a PC with the monitor and viewing environment adhering to the ISO 3664 2009 specifications with ambient light at each workstation set to 50 lux (+/−0.7) and light output of each monitor measured at 155 (+/− 1) lumens (ISO 3664 2009 (ISO 3664 , 2009 ). The resulting on-screen stimulus image size was 31.04 cm width × 17.46 cm height (880 × 495 pixels). Workstation 1 used 'high quality' audio hardware (Sennheiser HD 598 overear headphones); workstation 2 used 'low quality' audio hardware (first generation Apple earbuds with no remote or mic). SPL of the room was 34.1 dB(A) and the SPL from each set of audio hardware were matched using a Neumann KU 100 Dummy Head to measure and set playback level.
The apparatus used for the online study was self-reported by each participant during the demographic part of the online survey for display size and audio device ( Table 2 ). The experiment was delivered via web browser using an online questionnaire (SurveyGizmo, 2012) with an example of the on screen interface shown in Fig. 4 .
Experimental procedure
The overall flow of the survey is illustrated in Fig. 5 . In the laboratory condition participants read an information sheet and signed a consent form, then were randomly assigned to either the high or low quality headphone condition by selecting one of two pieces of paper. All participants: (a) answered preliminary user characteristic questions; (b) rated the three sounds for the perceived level of loudness and their preference for that sound; (c) were presented with 4 sample sets of stimuli (two image/sound conditions, two image only conditions) to familiarize themselves with the procedure (Lange et al., 2008; Reips, 2002); were then presented with the aural-visual combinations. The 36 different aural-visual combinations were randomly assigned to participants according to a 3 (visual) × 3 (view) × 4 (sound) factorial design. Sounds were played for 8 s duration, followed by participants indicating their perceived realism and preference.Online participants followed the above procedure with the exception of:
(1) The consent form was displayed and agreed to on screen; (2) Being instructed to maximize their browser window; (3) Indicating their monitor size and audio hardware; (5) Being instructed to use a sample audio clip to adjusting their volume to a comfortable level. A pilot study revealed potential confusion from participants relating to terminology of headphone types as well as when asked to set their volume therefore visual cues were added to those questions for assistance. The online survey can be accessed at https:// www.surveygizmo.com/s3/2314737/VSS-p1-p56-ONLINE-LAUP.
To reduce dropout and the negative impact of dropout on the survey data six measures were used that were adapted from Roth (2006) which are presented in Table 3 . Inclusion criteria were that participants had to exhibit attentiveness by not having an excessively long duration on the main survey questions (i.e. less than 30 s for the 36 sound/image combinations).
Statistical analysis
The analysis was completed in three parts. Part one employed a mixed repeated measures ANOVA to evaluate the effect of experimental condition and audio visual hardware on responses with between subject factors being "experiment condition" (2 levels), "audio device" (2 levels), and "display size" (2 levels). Part two employed a repeated measures ANOVA to evaluate the effect of the within subject independent variables on realism and preference ratings, as well as their interactions (within subjects factors were "view" (3 levels), "visual condition" (3 levels) and "sound type" (4 levels)). Part three used a mixed repeated measures ANOVA to inform hypothesis generation for future research areas. Post-hoc tests were used to determine if any significant differences existed between groups in the mixed ANOVA with a Bonferroni correction used to control the error rate. There is some controversy surrounding effect size for ANOVAs as there is evidence that eta squared has been misreported in the past in communications research (Levine & Hullett, 2002) which is likely to be the case for landscape preference studies. Alternatives effect sizes have been developed (e.g. Bakeman, 2005; Olejnik & Algina, 2003) however not for the current studies design. As a result, effect size is reported here in partial eta squared (Á p 2 ) as this is consistent with previous landscape preference research and recommended when other methods are not feasible (Lakens, 2013) , which allows for comparison with studies that use a similar design. Analysis was conducted in SPSS 21 (version 21.0.0.2). The data was assessed for normality by inspection of absolute values for skew (<2.0) and kurtosis (<4.0) (West, Finch, & Curran, 1995) . No substantial departure from normality was indicated for the data. Violations of sphericity are controlled using the Greenhouse-Geisser correction value, which is included in all following tables when the sphericity test is significant.Additionally the mixed ANOVA were analysed for homogeneity of variance using Levene's test (Levene, 1960) , finding that there was homogeneity of variance for the majority of responses for question research 2 (479/576, 83.2%) and research question 3 (204/216, 94.4%). This was deemed acceptable as ANOVA is robust against reasonable violations of variance, especially when group sizes are relatively equal (Howell, 2012) .
Results
Online vs. laboratory participation
In order to determine the suitability of the Internet for aural-visual experiments 3 factors were analysed: experimental condition, audio hardware and display size. The analysis focused on the main effect of each between-subjects factor, and the interaction of the between-subjects factor with each independent variable of view, visual condition and sound. For experimental condition the combined data were analysed for differences occurring between laboratory (N = 71) and online participants (N = 128) revealing no significant main effects or interactions (p > .05 for all). In the laboratory condition participants were randomly assigned to either the high quality (N = 37) or low quality (N = 34) audio hardware apparatus, the analysis of which revealed no significant main effects or interactions (p > 0.05 for all). The combined data (N = 199) was analysed to determine any effect of differing video display hardware size on results. All laboratory-based participants used a 22" monitor, while online participants indicated the display size as part of the survey (Table 2 ). The frequency of display sizes used in the experiment is illustrated in Fig. 6 .
The majority of participants used a monitor between 13" and 21" (93/199 or 46.7%) followed closely by a monitor between 22" and 27" (92/199 or 46.2%). As a result the analysis was limited to Measures taken to reduce dropout and to reduce the negative impact of dropout (adapted from Roth, 2006) .
Measure Description
High-hurdle technique The demographic data (personalization) were collected before the evaluation of the stimuli Warm-up technique
The collection of personal data and practicing stimulus rating before the real experiment start ensures that the data collected in the experimental phase comes from the mostly highly committed participants Incentive Participants were given the opportunity to be entered in a draw for a gift certificate (£25 online, £50 laboratory
participation) No plug-ins
No plug-ins are needed for the user's PC, the survey works with all modern web browsers. Two-item-one-screen design Each rating takes place on a separate web page. The results are transferred and saved to database immediately after clicking the submit button. If the participant drops out, the former results and the point of time of dropout can be examined Record of response time per page
The response time is recorded for each web page/each rating. If data quality suffers from interruptions of the experiment, this can be identified those two variables as there were not enough responses in the other categories to meet the assumption of the mixed ANOVA. The main effect and interactions of display size on realism and preference ratings was not significant (p > 0.05 for all) apart from the interaction of display size by view for preference: F(2,362) = 4.71, p = 0.010, Á p 2 = 0.025. Visual inspection indicated that participants with displays between 13" and 21" rated all views similarly, while those with displays between 22" and 27" rated preference significantly higher for views 1 and 2 than those with monitors between 13" and 21". This manifested in a mean differences of 0.09 on the 5-point rating scale and a very small effect. Because the effect was small it was concluded that the independent variables in this instance did not dramatically affect results, and further analysis was conducted on the combined sample.
Mean realism and preference scores by all participants
Participants rated the three sounds without visuals for perceived loudness and preference at the beginning of the survey. During incremental prototyping participants were asked to rate the sounds for realism and preference, however, many indicated some confusion being asked to rate the sound for realism so this was omitted from the main survey. The responses are shown in Table 4 and were in line with previous studies indicating higher preference for natural sounds over anthropogenic sound, with mechanical sounds least preferred. Interestingly the sound content had an effect on perceived loudness as all sounds used in the experiment were matched for loudness. Table 5 presents all means and standard deviations for realism and preference ratings for all 36 combinations of view, visual condition and sound, as well as the correlation between realism and preference ratings. The overall results can be summarized as follows:
The lowest realism and preference ratings both correspond to visual condition 1 (terrain only) + speech with mean scores for realism ranging from 1.33 to 1.42 and for preference from 1.51 to 1.54.
The highest realism ratings consistently correspond to two combination: visual condition 2 (built form) + speech; and visual condition 3 (primarily vegetation) + natural sound,with mean scores ranging from 2.62 to 2.82. One notable exception is view 2 + visual condition 3 + speech, which happens to have the highest mean score for realism at 2.85 while the same combination for view The highest preference ratings consistently correspond to two combinations: visual condition 3 (primarily vegetation) + no sound; and visual condition 3 + natural sound, with mean scores ranging from 2.95 to 3.13 for both combinations. Finally, realism and preference scores were positively correlated for all 36 combinations with r ranging from 0.399 to 0.832, all significant at p < 0.01.
Analysis of variance of mean realism and preference scores
The means were analysed via a three factor within respondents ANOVA with the factors defined as "view" (3 levels); visual condition (3 levels) and sound (4 levels). The overall results for realism and preference are shown in Table 6 . All main effects and interactions were significant (p < 0.05 for all) with visual condition having the largest effect for realism and preference as well as the interaction having a relatively strong effect. The data was analysed further by isolating each visual condition by the level of the variables "view" and "sound", separately for each dependent variable "realism" and "preference", with post hoc contrasts used to identify significant effects. Fig. 7 illustrates the mean realism and preference ratings by view, visual condition and sound type, with the full ANOVA and contrast tables for realism shown in Table 7 and preference in Table 8 .
3.3.1. ANOVA and contrasts for realism scores ANOVA and contrasts for realism are shown in Table 7 analysed separately for each visual condition. For visual condition 1 the main effect of 'sound' was significant (p < 0.001) though not the main effect of 'view' (p < 0.307) or the interaction (p < 0.301) therefore the data was collapsed across view with mean realism ratings computed for each level of the independent variable sound. Contrasts revealed significant differences between 4 of the 6 sound conditions (p < 0.001, Table 7), the exception being 'no sound vs. traffic' (p < 0.179) and 'traffic vs. nature' (p < 0.82). The relationship is illustrated in Fig. 7 , showing that 'speech' receives the lowest overall realism rating (M = 1.40, SD = 0.62) which was significantly lower than all the other sound conditions (no sound: M = 1.80, SD = 0.95, p < 0.001; traffic: M = 1.93, SD = 0.91, p = 0.001; nature: M = 2.01, SD = 0.90, p < 0.001), with the largest difference between 'speech' and 'nature' (Á p 2 = 0.378). For visual condition 2 the main effects of 'view' and 'sound' were significant (p < 0.001 for both) though not the interaction (p < 0.684). Contrasts (Table 7) revealed that realism ratings did not differ significantly between views 1 and 2 (p < 0.132) but differed significantly between views 1 and 3 (p < 0.001) and views 2 and 3 (p < 0.027), therefore view 3 was considered in isolation and realism ratings for views 1 and 2 merged. The effect of 'view' is explained because view 3 was rated significantly lower than views 1 and 2 across all stimuli combinations for visual condition 2, with mean scores ranging from 0.10 to 0.18 lower, while the effect of each sound condition was consistent across views (e.g. Fig. 7 ). Contrasts revealed similar significant differences between 5 of the 6 sound conditions for both views (p < 0.05, Table 7), the exception being 'no sound vs. nature' condition, which was not significant for either view 1&2 or view 3 (p = 1.000, for both). 'Speech' was rated most realistic (e.g. M = 2.80, SD = 1.02 views 1&2), significantly higher than 'traffic' (e.g. M = 2.52, SD = 0.91, p < 0.001, views 1&2) and much higher than 'no sound' (e.g. M = 2.34, SD = 0.91, p < 0.001 views 1&2) or 'nature' (M = 2.34, SD = 0.94, p < 0.001 views 1&2), which also had one of the larger effects (Á p 2 = 0.23). The combinations with 'no sound' and 'nature' resulted in almost identical ratings (e.g. M = 2.34, p = 1, views 1&2).
For visual condition 3 the ANOVA revealed that the main effects and interactions were all significant (p < 0.001 for all). Contrasts (Table 7) revealed that realism ratings differed significantly between views 1 and 2 (p < 0.001) and views 2 and 3 (p < 0.001) but not views 1 and 3 (p < 0.101). Further contrasts were conducted for each view by sound type, which revealed varied significant differences between realism ratings depending on the view (Table 7) . All views were rated similarly with 'no sound' (M = 2.57-2.63) and'nature' (M = 2.75-2.81), which were not significantly different from each other for any view (p > 0.05 for all). 'Traffic' and 'speech' had nearly identical ratings for view 1 (traffic M = 2.43, SD = 1.06; speech M = 2.39, SD 1.06) and view 3 (traffic M = 2.24, SD = 1.10; speech M = 2.26, SD = 1.09), however for view 2 ratings were higher for traffic (M = 2.59, SD = 1.09) and significantly higher for speech (M = 2.85, SD = 1.07) (e.g. Fig. 7 ). As view 2 was the only image in visual condition 3 that contained built form this seems to indicate that the presence of any built form can have an important moderating effect on perceived realism with different sound types.
ANOVA and contrasts for preference scores
ANOVA and contrasts for preference are shown in Table 8 analysed separately for each visual condition. For visual condition 1 the main effect of 'view' and 'sound' were significant (p < 0.001) though not the interaction (p < 0.275). Contrasts (Table 8) revealed that preference ratings differed significantly between views1 and 2 (p < 0.001), and views 2 and 3 (p = 0.030), while views 1 and 3 did not differ significantly (p = 0.075); therefore view 2 was considered in isolation and views 1 and 3 merged. Fig. 7 illustrates the relationship: view 2 was more preferred than views 1 and 3 relatively consistently for all sounds, scoring from 0.03 to 0.14 higher. Contrasts show the effect of the different sounds was consistent for the 4 conditions, with significant differences between preference means for 5 of the 6 sound combinations (p < 0.05, Table 8), the exception being the 'no sound vs. traffic' condition, which was not significant for views 1 and 3 (p = 0.129) or view 2 (p = 0.279). As with realism 'speech' resulted in the lowest preference ratings for visual condition 1 (view 1&3: M = 1.53, SD = 0.65; view 2: M = 1.56, SD = 0.78).
For visual condition 2 the main effect of 'view' and 'sound' were significant (p < 0.001) though not the interaction (p = 0.354). Contrasts revealed that preference ratings differed significantly between all views (p < 0.001 for all, Table 8 ); therefore each view was considered independently. Contrasts revealed significant differences between preference ratings for 3 of the 6 sound combinations that involved traffic (p < 0.001 for all except view 3, 'no sound' vs. 'traffic' p = 0.011), while the remaining three were not significant (p = 1.000 for all). There was a clear downward trend in preference ratings between views; view 1 was most preferred (means ranging from 2.25 to 2.62), followed by view 2 (2.11-2.49) and view 3 least preferred (2.01-2.30) which all differed significantly (p < 0.001 for all), which could be attributed to the Ferris wheel visible in the background of view 1 and more detail of the building in view 2 compared to view 3. In addition, 'traffic' with visual condition 2 resulted in significantly lower preference scores for all views (p < 0.05 for all) compared to the other sounds resulting in mean scores between 0.29 and 0.38 lower.
For visual condition 3 the main effect of view was not significant (p = 0.085), while the main effect of sound and the interaction of view and sound was significant (p < 0.0005 for both). Contrasts revealed similar effects of sound across views, with 'traffic' and 'speech' both resulting in the lowest preference ratings (ranging from 2.26 to 2.35) and 'no sound' and 'nature resulting in the highest preference ratings (ranging from 2.95 to 3.13). The exception to this trend was for view 2 combined with "speech" which received a mean score significantly higher than the other 'traffic' or 'speech' combinations (M = 2.72, SD = 1.02). As was the case with realism the built form visible in the background of view 2 suggests the importance of aural-visual congruence and the impact this can have on preference ratings, in this instance up to 0.46 on a 5-point scale.
Hypothesis generation for perceptual variation by user characteristic
For analysis by user characteristic the aim was to generate hypotheses for future research (e.g. McGuire, 1997) . Previous research that focused on perceptual variation by user characteristics drew conclusions primarily on the separate evaluation of landscape and soundscape. Informed by this research specific user characteristics that could influence perception were identified (Table 9 ). These were examined in relation to mean realism and preference ratings using a mixed ANOVA separately for each characteristic, with the respective user characteristic as the between-subjects variable and the main effects of view, visual condition and sound as the within subject factors. For site familiarity the responses to the two questions were averaged to provide an aggregate site familiarity score however this resulted in a very large grouping in bottom of responses (e.g. 91.5% of respondents scoring a 1 or 2 out of 5). To satisfy the ANOVA assumptions site familiarity was analysed via 3 groups: moderate to very high familiarity, a little, and no familiarity. Analysis of professional background was going to be conducted across three groups (Landscape, n = 62; Built Environment, n = 16; and "Other", n = 94) however this resulted in very unbalanced groups. As a compromise responses were combined into two categories: Landscape and Built Environment (Architecture, Civil Engineering, Geography, Horticulture, Landscape Architecture and Planning backgrounds) and 'Other', (i.e. expert and layperson). Other characteristics were analysed unaltered.
The analysis revealed a number of small but statistically significant effects that differed based on user characteristics for realism (site familiarity: F(10.57,1030.12) = 2.31, p = 0.009, partial Á 2 = 0.02; professional background: F(5.30, 895.02) = 2.23, p = 0.046, partial Á 2 = 0.01) and preference (country: F(5.58,1088.20) = 2.34, p = 0.034, partial Á 2 = 0.01; professional background: F(55.57,935.23) = 2.16, p = 0.049, partial Á 2 = 0.01) while the other characteristics did not show any significant effects (p > 0.05 for all). Contrasts revealed that the majority of interactions were, while significant, small in all cases (e.g. partial Á 2 ranging from 0.05 to 0.09 with means differing by up to 0.26 on the 1-5 scale). The standout was the interaction involving a participant's country of background and preference ratings which indicated that participants who had spent the majority of their life in the UK preferred the combination of visual condition 1 with the natural sound more than non-UK participants (F(1,195) = 114.82, p < 0.001, partial Á 2 = 0.37) which manifested in a difference of 0.30 between the two groups. This is attributed to UK participants potentially viewing the terrain only visualization as a beach and the bird call originating from a seagull based on anecdotal conversations following the experiment, which is an area for further research. It is worth noting that also the vast majority of significant interaction involved 'speech' as a variable, with the exception being differences by professional background for realism and preference, which was the 'no sound' vs. 'traffic' condition for both. The impact of speech specifically focusing on the inclusion and exclusion of people in visualizations is an area for future research, as is the effect of different types of speech on participants with different cultural backgrounds.
Discussion
Contribution of combining sound and 3D landscape visualizations on the perception of a simulated environment
The results of this study are consistent with the hypotheses that the interactions of aural and visual stimuli have a noticeable and statistically significant effect on realism and preference ratings for a simulated environment, which is primarily influenced by the congruence of the aural and visual stimuli. Fig. 8 illustrates this, showing the positive or negative effect of each sound by visual condition relative to the 'no sound' condition. Overall speech has the largest impact on realism ratings, both positively and negatively, which varies by the visual condition. Combinations that were perceived incongruous have the largest (negative) impact on preference, with anthropogenic and mechanical sounds detracting most from visualizations with predominantly vegetation. This would suggest that "what is expected" has less of a perceptual impact than what is not expected, which aligns with previous research on soundscape preference that indicated that human preference scores correlated with the absence or presence of wanted or unwanted sounds (Lam, Brown, Marafa, & Chau, 2010) . This is also consistent with previous research indicating the importance of the congruence of aural and visual stimuli on multi modal perception (e.g. Carles et al., 1999; Zhang & Kang, 2007) . While the sounds were recorded at the general locations of the visualizations the majority of participants were not familiar with the site and as such would be responding to the combinations without connecting this to a specific real world location and what they expect to experience there. The results also support previous research that indicates that natural sound has either a positive or small effect on preference of photographs (e.g. Benfield et al., 2010) . What is interesting is the moderating effect of any visual anthropogenic indicators (e.g. buildings) on both realism and preference ratings. This is evident in visual condition 3: traffic and speech both reduced perceived realism the most for view 3 (predominantly vegetation) and less for view 1 (mostly vegetation with a building just visible in the distance), while speech actually increased perceived realism for view 2 (showing mostly vegetation with a building clearly visible behind the trees). For preference traffic and speech again are moderated by the imagery containing built form, in a similar pattern to that for realism,
The combination of visual condition 2 (terrain and built form) with the speech sound resulted in the highest overall increase in realism ratings (+.50 compared to no sound) further supporting the importance of congruent stimuli. Even when no people are present in the visualization the presence of anthropogenic visual elements (i.e. buildings) seems to have provided the context for realism. In this instance natural sound did not significantly alter perceived realism, which suggests a stronger influence of anthropogenic sound on visualizations of natural environments than natural sound on visualizations of built environments.Interestingly there is also some preliminary evidence that congruence is a factor even when people perceive sounds and visuals incorrectly as potentially is the case with UK participants potentially hearing a 'seagull' and seeing a 'beach'. This highlights the importance of both context specificity of task in aural-visual environmental simulations.
Perceived realism of Google Earth
In addition to the aural-visual interactions this research has also identified an important visual result-the relatively low realism attributed to Google Earth eye-level visualizations. It is cautioned that based on the visualizations used in this research the highest level of realism attributed to a Google Earth visualization is 2.81 (on a scale of 5), which places even the most realistic combinations between 'slightly' and 'somewhat' real on the ratings scale. Researchers and professionals need to be aware of this relatively low level of realism if using Google Earth.
Using the Internet for aural-visual data collection and landscape evaluation
Our study provides preliminary support for using the Internet as a means to engage stakeholders with aural-visual environmental simulation showing no statistically significant differences between online and laboratory results. While there sults are promising and could facilitate testing preference of potentially large groups of stake holders' further research is needed to evaluate differences between perceptual responses to multi sensory computer simulated environments andreal-world, on site experience. Additionally display size and audio hardware fidelity were shown to not significantly alter realism and preference ratings for the simulated environment. This suggests that when using monitors up to 27" and headphones for sound delivery there is flexibility in the choice of hardware used.
Limitations of the study
Some important limitations of the study are acknowledged. First, there were a limited number of views used in the experiment, and an uneven operationalization across the views resulting in complex non-linear patterns of results. Second, because of the within-subject design of the study and requiring participants to rate realism and preference together there could be an influence on responses and a relationship between realism and preference occur where it would not were the questions asked separately. Indeed as the realism and preference responses are correlated for each question there is clearly a relationship between them, indicating either that higher realism leads to higher preference, or that participants did not completely distinguish between the two. Some evidence for the former is that visual condition 2 realism scores increased with traffic, while decreasing significantly for preference. This is an area where further research would be beneficial.
Code of ethics for environmental simulation
As demonstrated in the current research there is obvious potential for misuse of these results, particularly to negatively influence preference for a landscape scenario by using incongruent sounds. This can be addressed largely by preparers and presenters following Sheppard (2001) code of ethics for landscape visualizations. Purposefully using incongruent sounds to illicit negative reactions would be highly unethical, and likely would be called out as a problem by either informed stakeholders or professionals. More problematic is identifying exactly what incongruent sound is-as mentioned, all of the sounds used in the experiment were recorded at St. James's Park and, while not directly matched to visualization location, could be argued to be a valid inclusion with a particular visualization or viewpoint. The selection of view(s), sound(s), seasons and time of day are but a few of the critical decisions to be made, and we propose that accuracy of experiencebe a guiding principle for aural-visual simulations. In the context of ethical conduct preparers and presenters of aural-visual simulations are encouraged to follow Sheppard's code of ethics (2001) . In addition they should generally produce simulations that simulate the actual or expected appearance and sound of the landscape and soundscape as closely as possible using spatiotemporally congruent stimuli. This would lend itself to more neutral judgements and transparency in the process.
Implications for future research
The current study focused specifically on perceptual responses to the combination of aural and visual stimuli in order to inform broad recommendations for aural-visual environmental simulations and to identify future research needed. We suggest the following research is needed to inform aural-visual environmental simulations:
-evaluation of differences between perceptual responses to multisensory computer simulated environments and real-world, on site experience. -development of procedures to evaluate realism and preference responses to different sounds. -perceptual effects of different sound sources (e.g. synthesized)
with different types of visualizations (e.g. realistic) (see Lindquist, Lange, & Kang, 2014 for an elaboration of options). -specific techniques of auralization for particular project contexts (e.g. for wind turbines see Pieren, Heutschi, Müller, Manyoky, & Eggenschwiler, 2014 ). -assessment of the communication effectiveness of aural-visual simulations. -the effect of different presentation modes of aural-visual stimuli (e.g. real-time movement vs. static; surround sound vs. mono/stereo). -the effect of different user characteristics on the perception of aural-visual simulations (specifically on the impact of site familiarity and professional background on perceived realism and cultural and professional background on preference).
Implications for practice
For landscape architects and planners this signals the importance of considering the total environmental experience beyond how something looks, which can additionally result in positive indirect effects, such as aiding spatial navigation for the visibly impaired by enhancing sound based spatial cues (e.g. Parkin & Smithies, 2012) . Preparers and presenters of visualizations need to be conscious that when using sound with visualizations different points of view may vary the landscape elements represented which can alter perceptual responses in unexpected ways. This underscores the importance of multiple viewpoints for evaluation, as well as the potential contribution to multisensory environmental simulation of real-time visualization with accurately modelled spatialized sound. Visualization preparers also need to be conscious of the cross-sensory effect of aural-visual interaction, as a sound that may be obviously one thing to a researcher can be altered by a visualization to be heard as something different by a participant-with potentially unwanted and unexpected results
Conclusions
Relying solely on visual representations of environments for design, planning and evaluation does not sufficiently simulate our experience of the world. In this study the contribution of sound to the perception of 3D landscape visualizations was assessed in a laboratory and online experiment. There is a clear opportunity to increase the authenticity of landscape experience when using 3D landscape visualisations by incorporating sound asit significantly alters perception of realism and preference. Eye level Google Earth visualizations receive low realism ratings and aural-visual data collected via a web-based survey was comparable to data collected in the laboratory.Realism and preference vary primarily as a function of aural-visual congruency (e.g. the more congruent the visual landscape element was with the sound the higher the realism and preference was). These findings suggest that coupling the appropriate sound with a corresponding visualization can be an effective way to more accurately simulate environmental experience when using 3D landscape visualization.
