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Variable selection is the process of selecting a set predictor variables that are related
to the response from a larger set of possible predictor variables. This method helps
with trying to predict a response, when given other characteristics that may be able to
explain the data observed. There are several different automated ways to determine
which set of predictors are best, but two well known methods are adaptive LASSO
and forward selection. While these methods are good, they have one underlying as-
sumption, they assume linearity between the response and the predictors considered.
Since this is the case, they struggle to fit nonlinear data well.
There are few methods for performing variable selection with nonlinearity. We
propose a variable selection procedure based on distance correlation, a nonlinear
correlation structure. This is because, forward selection uses Pearson’s correlation
coefficient, which is a linear form of correlation, and the most well known. With this
being the case, we propose using distance correlation in a forward selection procedure.
As a motivating example, consider the diabetes study described in [4]. Table 1
shows a subset of the data. The age, sex, body mass index, blood pressure, and
six blood serum measurements, were obtained for n = 442 diabetes patients, as well
as a response y, which is a quantitative measure of disease progression a year after
the baseline. The goal for this research was to construct a predictive model for the
response y, based on the other variables, that would suggest which covariates were
important factors in disease progression.
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2 CHAPTER 1. INTRODUCTION
Table 1.1: Diabetes study: A subset of data from[4]. It is of interest to determine
which variables are related to the response.
The rest of this paper is organized as follows. Chapter 2 will discuss the theoreti-
cal background of Pearson’s Correlation, distance correlation, forward selection, and
false selection rate. Forward selection via distance correlation will be established in
Chapter 3. Chapter 4 will present the numerical simulations that were ran to test
the model. Chapter 5 will discuss the results of the numerical simulations. Lastly,




The most well known measure of correlation, is Pearson’s correlation coefficient. Pear-
son’s correlation coefficient measures the strength of a linear relationship between two
variables. Pearson’s correlation coefficient, r, is calculated the following way:
Cov(X, Y ) = IE[XY ]− IE[X]IE[Y ]
V ar(x) = Cov(X,X)
r =
Cov(X, Y√
V ar(x)V ar(Y )
Pearson’s correlation is bounded between −1 and 1, which can be shown by using
the Cauchy-Schwartz Inequality. A negative correlation relates to an inverse linear
relationship between the two variables, while a positive correlation relates to a direct
linear relationship.
2.2 Classical Forward Selection
Classical forward selection is the most well known model and variable selection al-
gorithms. The framework for forward selection uses Pearson’s correlation coefficient
and partial correlation to build a model from no predictors included, and adds one in
at a time. Partial correlation, is the same as Pearson’s correlation, but it takes into
account other variables, holding them constant for both the response and predictor
considered [7].
Consider an example where we have a response variable y and 10 predictors vari-
ables we want to consider. The first step in the algorithm will select the predictor
3
4 CHAPTER 2. THEORETICAL BACKGROUND
that has the highest correlation with the response, lets call this x1. The next step is
to consider the partial correlations of the rest of the predictors with the response y,
which means we hold x1 constant for both the predictor considered and y. This step
is then repeated until some threshold is met, correlation falls below a certain value.
While, this is not the only way to do forward selection, but it is the one that will
most resemble our new method.
2.3 Distance Correlation
Distance correlation is a measure of dependence between two variables that measures
the distance between their two characteristic functions. This was first introduced in
2007 by Szekely, Rizzo, and Bakirov [2]. To get a correlation though, you first need
to define a covariance/variance. The way that the distance covariance is defined is
by the following: ||fX,Y (t, s) − fX(t)fY (s)|| where f is the respective characteristic
function of the given variables[2]. Since characteristic functions always exist, the
covariance is always defined, and therefore correlation always exist. Sometimes there
is not a closed form characteristic function for a variable. However, a nice empirical
way to estimate the distance covariance is the following:



















The distance covariance is then estimated by the following:






where Bkl is similarly defined as Akl but for Y instead of X [2]. Then the distance
correlation is calculated the following way:
D(X, Y ) =
V (X, Y )√
V (X,X)V (Y, Y )
(2.3)
This yields some nice properties.
1. 0 ≤ D(X, Y ) ≤ 1.
2. D(X, Y ) = 0 iff X and Y Independent.
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3. If D(X, Y ) = 1, then there exist a vector a, a nonzero real number b, and an
orthogonal matrix C, such that Y = a+ bXC.
A proof of all of these properties can be found in the paper by Szekely, Rizzo, and
Bakirov [2].
To further establish that distance correlation and Pearson’s correlation are differ-
ent, lets examine Figure 2.1. This is a plot of X = Unif(−1, 1) and Y = X2. This
is a classic example of where Pearson’s correlation is zero, but distance correlation is
non-zero.
Figure 2.1: Plot of Y = X2 showing that Pearson’s correlation of zero does not imply
distance correlation of 0
While distance correlation is sufficient for identifying a single variable related
to the response, we need a form that can account for variables that have already
been identified. In 2013, a conditional form of distance correlation was introduced
by Wang, Wen, Pan, and Huang [3]. This can be calculated similarly to distance
correlation, except using conditional characteristic functions. An empirical estimate
is available in R in the CDCSIS package, which was developed by Wang, Wen, Pan,
and Huang[3].
2.4 False Selection Rate
False Selection Rate, first introduced by Wu, Boos and Stefanski [1], is a method
that creates pseudovariables and runs the model many times with the real variables
and psuedovariables and tracks the number of psuedovariables that enter the model.
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The main goal is to use the resulting information to minimize the rate at which
uninformative variables enter the model, hence the name False Selection Rate(FSR).
There are two competing ways to calculate the FSR; expectation ratio (γER), or









where U(α) is the number of uninformative variables that entered the model at
a given correlation of α and S(α) is the total size of the model at the same given
correlation. For this paper, we are going to continue with using the expectation ratio







Where k̂u(α) = kt − S(α) with kt defined to be the total number of variables
considered, and Ū∗p (α)/kp is defined as the average number of psuedovariables that
entered the model after multiple replications of this process. The correlation α needs
to be specified, since this allows us to control the size of models we would like to
consider. While we are using the same estimate for γ̂ER as Wu, Boos and Stefanski
[1], we need to use the opposite formulation for the estimate of the optimal α. This
is done the following way:
α̂ER = inf
α≥αmin
{α : γ̂ER(α) ≤ γ0} (2.7)
Where γ0 is a fixed value for the FSR that we are trying to control. This opti-
mization constraint makes sure that we are not exceeding a set false selection rate in
our models and helps determines the correlations that give us these model sizes.
Chapter 3
Forward Selection via Distance
Correlation
Forward selection via distance correlation is very similar to classical forward selection,
but with distance correlation and conditional distance correlation, rather than Pear-
son’s correlation and partial correlation. To help with understanding the procedure,
consider the following example; We have a response (y) and 10 possible predictors
(X1, X2, ...X10)).
The procedure starts by running a forward selection algorithm that adds in vari-
ables based on their distance correlation with the response, using conditional distance
correlation for selecting the order of the rest of the predictors after selecting the first
variable is selected. The order is determined by having the largest correlation with
the response at that step. For the theoretical example proposed above, lets assume
we get the distance correlation between the response and each of the predictors in
Table 3.1. Then the variable that would be allowed to enter the model is X3. Then
for the next step consider the conditional correlations in table 3.2. The next variable
to enter would be X1. This is repeated until all of the variables have entered the
model, creating the full model.
Table 3.1: Theoretical set of Partial Distance Correlation for an example
Variable X1 X2 X3 X4 X5 X6 X7 X8 X9 X10
Distance Correlation 0.1 0.2 0.9 0.7 0.3 0.8 0.6 0.4 0.5 0.0
Table 3.2: Theoretical set of Partial Distance Correlation for an example
Variable X1 X2 X4 X5 X6 X7 X8 X9 X10
Distance Correlation 0.85 0.10 0.45 0.15 0.80 0.70 0.25 0.40 0.35
7
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Table 3.3: The full model after forward selection via distance correlation ran
Variable X3 X1 X9 X10 X7 X4 X5 X8 X6 X2
Distance Correlation 0.80 0.85 0.25 0.20 0.35 0.40 0.30 0.05 0.01 0.00
Table 3.4: Monotone ordering of Correlations for the full model
Variable X3 X1 X9 X10 X7 X4 X5 X8 X6 X2
Correlation 0.80 0.85 0.25 0.20 0.35 0.40 0.30 0.05 0.01 0.00
Monotone Correlation 0.80 0.80 0.25 0.20 0.20 0.20 0.20 0.05 0.01 0.00
After choosing the order of entry for a full model, which can be seen in table 3.3
along with their associated correlations, The correlations are to be ordered monotoni-
cally. Table 3.4 shows the ordering of the alphas monotonically. Then a cut of the size
of models to consider is made by choosing a correlation threshold (αmin). αmin is to
be chosen such that not all variables are included nor excluded. The selection of αmin
is further discussed in the next section. For our example lets consider αmin = 0.06,
then we would keep a model of the first seven variables to enter as the maximum size
to consider. The result of these can be seen in table 3.5, which contains the unique
correlation thresholds to consider and the model size associated with them.
Table 3.5: Unique correlation thresholds to consider and their respective number of
variables allowed in the model
Correlation 0.80 0.25 0.20
# of Variables 2 3 7
Next in the procedure is to perform FSR as described earlier for each of the
correlation thresholds still in consideration, on the forward selection via distance
correlation algorithm. This will produce false selection rates for each of the considered
correlation thresholds. continuing with our example, table 3.6 gives some theoretical
results of this procedure on the made up data.
Table 3.6: The false selection rates for the correlation thresholds still in consideration
Correlation 0.80 0.25 0.20
False selection Rate 0.1 0.5 0.8
Lastly, we select the minimum correlation threshold that provides a false selection
rate that is below some predetermined false selection rate initial value γ0. Continuing
our example, lets assume we chose γ0 = 0.15, then we would chose the model with
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the correlation threshold of 0.8, which includes the first two variables to enter the
model. Therefore, forward selection via distance correlation procedure would return
that the variables selected were x3 and x1 in that order.
Chapter 4
The Selection of αmin
From the previous section, we need to determine what αmin should be set at to
neither include or exclude all of the possible predictors from the model. To determine
the appropriate value for α, simulations were ran using R, which took a response
variable and 10 noise variables, variables that are uninformative, while allowing all the
variables to enter the model. This was done using a multivariate normal distribution
with n = 250, p = 11, and m = 250, where n is the number of observations, p is
the number of variables generated, and m = 250 the number of replications ran. In
one case, the correlation structure was set to make all of the variables independent
from each other and the first variable was used as the response. In the other case
the correlation structure was set to make the first variable independent from the rest,
while the others had a correlation of 0.6 between them. Figures 4.1 and 4.2 show
summaries of the max, min, median, and mean densities of the simulation data.
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Figure 4.1: Average and Median Density plots of Correlations
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Figure 4.2: Minimum and Maximum Density plots of Correlations
From figures 4.1 and 4.2, we can see that the median and mean densities for the
slightly related predictors is between 0.055 and 0.065, meaning that for case, we see
about half of the variables entering when the correlation threshold is set within that
range. looking at the max and min density plots in figure 4.2, we can see that the
density of the minimum correlation never goes above 0.04, so we would like a minimum
correlation threshold to be above that. We can also see that the maximum density
never goes below approximately 0.09, so we need a minimum correlation threshold
below that. Using this information , we chose αmin = 0.06 as our minimum correlation
threshold, since it satisfies all of the above statements, which means we will always
considers model sizes of 1-9.
Chapter 5
Numerical Simulations
These simulations are used to compare the new method of using forward selection
via distance correlation against well known methods of adaptive lasso and standard
forward selection with a significance level of α = 0.05 methods. We considered two
different scenarios, linear and non-linear that each contain two cases. Each of the
simulations were run with p = 10 predictors, n = 250 observations, and m = 250
replications. These were chosen due to computational limitations that we faced.
5.1 Linear Models
The first type of models that were considered, were linear models. These models were
chosen to provide direct comparison to the well known linear methods, since distance
correlation should be able to perform well in both cases. The predictors in each case
were derived from a multivariate normal distribution. The first case considered had a
correlation structure of independence and the second case had a compound symmetric
correlation structure with the off diagonal values being 0.6. Using these predictors,
the following form for the response was used:
y = −4x1 + 2x2 + x3 + ε (5.1)
where ε ∼ N(0, σ2) where σ2 was determined by setting the theoretical r-squared




where b is the known linear regression coefficients. The response and the predictors
were used in the three different variable selection methods, and output of the variables
that entered the model was recorded.
12
5.2. NON-LINEAR MODELS 13
5.2 Non-Linear Models
The second scenario we considered was adding non-linear terms to the model, since
distance correlation does not need to have the assumption of linearity imposed. These
cases also are used to show the robustness of our method. The first non-linear case
we considered was introducing spread and an indicator variable into the model. We
generated the predictors using a multivariate normal distribution with an independent
correlation structure. The response variable was formulated the following way.
y = −4x1 + 2x2 + 1(x3 < 0) + exp(x4)ε (5.3)
this formulation of the response was obtained from the article, Feature Screening
via Distance Correlation by Li, Zhong, and Zhu [6]. The non-linearity exists in the
indicator function as well as in the error. It should be noted that x4 is not even in
the mean model.
The second non-linear case that we considered was introducing the sine function





X2 = 2 + 5 sin(X1)
The rest of the predictors were generated using a multivariate normal distribution
with a compound symmetric correlation structure with the off diagonal entries being
0.6. The response for this was formulated the following way:
y = −4 sin(x1)− 2x2 + ε (5.4)
Chapter 6
Results
From the numerical simulations, the variables that entered the model were kept track
of. One way to help determine how well a variable selection algorithm performed
is the F1 score. F1 scores are commonly used in classification literatutre, and we
are treating variable selection in this case as a classification problem. The F1 score
determines how well the algorithm is at selecting the right sized model (Precision),and
how accurate it is at picking up the correct number of informative variables (Recall)[5].










Another way we can asses the performance of our method is to calculate the false
selection rate. This can be calculated by finding the total number of falsely predicted
variables, over the number of variables that were considered false variables. This will
allow us to asses if we are picking up any incorrect variables that do not have any
effect on the response.
Figures 6.1 and 6.2 show the false selection rate and the F1 score for each of the
linear cases mentioned above, for each of the 250 replications. The F1 score and false
selection rate were calculated for each of the three procedures.Figures 6.3 and 6.4
show the false selection rate for each of the three procedures as well as the F1 score
for each of the 250 replications, for the two nonlinear cases mentioned above.
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Figure 6.1: Summarization of classification measures and false selection rates for
linear case with independent predictors; we compare the adaptive lasso (ALASSO),
classical forward selection (FS), and forward selection tuned with distance correlation
(DCFS).
Figure 6.2: Summarization of classification measures and false selection rates for linear
case with correlated predictors; we compare the adaptive lasso (ALASSO), classical
forward selection (FS), and forward selection tuned with distance correlation (DCFS).
16 CHAPTER 6. RESULTS
Figure 6.3: Summarization of classification measures and false selection rates for non-
linear sine case; we compare the adaptive lasso (ALASSO), classical forward selection
(FS), and forward selection tuned with distance correlation (DCFS).
Figure 6.4: Summarization of classification measures and false selection rates for
non-linear spread case; we compare the adaptive lasso (ALASSO), classical forward
selection (FS), and forward selection tuned with distance correlation (DCFS).
Table 6.1 shows the results from running forward selection via distance correlation,
classical forward selection, and adaptive LASSO on the diabetes data set introduced
earlier. We can see that the model sizes vary drastically between the procedures.
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Table 6.1: variables selected by each of the methods tested for the diabetes data
Method Variables Selected in Order
ALASSO x2, x3, x4, x5, x6, x8, x9




As we can see from the graphics in the results section, the method of using distance
correlation in forward selection does really well at keeping the false selection rate at
0, which means it never lets in a false variable into the model. When it comes to
classification scores, such as F1, we can see that it does well at picking up a single
important variable. Both of these occurrences can possibly be due to the fact that
we only consider small pool of predictors, due to computational constraints.
We can also see this for the Diabetes data. Both the adaptive lasso and classical
forward selection methods pick up 7 and 6 variables respectively, while distance cor-
relation in forward selection only picks up 1 variable. This leads us to determine that
we may have been to conservative when choosing our cutoff for the false selection
rate.
Some limitations of our study is that we were computationally constrained by
computer power on the servers we were using. The simulations took over a month to
completely finish, even though we were considering relatively small data sets with only
2500 entries. This being the case, we may need to consider making a more efficient
algorithm for performing the forward selection via distance correlation. Another
reason this may have occurred is that we are using false selection rate that causes us to
run the algorithm many time over again on larger data. This caused the computation
time to largely increase.
For future work, we would like to take a look into developing a different way of
determining when to stop the model, rather than using false selection rate. This
could lead to a much more efficient procedure in the future, allowing us to try it
on larger data sets. There do exist ways to get a test statistic for this procedure,
but it seems like it will just be as computationally intensive. After all, we would
like to rerun our studies using a less conservative cutoff for false selection rate and
to determine a better way to determine the cut off in general. Lastly, being able to
run this procedure on larger data sets would be beneficial to test whether or not this
18
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method can accurately predict what variables to include in the model.
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