Abstract. Bayesian approach, as a useful tool for quantifying uncertainties, has been widely used for solving inverse problems of partial differential equations (PDEs). One of the key difficulties for employing Bayesian approach for the issue is how to extract information from the posterior probability measure. Variational Bayes' method (VBM) is firstly and broadly studied in the field of machine learning, which has the ability to extract posterior information approximately by using much lower computational resources compared with the conventional sampling type methods. In this paper, we generalize the usual finite-dimensional VBM to infinite-dimensional space, which makes the usage of VBM for inverse problems of PDEs rigorously. We further establish general infinite-dimensional mean-field approximate theory, and apply this theory to abstract linear inverse problems with Gaussian and Laplace noise assumptions. The results on some numerical examples substantiate the effectiveness of the proposed approach.
Introduction
Motivated by significant applications in medical imaging, seismic explorations and so on, the field of inverse problems has undergone an enormous development over the last few decades. For handling an inverse problem, we usually meet illposed issue in the sense that the solution lacks stability or even uniqueness [24, 38] . The regularization approach, including Tikhonov regularization and TotalVariation regularization, is one of the most popular approaches to alleviate this ill-posed issue of inverse problems. Using the regularization method, an estimated function will be provided. There, however, is no uncertainty analysis about the estimated solution.
Bayesian inverse approach provides a flexible framework for inverse problems by transforming them into statistical inference problems, which makes uncertainty analysis feasible for the solution of inverse problems. Inverse problems usually accompanied with a forward operator originated from some partial differential equations (PDEs), which brings difficulties to the direct use of finite-dimensional Bayes' formula. There are two strategies can be employed:
(1) Discretize-then-Bayesian: The PDEs are first discretized to approximate the original problem in some finite-dimensional space and the reduced approximate problem is then solved using Bayes' method; (2) Bayesian-then-discretize: The Bayes' formula and algorithms are constructed on infinite-dimensional space firstly, and once the infinite-dimensional algorithm is posed, some finite-dimensional approximation is carried out.
The first strategy makes all the Bayesian inference methods developed in the statistical literatures available [28] . However, due to the original problems are defined on infinite-dimensional space, problems such as inconvergence and dimensional dependence incline to emerge for using this strategy [29] . By employing the second strategy, the discretization-invariant property naturally holds since the Bayes' formula and algorithms are properly defined on some separable Banach space [16, 37] .
In the following, we confine ourselves to the second strategy, that is, prosponing the discetization to the final step.
One of the most important issues for employing Bayes' inverse method is how to extract information from the posterior probability measure. For current studies, there are two major approaches: the point estimation method and sampling method. For the point estimation method, maximum a posteriori (MAP) estimate is commonly utilized, which intuitively equivalent to solve an optimization problem. Very recently, some rigorous analysis have been further provided [1, 8, 15, 17, 21] for this intuitive equivalence relation. In some situations [25, 38] , MAP estimates are more desirable and computationally feasible than the entire posterior distribution. However, point estimates can not provide uncertainty quantification and usually be recognized as an incomplete Bayes' method.
For extracting all information encoded in the posterior distribution, sampling methods such as Markov chain Monte Carlo (MCMC) are often employed. In 2013, Cotter et al [13] proposed the MCMC method for functions, which ensures that the convergence speed of the algorithm is robust under mesh refinement. Then, multiple dimension-independent MCMC type algorithms have further been proposed [14, 19] . Although MCMC is a highly-efficient sampling method, its computational cost (at least 10 5 samples are commonly needed) is still unacceptable for many applications, e.g., full waveform inversion [?] .
Here, we aim to provide a variational method that can perform uncertainty analysis and, in the mean time, with a comparative computational cost as for computing MAP estimates. For the finite-dimensional problems, such types of methods, named as variational Bayes' methods (VBM), have been firstly and broadly investigated in the field of machine learning [6, 33, 40, 41] . For its applications to inverse problems, Jin et al [27, 26] employed VBM to investigate a hierarchical formulation of finitedimensional inverse problems when the noise distributed according to Gaussian or centered-t distribution. Then, Guhua et al [20] generalized the method further to the case when the noise distributed according to skew-t error distribution. Recently, finite-dimensional VBM has been applied to studying porous media flows in heterogeneous stochastic media [39] .
All of the aforementioned investigations are developed based on finite-dimensional VBM. Hence only the first strategy as aforementioned can be employed to solve inverse problems. To the best of our knowledge, there are only two relevant works about VBM investigated under infinite-dimensional setting. Specifically, when the approximate probability measures are restricted to be Gaussian, Pinski et al [34, 35] employed a calculus of variations viewpoint to study the properties of Gaussian approximate sequences with the measure of fit chosen to be Kullback-Leibler (KL) divergence. Relying on the Robbins-Monro algorithm, a novel algorithm has been constructed to attain the approximate Gaussian measure. Until now, there seems to be no corresponding investigations beyond such Gaussian approximate measure assumption. However, various types of approximate probability measures have been frequently used for training deep neural networks and solving finite-dimensional inverse problems [27, 26] . Hence, for applications in inverse problems concerned with PDEs, it is crucial to construct VBM with approximate measures beyond Gaussian on infinite-dimensional space.
In the following, we focus on the classical mean-field approximation widely employed for finite-dimensional case, which originally stems from the theory of statistical mechanics for treating many-body systems. Inspired by the finite-dimensional theory, we construct a general infinite-dimensional mean-field approximate based VBM, which allows more general approximate probability measures beyond Gaussian to be employed. Then, two examples are given to illustrate the flexibility of the proposed approach. The contributions of our work can be mainly summarized as follows:
• By introducing a reference probability measure and using calculus of variations, we establish a general mean-field approximate based VBM on separable Hilbert space, which provides a flexible framework for introducing techniques developed on finite-dimensional space to infinite-dimensional space.
• We apply the proposed theory to a general linear inverse problem with Gaussian and Laplace noise assumptions, respectively. Through detailed calculations, we construct iterative algorithms for functions. To the best of our knowledge, VBM with Laplace noise assumption has not been previously employed for solving inverse problems even restricted to finitedimensional space.
• We solve inverse source problems of Helmholtz equations with multi-frequency data by the proposed VBM with Gaussian and Laplace noise assumptions. The algorithms not only provide a point estimate but also give the standard deviations of the numerical solutions. For such a high computational cost problem, it seems hardly to employ sampling algorithms such as MCMC. The VBM, however, can provides reasonable results.
The outline of this paper is as follows. In Section 2, we construct the general infinite-dimensional VBM based on the mean-field approximate assumption. In Section 3, under the hierarchical formulation, we apply the proposed theory to an abstract linear inverse problem with Gaussian and Laplace noise assumptions. In Section 4, we demonstrate concrete numerical examples to illustrate the effectiveness of the proposed approach. In Section 5, we give a summarization and some future research problems. We further provide all of the proofs in appendix.
General theory on infinite-dimensional space
In Subsection 2.1 we will present some basic background theory and prove some basic results concerned with the existence of minimizers for finite product probability measures. In Subsection 2.2 we will then provide a variational Bayes' approach on infinite-dimensional space, which will be applied to some general linear inverse problems in Section 3. In order to show the main ideas fluently, all of the proof details are postponed to the Appendix.
Existence theory.
In this subsection, we recall some general facts about Kullback-Leibler (KL) approximation from the viewpoint of calculus of variations, and then provide some new theorems for product of probability measures that form the basis of our investigation. Let H be a separable Banach space endowed with its Borel sigma algebra B(H), and denote by M(H) the set of Borel probability measures on H.
For inverse problems, we usually need to find a probability measure µ on H, named as the posterior probability measure, specified by its density with respect to a prior probability measure µ 0 . We assume the Bayesian formula on Banach space defined by
where Φ(x) : H → R is a continuous function, and that exp − Φ(x) is integrable with respect to µ 0 . The constant Z µ is chosen to ensure that µ is indeed a probability measure. Let A ⊂ M(H) be a set of "simpler" measures that can be efficiently calculated, and then our aim is to find the closest element ν to µ with respect to KullbackLeibler (KL) divergence from the subset A. For any ν ∈ M(H) that is absolutely continuous with respect to µ, the KL divergence is defined as follows:
where the convention 0 log 0 = 0 has been used. If ν is not absolutely continuous with respect to µ, then the KL divergence is defined as +∞. With this definition, the main aims of this paper can be formulated as for investigating the following minimization problem: argmin
Concerning the above general minimization problem (2.3), there are some studies presented [18, 35] from the perspective of calculus of variations. In this subsection, we follow the line of these investigations. For the reader's convenience, we list the following proposition which is proved in [35] . Proposition 2.1. Let A be closed with respect to weak convergnce. Then, given µ ∈ M(H), assume that there exists ν ∈ A such that D KL (ν||µ) < ∞. It follows that there exists a minimizer ν ∈ A solving argmin ν∈A D KL (ν||µ).
As stated in the introduction, we aim to construct mean-field approximation which usually takes a factorized form for finite-dimensional case as follows:
where q(x 1 , · · · , x M ) is the full probability density function, q(x j ) is the probability density function for x j , and x j ∈ R Nj (N j ∈ N) for j = 1, 2, · · · , M . That is, to assume x 1 , · · · , x M are independent random variables with each other. By carefully choosing the random variables {x j } M j=1 , this independence assumption will lead to computational efficient solutions when conjugate prior probabilities are employed.
More details can be referred in Chapter 9 of [6] and some recently published papers [26, 40, 41] .
Inspired by formula (2.4), we need to specify the Banach space H and subset A as follows:
Then ν j n converges to ν j * in total variation norm for j = 1, 2, · · · , M .
Combining Theorem 2.3 with Theorem 2.5, we immediately obtain the following result.
Corollary 2.6. For j = 1, 2, · · · , M , let A j ⊂ M(H j ) be closed with respect to weak convergence. Given µ ∈ M(
Then, after passing to a subsequence, ν n converges weakly to ν * ∈ M j=1 M(H j ) that realizes the infimum in (2.9), and each component ν j n converges weakly to ν j * . If in addition ν j n ν j * for all n and j = 1, 2, · · · , M , it holds that ν j n converges to ν j * in total-variation norm.
2.2.
Mean-field approximation for functions. For finite-dimensional cases, the mean field approximation has been widely employed in the field of machine learning. Based on the results obtained in Subsection 2.1, we will construct a mean field approximation approach in infinite-dimensional space, which will be useful for inverse problems of PDEs.
In the infinite-dimensional setting, the Gaussian measure sometimes plays the role of Lebesgue measure. Inspired by Examples 3.8 and 3.9 shown in [35] and the general setting given in [34] , we may assume the approximate probability measure ν is equivalent to µ 0 defined by
Compared with the finite-dimensional case, a natural way for introducing independence assumption is to assume that the potential Φ ν (x) can be divided as follows: (2.11) where x = (x 1 , · · · , x M ). However, this intuitive idea prevents us to incorporate parameters contained in the prior probability measure into hierarchical Bayes' model which is broadly used in finite-dimensional cases [26, 41] . Based on these considerations, we propose the following assumption that introduces a reference probability measure.
Assumption 2.7. Let us introduce a reference probability measure (2.12) which is equivalent to the prior probability measure with the following relation holding true
In addition, we assume that the approximate probability measure ν is equivalent to the reference measure µ r , and the Radon-Nikodym derivative of ν with respect to µ r has the following form
Following Assumption 2.7, we know that the approximate measure can be de-
j is indeed a probability measure. Obviously, we can define A j (j = 1, 2, · · · , M ) as follows: And for all M > 0, there exists a constant C M related to M such that Based on Lemma 2.8, we can easily obtain an existence result. In the following theorem, we provide a solution that facilitates us to obtain the optimal approximate measure via simple iterative updates. Theorem 2.9. Assume that the approximate probability measure in problem (2.6) satisfies Assumption 2.7, and the reference measure satisfies assumptions presented in Lemma 2.8, and then problem (2.6) processes a solution with the following form
Remark 2.10. Formula (2.19) means that the logarithm of the optimal solution for factor ν j can be obtained simply by considering the logarithm of the joint distribution over all the other variables and then taking the expectation with respect to all of the other factors {ν i } for i = j. This result compiles the finite-dimensional case illustrated in Subsection 2.3 of [40] .
Remark 2.11. Based on Theorem 2.9, we can therefore seek a solution by first initializing all of the potentials Φ r j appropriately and then cycling through the potentials and replacing each in turn with a revised estimate given by the righthand side of (2.19) evaluated by using the current estimates for all of the other potentials.
Applications to some general inverse problems
In Subsection 3.1, we apply our general theory to an abstract linear inverse problem (ALIP). We assume that the prior and noise probability measures are all Gaussian with some hyper-parameters, then we formulate hierarcial models which can be efficiently solved by variational Bayes' approach. In Subsection 3.2, we assume the noise distributed according to Laplace distribution. Through this assumption, we can formulate algorithms that solve ALIP robust to outliers. In Subsection 3.3, we give a brief discussion about nonlinear inverse problems.
Linear inverse problems with Gaussian noise.
In this subsection, we apply our general theory to an abstract linear inverse problem. A detailed investigation for the corresponding finite-dimensional case can be found in [27] .
Let H u be some separable Hilbert space and N d be a positive integer, and then we describe Bayesian method for linear inverse problem as:
where d ∈ R N d is the measurement data, u ∈ H u is the sought-for solution, H is a bounded linear operator from H u to R N d , and is a Gaussian random vector with mean zero and variance τ −1 I. We will focus on hyper-parameter treatment within hierarchical models, and the challenges for exploring the posterior probability efficiently.
To formulate this problem under the Bayesian inverse framework, we should firstly introduce a prior probability measure for the unknown function u. Denote C 0 be a symmetric, positive definite, and trace class operator defined on H u . Let (e k , α k ) be eigen-system of the operator C 0 such that C 0 e k = α k e k , and then, according to Subsection 2.4 in [16] , we have
where ⊗ denotes tensor product on Hilbert space [36] . As indicated in [13, 14, 19] , we assume that the data is only informative on a finite nunmber of directions in H u . Under this assumption, we introduce a positive integer K, which represents the number of dimensions that are informed by the data (i.e., the so-called intrinsic dimensionality), which is different to the discretization dimensionality, i.e., the number of mesh points used to represent the unknown variables. We can then define
which is obviously a symmetric, positive definite, and trace class operator. Then, we assume
Denote Gamma(α, β) be the Gamma probability measure defined on R + with the probability density function p G expressed as the following form:
where Γ(·) is the usual Gamma function. Then, except for the function u, we assume that the parameters λ and τ involved in the prior probability measure and noise probability measure are all random variables satisfying λ ∼ µ
. With these preparations, we give the prior probability measure employed for this problem as follows:
Denote µ be the posterior probability measure for random variables u, λ and τ . According to the theory exposed in [16] , it can be defined as follows:
Until now, the Bayes' formula for the abstract linear inverse problem has been established. For applying the general theory developed in Section 2, it is necessary to specify a reference probability measure as follows:
where µ In Assumption 2.7, we have assumed that the approximate probability measure is separable with respect to the random variables u, λ and τ with the following form
In addition, we assume that its Radon-Nikodym derivate with respect to µ r can be written as
For the Radon-Nikodym derivative of µ 0 with respect to µ r , we have
which implies Φ 0 and Z 0 introduced in Assumption 2.7 have the following form
The reference probability measure employed here consists of three components, including one Gaussian measure accompanied with two Gamma measures. By choosing the space H u and the operator C 0 carefully, we can ensure ν u (H u ) = 1. Combining this with formula (3.13), we can verify the conditions in Lemma 2.8. According to (3.12) and (3.7), we find that D KL (µ r ||µ) < ∞. By taking ν = µ r , the above inequality verifies the conditions in Theorem 2.3. In summary, we can give the following theorem. 
with Φ r u (u) ≥ −N and sup
r . Let the approximate probability measure ν be defined as (3.10), and the posterior probability measure specified as in (3.7). Then there exists a minimizer ν solving the optimization problem min ν∈A D KL (ν||µ) with A = j=u,λ,τ A j . Calculate Φ r u (u): A direct application of formula (2.19) yields
where
Relying on equality (3.14), we derive
Then, according to the Example 6.23 as shown in [37] , we know that the probability measure ν u is a Gaussian measure N (u * , C) with
Because λ is a scalar random variable, we can write the density function as bellow:
Similar to the above calculations of Φ r λ (λ), we can derive
which implies
Hence, ν τ is a Gamma distribution Gamma(α 1 ,β 1 ) with
Combining (3.14), (3.22) and (3.25), we obviously find out that Φ r u (u) in the iterative procedure satisfies conditions proposed in Theorem 3.1. According to the statements in Remark 2.11, we can provide an iterative algorithm based on formula (3.18), (3.21), (3.22) and (3.25) in Algorithm 1. Set k = k + 1 3:
Calculate
, wherẽ
3.2. Linear inverse problems with Laplace noise. As indicated in the studies about low-rank matrix factorization [41] , the Gaussian noise inclines to be sensitive to outliers. Compared with the Gaussian distribution, the Laplace distribution has a larger probability density function value at the tail part, and thus it is known as a heavy-tailed distribution able to better fit heavy noises and outliers. In this subsection, we develop VBM for linear inverse problem (3.1) with Laplace noise assumption.
For the noise vector = ( with τ ∈ R + . The probability density function of the above Laplace distribution is denoted by p L ( i |0, τ /2) with following form
Obviously, the Laplace distribution can be hardly employed for posterior inference within the variational Bayes' inference framework. A commonly utilized strategy will be employed here to reformulate it as Gaussian scale mixture with exponential distributed prior to the variance, as indicated in [2, 41] . Let p E (z|τ ) be the density function of an exponential distribution, that is
Substituting (3.26) into the above equation, we obtain
For the prior probability measure of u, similar to Subsection 3.1, we set it as for the Gaussian noise case, that is
is a probability distribution with the following probability density function
Denote W as a diagonal matrix with diagonal w = {w 1 , w 2 , · · · , w N d }, and denote
Combining (3.32) and (3.34), we obtain the full prior probability measure as follows:
For the reference probability measure, we set µ r (du, dλ, dw) = µ 
For the posterior probability measure, we have
log |W | and Z µ =Z µ |W | −1/2 . Finally, we specify the approximate probability measure as follows:
Similar to Theorem 3.1 for the Gaussian noise case, the existence of minimizer can also be theoretically formalized in the Laplace noise case. Here we omit the details for conciseness. With these preparations, we are ready to calculate all of the three potentials in (3.38) .
Calculate Φ r u : Following formula (2.19), we can derive
. From the equality (3.39), we easily conclude that
which implies that u is distributed according to a Gaussian measure with covariance operator and mean value specified as
Hence, we have
which implies that ν λ is a Gamma distribution, denoted by Gamma(α 0 ,β 0 ) with
Calculate Φ r w : Following formula (2.19), we can derive
Because w is a finite dimensional random variable, we find that
That is to say, ν w is an inverse Gaussian distribution, denoted by
Specify the parameter τ : From (3.31), we know that the parameter τ is directly related to the noise variance parameter z i = w −1
i . Therefore, it should be adjusted carefully to obtain reasonable results. Empirical Bayes [6] provides an off-the-shelf tool to be adaptively tuned based on the noise information extracted from data, by updating it through τ =
Using this elaborate tool, τ can be properly adapted to real data variance.
Similar to the Gaussian noise case, an iterative algorithm, namely Algorithm 2, is constructed based on the above calculations. Set k = k + 1 3:
3.3. Brief discussions about nonlinear problems. In practice, many inverse problems are described by nonlinear forward models, e.g., inverse medium scattering problems. For the finite-dimensional case, there are already some studies existed for VBM with nonlinear model, e.g., the recent works [11, 26] and references therein. Because calculating the KL divergence for general nonlinear forward models is analytically intractable, we can approximate the nonlinear forward model H(u) by its first-order Taylor expansionH(u) around the modeũ of the posterior distribution, i.e.,H(u) = H(ũ) + H (ũ)(u −ũ) with H (ũ) is the Fréchet derivative of H atũ. With this linearization available, we can recalculate every potential similar as in Subsection 3.1 and 3.2. Note that detailed studies for nonlinear problems are not the main point here, and investigations in this direction will be reported in our future work.
Concrete numerical examples
4.1. Inverse source problem for Helmholtz equation. The inverse source problem (ISP) studied in this section is brought from [4, 5, 12, 23] , which determines the unknown current density function from measurements of the radiated fields at multiple wavenumbers.
Consider the Helmholtz equation
where N s = 1, 2 is the space dimension, κ is the wavenumber, v is the radiated scalar field, and the source current density function u s (x) is assumed to have a compact support. For the one-dimensional case, let the radiated field v satisfy the absorbing boundary condition: ∂ r v = iκv. For the two-dimensional case, let the radiated field v satisfy the Sommerfeld radiation condition: ∂ r v −iκv = o(r −1/2 ) as r = |x| → ∞. In addition, we employ an uniaxial PML technique to truncate the whole plane into a bounded rectangular domain when N s = 2. For details of the uniaxial perfect match layer (PML) technique, we refer to [3, 25] and references therein. Let D be the domain with absorbing layers, and Ω be the physical domain without absorbing layers.
The ISP aims to determine the source function u s from the boundary measurements of the radiated field on the boundary ∂Ω for a series of wavenumbers. For clarity, we summarize the problem as follows:
Available data:
, and measurement points x 1 , x 2 , · · · , x Nm ∈ ∂Ω, we denote
The available data set is d := d † + , where is measurement error. Unknown function: The source density function u s needs to be determined. Generally, we let F κ be the forward operator maps u s to the solution v when wavenumber is κ , and let M be the measurement operator mapping v to the available data. With these notations, the problem can be written abstractly as
where H κ := M • F κ is the forward operator, and is the random noise.
In order to avoid inverse crime, we use a fine mesh to generate data and a rough mesh for inversion. For the one-dimensional problem, meshes with mesh number equal to 1000 and 600 are used for data generation and inversion respectively. For the two-dimensional problem, we will provide details in the sequel.
At last, we should mention that the finite element method is implemented by employing an open software called FEniCS (Version 2018.1.0) . For more about FEniCS, we refer to a book [31] . All the programs were run on the personal computer with Intel(R) Core(TM) i7-7700 at 3.60 GHz (CPU), 32 GB (memory), and Ubuntu 18.04.2 LTS (OS).
4.2.
One-dimensional ISP. For clarity, let us firstly list the specific choices for some parameters introduced in Section 3 as follows:
• The operator C 0 is chosen to be (Id − ∂ xx ) −1 . Here, the Laplace operator is defined on Ω with zero Dirichlet boundary condition; • Wavenumber series are specified as κ j = j with j = • Considering Theorem 3.1 presented in [4] , we believe that the parameter K should be extremely large for inverse source problem. So we set K equal to the dimensions of the discrete source.
• The function q(x) in Helmholtz equation is taken to be constant zero.
• The ground truth source function u s is defined as follows: u s (x) = 0.5 exp(−300(x − 0.4)
2 ) + 0.5 exp(−300(x − 0.6) 2 ).
According to the studies shown in [30] , for this simple one-dimensional case, we will not take a recursive strategy here, but combine all the data together with the forward operator denoted by H defined by H = (H κ1 , H κ2 , · · · , H κ100 )
T . Based on these settings, we will provide some basic theoretical properties of the prior and posterior sampling functions as follows:
• The prior probability measure for u s is Gaussian with covariance operator λ −1 C K 0 with λ ∈ R + . According to Theorem 12 illustrated in [16] , we know that if u s is drawn from the prior measure then it holds that u s ∈ W t,2 (Ω) for t < 1 2 , and u s ∈ C 0,t (Ω) for t < min 1, 1 2 , where W t,2 (Ω) is the usual Sobolev space with t times derivative belonging to L 2 (Ω), and C 0,t is the conventional Hölder space.
• For Algorithm 1, every posterior mean estimate u k has the following form
Since H maps a function in L 2 (Ω) to R 200 , we know that H * d is at least a function belonging to L 2 . Considering the specific choices of C 0 , we have u k ∈ W 2,2 (Ω). For Algorithm 2, we have similar conclusions. In Figure 1 , we depict the truth and the estimated sources obtained by Algorithm 1 and 2, respectively. Visually, both algorithms provide reasonable results. In addition, we show 95% confidence region by shaded area to display the uncertainties estimated by the two algorithms. The truth is totally falling into the confidence region given by Algorithm 1, and most part of the truth lies in the confidence region given by Algorithm 2. This may reflect that for the Gaussian noise case, Algorithm 1 can provide a more reliable estimation, which is in accordance with our assumptions.
In order to give a more elaborate comparison, we show the relative errors in L ∞ -norm of the two algorithms in Figure 2 . The blue solid line and the orange dashed line are relative errors obtained by Algorithm 1 and 2, respectively. Obviously, the two algorithms can provide comparable results after convergence. However, Algorithm 1 converges much faster than Algorithm 2. This is reasonable since the weight parameters used for detecting impulsive noises may reduce the convergence speed.
The parameter τ given by Algorithm 1 provides an estimate of the noise variance through the formula σ = √ τ −1 . The true value of σ is 0.001 in our numerical example. For providing a repeatable results, we specify the random seeds in numpy to some certain numbers by numpy.random.seed(i) with i specified as some integers. The estimated σ equals 0.000953, 0.001101, 0.001022, 0.001003 and 0.001041 when the random seeds are specified as 1, 2, 3, 4, 5, respectively, which obviously illustrates the effectiveness of the proposed algorithm.
Laplace noise case: As for the Gaussian noise case, let d † be the noise-free measurement. The noisy data are generated as follows: 1] , and ( , r) control the noise pattern: r is the corruption percentage and is the corruption magnitude. In the following, we take r = 0.5 and = 0.1. We plot the clean data and the noisy data in Figure 3 , which evidently illustrates that the clean data are heavily polluted. Clean data and data with implusive noise Figure 3 . The orange solid line represents the clean data, and the blue dashed line represents data with impulsive noise.
In Figure 4 , we show the estimated functions obtained by Algorithm 1 and 2 in the left and right panels, respectively. Obviously, based on Gaussian noise assumption, Algorithm 1 can not provide a reasonable estimate, and the estimated confidence region may also unreliable. However, based on Laplace noise assumption, Algorithm 2 provides an accurate estimate. Since Algorithm 1 totally fail to converges to a reasonable estimation, we only provide the relative errors in L ∞ -norm of Algorithm 2 in the left panel of Figure 5 . From these relative errors, we can find that Algorithm 2 converges very quickly even the data are heavily polluted by noises. In the right panel of Figure 5 , we plot the noisy data and clean data points at those where noises are added. In addition, we plot the weight vector at the corresponding data points. From this figure, it is clear to see that the elements of the weight vector are all with small values just in accordance with our theory: the weight vectors at the noisy data points will be adjusted to zero during the iteration. This reveals the outlier removal mechanism of Algorithm 2.
4.3. Two-dimensional ISP. In this subsection, we solve two-dimensional ISP. For the two-dimensional problem, it seems hardly to compute the covariance operator directly due to the large memory requirements and computational inefficiency. Here, we employ a simple method that employs a rough mesh approximation to compute the covariance. The source function u s can be expanded under basis functions
The basis functions can be taken as the finite element basis, so the source function can be approximated as follows:
The covariances involved in Algorithm 1 and 2 are all computed by taking a small N t in (4.4). For many applications, e.g., medical imaging, we may compute the operator H * H (not depends on the source function) with small N t before the inversion. For keeping evaluate accuracy as wavenumber increases, we employ a hybrid method: compute the mean function by gradient descent with a fine mesh discrete PDE solver, and then project the source function to the rough mesh for computing variables relying on the covariance operators. Different from the onedimensional case, we employ a sequential method that is used in [4] . Iteration details are presented in Algorithm 3. In the first iteration of Algorithm 1 or 2: rough approximate source is employed, and the prior mean is specified as u
For the remaining iterations of Algorithm 1 or 2: the mean value of µ u,λ 0 is specified as u i−1 s , and the gradient descent method is employed to generate u i s on a fine mesh. 5: End for 6: Return the approximate probability measure ν.
In the following, if we say Algorithm 1 is employed, it actually means Algorithm 3 combined with Algorithm 1 is employed. Similarly, that Algorithm 2 is employed implies that Algorithm 3 combined with Algorithm 2 is employed.
Remark 4.2. Computing the covariance operator is equivalent to the problem of computing the Hessen operator. This is a notoriously difficult problem encountered in many studies, e.g., Newton type method for PDE-constrained optimization problem [32] , conducting uncertainty quantification for inverse problems [7] . Here, we will not pursuit this in detail. Efficient approximate of the covariances and applying the proposed algorithms to large-scale problems will be reported in our future studies.
Remark 4.3. In Algorithm 3, we use approximations on rough mesh for the first iteration of every wavenumber, which may provide an initial inaccurate adjust for parameters employed in Algorithm 1 and 2. In our numerical experiments, we only take two iterations for the fourth step to obtain an estimation.
Remark 4.4. For employing sampling type methods, i.e., MCMC algorithm, we must parameterize the unknown source function carefully to reduce the dimension. Even for a low dimensional problem, a large number of samples tends to be generated for each wavenumber [13, 19] , which is usually unacceptable for ISP. The proposed Algorithm 3 will take several times of computational time compared with the classical iterative algorithm [4, 5, 22] . However, the proposed algorithm is relatively fast compared with the sampling method and, in addition, dimension reduction may not be necessary.
Before going further, let us list the specific choices for some parameters introduced in Section 3 as follows:
• The operator C 0 is chosen as (−∆ + Id) −2 . Here, the Laplace operator is defined on Ω with zero Dirichlet boundary condition.
• Take the discrete truncate level N t = 1681, and the number of measurement points N m = 200. The basis functions {ϕ j } ∞ j=1 are specified as the secondorder finite element basis functions. Based on similar considerations for one-dimensional problem, we set K to be the dimension of the discrete source.
• For Algorithm 3 combined with Algorithm 1, wavenumber series are specified as κ j = j with j = 1, 3, 5, · · · , 35. For Algorithm 3 combined with Algorithm 2, wavenumber series are specified as κ j = j with j = 1, 2, 3, · · · , 35.
• To avoid the inverse crime, a mesh with mesh number 125000 is employed for generating data. Concerned with the inversion, two types of meshes are employed: a mesh with mesh number 28800 is employed when wavenumbers are below 20; a mesh with mesh number 41472 is employed when wavenumbers are larger than 20.
• The scatterer function q(x) is defined as follows:
2 )
− 0.03e
which is the function used in Subsection 2.6 in [4] .
• The true source function u s is defined as follows:
2 ) + 0.3e
2 ) .
The case of Gaussian noise: Denote d † be the data without noise. The synthetic noisy data d are generated by d j = d † +σξ j , where σ = max 1≤j≤Nm {|d † j |}L noise with L noise denoting the relative noise level, and ξ j are standard normal random variables. In our experiments, we take L noise = 0.05, that is to say, 5% percentage of noises are added.
In Figure 6 , we show the true source, posterior mean estimates obtained by Algorithm 1 and 2 on the left, middle and right panels, respectively. Visually, there are unsubstantial differences between the two estimates, and both estimations are similar to the truth. In Figure 7 , we show the relative errors in L ∞ -norm obtained by Algorithm 1 and 2 on the left and right panel, respectively. As the wavenumber increases, the relative errors obtained by both algorithms decrease quickly. However, let us recall that more wavenumbers are used for Algorithm 2. If the wavenumber series κ j = j (j = 1, 3, 5, · · · , 35) are employed for Algorithm 2, the final relative error in L ∞ -norm will be 26.05% (higher than the present value 14.40%), which reflects that Algorithm 2 converges slower than Algorithm 1.
In Figure 8 , we show the standard deviations (std) obtained by Algorithm 1 and Algorithm 2 in the left and right panels, respectively. Obviously, Algorithm 1 provides tighter standard deviations for the numerical solution, which implies that Relative error in -norm (Laplace) the posterior mean provided by Algorithm 1 is more reliable compared with the estimate provided by Algorithm 2. In summary, both of Algorithm 1 and 2 provide acceptable estimates of the posterior mean and the standard deviation. If the data are polluted by small Gaussian noise, Algorithm 1 will be more computationally efficient.
The case of Laplace noise: As for the Gaussian noise case, let d † be the noise-free measurement. The noisy data are generated as follows:
, with probability 1 − r, d † i + ξ, with probability r, where ξ follows the uniform distribution U [−1, 1], and ( , r) control the noise pattern: r is the corruption percentage and is the corruption magnitude defined by = max 1≤j≤Nm {|d † j |}L noise with L noise denoting the relative noise level. In our experiments, we take L noise = 1 and r = 0.2 or 0.5. Firstly, we visually show the noisy and clean data when the wavenumber equals to 34 and r = 0.5 in Figure 9 . Obviously, the data are heavily contaminated by noise. Actually, Algorithm 1 can not provide an acceptable result and totally fail under this setting. In Figure 10 , we show the true source function, the posterior mean estimates generated by Algorithm 2 when r = 0.2 and r = 0.5 on the left, middle and right panels, respectively. It is obviously that there are no essential differences between the posterior mean estimates when r = 0.2 and r = 0.5. However, the Bayes' method not only provides point estimates, e.g., posterior mean estimates, but also delivers the reliability of the obtained estimations. In Figure 11 , we show the standard deviations provided by Algorithm 2 when r = 0.2 and r = 0.5 on the left and right panels, respectively. The standard deviations are smaller when r = 0.2 which is reasonable since 80% of data are clean and only 50% of data are clean when r = 0.5.
In Figure 12 , we show the relative errors in L ∞ -norm obtained by Algorithm 2 with r = 0.2, 0.5 on the left and right panels, respectively. Under both settings, the relative errors of the posterior mean estimates decrease quickly. Finally, in Figure  13 , we present the rescaled weight parameters and rescaled differences between clean and noisy data when r = 0.2. Clearly, the weight parameters take small values at the points where data are contaminated by impulsive noises, which reflects why Algorithm 2 is robust with respect to outliers.
Conclusion
In this paper, we have generalized the finite-dimensional mean-field approximate based variational Bayes' method (VBM) to infinite-dimensional space, which provides mathematical foundations for applying VBM to inverse problems of PDEs. General theory for existence of minimizers is established, and, by introducing the concept of reference probability measure, the mean-field approximate theory has been constructed for functions. Then, the established general theory has been applied to abstract linear inverse problems with Gaussian and Laplace noise assumptions. Finally, numerical examples for inverse source problems of Helmholtz equations have been investigated in detail, which illustrates the effectiveness of the proposed theory and algorithms.
There are numerous interesting problems worthy to be investigated, e.g., providing rational principles for choosing the initial values, employing other distance functions such as Stein discrepancy, and using mixture of Gaussian measure to nonlinear problems.
Appendix
In this section, we collect all the proof details of the lemmas and theorems presented in this paper. Proof of Lemma 2.2
be a sequence of measures in C that converges weakly to a probability measure ν * . We want to show that ν * ∈ C. Define Using Lemma 2.4 proved in [35] and Lemma 22 shown in [16] , we obtain that ν n converges to ν * in total-variation norm. Combined with the above equality (6.6) the proof is completed.
Proof of Lemma 2.8
Proof. For a fixed j, let B ∈ M(H j ), and ν j n ∈ A j be a sequence convergent weakly to ν j * and dν This is a contradiction, and thus the proof is completed.
Proof of Theorem 2.9
Proof. The existence are ensured by Lemma 2.8 and Theorem 2.3. In the following, we focus on the deduction of formula (2.19) . Inserting the prior probability measure into the Kullback-Leibler divergence between ν and µ, we find that 
