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This paper considers the rank score tests for testing 
hypotheses in certain regression models. Hajek (1962) 
studied a class of rank score tests for the following model, 
1.1 +!3X 
V 
+ a Z , 
V 
V=1, ... ,n; 
where Y are observable random variables, x are given 
V V 
constants which may depend on n, Z are independent identic-
v 
ally distributed random variables with mean zero and variance 
unity and a, 131 a are parameters. The hypothesis to be tested 
is s = 0. 
The following extensions are of interest in the present 
study. 
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where the notation is similar to that in (1.1) and the 
hypothesis to be tested is 81 = 8 2 = ... = o. (The depend-
ence of the constants xkv on n is not indicated to avoid 
too many subscripts.) Model (1.2) has many applications. 
In particular, the present study covers the class of rank 
score tests for the analysis of variance model discussed by 
Puri ( 1964). 
Another extension of (1.1) studied here is 
1. 3 +8X V + 0 _, V , V = 1, ... ,n, 
o/qE;;,f,~ X and Z are independent random variables and the 
hypothesis to be tested is 8 = 0 which is equivalent to the 
hypothesis of independence of X and Y. 
A further extension of (1.3) is also considered, 
where (Y ,x1 , ••• ,Xk ) , v = 1, ... , n are random vectors w::. th Z V V V 
independent of X componc::nts and the hypothesis to be tested is 
s1 = 8 2 = . . • = S k = 0. 
The regression models given by equations (1.2), (1.3) 
and (1.4) will be denoted as Model I, II and III respectively. 
Some authors have studied rank score tests for ~~her models. 
of linear dependence. Bhuchongkul (1964) studied the p~ob-lem 
of testing independence in a bivariate pop.ulation against 
the- alternative 
1y5 X = (1-6) z1 + e z2 , 
y = (1-e) z3 + e z2 , 
3 
where z1 , z2 , z3 are independent identically distributed 
random variables. In (1.5), e = O implies that X and Y are 
... :· ~ : ' .!.. '._': .. i 
independent .. 
~· ; :. ' .-_;: ; 
Konijn (1956) studied still another alternative which 
can be written as 
(1~~)e ; X = p1Z1 + p2Z2 
y = q1Z1 + q2Z2 
where z1 and z2 are independent random variables and 
p1 = q2 = O implies the independence of X and Y. Model 
(1.6) is more ger"eral than (1.4), however, the class of rank 
score tests studied by Konijn (1956) is more restrictive 
than the one considered presently. 
The material of this paper can de divided into two 
parts. The first part (section 2) deals with the asymptotic 
normality of the various test statistics and the second part 
(section 3) is devoted to the study of the asymptotic 
efficiency. For proving the asymptotic normality two tech-
niques are used. The first is due to Hajek (1961, 1962) 
which is based on the concept of contiguity developed by 
Le Cam (1960) and Hajek (1962). The second technique is the 
bivariate extension of the Chernoff-Savage (1958) method 
studied by Bhuchongkul (1964). For Models I and II some 
analogues of the familiar rank score tests are compared with 
the parametric tests. A new class denoted by mixed rank score 
tests is also studied for Model II problems. These statistics 
are based on the rank scores of the Y observations and the 
X observations themselves. It is pointed out that in general 
4 
mixed rank score tests have better asymptotic efficiency than 
rank score tests. This shows that one should refrain from 
taking a view completely opposite to the orthodox view and 
start ranking observations in all situations. 
The results for Model III follow easily from those of 
Models I and II and hence are omitted. 
2.~--'-~· 
The asymptotic normality for various statistics will be 
shown in the separate subsections. The fur. 1 9.mental technique 
used here is that of contiguity and in order to have a rather 
complete picture a theorem of Le Cam (1960) and Hajek (1962) 
will be briefly stated in the following subsection. 
2 .1 Contigui tx 
Let {P } and {Q} be two sequences of probability measures 
n n 
on a sequence of probabili tJr spaces {): , ~ } . The probability 
n n 
measure Q is saj_d to be co:1.tiguous to P if for any sequence 
n n 
{A e 'U, } , 
n n 
2.1.1 
In applicatio~s{P} and {Q } correspond to the measures 
n n 
induced by the hypothesis and a seqUP"'~e of alternatives 
apr· '"' chine t,._,,.., ~1.ypothesis. With contiguity the problem of 
studyink asympt~tic distributions can be restric~~1 to the 
hypothesis which in many cases is easier. For example, in 
5 
the model given by equation (1.1), denoting x = Lv~1 xv/n, 
{p } and {Q } refer to H 
n n · o 
a = a + f:3 °x, f:3 = O , CJ = CJ and 
0 0 
0 
a= a, f:3 = f:3, CJ= CJ; in both cases the underlying 
0 0 
distribution of the random variable Z is assumed to be G. 
The class of rank score statistics considered by Hajek (1962) 
is constructed in the following manner. It is assumed that G 
is absolutely continuous and possesses the first two derj_vi ti ves 
g and g' respectively which satisfy the condition 
2.1.2 iooOO r. ~g f V x)]2 L g<,cJ g(x)dx = K < 00 
Let 
2.1.3 (x - .5[)2 
V 
g(x)dx , 
and assume that 
2.1.4 
Define 
2.1.5 
2.1.6 
lim 
n ~oo 
[ -1 / -1 ] ¢ (u) = - g' (G (u) );g(G (u)) , 
1 ¢ (u) = ¢ (-) 
n n+1 
i-1 for 
n 
i 
< u < - • 
-n 
The rank score statistic obtained from (2 ·, 6) has the form 
2.1.7 
where Rvn is the rank of Yv in (Y1 ,···•Yn). In practice, 
however, the underlying distribution is unknown and a rank 
6 
score statistic can be constructed from any distribution 
function H satisfying the same conditions imposed on G. 
Following (2.1.5) and (2.1.6) let~ denote the function 
obtained from Hand 
2 .1. 8 
R 
( -) (~) xv - x 1/1 n n+1 
In the following we summarize the contiguity theorem and the 
results regarding limiting behaviour of T0 and T1 . 
n n 
Let P and Q be the product measures such that 
n n 
n n 
2.1.9 p = II pvn 3 Qn = II Qvn n \) :::::1 \) =1 
and define 
dQ 
vn on B 2.1.10 r;vn = ~ vn' vn 
0 elsewhere, 
where on the set B the measure Q is absolutely continuous 
vn vn 
with respect to P and B has P measure unity. 
vn vn vn 
Let 
2.1.11 w 
n 
-1) 0 
Theorem 2.1 (Le Cam - H~jek) With the above notation if 
========== 
a) lim max 
n----3 00 'i < <n 
P v n ( I r;v n - 1 I > E: ) = O , 
b) ;L (W I p ) 
n n 
7 
then 
'i) Q · is contiguous to P . 
n n 
2) If a random variable Z~ is such that 'L(Z~ 1Pn)~ }((a1 ,b~) 
and (W ,Z1 ) has a limiting bivariate normal distribution with 
- n n 
correlation coefficient P1 , then 
2.1.12 
Further in the model given by ( 1 , 1 ) 
3) i) t (T 0 IP ) n n ) jf (O,d2 ) 
ii) 'l(T~ IPn) >.){(o,c2 ) 
A 
iii) ;f (T 0 IQ ) · 2 2 ➔ J\{\a2d ,d) n n 0 
[(T~ I Qn) ... 
s 2 iv) ) J<(o o pcd,c ) 
0 
where c2 = lim c2 = lirn I (x - x) 2 f 1 1/J 2 (u)du, 
n ~ 00 n n--4 00 v =1 v O 
and 
r 1 j O iµ ( u) ¢ ( u) du 
p 1 = ,-1 1 2 ]172 
_ 0 ¢ ( u) du 
1 2 172 . [f O 1/J (u)du] 
4) If a random variable z~ is such that fez~ I Pn)---tX(ao,b~) 
and (T~,Z~) has a limiting bivariate normal distribution with 
correlation coefficient Po then 
2.1~13 ..., (z 0 I ~ ) -~' )../1(~ db b2 ). ~ n n 7 J'( a P o o' o 
0 
8 
This theorem will be used in the following subsections. 
2.2 Model I 
With the same notation as in section 1, let 
2.2.1 
and let 
2.2.2 p [ yv..: y l a ., S 1 ., ••• ., i3 k., o J 
k 
= G((y - a - I 
i=1 
i3 .x. )/o), 
l lV 
where the distribution fu ~tion G f c• 
mentioned in the sub~ection 2.1. The hypothesis to be tested 
is H 
0 
a = 81 = 
. . . 
= Bk = o, 0 = 0 0 
against the alternative H1 : a= a ., 0 1 
0 
= 131, .•• ,Sk i3 0 /: 0, = k 
0 = 0 0 
0 
H - 1 ,1 / ere x. = l ~ x. n. l V= I l V 
The constants xiv are assumed to satisfy the following 
conditions; 
2.2.3 
2.2.4 
n 
sup I (x.v 
:1 V=1 l 
- x )2 = 
- i lei < oo ., 
lim 
n~oo 
- 2 
:nax (x.v - x.) = 0; i=1,···.,k. 
l l 1.:_V.:_n 
Fv.rt-~1e,_.,, £'or every set of real co--efficients (11 , · · • ,ik).s 
not all V;ro. ':;l:.8re e~:ists a positive number c(1 1 ,•••/ek) 
such tha~ 
9 
2.2.5 
for all n. The condition (2.2.5) is the condition of linear 
independence. The conditions (2.2.3) and (2.2.4) indicate 
that the constants (xiv - xi) tend to zero as n increases. 
This is equivalent to keeping the sum of squares 
1;1 (xiv - xi)2 at O(n), max(xiv - xi) 2 at o(n) and letting 
the parameters 8. tend to zero at the rate of n-1/ 2 which J. 
is relevent for st- lying the Pitman efficiency. Let 
n 
2.2.6 d' .. = I (x. - x.)(x. - x.), 
n,J.J V=1 iv J. Jv J 
and assume that 
2.2.7 lim 
n ~ oo 
d I = dJ.! J' n .. 
'J.J 
Further, writing x = (xA ,···,xk) and 8 = (8 1 ,··•,8k) in 
-v 1V V -
equation (2.2.1), the expression s1x1v+···+8kxkv could be 
replaced byf·~v· It can be seen that under any orthogonal 
linear transformation of x the problem of testing S= O 
-v -
remains invariant. This allows us to assume without loss of 
generality 
2.2.8 d'.. = 0 J. J for i -1-- j . 
On the other hand condition (2.2.5) implies that 
2.2.9 
Henceforth 
2.2.10 
Recalling the defini tic·,1 of <) n in (2 .1. 6) define 
2.2.11 T . = 
n,l 
where Rvn is the rank of Yv in Y1 ,•••,Yn, 
i=1, · · · ,k; 
Th2 f olJ.otri1:1g t:1ec.1 e:m f1 ves tlle joint normality of '·the 
statistics T .. 
n.l 
Theorem 2.2 
With_the __ above_notation a:1d __ conditions (2.1.2), (2.2.3) 2 
i?_.2.4)., _2.2.5), __ J2o2.7)c··,_ l2,2.8) the statistics Tn,i ~ 
2.2.':2 "\t ~r ( ':':' . , H ) ----i,_ . . ( o , dl. i· L 
<·-.., 11,l· 0 
2. 2 "'l 3 
~ ~ 0 
,_ ( ·T . I F \ ------:;, / ( B / ) d 
~"' n,ll - 1 ) •. , i ;'.) ii , d .. ) • ll 
Pr~~r: T~2 ~~1~ j_~e2 o~ ~he ~?oof is to reduce the 
conRtar:--:s 
2.2.14 x.) 
7 
---- '{"' .! ._ .. - ..... 
''· suc'1. '· 
2.2 . .,.,5 ' < (x, -, 2 lr! _-c I < 2 ~or all n, 
and 
2.2.16 lim 
n ~ oo 
max 
1~v~n 
11 
( X - x) 2 = 0 \) . 
With (2.2.15), (2.2.16) and the conditions on the func-
tion t mentioned, theorem 2.1 applies directly. It follows 
that the statistic 
2.2.17 
is asymptotically normally distributed. Howeve½ the express-
ion in (2.2.17) is an arbitrary linear combination of the 
statistics T . and hence tr joint asymptotic normality of 
n,i 
T . follows. ~urther it follows from (2.2.7), (2.2.8) and 
n,1 
(2.2.9) that 
2.2.18 '-P (T . I H ) ---➔ Jv(O,d .. ) dv n,i o 11 
and that T . are asymptotically independent. 
n,1 
When H1 is true, write 
(2.2.19) p fy < YI 0 0 ] ao' S4,. ! • ,Sk,cro 
- \) -
as n --,..-1) oo, 
'k 
= G[{ y-a - s0 I ( s~ /s~) x. }/cr] o k 
. 1 J. J. \) 0 
where 
2.2.20 
Let 
a 
\) = 
J.= 
= G[(y-a -s 0 a )/cr ], o k \) 0 
k 
I 
i=1 
2.2.21 V 
n 
12 
n 
-
a = I 
\) =1 
Applying theorem 2.1 once more it is seen that 
2.2.22 
a /n. 
\) 
2.2.23 
k 
I ( s1? / Bko) 2 d .. ) . 
i=1 ll 
Observing that (T .,V) is an asymptotically bivariate 
n,1 n 
normal random variable under H with covariance (B?/sk0 ) d .. , 
0 l ll 
(4) of theorem 2.1 can be applied and 
2.2.24 L(T . I H1) ---1) Ye poi (Jdii 
n,l O 
This completes the proof. 
, d .. ) • 
ll 
Remark I Let H be a distribution function satisfying the 
same regularity conditions as G defined above. Recalling 
the definition ~n given in the subsection 2.1, consider 
n R 
2.2.25 I (x. - x. ) ~ ( vn1) . 
v =1 iv 1 n n+ 
Theorem (2.1) applies again and it is seen that 
2.2.26 
where 
2.2.27 
and 
'f (T' . I H ) --X(o,c .. L 
cJ,_, n,l O ll 
C •. 
ll 
= d ~. 
ll 
f 1 2 ~ (u )du , 
0 
2.2.28 C •• ) 
11 
where 
'·. 
2.2~29 
1 
= f ¢ ('u) t ( u) du . 
. CJ 
2.3 Model II: Mixed rank score test statistics 
Keep the same notation for the functions '" and ,i, 
't' 't' n 
and the same reg1 arity conditions on the distribution 
function G. In Model II 
2. 3 .1 Y = a + 13X + a Z J 
\) \) \) 
v =1 , o o o , n; 
with 
2.3.2 P [yv ::_ y] Xv= x] = G ((y-a.-i3x)/o ). 
The random variables X J v=1J···Jn,are assumed to be ir·c-
v 
pendent identically distributed with expected value zero and 
common distribution function F possessing finite second 
moment and X and Z are assumed to be independent. Thus 
\) \) 
2.3.3 f -coco xdf (x) co 2 = OJ j_co X df(x) = 2 n > 0 . 
• For testing 13=0 in (2.3.1) we consider the mixed rank-
score statistic 
2.3.4 s 
n 
= 
1 
--·-
n 
n R 
l 
v=1 
( X- r vn) x\) - " " \ n+1 J 
14 
where X = X /n. V 
Note the similarity between S and T0 given,,..by (2.1.7). 
n n 
Before studying the asymptotic behaviour of S it will be 
n 
shown that, in fact, the random variables (X -X)//n satisfy 
V 
the conditions imposed on the constants x of subsection 2.1 
V 
with probability one as n --➔ oo • That is, 
2.3.5 1 n - 2 lim p [ 0 < k1 < n I (X - X) < k2 < 00 J = '1., 
n -)00 v=1 V 
and with probability one 
2.3.6 as n-- 00 
Condition (2.3.5) follows immediately from the fact that 
2.3.7 
For showing (2.3.6) observe that 
2.3.8 1 
n 
max - 2 (Xv - X) ~ 
-:-:: ,,..,,,,v "'{2 
V 
__ ,_ --
n 
-2 2X 
+ --
n 
The second term on the right side of (2.3.8) vanishes with 
probability r:_~ in view of Kolmogorov's strong law of large 
numbers. Convergence of the first term foll ·,\,TS from ( 2. 3, 3) 
and a result of Dharmadhikari and the author (1964) which 
states that with a sequence {Y} of independent identically 
n 
distributed random variables max (Y1 _,••·,Yn)/.1 converges to 
zero if and only if El YI < 00 • 
In order to apply theorem 2.1 to the Model II problem 
note that with H : a= a J S = 0 9 o = o and H : a= a , 
o o o 1n o 
S = S / In and o = o J 
0 0 
2.3.9 
~vn = 
r 00 Y - a -x S /In 
J _oo g ( v o o o o ) dF ( x ) 
y - a g (-v ____ o) 
0 
0 
Hence " for v=1,···,n are independent identically distri-
vn 
buted random variables. The condition (a) of the theorem 
2.1 will be satiP~ied if we show that under H 
0 
2.3.10 I~ -1 I~ o. 
\in 
However, due to regular'._'-:;y conditions satisfied by the 
function g 
2.3.11 
as n ---->) 00. 
The main idea of the proof of the cor _ ~ion (b) is to use 
the fact that the summands in W (see (2.1.11)) are independ-
n 
ent identically distribut~i and then apply the standard tech-
niques of the central limit theorem. However to '3t r,r,~i.ne the 
asymptotic mean and the variance one could follow exactly 
the same steps as in the proof of the main theorem of Hajek 
(1962, section 5), the only difference being that x1 ,··•1Xn 
are random variables for the present situation. The equations 
deriyed by Hajek could be viewed as obtained with X~,···,X 
I n 
fixed and by taking expected values it can easily be seen that 
2.3.12 
and under H 
0 
2.3.13 
where 
2.3.14 
and 
2.3.15 
16 
LP (W I H ) 
riv n o 
2 2 
\'1 S 0 T 
--Jy(- 4 2 
cro 
W - E W 
n n 
n 
s' =~IX 
n ✓n v='l 
' 
n 
p ) o, 
R (~) 1 n ·-1 
, 
2 2 
SO T 
2 
cro 
) , 
!~~~r~~ 2,3 With the above notation and conditions on the 
distribution functions F and G the mixed rank-score statistic 
S ~see 2.3.4) is asymptotically normally distributed; 
n 
2.3.16 
2.3.17 
Proof: First 
---
sense that 
2.3.18 
since 
2.3.19 
'( ( s I H ) 
v. n 0 
\A 2 
--Jv(o.,T ) , 
observe th::i.t s and s' are equivalent 
n n 
'1 
(n:1 )/n 
p 
s' s In - I = X ¢n n n 
V =1 
n 1 
I ¢ n r _y_. )/n ' ¢(u)du 0. 'n+/1 = 
," 
\/= I 
in the 
0, 
17 
From (2.3.11) and (2.3.12) it is seen that the probability 
measures under H/ are contiguous and it follows from theorem 1n 
2.1 that S has asymptotic normal distribution under H and 
n o 
H1n with the specified means and variances. 
Remark II 
Using the same notation as in Remark I and defining 
R 
2. 3. 20 ( •T A \) (_vn~ l/! n n-'. ' 
it follows that 
2.3.21 
2.3.22 [(s* I H/ ) --JV, n 1n 2 J ~ ), 
where 
2.3.23 2 l/! (u)du 
1 
µ11 = fo ¢(u)iµ(u)du. 
2.l.!. Model II: Ranlc-sco:ce t2st statistics. 
-- ,----··-· ··--- ---- - ------ -· 
The method use~ in this subsection is complete::• different 
from the foregoing o~e and hence a considerable change in the 
notation is needed. 
Consider a sample of N observations from a bivariate 
population de:·10ted by (X1 , Y1 ), · 0 ·, (XN, YN). 
Let F,G,~N,GN, be the marginal and empirical marginal 
distfibution ~unctions of X and Y and Hand HN those of the 
pair (X,Y) respect ::ly. Let Ri and Si be the ranks of Xi and Yi 
18 
among x1 ,···,XN and Y1 , Y2 ,···,YN respectively, EN,i and E~,i 
be given numbers. Consider the statistics 
2.4.1 
which can be written as 
2.4.2 
where JN and LN are defined 
-· 
E:F = J~/fi) J, J._ 
by 
J 
E' N,S. 
l 
, 
LN(~). E~ . = 
,1 
--·•,,
1
-0ly co::tinuous and a number 
o~ regularity conditions on JN and LN the asymptotic normal-
ity was proved by Bhuchon~kul (1964, theorem 1). 
The asym:9totic m< ,_ and ·rariance of the statistic are expressed 
in terms of 
2.4.4 li~ JN(u) = J(u), 
N~oo 
= L(':t), 
Q<u<1. 
I ,-), ( i / '".'1_ licc1,tions J I j\T) Js n -- usually of the following form: 
2.4.5 -- r:l.; ) JtJ' J\T. -- - E 
f; (V. ) 
' l r -;-:-;--T , 
- /i I,_' i 
where v1 < ••• < "i! is tl:.~ order-;( sample from a population l\T 
with the c.ist:c-it,,t:;ion f1c:1ct:::_on F 1 , f 1 and f 1 being the first 
two derivatives. Ds~otjDS wi = F1 (vi), 
2.L( .• 6 
where 
2.4.7 
It is seen that 
2.4.8 lim JN(u) 
N--) oo 
19 
:, 
= J(u) =¢ 1 (u). 
This equation above establishes the relationship between the J 
function and ¢ function discussed in sections 2.1 and 2.2. 
There is also another ~orm of JN function which can be 
written in terms of the above ~otations as 
2.4.9 (i/) = JN N 
It can be seen that 
2.4.10 -1 J(u) = F1 (u), 0<u<1, 
and the relation between J and ¢1 can be given implicitly 
as 
2.4.11 
-1 d d -1 
</l,,1 ( J ( X) ) = - dx 1 og dx J (XL _oo < X < 00 :, 
provided there are enough regularity conditions to allow all 
the operations in (2.4.11). 
To apply the theorem of Bhuchongkul (1964) for Model II 
we make the following assumptions. Let f and g be the density 
functions of F and G respectively and g' be the derivative 
of g. Without loss of generality assume that 
2. 4 .12 I 1 r 1 n J(u)du = j0 L(v)dv = o, 
20 
and 
2.4.13 f 00 2 
-oo x d F(x) = 1. 
Then from theorem 1 of Bhuchongkul (1964) it follows 
that with a = a J and a = a in Model II 
0 0 
2.4.14 -.,·J (rn ... ) \ n( 2) - j --~..) .. : ].J;~ > 
(,v ➔• 
where 
2.4.15 d, I J= - J- [ f 00 x J[F(x)] dF(x~ 
0 _co 
[ I 00 L [G(y)] g I (y)dy J 
_oo 
2.4.16 as 6 --➔) 0. 
The expressions (2.4.15) and (2.4.16) are relevant for study-
ing the Pitman efficiency. 
3.1 Parametric Tc~'~s. 
Neyman ('i958) developed the theory of "locally asymptotic-
ally most powerful" tests wren nuisance parameters are present. 
The test is obtained by substituting csti2q~ h·.3,ving certain 
In the situation 
where the form of the densj_ty function is known this test has 
~ax 1 -·m efficie~cy. In the following; Neyman's tests are 
21 
given ·for Model I and Model II problems. 
For Model I, if G is the underlying distribution then 
with the same notation as in section 2.1, a best parametric 
test is a qu~dratic form in 
3.1.1 , 
g' [(Y - ~)/o] 
. . V 
where ~ and 6 ~~e the estimates of a and a satisfying certain 
consistency properties. By the same method used in section 
2.1 it can be shown:that the components of the vector (3.1.1) 
are as;rmp' 0+ _e>a.lly ec;·ivalent to the rank score test 
statistics T . given by (2.2.11). 
, . · ·n 3 l· .. · .. .. 
3.1.2 
Por Model II Neyman's test is based on the statistic 
1 
7n 
n 
I 
i=1 
X. 
l 
Y. - a 
1 r l ) g \ & 
y. ~ et 
g( l,._ ) 
a 
Again this test can be shown to be equivalent to the 
mixed rank score test based on S given by (2.3.4). In fact 
n 
the locally asymptotically most powerful test serves as a 
guide for constructing rank score tests. 
3.2 Model I: The Likelihood Ratio versus Rank-Score Tests. 
Suppose in Model I the random variable Z has a normal 
V 
distribution. Adopting a notation similar to that of Cramer 
22 
(1951) chapter 37 and the notation pf the subsection 2.1, 
let. 
3.2.2 
and 
3.2.4 
d I • 
OJ 
1 . n I (x.· - x. )(x. - x.L 
n \J=1 l \J l . .J \J J 
1. n 
= . I (x. 
n v=1 JV 
. X.) (Y 
' J . \) Y) .. 
k 
D 1 = l d' ·1 •. • j 
•- lJ .. 
* Ci, = y I I d'.ID~.1/ln'I .. j=1 OJ J..J 
= 1_·· I _[Y -a.*-s*(x -x) -···-F;~ (x --x)l 2 
n v =1 v 1 1v 1 · k kv k J 
For testing H : a = a , S 1 = • • • = '" = O, a = a , the o . o .· k o 
classical test is to reject H when the statistic 
0 
3.2.5 n-k-1 Fn = *2 ko 
n n 
I I 
i=1 j=1 
d ~ . lJ 
is too large. 
It is wellknown that F has an F distribution with 
n 
n-k-1 and k degrees of freedom, Assuming without loss of 
generality that ct'.. = O for itj,the statistic F in (3.2.5)_. lJ n 
for large n is equivalent to 
3.2.6 F' n 
n = ka 2 
0 
k 
I d' .. 
. '1 ll l= 
,;,:2 
s. 
l 
I x2 However, F has approximately a central distribution 
n 
with k degiees of freedom under H ,and for the alternative 
0 . . 
23 
H1 : a.=_ a.0 .. s1 == s1 °:, · "· _.13k = Sk O the statistic F~ has 
approxim9-tely a noncentral "/4 2 distribution with k · degrees 
of freedom and 
as the noricentrality parameter. For a sequence of alter-
natives H1n . o: a = a S . - s~/✓n:, CJ = CJ approaching the . o-' l 0 
hypothesis, the power of the test approaches a constant which 
depends only upon the noncentrality ~arameter 
3.2.8 
2 k · · ,: .. .. c:i . 2 . - 2 
6 = I d . . ( S . ) 1 /CJ • 
.. 1 ll l-1/io l= ·., 
lhe rank score tests for testing H0 against H1n are 
based on. the _results of subsection 2.2. By uiing (2.2.18) 
and (2 .2:~24) i_t is seen that .if the underlying distribution 
is normal, G is taken as a stantsrd normal distribution and 
qi is defined accordingly, the distri.bution of 
3.2.9 T = n 
k 2 I T . 
• ,-i n,l l=l 
is ?( 2 with k degrees of freedom if H0 is true and 
noncentral 'X2 with k degrees of freedom and with 1:i 2 (see 
(3.2.8)) as the noncentrality parameter in case H1nis 
true. 
When the underlying -d-istribution is not· normal the 
limiting distributions of.the statistic F under H and H1 n o 
take the same forms as given above. (This follows easily from 
24 
the central limit theorem and Cramer (1951), chapter 20). 
By using (2.2.28) it is immediat~iy ~een that if -0 is the 
underlying distrib•.:1.tion and if the test is based on 
3.2.10 T' = 
n 
then under H1n, the statistic T~ has approximately a 
noncentral %2 distribution with k degrees of freedom and 
2· 2 
p 6 as the nbncentrality parameter where 
3.2.11 2 p = 
f 1 2 ( 0 qi (u)t (u)du) 
f 1 2·· · (·2 • 0 cp (u)du .lo i/! (u)du 
However, this is the same expre'Ssion·one gets when 
studying the rank scc · "i tests in the case of the two .sample 
problem. If G is' not normal then it' is seen ( see section 6, 
~ijek (196:)) that under H1n the noncentrality parameters 
f F d T *2 A 2 d 2 2 ( 1 8) o an are p u an p 6 • Chernoff and Savage 95 
n n 
* proved that p .2. p and the strict equality holds if and only 
if G is normal. The values of p 2 in other situations are 
rather wellknown and are not given. (See for example Hodges-
3.3. Model II: The Likelihood Ratio Test, Rankscore tests, 
and mixed rankscore tests. 
In Model II if the underlying distributions a~e n~rmal 
then the likelihood ratio test for testing the hypothesis B=O is 
25 
based on the statistic 
= b (N-2) 1 2 I (x.-5() 2 / I (Y.-Y) 2 J / ~N .. · N • J 1/2 N . 1 1 ._,, 1 1= l=t . 
. . 
where bN is fhe estimate of the regression coefficient given 
by the normal equations. The statistic tN has Student's 1-
distribution with N-2 degrees of freedom. The distribution 
of tN is apprpximately n6rmal·for large N even if the under-
lying --distributions are not normal. The test based on tN can 
be seen to be asymptotically equivalent to that based on the 
covariance 
3.3.2 
and using the same notation as in section 2;3 it is seen that 
3.3.3 
with JJ = s /a and 0 0 
3.3.4 1 
-2 
00 
Now we are ready to make comparisons between various 
tests. Throughout H0 will stand for a =a J S =0, a=a , H1· for 0 . 0 
a= a J S= f3 > 0 and CJ= a; and H for a =a , f3.;;::S /In> O and a ~er , 
o o o 1 n, o · o · o 
All the tests considered are one sided with the critical 
region chosen with the help of no~mai tables. Hence while 
discussing asymptotic efficiencies of the tests we will talk 
about the test statistics rather than tests themselves. The 
:26 
symbol eT s will stand for the Pitman efficiency of TN· 
- N' N 
relative to SN. (Fo~ the definition and the meaning of the 
Pitman efficiencj see No~ther_ (1954)). 
a),Ran~score versus the likelihood ratio test. 
. ! J 
From.the.expressions ( 2 • 4 . 15)., .. ( 2 . 4 . 16) , ( 3. 3. 3) and 
. :' . 
' . 
(3.3.4) 
. . . - l 
it follows that 
where TN and WN are defined in (2.4.2) and (3.3.2) respect-
ively. 
The second factor on the right appears in studying the 
· rank!score. tests fo:ri ·the. two sample problem .. 
-1 Let L = t , where t'Js~the distributibn function of.a 
standard normal random variable. Then Chernoff and Savage 
(1958) have proved that this factor is always larger than 
or equal to unity, the equality holding if and only if G is 
normal. 
b) Mixed Rankscore versus the likelihood ratio test. 
First consider the mixed n(?rmal score tes:t. I:n this case 
the qorresi:Yonding cp functipn ~.s ~he inverse. function of the 
norma).~, di5~ributiPR;. .f"unpt;iOf!, and. 
3.3.6 
r 1-· 2 
J cp ~u)du = 1. 
0 ,.,'' 
Assuming'(2.3.3) it is seen from (2.3.17) and (j.3;4) 
27 
that the statistics WN and SN gi~en by (3.3.2) and (2.3.4) 
respectively have the same asymptoti~ normal distr_ibution 
under H1 and hence the•mixed ~arik score test is efficient. n . 
If-the underiying distribution is not normal and,is G 
2 
sa~ then from the equations (2.3.22) and assuming that n =1 
where 
3.3.8 J (X) i-1<to(xTI g' (x)dx., 
-ex, 
3.3.9 ~ ( u) = - *~ ~ ~ ~j , ' b ~ u <1 , 
and 
3.3.10 
Hence from Chernoff-Savage (1958) it follows that, 
3.3.11 
In general the asymptotic efficiency of a mixed ranksc©re 
test based on SN relative to the likelihood ratio test can be 
written as 
3.3.12 
u ~s>[(l(y)] g' (y)dy]2 
_ex, 
1 ..... 
·J0 ·/(u)du 
where G is the underlying distribution and <P based on the 
28 
distribution function Fis used. 
c) Mixed rankscore versus rankscore. 
Rewrite the expression (3.3.5) in terms of <P and.~ 
functions, 
JO ~2 (u)du f 
:, 2 
0 <P (v)dv 
Comparing this.with (3.3.12) it ,follows that 
3.3.14 e 
-. T ,S N N 
= 
[J _: x~ [F(x)J dF(xi]2 
r 2 · · Jo ~ (u)du 
It will now be shown that 
Note that when 
3.3.16 ¢ (u) 
it is seen that SN is equivalent to a locally asymptotic-
ally most powerful test and hence 
3.3.17 
u _: Xf(l"(x)J dF(x)]2 
< 1 . 
r 2 j0 ~ (u)du 
29 
However, 8T S being.independent of <I> and G, (3.3.16) holds-. 
· ·_.., N' N 
in general. 
3.4 Table showing the asymptotic efficiencies of the analogues 
of some wellknown tests for Model II. 
F the distribution function of X. 
G the distribution function of Y. 
Rv the rank of Xv among x1 ,···,Xn. 
S v the r::ink of Y v among Y1 , • · ·, Yn. 
<P the standard normal distribution function. 
EN. the normal score for the rank i. 
,1 
(The efficiencies should be read as column-relative-to-
row). 
Test Statistic ( 1 ) (2) (3) 
1) l (X -X)(Y -Y) 
V V 
2) LR S 1f2 if F=G=<P 
V v. 9 
3) IX s TT if G = <P <·1 
V V 3 2 
4 ) l EN,¾ EN, s V 1 if F=G=4> 1L if F=G= <P ..1!. if F=G=<I> 9 3 
5) L XvEN,S <1 < 1 if G=4> same as Wilcoxon 
V vs. Normal score 
in the two sample 
problem. 
4. ~~- I am ·.:>ateful to Professor E.L.Lehmann 
for proposing the problem and for his continued guidance. I 
also wish to thank Dr. S .Bhuchongkul and Prof es., )r F. C .Andrews 
(4) 
< 1 
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for their many suggestions and the referee for the valuable 
comments which resulted in improved style and some simplific-
ations of the arguments. 
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