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ABSTRACT.- We consider the problem: (Pε) : −∆uε = u
5
ε, uε > 0 in Aε; uε = 0 on ∂Aε, where {Aε ⊂
R3, ε > 0} is a family of bounded annulus shaped domains such that Aε becomes “thin” as ε→ 0. We show that,
for any given constant C > 0, there exists ε0 > 0 such that for any ε < ε0, the problem (Pε) has no solution
uε, whose energy,
∫
Aε
|∇uε|
2, is less than C. Such a result extends to dimension three a result previously known
in higher dimensions. Although the strategy to prove this result is the same as in higher dimensions, we need a
more careful and delicate blow up analysis of asymptotic profiles of solutions uε when ε→ 0.
Keywords: Non compact variational problems, Elliptic problems with critical Sobolev exponent, blow up anal-
ysis.
Mathematics Subject classification 2000: 35J65, 58E05, 35B40.
1 Introduction
We consider the following nonlinear elliptic problem
(PΩ)
{
−∆u = u5, u > 0 in Ω
u = 0 on ∂Ω,
where Ω is a smooth bounded domain in R3.
The equation (PΩ) arises in many mathematical and physical contexts (see [6]), but its greatest
interest lies in its relation to the Yamabe problem. From this geometric point of view, we think
of u as defining the conformal metric gij = u
4
n−2 δij . Equation (PΩ) then says that the metric g
has constant scalar curvature.
It is well known that if Ω is starshaped, (PΩ) has no solution (see Pohozaev [14]) and if Ω
has nontrivial topology, in the sense that H2k−1(Ω;Q) 6= 0 or Hk(Ω;Z/2Z) 6= 0 for some k ∈ N,
Bahri and Coron [3] have shown that (PΩ) has a solution. Nevertheless, Ding [11] (see also
Dancer [10]) gave the example of contractible domain on which (PΩ) has a solution. Then, the
question related to existence or nonexistence of solution of (PΩ) remained open.
∗Corresponding author. E-mails: khalil@univ-nkc.mr and elmehdik@ictp.trieste.it.
†E-mails: M. Ben Ayed: Mohamed.Benayed@fss.rnu.tn, M. Hammami: Mokhless.Hammami@fss.rnu.tn, M.
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In this paper, we study the problem (PΩ) when Ω = Aε is an annulus-shaped domain in
R3and ε is a small positive parameter. More precisely, let f be any smooth function:
f : R2 −→ [1, 2] , (θ1, θ2) −→ f(θ1, θ2)
which is periodic of period pi with respect to θ1 and of period 2pi with respect to θ2.
We set
S1(f) =
{
x ∈ R3/r = f(θ1, θ2)
}
,
where (r, θ1, θ2) are the polar coordinates of x.
For ε positive small enough, we introduce the following map
gε : S1(f) −→ gε(S1(f)) = S2(f), x 7−→ gε(x) = x+ εnx,
where nx is the outward normal to S1(f) at x. We denote by (Aε)ε>0 the family of annulus-
shaped domain in R3 such that ∂Aε = S1(f) ∪ S2(f).
We are mainly interested in the existence of finite energy solutions, our main result is the
following Theorem.
Theorem 1.1 Let C be any positive constant. Then, there exists ε0 > 0 such that for any
ε < ε0, the problem (Pε) : −∆uε = u
5
ε, uε > 0 in Aε, uε = 0 on ∂Aε, has no solution such that∫
Aε
|∇uε|
2 ≤ C.
Such a nonexistence result of finite energy solutions to Yamabe type problems on nontrivial
domains is a new and interesting phenomenon, and it is a subject of current investigations by
the authors. It turns out that such a nonexistence result of finite energy solutions is closely
related to nonexistence results of solutions of finite Morse index, and has its explanation in
the behavior of the first eigenvalue of Laplace operator, or more generally of Laplace Beltrami
operator on complete manifolds. We hope that such results will be useful to find necessary
and sufficient conditions on the manifold for the solvability of Yamabe problem on complete
manifolds. The results of such investigations will appear elsewhere. We notice that the higher
dimensional analogue of our result has been recently proved by the first three authors [5].
Our strategy to prove Theorem 1.1 is the same as in higher dimensions, however as usual in
elliptic equations involving critical Sobolev exponent [7], we need more refined estimates of the
asymptotic profiles of solutions uε when ε→ 0 to treat the three dimensional case. Such refined
estimates, which are of self interest, are highly nontrivial and uses in a crucial way the refined
properties of blowing up solutions of Yamabe type problems in the spirit of R. Schoen [17], [18],
[19] and Y. Y. Li [12]. The input of such a refined blow up analysis enables us to rule out some
bad configurations for which the higher dimensional estimates cannot be improved.
Another ingredient of our proof is a careful expansion of the Euler Lagrange functional associated
to (Pε), and its gradient near a small neighborhood of highly concentrated functions. To perform
such expansions we extensively make use of the techniques developed by A. Bahri [2] and O.
Rey [15], [16] in the framework of the Theory of critical points at infinity.
The organization of the paper is as follows. The next section is devoted to set up some
notation. In Section 3, we study the asymptotic behavior of bounded energy solutions of (Pε).
In section 4, we prove Theorem 1.1. Lastly, we prove in Section 5 some useful facts and careful
estimates needed for the previous sections.
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2 Notation
We denote by Gε the Green’s function of Laplace operator defined by
∀x ∈ Aε −∆Gε(x, .) = c
′δx in Aε , Gε(x, .) = 0 on ∂Aε, (2.1)
where δx is the Dirac mass at x and c
′ = meas(S2).
We denote by Hε the regular part of Gε, that is,
Hε(x1, x2) = |x1 − x2|
−1 −Gε(x1, x2), for (x1, x2) ∈ Aε ×Aε. (2.2)
For p ∈ N∗ and x = (x1, ..., xp) ∈ A
p
ε, we denote by M =Mε(x) the matrix defined by
M = (mij)1≤i,j≤p, where mii = Hε(xi, xi),mij = −Gε(xi, xj), i 6= j (2.3)
and define ρε(x) as the least eigenvalue of M (ρε(x) = −∞ if xi = xj for some i 6= j).
For a ∈ R3 and λ > 0, δ(a,λ) denotes the function
δ(a,λ)(x) = c0
λ1/2
(1 + λ2|x− a|2)1/2
. (2.4)
It is well known (see [8]) that if c0 is suitably chosen (c0 = 3
1/4), δ(a,λ) are the only solutions of
−∆u = u5, u > 0 in R3 (2.5)
and they are also the only minimizers for the Sobolev inequality
S = inf{|∇u|2L2(R3)|u|
−2
L6(R3)
, s.t.∇u ∈ L2, u ∈ L6, u 6= 0}. (2.6)
We also denote by Pεδ(a,λ) the projection of δ(a,λ) on H
1
0 (Aε), that is,
∆Pεδ(a,λ) = ∆δ(a,λ) in Aε, Pεδ(a,λ) = 0 on ∂Aε,
and by θ(a,λ) = δ(a,λ) − Pεδ(a,λ). We define on H
1
0 (Aε) \ {0} the functional
Jε(u) =
∫
Aε
|∇u|2(∫
Aε
u6
)1/3 (2.7)
whose positive critical points, up a multiplicative constant, are solutions of (Pε). Lastly, let
〈u, v〉 =
∫
Aε
∇u∇v, ||u|| =
(∫
Aε
|∇u|2
)1/2
, u, v ∈ H10 (Aε) .
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3 Asymptotic behavior of bounded energy solutions
This section is devoted to the study of the asymptotic behavior of bounded energy solutions
of (Pε). Such a precise description is cornerstone in the proof of our results. It says, roughly
speaking, that our solutions concentrate at a finite number of points such that the distance of
one of them to the other is at least comparable to ε.
In the sequel of this paper we consider a solution uε of (Pε) which satisfies∫
Aε
| ∇uε |
2≤ C, (3.1)
where C is a positive constant independent of ε. Our aim in this section is to prove the following
result:
Theorem 3.1 Let uε be a solution of problem (Pε) which satisfies (3.1). Then, after passing
to a subsequence, there exist p ∈ N∗, (x1,ε, ..., xp,ε) ∈ A
p
ε, (λ1,ε, ..., λp,ε) ∈ (R
∗
+)
p, and a positive
constant α > 0 such that:∣∣∣∣∣∣∣∣uε − p∑
i=1
Pεδ(xi,ε,λi,ε)
∣∣∣∣∣∣∣∣→ 0, λi,εdi,ε → +∞ for 1 ≤ i ≤ p as ε→ 0,
λi,ε | xi,ε − xj,ε |→ ∞ as ε→ 0, | xi,ε − xj,ε |≥ α ε for i 6= j,
where di,ε = d(xi,ε, ∂Aε) and λi,ε = 3
−1/2 (uε(xi,ε))
2.
Remark 3.2 The above Theorem is true in all dimensions n ≥ 3, however a weaker version
used in [5] was enough to derive the equivalent of our result in dimension n ≥ 4.
To prove Theorem 3.1, we start by establishing some useful facts. Let x1,ε ∈ Aε be such that
uε(x1,ε) = max
Aε
uε :=M1,ε.
Let A˜ε =M
2
1,ε(Aε − x1,ε), and denote by vε the function defined on A˜ε by
vε(y) =M
−1
1,ε uε(x1,ε +M
−2
1,ε y). (3.2)
By Lemma 2.3 of [5], we know that:
M21,εd(x1,ε, ∂Aε)→ +∞ as ε→ 0.
Furthermore, vε → δ(0,α0) in C
2
loc(R
3) as ε→ 0, where α0 = 3
−1/2.
Now, we prove the following crucial lemma:
Lemma 3.3 There exist positive constants δ and c¯ such that
max
|y|≤δεM2
1,ε
| vε(y)− δ(0,α0)(y) |≤ c¯
(
εM21,ε
)−1
.
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Proof. First, it follows from Lemma 3.2 of [9], that there exist positive constants δ and c¯ such
that
vε(y) ≤ c¯δ(0,α0)(y) for | y |≤ δεM
2
1,ε. (3.3)
Now, let
mε = max
|y|≤δεM2
1,ε
| vε(y)− δ(0,α0)(y) |:=| vε(yε)− δ(0,α0)(yε) | .
Arguing by contradiction, we assume that mεεM
2
1,ε → +∞ as ε→ 0.
Let wε(y) = m
−1
ε
(
vε(y)− δ(0,α0)(y)
)
, wε satisfies
∆wε + fεwε = 0 with fε =
v5ε − δ
5
(0,α0)
vε − δ(0,α0)
.
By (3.3), we have
| fε |≤ c (1+ | y |)
−4 for | y |≤ δεM21,ε. (3.4)
Applying the Green’s representation leads to
wε(y) = a
(∫
Bε
GBε(y, x)fε(x)wε(x)dx−
∫
∂Bε
∂GBε
∂ν
(y, x)wε(x)dσ(x)
)
,
where a =
(
meas
(
S2
))−1
, Bε = B(0, δεM
2
1,ε), ν is the outward normal to ∂Bε and GBε is the
Green’s function of ∆ under Dirichlet boundary conditions in Bε. Using (3.3) and (3.4) yields
| wε(y) | ≤ c
∫
Bε
dx
| y − x | (1+ | x |)4
+
c
mεδεM
2
1,ε
≤ c
(
(1+ | y |)−2 +
(
mεδεM
2
1,ε
)−1)
. (3.5)
It follows that wε is bounded and by elliptic standard estimates wε converges, up to some
subsequence, in the C2loc-norm to a function w satisfying{
∆w + 5δ4(0,α0)(y)w(y) = 0 in R
3
| w(y) |≤ c (1+ | y |)−2 .
(3.6)
By Lemma 2.4 of [9], every solution of (3.6) can be written as
w(y) =
3∑
j=1
aj
∂δ(0,α0)
∂yj
+ a0
(
y · ∇δ(0,α0)(y) +
1
2
δ(0,α0)(y)
)
for some constants aj ≥ 0, j = 0, ..., 3. Since w(0) =
∂w
∂yj
(0) = 0, we obtain that aj = 0 for
0 ≤ j ≤ 3, namely, w ≡ 0. Since wε(yε) = 1, it follows that | yε |→ +∞ as ε → 0. Applying
(3.5) at y = yε gives
1 =| wε(yε) |≤ c
(
(1+ | yε |)
−2 +
(
mεδεM
2
1,ε
)−1)
. (3.7)
Since the right hand-side of (3.7) goes to zero, as ε → 0, we derive a contradiction. Thus
mεεδM
2
1,ε must be bounded and the proof of our lemma follows. ✷
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Lemma 3.4 Let δ be the positive constant stated in Lemma 3.3. Then we have∫
B(x1,ε,δε)
u6ε = S3 + o(1) as ε→ 0,
where S3 = S
3/2 and S is the Sobolev constant defined in (2.6).
Proof. We have∫
B(x1,ε,δε)
u6ε =
∫
B(0,δεM2
1,ε)
v6ε
=
∫
B(0,δεM2
1,ε)
δ6(0,α0) +O
(∫
B(0,δεM2
1,ε)
δ5(0,α0)|vε − δ(0,α0)|+ |vε − δ(0,α0)|
6
)
=
∫
B(0,δεM2
1,ε)
δ6(0,α0) +O
(
| vε − δ(0,α0) |L6(B(0,δεM21,ε))
)
.
Using Lemma 3.3 and the fact that εM21,ε → +∞ as ε→ 0, we easily derive our lemma. ✷
Now, we are in the position to prove Theorem 3.1.
Proof of Theorem 3.1 We distinguish two cases:
Case 1..
∫
Aε
| uε −Pεδ(x1,ε,λ1,ε) |
6→ 0 as ε→ 0, where λ1,ε = α0M
2
1,ε. In this case we are done,
the number of blow up points in the Theorem is reduced to 1, that is, p = 1.
Case 2..
∫
Aε
| uε − Pεδ(x1,ε,λ1,ε) |
6 6→ 0 as ε → 0. We are going to study this case. First, let us
prove that ∫
Aε\B(x1,ε,δε)
u6ε 6→ 0 as ε→ 0. (3.8)
Observe that∫
Aε\B(x1,ε,δε)
Pεδ
6
(x1,ε,λ1,ε)
≤
∫
Aε\B(x1,ε,δε)
δ6(x1,ε,λ1,ε) =
∫
A˜ε\B(0,δεM21,ε)
δ6(0,α0) → 0 as ε→ 0. (3.9)
where we have used the fact that εM21,ε →∞ and δ(0,α0) ∈ L
6(R3).
By Lemma 3.3 and the fact that εM21,ε →∞, it is easy to derive∫
Bε
|uε − Pδ(x1,ε,λ1,ε)|
6 → 0 as ε→ 0. (3.10)
Clearly, (3.9) and (3.10) imply (3.8). Now, we set
uε(x2,ε) = max
Aε\B(x1,ε,δε)
uε :=M2,ε.
It is clear that |x1,ε − x2,ε| ≥ δε.
By (3.8), there exists c > 0 such that
c ≤
∫
Aε\B(x1,ε,δε)
u6ε ≤M
4
2,ε
∫
Aε
u2ε(x)dx.
Yamabe Type Problems 7
But, we have∫
Aε
u2ε(x)dx = ε
3
∫
Dε
u˜2ε(X)dX ≤
ε3
cε
∫
Dε
| ∇u˜ε(X) |
2 dX =
ε2
cε
∫
Aε
| ∇uε(x) |
2 dx ≤
Cε2
cε
,
where u˜ε(X) = uε(εX), Dε = ϕ(Aε), with ϕ : x 7→ ϕ(x) = ε
−1x, and cε > 0. By Lin [13], we
have cε → c > 0 as ε→ 0. We derive that εM
2
2,ε 6→ 0 as ε→ 0 and therefore as in Lemma 2.3 of
[5], we have that M22,εd(x2,ε, ∂Aε)→ +∞ as ε→ 0. This implies that M
2
2,ε | x1,ε − x2,ε |→ +∞
as ε→ 0. Now, for y ∈ Eε :=M
2
2,ε (Aε − x2,ε), we introduce the following function
Uε(y) =M
−1
2,ε uε
(
x2,ε +M
−2
2,ε y
)
.
It is easy to see that Uε is bounded by 1 in B(0, (1/2)M
2
2,ε | x2,ε−x1,ε |). Therefore, Uε → δ(0,α0)
in C2loc(R
3) as ε→ 0. Thus, we have obtained in Case 2 a second blow up point. It is clear that
we can iterate such a process. But, since the energy of uε is bounded such a process stops after
finitely steps, and the proof of our Theorem is thereby completed. ✷
4 Proof of Theorem 1.1
This section is devoted to the proof of Theorem 1.1. To this aim, we first study the location of
blow up points that we found in Section 3. To this goal, we need a rather delicate analysis and
careful estimates. First, we start by the general setting. Let, for p ∈ N∗ and η > 0 given
Vε(p, η) =
{
u ∈ Σ+(Aε) s.t ∃ y1, ..., yp ∈ Aε,∃λ1, ..., λp >
1
η
with∣∣∣∣∣∣∣∣u− C(p) p∑
i=1
Pεδ(yi,λi)
∣∣∣∣∣∣∣∣ < η, λi d(yi, ∂Aε) > 1η ∀ i, εij < η ∀i 6= j
}
,
where Σ+(Aε) = {u ∈ H
1
0 (Aε)/u > 0, ||u|| = 1} and εij = (λi/λj + λj/λi + λiλj |yi − yj|
2)−1/2.
If a function u belongs to Vε(p, η), then, for η > 0 small enough, the minimization problem
min
αi,λi>0, yi∈Aε
∣∣∣∣∣∣∣∣u− p∑
i=1
αiPεδ(yi,λi)
∣∣∣∣∣∣∣∣ (4.1)
has a unique solution, up to permutation (see Lemma A.2 in [3]).
Therefore, for ε > 0 sufficiently small, uε (solution of (Pε)) can be uniquely written as
u˜ε :=
uε
||uε||
=
p∑
i=1
αi,εPεδ(xi,ε,λi,ε) + vε, (4.2)
where vε satisfies the following conditions:
(V0) 〈vε, Pεδ(xi,ε,λi,ε)〉 = 〈vε,
∂Pεδ(xi,ε,λi,ε)
∂λi,ε
〉 = 〈vε,
∂Pεδ(xi,ε,λi,ε)
∂(xi,ε)k
〉 = 0 ∀ i,
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where (xi,ε)k is the kth component of xi,ε, k ∈ {1, 2, 3} and αi,ε satisfies :
J(uε)
3α4j,ε = 1 + o(1) ∀j.
To simplify the notations, we write αi, xi, λi, δi, Pδi and θi instead of αi,ε, xi,ε, λi,ε, δ(xi,ε,λi,ε),
Pεδ(xi,ε,λi,ε) and θ(xi,ε,λi,ε) respectively and we also write uε instead of u˜ε.
As a consequence of Theorem 3.1, it is easy to obtain the following result
Corollary 4.1 For each i, we denote by Bi := B(xi, αdi/4). For i 6= j, we have
(a) εij ≤
c
(λidiλjdj)1/2
, (b) λi
∂εij
∂λi
= −
1
2
εij(1 + o(1)), (c) Bi ∩Bj = ∅.
Proof. The proof is immediate since |xi − xj | ≥ αε for each i 6= j and di ≤ ε for each i. ✷
Now, let us recall the estimate of the vε-part of uε.
Proposition 4.2 [5] Let vε be defined by (4.2). Then, we have the following estimate
||vε|| ≤ c
∑
i
1
λidi
+ c
∑
i 6=j
εij
(
Logε−1ij
)1/3
.
In the next propositions, we give useful expansions of the gradient of J which allows us to
characterize the concentration points given by Theorem 3.1.
Regarding the estimate of ||vε||
2, it is negligible with respect to the principle part of Propo-
sition 3.2 of [5], however it is of the same order as the principle part of Proposition 3.3 of [5].
Following an idea introduced by O. Rey [16] and the fact that the balls Bi are disjoints, we
are able to improve the terms which contain vε and therefore we can obtain the analogue of
Proposition 3.3 of [5].
Proposition 4.3 For each i, we have the following expansion
〈∇J(uε), λi
∂Pδi
∂λi
〉 = 2J(uε)c1
(
−
αi
2
Hε(xi, xi)
λi
(1 + o(1))
−
∑
j 6=i
αj
(
λi
∂εij
∂λi
+
1
2
Hε(xi, xj)
(λiλj)1/2
)
(1 + o(1)) +R
)
,
where c1 is a positive constant and R = O
(∑p
1 (λkdk)
−2 +
∑
k 6=r ε
2
kr
(
Logε−1kr
)2/3)
.
Proof. It follows from Lemma 5.1, Proposition 4.2 and the fact that vε satisfies (V0). ✷
Proposition 4.4 For each i, we have the following expansion
〈∇J(uε),
1
λi
∂Pδi
∂xi
〉 =J(uε)c1
(
−2
∑
j 6=i
αj
(
1
λi
∂εij
∂xi
−
1
λi(λiλj)1/2
∂Hε(xi, xj)
∂xi
)
+
αi
λ2i
∂Hε(xi, xi)
∂xi
+ o
( p∑
1
1
(λkdk)
2
))
.
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Proof. It follows from Lemmas 5.2, 5.3, 5.6, 5.7, 5.8, Proposition 4.2 and the fact that vε
satisfies (V0). The negligible terms which appear in those estimates can be written as o((λ1d1)
−2)
since |xi − xj| ≥ αε for each i 6= j and dk ≤ ε for each k. ✷
Now, we order all the λidi’s : λ1d1 ≤ λ2d2 ≤ ... ≤ λpdp.
First, we introduce the set of indices i such that λidi and λ1d1 are of the same order. Let
C1 be a large positive constant and define
I = {1} ∪ {i/λkdk ≤ C1λk−1dk−1 for each k ≤ i} := {1, 2, ..., l}. (4.3)
Secondly, we define a subset of I such that the distance between the points is at most
comparable to their distances to the boundary. Let C0 be a large positive constant, we define
B =
{
i ∈ I/∃k1, ..., km ∈ I s.t. k1 = i, ..., km = 1 ; |xkj − xkj+1 | ≤ C0min(dkj , dkj+1)
}
. (4.4)
Lemma 4.5 Let B be defined by (4.4). Then, {1}  B.
Proof. First, we remark that Proposition 4.3 implies immediately that p ≥ 2. To prove our
lemma, we argue by contradiction. We assume that B = {1}.
Using Proposition 4.3, and the fact that Hε(xi, xi) ∼ c/di (see [1]), we derive
0 = 〈∇J(uε), λ1
∂Pδ1
∂λ1
〉 ≤ −
c
(λ1d1)
+O(
∑
k 6=1
ε1k). (4.5)
Two cases may occur. If k > l where l is defined by (4.3), then by Corollary 4.1, we have
ε1k ≤
c
(λkdkλ1d1)1/2
≤
1
C
1/2
1
1
((λldl)(λ1d1))1/2
= o
(
1
λ1d1
)
( for C1 large enough).
In the other case, we have |x1 − xk| ≥ C0 min (d1, dk), then
ε1k ≤
(
1
λ1λk|x1 − xk|2
)1/2
≤
2
C
1/2
0
1
((λ1d1)(λkdk))
1/2
= o
(
1
λ1d1
)
( for C0 large enough).
Thus (4.5) yields a contradiction and the result follows. ✷
Next, our goal is to prove the following crucial result:
Proposition 4.6 Let x1,ε,..., xp,ε be the points given by Theorem 3.1. Then, we have p ≥ 2
and there exist k ∈ {2, .., p}, i1,..., ik ∈ {1, ..., p} such that
dρε(xi1,ε, ..., xik ,ε)→ 0 and d
2∇ρε(xi1,ε, ..., xik ,ε)→ 0, as ε→ 0,
where d = min1≤r≤k d(xir ,ε, ∂Aε). In addition, we have ∀m, r ∈ {1, ..., k} |xim,ε − xir,ε| ≤ C
′
0d,
where C ′0 is a positive constant independent of ε.
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Proof. Let k = card B that is B = {i1, ..., ik}. By Lemma 4.5, we have k ≥ 2.
Let MB = (mij)i,j∈B be the matrix defined by (2.3) and let ρB = ρε(xi1,ε, ..., xik ,ε) be the least
eigenvalue associated to MB. We denote by e the eigenvector associated to ρB whose norm is
1. We know that all components of e are strictly positive (see [4]). Let η > 0 be such that for
any γ belongs to a neighborhood C(e, η) ⊂ {y ∈ (R∗+)
ks.t. ||y|−1y − e| < η}, we have
TγMBγ − ρB |γ|
2 ≤
c2
d
|γ|2 and Tγ
∂MB
∂xi
γ =
(
∂ρB
∂xi
+ o(
1
d2
)
)
|γ|2 (4.6)
and for γ ∈ (R∗+)
k \ C(e, η) , we have
TγMBγ − ρB|γ|
2 ≥ c3|γ|
2d−1. (4.7)
First, we study the vector Λ defined by Λ =
(
λ
−1/2
i1
, ..., λ
−1/2
ik
)
.
Claim 1. We have Λ ∈ C(e, η).
Proof of Claim 1. We argue by contradiction. Assume that Λ ∈ (R∗+)
k \ C(e, η). Let
Λ(t) = |Λ|
(1− t)Λ + t|Λ|e
|(1 − t)Λ + t|Λ|e|
:=
y(t)
|y(t)|
.
From Proposition 4.3, we derive
〈∇J(uε), Z〉|t=0 = −c
d
dt
(
TΛ(t)MBΛ(t)
)
+O
 ∑
i∈B,j /∈B
εij
+ o( 1
λ1d1
)
where Z is the vector field defined on the variables λ along the flow line defined by Λ(t).
Observe that
d
dt
(
TΛ(t)MBΛ(t)
)
=
d
dt
(
TΛ(t)MBΛ(t)
|Λ(t)|2
|Λ(0)|2
)
= |Λ(0)|2
d
dt
(
ρB +
(1− t)2
|y(t)|2
(TΛ(0)MBΛ(0) − ρB|Λ(0)|
2)
)
= |Λ(0)|2
(
2(1 − t)
|y(t)|4
(TΛ(0)MBΛ(0)− ρB |Λ(0)|
2)(−(1− t)|Λ(0)| < e,Λ(0) > −t|Λ|2)
)
.
Thus
〈∇J(uε), Z〉|t=0 =−
2c
|Λ|2
(TΛMBΛ− ρB |Λ|
2)(−|Λ| < e,Λ(0) >)
+ o
(
1
λ1d1
)
+O
( ∑
i∈B,j /∈B
εij
)
.
Since |e| = 1, then there exists m such that eim ≥
1
k . Thus
< e,Λ(0) >=
∑
j
eijΛij ≥
1
k
Λim .
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Using (4.7), we obtain
〈∇J(uε), Z〉|t=0 ≥
cc3
d
|Λ|Λim + o
(
1
λ1d1
)
+O
( ∑
i∈B,j /∈B
εij
)
≥
c
(λ1d1λimdim)
1/2
+ o
(
1
λ1d1
)
+O
( ∑
i∈B, j /∈B
εij
)
.
As in the proof of Lemma 4.5, we have
εij = o
(
1
(λ1d1λimdim)
1/2
)
∀ i ∈ B, ∀ j /∈ B. (4.8)
Thus
0 ≥
c
(λ1d1λimdim)
1/2
+ o
(
1
λ1d1
)
≥
1
λ1d1
(
c
C
k/2
1
+ o(1)
)
> 0.
This yields a contradiction and our claim follows.
Now, we will prove that
dρB −→ 0, as ε −→ 0. (4.9)
Using Proposition 4.3 and (4.8), we have
0 =
∑
i∈B
〈∇J(uε), λi
∂Pδi
∂λi
〉
=
∑
i∈B
Hε(xi, xi)
λi
(1 + o(1))−
∑
j 6=i,j∈B
(εij −
Hε(xi, xj)
(λiλj)
1
2
)(1 + o(1)) +O(
∑
j /∈B
εij) +R

=T ΛMBΛ+ o
(
1
λ1d1
)
. (4.10)
We assume, arguing by contradiction, that dρB 6−→ 0, when ε −→ 0. Therefore, there exists
C4 > 0 such that d|ρB | ≥ C4. Now, we distinguish two cases
1stcase: ρB > 0. In this case, we derive from (4.10)
0 ≥ ρB|Λ|
2 + o
(
1
λ1d1
)
≥ C4
|Λ|2
d
+ o
(
1
λ1d1
)
> 0.
This yields a contradiction.
2nd case: ρB < 0. In this case, using Claim 1, we derive from (4.6) and (4.10),
0 ≤ ρB|Λ|
2 +
c2|Λ|
2
d
+ o
(
1
λ1d1
)
≤
|Λ|2
d
(ρB d+ c2) + o
(
1
λ1d1
)
≤
|Λ|2
d
(−C4 + c2) + o
(
1
λ1d1
)
.
If we choose c2 ≤
1
2C4, we obtain a contradiction. Thus, (4.9) follows.
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In order to complete the proof of Proposition 4.6, it remains to prove that:
d2∇ρB → 0, as ε→ 0. (4.11)
We assume, arguing by contradiction, that d2∇ρB 6−→ 0 when ε −→ 0.
For i ∈ B, using Proposition 4.4, we derive
0 =T Λ
∂MB
∂xi
Λ+O
∑
j /∈B
∂εij
∂xi
−
1
(λiλj)
1
2
∂Hε
∂xi
(xi, xj)
+ o( 1
di
1
(λ1d1)
)
.
Observe that |∂H/∂xi(xi, xj)| ≤ c(di|xi − xj |)
−1. Thus, as in the proof of Lemma 4.5, we prove
that, for i ∈ B and j /∈ B,∣∣∣∣∂εij∂xi
∣∣∣∣+ 1(λiλj)1/2
∣∣∣∣∂Hε∂xi (xi, xj)
∣∣∣∣ = o( 1d(λ1d1)
)
.
Therefore, by (4.6), we have
0 =T Λ
∂MB
∂xi
Λ+ o
(
1
d(λ1d1)
)
=
(
∂ρB
∂xi
d2 + o(1)
)
|Λ|2
d2
+ o
(
1
d(λ1d1)
)
, ∀ i ∈ B.
Thus
0 ≥
(
|∇ρB |d
2 + o(1)
) |Λ|2
d2
+ o
(
1
d(λ1d1)
)
≥ C6
|Λ|2
d2
+ o
(
1
d(λ1d1)
)
> 0.
This yields a contradiction. Hence (4.11) follows.
The proof of Proposition 4.6 is thereby completed. ✷
Proof of Theorem 1.1 Arguing by contradiction, we assume that (Pε) has a solution whose
energy is bounded. Using Theorem 1.5 of [5] and Proposition 4.6, we deduce Theorem 1.1. ✷
5 Appendix
In this section, we collect some estimates needed to prove Propositions 4.3 and 4.4. Here we
will denote by uε :=
∑p
j=1 αjPδ(xj ,λj) + vε the function defined in Theorem 3.1. Thus, we have
|xi − xj | ≥ αε for each i 6= j and λidi → ∞ as ε → 0 for each i. In the sequel, we denote by
ϕi,k = λ
−1
i ∂Pδi/∂(xi)k where (xi)k is the kth component of xi, k ∈ {1, 2, 3}.
Recall that Bi denotes B(xi, αdi/4) and we have, for each i 6= j, Bi ∩Bj = ∅.
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Lemma 5.1 For i 6= j, we have the following estimates
1) 〈Pδi, λi
∂Pδi
∂λi
〉 =
c1
2
Hε(ai, ai)
λi
+O
(
1
(λidi)2
)
2) 〈Pδj , λi
∂Pδi
∂λi
〉 = c1
(
λi
∂εij
∂λi
+
1
2
Hε(ai, aj)
(λiλj)1/2
)
+O
(
ε2ij
(
Logε−1ij
)2/3
+
∑
k=i,j
1
(λkdk)2
)
,
3)
∫
Aε
Pδ5i λi
∂Pδi
∂λi
= 2〈Pδi, λi
∂Pδi
∂λi
〉+O
(
1
(λidi)2
)
,
4)
∫
Aε
Pδ5jλi
∂Pδi
∂λi
= 〈Pδj , λi
∂Pδi
∂λi
〉+O
(
ε2ij
(
Logε−1ij
)2/3
+
1
(λjdj)2
)
,
5) 5
∫
Aε
Pδj
(
Pδ4i λi
∂Pδi
∂λi
)
= 〈Pδi, λi
∂Pδi
∂λi
〉+O
(
ε2ij
(
Logε−1ij
)2/3
+
1
(λidi)2
)
,
6)
∫
R3
δ3i δ
3
j = O
(
ε3ijLogε
−1
ij
)
,
where c1 and O are independent of ε.
Proof. For the proof, we refer the interested readers to [2], [15] and [16]. ✷
Lemma 5.2 For i ∈ {1, ..., p} and j 6= i, we have the following estimates
1) 〈Pδi, ϕi,k〉 = −
c1
2λ2i
∂Hε
∂(xi)k
(xi, xi) +O
(
1
(λidi)3
)
,
2)
∫
Aε
Pδ5i ϕi,k = 2〈Pδi, ϕi,k〉+O
(
Log(λidi)
(λidi)3
)
,
3) 〈Pδj , ϕi,k〉 =
−c1
λ
3/2
i λ
1/2
j
∂Hε
∂(xi)k
(xj , xi) +
c1
λi
∂εij
∂(xi)k
+O
(
1
(λ1d1)3
+ λj |xi − xj |ε
4
ij
)
,
4)
∫
Aε
Pδ5jϕi,k = 〈Pδj , ϕi,k〉+O
(
1
(λ1d1)5/2
)
,
5)
∫
Aε
5PδjPδ
4
i ϕi,k = 〈Pδj , ϕi,k〉+O
(
1
(λ1d1)5/2
)
.
Proof. Claims 1, 2 and 3 are proved in [2] and [15]. We will prove Claim 4. We have
∫
Aε
Pδ5jϕi,k =
∫
Aε
(δ5j +O(δ
4
j θj))ϕi,k = 〈Pδj , ϕi,k〉+O
(∫
Bj
δ4j θj|ϕi,k|+
∫
Aε\Bj
δ5j δi
)
.
For the second integral, using Holder’s inequality, we obtain∫
R3\Bj
δ5j δi = O
(
1
(λjdj)5/2
)
. (5.1)
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By Corollary 4.1, we have Bi ∩Bj = ∅ and therefore, for any x ∈ Bj, we get
sup
Bj
∣∣∣∣ 1λi ∂δi∂(xi)k
∣∣∣∣ ≤ C sup
Bj
(
1
λ
3/2
i |x− xi|
2
)
= O
(
1
λ
3/2
i max
2(di, dj)
)
, (5.2)
sup
Bj
∣∣∣∣ 1λi ∂θi∂(xi)k
∣∣∣∣ ≤ Cλidi supBj θi = O
(
1
λ
3/2
i dimax(di, dj)
)
. (5.3)
Thus we obtain ∫
Bj
δ4j θj|ϕi,k| ≤
c
λ
3/2
i λ
3/2
j didj max(di, dj)
≤
c
(λ1d1)3
. (5.4)
Combining (5.4) and (5.1), the claim follows.
It remains to prove Claim 5. We have
5
∫
Aε
PδjPδ
4
i ϕi,k = 5
∫
Aε
(
δ4i − 4δ
3
i θi +O
(
δ2i θ
2
i
))
Pδj
(
1
λi
∂δi
∂(xi)k
−
1
λi
∂θi
∂(xi)k
)
= 〈Pδj , ϕi,k〉+O
(∫
Bi
δjδ
4
i
∣∣∣∣ 1λi ∂θi∂(xi)k
∣∣∣∣)− 20∫
Bi
Pδjδ
3
i θi
1
λi
∂δi
∂(xi)k
+O
(∫
Bi
δ3i θ
2
i δj +
∫
R3\Bi
δ5i δj
)
.
Observe that
sup
Bi
|Dθi| ≤
C
di
sup
Bi
θi ≤
C
λ
1/2
i d
2
i
; sup
Bi
δj ≤
c
λ
1/2
j max(di, dj)
, (5.5)
sup
Bi
|DPδj | ≤ sup
Bi
|Dδj |+ sup
Bi
|Dθj| ≤
C
λ
1/2
j max
2(di, dj)
+
C
λ
1/2
j dimax(di, dj)
. (5.6)
Thus we derive ∫
Bi
δ3i θ
2
i δj ≤ |δjθ
2
i |L∞
∫
Bi
δ3i ≤
cLog(λidi)
(λjdj)1/2(λidi)5/2
, (5.7)∫
Bi
δjδ
4
i
∣∣∣∣ 1λi ∂θi∂(xi)k
∣∣∣∣ ≤ c(λjdj)1/2(λidi)5/2 , (5.8)∫
Bi
Pδjδ
3
i θi
1
λi
∂δi
∂(xi)k
= O
(
sup
Bi
|D (θiPδj) |
∫
Bi
δ4i |x− xi|
)
= O
(
Log(λidi)
(λidi)5/2(λjdj)1/2
)
. (5.9)
Using (5.1), (5.7), (5.8) and (5.9), the lemma follows. ✷
Lemma 5.3 For each i, we have∫
Aε
( p∑
j=1
αjPδj
)5
ϕi,k = 2
p∑
j=1
αj〈Pδj , ϕi,k〉+O
(
1
(λ1d1)9/4
)
.
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Proof. Notice that( p∑
j=1
αjPδj
)5
=
p∑
j=1
(
αjPδj
)5
+ 5(αiPδi)
4
(∑
j 6=i
αjPδj
)
+ 10(αiPδi)
3
(∑
j 6=i
αjPδj
)2
+O
(∑
j 6=i
δ2i δ
3
j +
∑
j 6∈{i,r}
δ4j δr
)
. (5.10)
Since Bj ∩Bi = ∅ and Bj ∩Br = ∅, using (5.2) and (5.3), we derive∫
Bj
δ4j δr|ϕi,k| ≤
c
λ
1/2
r max(dr, dj)λ
3/2
i dimax(di, dj)
∫
Bj
δ4j ≤
c
(λ1d1)3
, (5.11)
∫
Aε\Bj
δ4j δ
2
r ≤
∫
Aε\Bj
δ6j +
∫
Aε\Bj
δ3j δ
3
r ≤
c
(λ1d1)5/2
. (5.12)
Now we will estimate the third term. Using (5.5) and (5.6), we obtain∫
Bi
Pδ3i
(∑
j 6=i
αjPδj
)2
ϕi,k =
(∑
j 6=i
αjPδj
)2
(xi)
∫
Bi
(
δ3i +O
(
δ2i θi
)) 1
λi
(
∂δi
∂(xi)k
−
∂θi
∂(xi)k
)
+O
(
sup
Bi
∣∣∣∣D(∑
j 6=i
αjPδj
)2∣∣∣∣ ∫
Bi
δ4i |x− xi|
)
= O
∑
j 6=i
Log(λidi)
λj max2(di, dj)
1
λ2i di
 . (5.13)
Combining (5.10),...,(5.13) and Lemma 5.2, the result follows. ✷
To improve the estimates of the integrals involving vε, we use an original idea due to Rey
[16], namely we write
vε =
p∑
i=1
vεi + w, (5.14)
where vεi denotes the projection of vε onto H
1
0 (Bi), that is
∆vεi = ∆vε in Bi; v
ε
i = 0 on ∂Bi, (5.15)
where Bi = B(xi, αdi/4) is defined in Corollary 4.1. v
ε
i can be assumed to be defined in all Aε
since it can be continued by 0 in AεBi. We have
vε = v
ε
i + w in Bi, with ∆w = 0 in Bi. (5.16)
We split vεi in an even part v
ε,e
i and an odd part v
ε,o
i with respect to (x− xi)k, thus we have
vε = v
ε,e
i + v
ε,o
i + w in Bi with ∆w = 0 in Bi. (5.17)
Lemma 5.4 We have ∫
Bi
δ3i v
2
ε
1
λi
∂δi
∂(xi)k
= O
(
||vε,oi ||||vε||+
||vε||2
(λidi)1/2
)
.
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Proof. Using (5.17) and the fact that the even part of v2ε has no contribution to the integrals,
we obtain ∫
Bi
δ3i v
2
ε
1
λi
∂δi
∂(xi)k
=
∫
Bi
δ3i
1
λi
∂δi
∂(xi)k
(2vε − w)w +O (||v
ε,o
i ||||v
ε,e
i ||) . (5.18)
Let ψ be the solution of
∆ψ = δ3i
1
λi
∂δi
∂(xi)k
(2vε − w) in Bi; ψ = 0 on ∂Bi.
Thus we have ∫
Bi
δ3i
1
λi
∂δi
∂(xi)k
(2vε − w)w =
∫
Bi
∆ψ.w =
∫
∂Bi
∂ψ
∂ν
w. (5.19)
Let Gi be the Green’s function for the Laplacian on Bi, that is,
Gi(x, y) =
1
|x− y|
−
αδdi
4|x||y − (αδdi)
2x
16|x|2
|
, (x, y) ∈ B2i .
Therefore ψ is given by
ψ(y) = −
∫
Bi
Gi(x, y)δ
3
i
1
λi
∂δi
∂(xi)k
(2vε − w) dx, y ∈ Bi (5.20)
and its normal derivative by
∂ψ
∂ν
(y) = −
∫
Bi
∂Gi
∂ν
(x, y)δ3i
1
λi
∂δi
∂(xi)k
(2vε − w) dx, y ∈ ∂Bi. (5.21)
Notice that:
for x ∈ Bi \B(y, αdi/8), we have
∂Gi
∂ν
(x, y) = O
(
1
d2i
)
, (5.22)
for x ∈ Bi ∩B(y, αdi/8), we have
∂Gi
∂ν
(x, y) = O
(
1
|x− y|2
)
, (5.23)
for x ∈ Bi ∩B(y, αdi/8), we have δ
3
i
1
λi
∂δi
∂(xi)k
= O
(
1
λ2i d
4
i
)
. (5.24)
Therefore∣∣∣∣∂ψ∂ν (y)
∣∣∣∣ ≤ C ∫
Bi∩(|x−y|≥αdi/8)
|2vε − w|
δ4i
d2i
dx+ C
∫
Bi∩(|x−y|≤αdi/8)
|2vε −w|
λ2i d
4
i |x− y|
2
dx
≤
C
λ
1/2
i d
2
i
||vε||, ∀y ∈ ∂Bi. (5.25)
Using (5.25), (5.19) becomes∫
Bi
δ3i
1
λi
∂δi
∂(xi)k
(2vε − w)w = O
(
||vε||
λ
1/2
i d
2
i
∫
∂Bi
|w|
)
. (5.26)
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To estimate the right-hand side of (5.26), we introduce the following functions
w¯(X) = (αdi/4)
1/2w(xi + αdiX/4); v¯ε(X) = (αdi/4)
1/2vε(xi + αdiX/4).
w¯ satisfies
∆w¯ = 0 in B := B(0, 1); w¯ = v¯ε on ∂B. (5.27)
We deduce that ∫
∂B
|w¯| ≤ C
(∫
B
|∇v¯ε|
2
)1/2
= C
(∫
Bi
|∇vε|
2
)1/2
. (5.28)
But, we have ∫
∂B
|w¯| =
∫
∂B
(αdi/4)
1/2|w(xi + αdiX/4)| =
1
(αdi/4)3/2
∫
∂Bi
|w|. (5.29)
Thus ∫
∂Bi
|w| ≤ cd
3/2
i
(∫
Bi
|∇vε|
2
)1/2
. (5.30)
Using (5.18), (5.26) and (5.30), the lemma follows. ✷
Lemma 5.5 For ε small, we have∫
Aε
δ3i vε
1
λi
∂δi
∂(xi)k
= O
(
||vε,oi ||
λ
1/2
i
+
||vε||
λid
1/2
i
)
.
Proof. Lemma 5.5 can be proved in the same way as Lemma 5.4. So we omit its proof. ✷
Lemma 5.6 For ε small and i 6= j, we have∫
Aε
( p∑
j=1
αjPδj
)4
vεϕi,k = O
(
||vε,oi ||
1
λ1d1
+ ||vε||
1
(λ1d1)3/2
)
.
Proof. We notice that( p∑
1
αjPδj
)4
= (αiPδi)
4 + 4(αiPδi)
3
(∑
j 6=i
αjPδj
)
+O
(
δ2i
∑
j 6=i
δ2j +
∑
j 6=i
δ4j
)
. (5.31)
For the last term in (5.31), we have, using (5.1) and (5.2),∫
Aε
δ4j vεϕi,k =
∫
Bj
δ4j vεϕi,k +
∫
R3\Bj
δ4j vεϕi,k = O
(
||vε||
λ
3/2
i dimax(di, dj)λ
1/2
j
+
||vε||
(λjdj)2
)
. (5.32)
For the third term in (5.31), we use Holder’s inequality and we obtain∫
Aε
δ2i δ
2
j |vε||ϕi,k| ≤
∫
Aε
δ3i δ
2
j |vε| ≤ c||vε||ε
2
ij
(
Logε−1ij
)2/3
≤ c
||vε||
(λ1d1)3/2
. (5.33)
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Regarding the first term in (5.31), we write∫
Aε
Pδ4i vεϕi,k =
∫
Aε
(
δ4i − 4δ
3
i θi +O
(
δ2i θ
2
i
)) vε
λi
(
∂δi
∂(xi)k
−
∂θi
∂(xi)k
)
= −4θi(xi)
∫
Bi
δ3i vε
1
λi
∂δi
∂(xi)k
+O
(
||vε||
(λidi)2
)
.
Using Lemma 5.5, we derive that∫
Aε
Pδ4i vεϕi,k = O
(
||vε,oi ||
λidi
+
||vε||
(λidi)3/2
)
. (5.34)
Finally, we deal with the second term in (5.31)∫
Bi
Pδ3i Pδjvεϕi,k = Pδj(xi)
∫
Bi
(
δ3i +O
(
δ2i θi
)) vε
λi
(
∂δi
∂(xi)k
−
∂θi
∂(xi)k
)
+O
(
sup
Bi
|DPδj |
∫
Bi
δ4i |vε||x− xi|
)
. (5.35)
Observe that, by (5.5), we have
Pδj(xi)
∫
Bi
δ3i
(
θi +
1
λi
|
∂θi
∂(xi)k
|
)
|vε| = O
(
||vε||
λ
1/2
j dimax(di, dj)λ
3/2
i
)
. (5.36)
Using (5.6), we derive that
sup
Bi
|DPδj |
∫
Bi
δ4i |vε||x− xi| = O
(
||vε||
λ
1/2
j dimax(di, dj)λ
3/2
i
)
. (5.37)
By Lemma 5.5, (5.36) and (5.37), (5.35) become
∫
Bi
Pδ3i Pδjvε
1
λi
∂Pδi
∂(xi)k
= O
 ||vε,oi ||
(λidiλjdj)
1/2
+
∑
r∈{i,j}
||vε||
(λrdr)3/2
 . (5.38)
For the integral on R3 \Bi, we use Holder’s inequality and obtain∫
R3\Bi
Pδ3i Pδj |vε|
1
λi
∂Pδi
∂(xi)k
≤
∫
R3\Bi
δ4i δj |vε| = O
(
||vε||
(λidi)2
)
. (5.39)
Using (5.32), (5.33), (5.34), (5.38) and (5.39), the lemma follows. ✷
Lemma 5.7 For i 6= j we have∫
Aε
( p∑
j=1
αjPδj
)3
v2εϕi,k = O
(
||vε,oi ||||vε||+
||vε||
2
(λ1d1)1/2
)
.
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Proof. We have (
p∑
1
αjPδj
)3
= α3i δ
3
i +O
(
δ2i θi
)
+O
∑
j 6=i
(
δ2i δj + δ
3
j
) .
We now observe that∫
Aε
δ3i θi +∑
j 6=i
(
δ3i δj + δ
3
j δi
) |vε|2 = O
||vε||2
 1
λidi
+
∑
j 6=i
εij
(
Logε−1ij
)1/3 , (5.40)
∫
R3\Bi
δ4i |vε|
2 = O
(
||vε||
2
(λidi)2
)
, (5.41)
∫
Bi
δ3i v
2
ε
(
1
λi
∂δi
∂(xi)k
−
1
λi
∂θi
∂(xi)k
)
= O
(
||vε,oi ||||vε||+
||vε||
2
(λidi)1/2
)
, (5.42)
where we have used Lemma 5.4 in the last equality. Clearly, (5.40), (5.41) and (5.42) imply our
lemma. ✷
Lemma 5.8 For ε small, we have
||vε,oi || = O
(
1
(λ1d1)
9/8
)
.
Proof. We write
vε,oi = v˜
o
i + aPδi + bλi
∂Pδi
∂λi
+
3∑
r=1
Cr
1
λi
∂Pδi
∂(xi)r
(5.43)
with
〈v˜oi , P δi〉 = 〈v˜
o
i ,
P δi
∂λi
〉 = 〈v˜oi ,
P δi
∂(xi)r
〉 = 0 for each r = 1, 2, 3.
Taking the scalar product in H10 (Aε) of (5.43) with Pδi, λi
∂Pδi
∂λi
, 1λi
∂Pδi
∂(xi)r
, 1 ≤ r ≤ 3, provides us
with the following invertible linear system in a, b, Cr (with 1 ≤ r ≤ 3)
(S)

〈Pδi, v
ε,o
i 〉 = a(C
′ + o(1)) + b〈Pδi, λi
∂Pδi
∂λi
〉+
∑3
r=1Cr〈Pδi,
1
λi
∂Pδi
∂(xi)r
〉
〈λi
∂Pδi
∂λi
, vε,oi 〉 = a〈Pδi, λi
∂Pδi
∂λi
〉+ b(C ′′ + o(1)) +
∑3
r=1Cr〈λi
∂Pδi
∂λi
, 1λi
∂Pδi
∂(xi)r
〉
〈 1λi
∂Pδi
∂(xi)j
, vε,oi 〉 = a〈Pδi,
1
λi
∂Pδi
∂(xi)j
〉+ b〈λi
∂Pδi
∂λi
, 1λi
∂Pδi
∂(xi)j
〉+
∑3
r=1 Cr〈
1
λi
∂Pδi
∂(xi)j
, 1λi
∂Pδi
∂(xi)r
〉.
Observe that
〈Pδi, λi
∂Pδi
∂λi
〉 = O
(
1
λidi
)
; 〈λi
∂Pδi
∂λi
,
1
λi
∂Pδi
∂(xi)r
〉 = O
(
1
(λidi)2
)
;
〈Pδi,
1
λi
∂Pδi
∂(xi)r
〉 = O
(
1
(λidi)2
)
; 〈
1
λi
∂Pδi
∂(xi)j
,
1
λi
∂Pδi
∂(xi)r
〉 = (C ′′′ + o(1))δjr +O
(
1
(λidi)2
)
,
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where δjr denotes the Kronecker symbol.
Now, because of evenness of δi and oddness of v
ε,o
i with respect to (x− xi)k we obtain
〈Pδi, v
ε,o
i 〉 =
∫
Aε
∇Pδi.∇v
ε,o
i =
∫
Bi
∇Pδi.∇v
ε,o
i =
∫
Bi
δ5i v
ε,o
i = 0. (5.44)
In the same way we have
〈λi
∂Pδi
∂λi
, vε,oi 〉 = 〈
1
λi
∂Pδi
∂(xi)j
, vε,oi 〉 = 0 for each j 6= k.
We also have
〈ϕi,k, v
ε,o
i 〉 =
∫
Bi
∇ϕi,k.∇ (vε − v
ε,e
i − w) = −
∫
Aε\Bi
∇ϕi,k.∇vε −
∫
Bi
∇ϕi,k.∇w (5.45)
since vε satisfies (V0), v
ε,e
i is even with respect to (x− xi)k and v
ε,e
i = 0 on ∂Bi. On one hand∣∣∣∣∫
Aε\Bi
∇ϕi,k.∇vε
∣∣∣∣ ≤ C||vε||
(∫
Aε\Bi
|∇ϕi,k|
2
) 1
2
≤
C||vε||
(λidi)
3
2
. (5.46)
On the other hand, let ψ2 be such that
∆ψ2 = ∆ϕi,k in Bi; ψ2 = 0 on ∂Bi.
Writing
ψ2 = ϕi,k + θ, with ∆θ = 0 in Bi, (5.47)
we obtain ∫
Bi
∇ (ϕi,k) .∇w =
∫
Bi
∇ψ2.∇w −
∫
Bi
∇θ.∇w = −
∫
∂Bi
∂θ
∂ν
w. (5.48)
Using an integral representation for ψ2, as in (5.21), we obtain for y ∈ ∂Bi
∂ψ2
∂ν
(y) =
∫
Bi
∂Gi
∂ν
(x, y)
(
5δ4i ϕi,k
)
dx. (5.49)
In Bi \B(xi, αdi/8), we argue as in (5.25), using (5.22) and (5.23), we obtain∫
Bi\B(xi,αdi/8)
∂Gi
∂ν
(x, y)
(
5δ4i ϕi,k
)
dx = O
(
1
λ
5/2
i d
4
i
)
.
Furthermore, since∣∣∣∣∇∂Gi∂ν (x, y)
∣∣∣∣ = O( 1d3i
)
for (x, y) ∈ B(xi, αdi/8)× ∂Bi,
we obtain∫
B(xi,αdi/8)
∂Gi
∂ν
(x, y)
(
5δ4i
1
λi
∂δi
∂(xi)k
)
dx ≤
c
d3i
∫
B(xi,αdi/8)
δ5i |x− xi| = O
(
1
λ
3/2
i d
3
i
)
.
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where we have used the evenness of δi and the oddness of its derivative. Thus
∂ψ2
∂ν
(y) = O
(
1
λ
3/2
i d
3
i
)
(5.50)
so that on ∂Bi
∂θ
∂ν
=
∂ψ2
∂ν
−
∂
∂ν
(
1
λi
∂δi
∂(xi)k
)
+
∂
∂ν
(
1
λi
∂θi
∂(xi)k
)
= O
(
1
λ
3/2
i d
3
i
)
. (5.51)
It follows from (5.45), (5.46), (5.48), (5.51) and (5.30) that
〈
1
λi
∂Pδi
∂(xi)k
, vε,oi 〉 = O
(
||vε||
(λidi)3/2
)
. (5.52)
Inverting the linear system (S), we deduce from the above estimates
a = O
(
||vε||
(λidi)
7
2
)
, b = O
(
||vε||
(λidi)
7
2
)
, Ck = O
(
||vε||
(λidi)
3
2
)
, Cr = O
(
||vε||
(λidi)
7
2
)
, r 6= k. (5.53)
This implies through (5.43)
||vε,oi − v˜
o
i || = O
(
||vε||
(λidi)3/2
)
, ||vε,oi ||
2 = ||v˜oi ||
2 +O
(
||vε||
2
(λidi)3
)
. (5.54)
We turn now to the last step, which consists in estimating ||v˜oi ||. Since ∇Jε(uε) = 0, we obtain
0 = 〈
p∑
r=1
αrPδr + vε, v
ε,o
i 〉 − Jε(uε)
3
∫
Aε
(
p∑
r=1
αrPδr + vε
)5
vε,oi (5.55)
=
p∑
r=1
αr
∫
Bi
δ5rv
ε,o
i +
∫
Bi
∇vε.∇v
ε,o
i − Jε(uε)
3
∫
Bi
(
p∑
r=1
αrPδr + vε
)5
vε,oi .
Concerning the first integral, it is equal to 0 if r = i because of the oddness of vε,oi and the
evenness of δi. For r 6= i, using Holder’s inequality, we obtain∫
Bi
δ5rv
ε,o
i = O
(
||vε,oi ||
(λrdr)5/2
)
. (5.56)
Let us consider the second integral. Using (5.17), we obtain∫
Bi
∇vε.∇v
ε,o
i =
∫
Bi
∇ (vε,oi + v
ε,e
i + w) .∇v
ε,o
i =
∫
Bi
|∇vε,oi |
2. (5.57)
For the last integral, we write( p∑
r=1
αrPδr + vε
)5
= (αiPδi)
5 + 5(αiPδi)
4
(∑
r 6=i
αrPδr + vε
)
+O
(
δ3i
(∑
r 6=i
δ2r + v
2
ε
)
+
∑
r 6=i
δ5r + |vε|
5
)
, (5.58)
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and we have to estimate the contribution of each term. We notice that∫
Bi
(
δ3i
(∑
r 6=i
δ2r + v
2
ε
)
+
∑
r 6=i
δ5r + |vε|
5
)
|vε,oi | ≤ C||v
ε,o
i ||
(∑ 1
(λjdj)2
+ ||vε||
2
)
. (5.59)
Using (5.5), (5.6) and the oddness of δ4i v
ε,o
i , we obtain for r 6= i∫
Bi
Pδ4i Pδrv
ε,o
i =
∫
Bi
(
δ4i +O
(
δ3i θi
))(
Pδr(xi) +O
(
|x− xi|
λ
1/2
r dimax(di, dr)
))
vε,oi
= O
(∫
Bi
δ3i θiδr|v
ε,o
i |+
∫
Bi
δ4i
|x− xi||v
ε,o
i |
λ
1/2
r dimax(di, dr)
)
= O
(
||vε,oi ||
(
1
(λidi)2
+
1
(λrdr)2
))
. (5.60)
Now, we write∫
Bi
Pδ4i vεv
ε,o
i =
∫
Bi
Pδ4i (v
ε,o
i + v
ε,e
i + w)v
ε,o
i =
∫
Bi
Pδ4i (v
ε,o
i + v
ε,e
i )v
ε,o
i +
∫
Bi
Pδ4i wv
ε,o
i .
For the first integral in the right side, we have∫
Bi
Pδ4i (v
ε,o
i + v
ε,e
i )v
ε,o
i =
∫
Bi
(
δ4i +O
(
δ3i θi
))
(vε,oi + v
ε,e
i )v
ε,o
i
=
∫
Bi
δ4i (v
ε,o
i )
2 +O
(
||vε,oi ||||vε||
λidi
)
. (5.61)
To deal with the term
∫
Bi
Pδ4i wv
ε,o
i , we introduce the following function
∆ψ3 = Pδ
4
i v
ε,o
i in Bi; ψ3 = 0 on ∂Bi.
As in (5.25), we obtain
∂ψ3
∂ν
(y) = O
(
||vε,oi ||
λ
1/2
i d
2
i
)
for y ∈ ∂Bi.
Using (5.30), we find∫
Bi
Pδ4iwv
ε,o
i =
∫
Bi
∆ψ3w =
∫
∂Bi
∂ψ3
∂ν
w = O
(
||vε,oi ||||vε||
(λidi)1/2
)
. (5.62)
Lastly, we write∫
Bi
Pδ5i v
ε,o
i =
∫
Bi
(
δ5i − 5δ
4
i θi +O
(
δ3i θ
2
i
))
vε,oi
= O
(
sup
Bi
|Dθi|
∫
Bi
δ4i |x− xi||v
ε,o
i |
)
+O
(∫
Bi
δ3i θ
2
i |v
ε,o
i |
)
= O
(
||vε,oi ||
(λidi)2
)
. (5.63)
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Using (5.56), ..., (5.63) and the estimate of ||vε||, (5.55) becomes
0 =
∫
Bi
|∇vε,oi |
2 − 5Jε(uε)
3α4i
∫
Bi
δ4i (v
ε,o
i )
2 +O
(∑ ||vε,oi ||
(λrdr)11/8
)
. (5.64)
Since Jε(uε)
3α4i = 1 + o(1) and the quadratic form
v 7→
∫
Aε
|∇v|2 − 5
∫
Aε
δ4i v
2
is positive definite on the subset
[
Span
(
Pδi,
∂Pδi
∂λi
, ∂Pδi∂(xi)j 1 ≤ j ≤ 3
)]⊥
H1
0
(Aε)
, we obtain
∫
Aε
|∇v˜oi |
2 − 5
∫
Aε
δ4i (v˜
o
i )
2 = O
(∑ 1
(λjdj)9/4
)
, (5.65)
where we have used (5.54), (5.64) and Proposition 4.2 and therefore our lemma follows. ✷
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