ABSTRACT Cardiac arrhythmias reveal multiple morphologies in time-domain waveforms. Abnormal beats reflect the origin and the conduction path of the ectopic heart activation pulses, including supraventricular, junctional, and ventricular arrhythmias and conduction abnormalities. This paper proposes a method for automated screening of cardiac arrhythmias using the discrete fractional-order integration (DFOI) and the meta-learning-based intelligent classifier. The DFOI process with the specific fractional order is used to extract the QRS features with the finite computations. It can deal with the irregular time-varying signals. The meta-learning-based intelligent classifier is used to identify the abnormal classes, consisting of a primary multilayer network and several agent networks. Since abnormal QRS complexes are multi-waveforms such as ventricular premature contraction, the classifier needs to retrain with new training patterns for meeting new condition in clinical applications. Thus, this model possesses the learning-to-optimization capability for retraining generalized regression neural network using the particle swarm optimization algorithm. Using incremental new training patterns, each inducer is used to track the past learning experiences through several agent networks. This pattern scheme can gradually enhance the accuracy by refining the optimal parameters of each sub-estimator for pattern recognition. Using the arrhythmia database of the Massachusetts Institute of Technology-Beth Israel Hospital (MIT-BIH) database, the proposed intelligent classifier demonstrated greater efficiency and promising results in average accuracy, positive predictivity, and true negative rate for recognizing electrocardiography signals.
I. INTRODUCTION
Electrocardiography (ECG) is a noninvasive bio-signal recording method that reflects the internal electrical activity of the human heart using electrodes placed on the surface of human body. In clinical applications, the 12-lead ECG method with multiple electrodes is used to measure the heart electrical potentials using 12 different leads [1] , including limb leads, augmented limb leads, and precordial leads. ECG recordings have been used to carry out a large number of measurements to analyze symptomatic information, such as heart rate variability (HRV), screening of cardiac arrhythmias, cardiovascular/ chronic valvular disease diagnosis, emotion recognition, obstructive sleep apnea screening and biometric identification [2] - [4] . Among these applications, diagnosing cardio vascular diseases is an important issue to precisely classify the cardiac arrhythmias in biomedical signal classification [2] , [5] - [7] . Previous studies [8] - [10] have presented QRS detection algorithms based on pattern recognition techniques and temporal correlation using typical and atypical ECG waveforms, as shown by normal beat (N), atrial premature beat (A), ventricular premature contraction (V), and fusion of ventricular and normal beats in Figure 1 [11] . In addition, heart rate variability has been applied to analyze the newborns' cardiovascular control system [12] . For long-term recordings at bedside or wearable online monitoring, visual examination is highly timeconsuming, and easily causes fatigue and personal error throughout ECG record interpretation. Therefore, it is necessary to develop an assistive tool for automated ECG screening, including signal processing, feature extraction/selection, pattern recognition, and decision-making. In each ECG signal, the P wave, the QRS complex, and the T wave reflect the origin and the conduction path of the heart activation pulses, such as atrial depolarization, ventricular depolarization, and ventricular repolarization. Various features from each ECG have been extracted and selected to screen cardiac arrhythmia waveforms, such as time-domain parameters, including heartbeat interval (R-R), amplitude parameters (QRS, ST), duration parameters (QRS, QT, and PR), and combined parameters (Q/R ratio, S/R ratio) [13] , [14] . The QRS complexes are distinct features, such as amplitudes (±3.0 mV) and morphological waveforms, for ECG analysis. When the activation pulse does not progress through the normal conduction path, the QRS complexes have a wide morphological waveform (shown in Figure 1 ), which contains low-frequency components, such as the ranges of 0-20Hz. However, ECG recordings may contain different noises and artifacts, such as muscle noise, baseline wander, power line interference, and unknown low-frequency and high-frequency noises (electrosurgical noise and electrode contact noise). These noises will affect the detection performances in time-domain or frequency-domain analysis. Previous studies [15] - [17] have used filters to eliminate these noises, such as band-pass filters (0.1-100Hz) or notch filters (50 or 60 Hz). In addition, the median filters [18] , [19] are used to remove the baseline wander. Therefore, overall ECG recordings are filtered to produce the baseline-corrected ECG signal. Amplitude normalization was used in the preprocess stage to compare ECG signals from different patients (shown in Figure 1 ). Then, Hilbert transform and Tompkinsbased algorithms were employed to detect the R peak [20] . Centered on the located R peak, the QRS complexes can be obtained by a certain window duration, and P wave and T wave are also removed by this window duration. Hence, morphological, wavelet, or frequency-based features can be extracted and selected for further classification applications [21] , [22] . Thus, applying these symptomatic QRS features, artificial intelligent (machine learning) methods have been proposed to design the various classifiers for performing ECG analysis and classification tasks [17] , [21] - [27] .
This study aims to propose the cardiac arrhythmias automatic screening procedure, including signal processing, feature extraction, and pattern recognition. In signal processing, the ECG signals are digitally bandpass-filtered to emphasize the QRS complexes. The detrending process [28] , [29] is also used to remove the unwanted artifacts or fluctuations. After R peak detection, a quantitative method based on discrete fractional-order integration (DFOI) [30] - [32] with finite computations, short-memory requirements, and finite power series was designed to calculate the area under the QRS complex. In feature extraction, DFOI-based features with different fractional-order parameters were selected to separate the normal beats from multiple arrhythmias beats. Then, the machine learning method was used as a screening model to automatically detect the cardiac arrhythmias for pattern recognition application. In clinical investigations, the major problem for the classification of cardiac arrhythmias using ECG signals is that the appeared morphologies can vary for each patient and also different subjects have separate morphologies for the same classes [4] , [21] , such as V, right bundle branch block beat (R), left bundle branch block beat (L), and paced beat (P). Hence, the number of QRS templates will increase gradually in the current active database; such new subjects with adding new training patterns or updating training patterns. This study proposes a meta-learning model to deal with the incremental learning of new training patterns and overcome the overtraining with a large number of training patterns. An incremental learning strategy [33] - [36] consisting of a primary multilayer learning network and several agent networks is established as a meta-learning-based intelligent classifier for automated screening of cardiac arrhythmias. Its incremental learning model with new training patterns possesses the ''learning-tolearn capability'' for training a generalized regression neural network (GRNN) [36] , [37] using the particle swarm optimization (PSO) algorithm [38] , [39] . Its model can search the previous learning experiences and gradually enhance the optimization for adaptive applications. Experimental data were obtained from the MIT-BIH arrhythmia database [11] . The experimental results revealed computational efficiency and accurate recognition for ECG automated screening.
The remainder of this article is organized as follows. Section II describes the methodology, including the signal preprocessing, the DFOI, and the meta-learning-based intelligent classifier. Sections III and IV present the experimental results and conclusion, respectively.
II. MATERIAL AND METHODS

A. EXPERIMENTAL SETUP: ECG DATABASE
In this study, the source of the ECG recordings was obtained from the MIT-BIH arrhythmia database. It was a publicly accessible database consisted of 48 enrolled records from 47 subjects (22 women and 25 men) [11] . Each record contained a modified limb lead II (MLII) and a modified lead V1 measured by placing the electrodes on the chest. ECG signals have been filtered using a 0.1 to 100.0 Hz band pass filter and digitized at 360 Hz in signal preprocessing stage. In this study, the QRS complexes were obtained from the MIT-BIH arrhythmia database from MIT 100# to MIT 234#. These records could be used to evaluate the performances of previous heartbeat classification methods [21] - [27] . In addition, each beats had been labeled by two cardiologists, according to the Association for the Advancement of Medical Instrumentation (AAMI) standard, included complex ventricular, junctional, and supraventricular arrhythmias and conduction abnormalities. These QRS complexes were divided into two groups, including training patterns and testing patterns. For training patterns and incremental new training patterns, the QRS complexes of typical classes were selected, including normal normal beat (N), ventricular premature contraction (V), atrial premature beat (A), right bundle branch block beat (R), left bundle branch block beat (L), fusion of ventricular and normal beat (F), and paced beat (P), as shown in Figure 1 . These specific training patterns or incremental new training patterns were gradually used to enhance the classifier performance. Untrained data as testing patterns were used to validate classifier feasibility. Figure 2 showed a flowchart of the cardiac arrhythmias automatic screening procedure, including three stages: (1) signal processing, (2) feature extraction, and (3) pattern recognition. In the signal processing stage, after filtering the noises, the ECG signals, ECG org , were obtained using the detrending process [28] , [29] , as follows:
B. SIGNAL PREPROCESSING AND DFOI
where detrend(•) is a function of the detrending process used to remove the unpredictable variations; ECG max is the absolute maximum value, ECG max = 3.0 mV in this study. R peaks were detected by a peak detection algorithm [20] , as shown by the star symbol ( * ) in Figure 3 (a) (Database: MIT 119# [11] ). Centering on the detected R peak point, the QRS complex portion can be extracted by applying the certain window duration of 300 ms, and the P wave and the T wave are excluded. With the 333.33-Hz sampling rate, a total of 101 samples can be acquired around the R peak (sampling point n = 101, 50 points before and 50 points after the R peak), and then the QRS complexes were extracted in the time-domain, as shown in Figure 3 (b). For the signal processing stage, the DFOI uses the non-integer and irrational numbers to deal with nonperiod time-varying signals, and the summation is computed using the ratios of the gamma function, (α), which incorporates the number of sampling data points in the time interval [t 0 , t 1 ], and the fractional-order parameter α [29] - [31] . Given a time-varying nonperiod signal as a function of time, f (t), the DFOI process was used to calculate the area under the QRS complex using the Grünwald-Letnikov (G-L) definition as given by previous studies [28] - [30] in the following general expression:
where α is the fractional-order parameter, 0 < α < 1 for DFOI process, α ∈ R; −1 < α < 0 for fractionalorder derivative process; integer, α = +1, for integer-order differentiation, and α = −1 for integration process; N is the number of sampling points, i = 0, 1, 2, . . . , N − 1; and the binomial coefficients are given as α 0 = 1,
Point-to-point timing interval is given as follows:
The area under the QRS complex is calculated and bounded in the time interval [t0, t 1 ]. The equation (2) can be modified as
where QRS A is the area under the QRS complex, the discrete QRS complex is referred to as
is the fraction-order integration in each sampling point; n is the number of sampling points, n = 101 and τ ≈ 3 ms in this study. Therefore, DFOI can be calculated using equation (6), as shown by the point-to-point value in Figure 3 (c).
Equations (5) and (6) were used to extract the features from the ECG signals, and equation (6) [11] . We obtained 58 paired (K = 58) symptomatic patterns versus association patterns to train the primary learning network. Figure 5 depicts the structure of the meta-learning-based intelligent classifier, consisting of a primary learning network and several agent networks. The primary multilayer network is a GRNN structure, including input, pattern, summation, and output layers. The GRNN is a Bayesian classifier providing sufficient available training patterns and the number of radial basis functions (Gaussian functions), which is carried out to map the nonlinearity relationship between the multi-explanatory variables and the response variables. In this study, using this parallel computing model, the highdimensional pattern recognition scheme uses DFOI patterns to classify the cardiac arrhythmias. It can be designed in a fraction of time and retrains the neural network, as the corresponding pattern nodes keep on growing with addition or deletion. Thus, the number of pattern nodes can be determined by the number of input-output paired training patterns, as
C. META-LEARNING-BASED INTELLIGENT CLASSIFIER
where index c is the number of beat classes, c = 1, 2, 3, . . . , 7 for classes, N, V, A, R, L, P, and F, respectively; index k c is the number of training patterns for each class, k c = 1, 2, 3, . . . , N c ; and
is the total number of training patterns; qrs max is the maximum DFOI value (qrs max = 4.0 in this study). The DFOI, qrs(k c ), can be calculated using equation (6) . This meta-learning classifier can track the previous learning experiences, via seven agent networks (as shown below in Figure 5 ) to search the similarity pattern node and the desired target approach to new training patterns. Then, an inducer triggers the learner model and applies the optimization algorithm to refine the smoothing parameters of the sub-GRNN (sub-estimator in Figure 5 ), such as the gradient descent learning algorithm [37] and the PSO algorithm [36] , [39] . The partial network parameters in the sub-estimator are required to adjust using new training patterns. Its learning strategy can overcome the overtraining with a large number of training patterns. In this study, the algorithm of the meta-learning-based intelligent classifier has the following two stages: (1) to learn input-output paired training patterns via the PSO algorithm to estimate the near global optimal smoothing parameter of pattern node and (2) to trigger the sub-estimator and learn the incremental training patterns via the PSO algorithm to tune the partial network parameters. The meta-learning procedures are summarized below.
1) MAIN MULTILAYER NETWORK COMPUTING STAGE
Given the K input-output paired training patterns, the structure of the primary multilayer network can be easily determined. We have 101 input nodes (n = 101) in the input layer and 7 output nodes (m = 7) in the output layer. The pattern nodes can be determined by the number of training patterns
The primary multilayer network learning stage is summarized as follows:
Step 1) for n × K input training patterns,
, the connecting weights, w ki , i = 1, 2, 3, . . . , n, k = 1, 2, 3, . . . , K , are created between the input layer and the pattern layer by
where
T is a K by n matrix (K = 58 and n = 101 in this study).
Step 2) for K × m output training patterns (desired target), the connecting weights, w kj , j = 1, 2, 3, . . . , 7, are created between the pattern layer and the summation layer by
where W 2 = [w kj+1 ] T is a K by 8 matrix, and the connecting weights from the overall pattern nodes to the summation node, g k , are set as 1. For the 7 classes, element, y j (k), is encoded as a binary value (0/1) to represent the desired output patterns.
Step 3) compute the output of the pattern node, g k , i = 1, 2, 3, . . . , 101, k = 1, 2, 3, . . . , K , using the radial basis VOLUME 6, 2018 FIGURE 5. The structure of meta-learning based intelligent classifier for cardiac arrhythmias screening.
functions (Gaussian functions), as
are the smoothing parameters. The optimal parameter can be estimated using the optimization algorithm [35] , [36] , [38] . The PSO algorithm was chosen in this study.
Step 4) compute the output, y m , in the output layer, as
The final outputs, y m , are the binary values representing the 7 classes, as defining the vector Y = [y 1 , y 2 , y 3 , y 4 , y 5 , y 6 ,
2) META-LEARNING STAGE
As the pattern nodes grow with the incremental training patterns, any inducer in the agent network could be applied on a meta-learning space to evaluate the degree of similarity for new unseen patterns. Then, the meta-learning stage screened the appropriate inducer to trigger the sub-estimator with the optimization algorithm to refine the smoothing parameters of the sub-estimator. The PSO algorithm was used to tune the partial smoothing parameters of the sub-estimator. The Gaussian functions were designed to screen the degree of similarity as follows: 
The inducer index is c * = k c , k c = 1, 2, 3, . . . , N c , and the trigger signal is
where c * is the ranking index at its maximum value among the sub-training patterns. A sorting algorithm, such as quick sort [38] , is used to determine the maximum value on the ranking index, c * . Given the incremental training patterns, adding new pattern nodes in the c th sub-estimator, then the input and output connecting weights are constructed from the input nodes to the new pattern nodes and from those to the summation nodes. For a mean squared error function (MSEF), the PSO algorithm is used to tune the smoothing parameter σ in the c th sub-estimator using the incremental training patterns. The PSO algorithm is intended to tune the optimal parameter and minimize the MSEF c , as
where T c (k c ) is the desired target, and y c (k c ) is computed using equations (12) and (13).
3) PSO ALGORITHM
For the objective function as equation (19) , the PSO algorithm was used to minimize the MSEF c . Let σ p g be the current center position of the g th particle at iteration number, p, and particle number, g = 1, 2, 3, . . . , G, where G is the population size, and previous experienced population size, G = 10 − 30. 
Velocity:
where σ best is the global best solution in the population, and σ best g is the local best solution of the g th particle at the p th iteration computation. The parameters rand 1 and rand 2 are the uniform random numbers between 0 and 1. When the trigger signal α c = 1, it will trigger the PSO algorithm to tune the smoothing parameter of the c th sub-estimator. Weights, c 1 and c 2 , are time-varying acceleration coefficients [34] , [36] , [37] , described as follows:
where the first term, c 1 , is the ''cognitive component;'' the second term, c 2 , is the ''social component;'' a 1 , b 1 , a 2 , and b 2 are constant values, of which the experienced values are c 1 from 2.5 to 0.5 and c 2 from 0.5 to 2.5, respectively [37] , [38] ; and p max is the maximum number of allowable iterations. The term, p/p max , in equation (22), is used to control the coefficients, c 1 and c 2 , at each search stage. With a higher coefficient, c 1 , the searching space will expand to identify the next local best solution. Thus, its solution can avoid the trap of searching the local space. When p max gradually increases, a higher coefficient, c 2 , will centralize the searching space to identify the global best solution. By monotonously decreasing the coefficient c 1 from 2.5 to 0.5 and increasing the coefficient c 2 from 0.5 to 2.5, the search region will centralize to the global best solution, as keep fine-tuning at the end of the search stage. With the time-varying coefficients, its solution will speed up the convergence. There are two convergent conditions for terminating the learning stage, which are (a) the objective function MSEF is less than the pre-specified value, ε, and (b) the iteration numbers achieve the maximum allowable number, p max .
III. RESULTS AND DISCUSSION
A. META LEARNING PROCESS
The DFOI-based features with the fractional order parameters, α = 0.12, were used to quantify the symptomatic patterns using equations, (3), (4), and (6), and to classify the cardiac arrhythmias. The total number of symptomatic input-output paired patterns was 58, which were divided into seven classes, including 12 normal classes (k = 1#∼12#), 14 V classes (k = 12#∼26#), 5 A classes (k = 27#∼31#), 10 R classes (k = 32#∼41#), 8 L classes (k = 42#∼49#), 4 F classes (k = 50#∼53#), and 5 P classes (k = 54#∼58#), respectively. According to the specific symptomatic patterns, we can systematically create the training patterns, as the dimension of the input pattern is 101 by 58 and that of the output pattern is 58 by 7. Thus, high multidimensional training patterns, [qrs(
..,58 , were used to create connecting weights between the input layer and the pattern layer and between the pattern layer and the summation layer, as depicted in Figure 5 . The structure of the learning model could be determined as 101 input nodes, 58 pattern nodes, 8 summation nodes, and 7 output nodes (topology: 101-158-8-7). The proposed signal preprocessing, DFOI, and meta learning based classifier were designed on a tablet PC or an embedded system by using LabVIEW (National Instruments TM Corporation, Austin, Texas, USA) and MATLAB (Math-Work, Natick, Massachusetts, USA) software. VOLUME 6, 2018
FIGURE 6. Intelligent Classifier Training. (a)
The optimal smoothing parameter and mean squared error versus the number of iteration computing using the gradient descent learning algorithm for main machine learning;; (b) The optimal smoothing parameter and mean squared error versus the number of iteration computing using the PSO algorithm for main machine learning; (c) and (d) Meta Learning using the similarity degree evaluation and PSO algorithm.
For the 58 paired input-output training patterns, the gradient descent learning algorithm was used to determine the optimal smoothing parameter, σ , by iteration computations with the initial condition, σ = 1.0000; learning rates, η = 0.1, 0.4, and 0.8; and the convergent condition, MSEF ≤ ε = 10 −2 . We performed three runs (1,000, 1,500, and 2,000 iteration computations) with different learning rates. Figure 6 (a) indicates that its optimal solution list (pink, blue, and brown lines) could not be guaranteed to reach the convergent condition. For the maximum number of iteration computing, p max = 1500, the optimal smoothing parameter, σ opt = 0.1217, could be obtained, but the mean squared error (MSE) remained > 0.10 errors. The learning accuracy was 91.38% (5 failures in V class) in the learning stage, as shown in Table 1 . The high-dimensional pattern space (101 × 58 and 58 × 8) and the complexity patterns, such as the large number of training data, the nonlinear separable/ nonseparable problem, and the multiform patterns, would affect the learning performance, and it is also time-consuming (average CPU time: 85.1384 s).
For the same 58 paired input-output training patterns, the PSO algorithm with the time-varying acceleration coefficients (a 1 = 2.5, b 1 = 0.5, a 2 = 0.5, b 2 = 2.5) was given by the population size G = 10-30 for each computing iteration and the maximum allowable number, p max = 50, for estimating the optimal smoothing parameter. In the learning stage, we performed at least 5 runs with the random center position, and the given population sizes, G. For the convergent condition, ε ≤ 10 −3 , the optimal smoothing parameters could guarantee to minimize the MSEs, as shown in Table 1 and Figure 6(b) . The optimal solution lists monotonously decreased and took <25 iteration computations. By increasing the population sizes from 10 to 30 particles, the learning stage increased the number of computation iterations to minimize the MSEF. The average CPU time increased from 6.2456 to 28.8206 s. To reduce the number of computation iterations, we suggested the learning parameters for modeling the intelligent classifier using the PSO algorithm, including MSEF ≤ 10 −3 , population size, G = 20, and maximum iteration numbers, p max = 25. Under the suggested learning parameters, the optimal smoothing parameter, σ opt = 0.0159, could be obtained, and the learning accuracy guaranteed 100.00% in the learning stage.
Due to multiform QRS morphologies in the same classes and different subjects, the number of training patterns would increase gradually in the current active database for clinical diagnostic demands. In the meta-learning stage, by adding the incremental training patterns in the existing datasets, the similarity degrees could be computed using equations (16) to (18), where the initial smoothing parameter was assigned with σ = 0.0159. For example, the number of training patterns for the V class was 14 (N 2 = 14), which allowed feeding two new training patterns of the V class, as shown in Figure 6(c) , and then the similarity degrees could be computed. The indexes, g 2 m ax = g 2 3 = 0.5039 (15th training pattern) and g 2 m ax = g 2 8 = 0.5290 (20th training pattern) were the absolute maximum values for the two new training patterns, respectively. Let two new pattern nodes were added in second sub-estimator at the same time, and input and output connecting weights were also connected from the input nodes to the new pattern nodes and from those to summation nodes. The inducer index is c * = k 2 ; thus, the Inducer 2# produced the trigger signal, α 2 = 1, to perform the meta-learning task to adjust the optimal smoothing parameter of sub-estimator 2#. Adding the two training patterns, the input connecting weights could be set from the 101 input nodes to the current and new pattern nodes (g 2 1 , g 2 2 , g 2 3 , . . . g 2 14 , g 2 15 , g 11 16 ) and then from those to the respective summation nodes (s 1 , s 2 , s 3 , . . . , s 7 , g k ) . With the 16 paired input-output training patterns (N 2 + 2), the PSO algorithm was used to tune the smoothing parameter, and it could also rapidly reach the convergent condition for ≤ 20 iteration computations. The optimal parameter, σ opt ≈ 0.0136, was also obtained to minimize the MSE, as shown in Figure 6 (d).
We had validated the feasibility of the meta-learning task, and while the incremental training patterns were enrolled, the proposed meta-learning model could enhance the database by adding incremental training patterns to the current active database. Therefore, the optimization classifier could always be maintained by gradually enhancing the database and had the learning-to-optimization capability to refine the smoothing parameter using the PSO algorithm.
B. AUTOMATED SCREENING WITH HRV ANALYSIS
HRV analysis has been used in the clinical setting to evaluate the cardiovascular control system, diabetes, coro-VOLUME 6, 2018 nary artery disease, preferential atrioventricular nodal conduction, and chronic renal failure, including time-domain and frequency-domain methods [41] - [43] . The time-domain analysis method implies measuring the beat-to-beat changes within the duration of the R-R intervals. Therefore, the variations of the time-domain HRV parameters could be estimated, such as the average heart rate, the standard deviation of the heart rate, the average R-R interval, and the standard deviation of the R-R interval. In the R-R interval analysis, the ECG signal was filtered to remove the baseline wander, muscle noises, and motion artifacts, as indicated by the red dashed line in Figure 7 . The R-R intervals, such as R-R(r) and R-R(r-1), could be calculated using the R peak detection algorithm, where r is the interbeat number, r = 1, 2, 3, . . .. For example, in the timing series, as shown by the heartbeats (about 1-min long) in Figure 7(a) , the mean and standard deviation of the R-R interval was 1.108 ± 0.046 ms in a healthy subject. The R-R interval could be influenced by various conditionssuch as supraventricular ectopic beat, bundle branch ectopic beat, ventricular ectopic beat, and fusion beat.
As shown by the interval pair (R-R(r), R-R(r-1)) in Figure 8(a) , by plotting the bidimensional histogram of R-R intervals (2-dimensional plot), the value of each R-R interval was found to be equal to the adjacent one. Hence, the R-R interval histogram plot showed scattered data in a narrowed region. With ectopic beat occurrences, the cardiac interbeat intervals exhibited irregularity or complex fluctuations, as shown in Figures 8(b), 8(c), 8(d), 8 (e), 8(f), 8(g), and 8(i). These R-R dynamics during ectopic beats were the unpredictable and irregular timing of heartbeat. By plotting the bidimensional information of the interval pair (R-R(r), R-R(r-1)), different R-R interval populations could be clustered and be made visible, including short R-R intervals, long R-R intervals, and alternate short and long R-R intervals. For example, Figure 8 (b) demonstrates that the pairs of (R-R(r), R-R(r-1)) with ectopic beats were distributed in different regions. Two separated clusters, as short-time variation, 0.793 ± 0.029 ms and long-time variation, 1.882 ± 0.042 ms, were detected due to abnormal electrical trigger and propagation through the conduction path in the ventricle. By visual inspection, alternate short and long R-R interval variations could be easily observed. However, this method revealed a good separation of the clusters for normal and ectopic beats under abnormal electrical conduction but lacked the capability to classify the classes of cardiac arrhythmias. Table 2 showed the testing beats in the 14 records (MIT  100#, 104#, 111#, 118#, 119#, 124#, 200#, 208#, 210#, 214#,  220# , 221#, 231#, and 234#) in the MIT-BIH arrhythmia database. The random selected about 1-min long raw data (untrained data) was used to validate classifier feasibility. These ECG signals contained significance classes, including ventricular arrhythmias, bundle branch ectopic beats, fusion and paced ectopic beats. Using 300 heartbeats of the subject numbers MIT 119#, MIT 200#, and MIT 221# containing normal beat and V class, the area under the QRS complex, QRS A , was computed using equation (5) . The average QRS A of the V class was 73.67 (±30.86), which was greater than the average value 26.74 (±6.43) of the normal beat, as shown in Figure 9 . For example, given the subject number, MIT 119#, as shown in Figure 3(a) , using 100 heartbeats (each record about 1.5-min long), the average QRS A of the V class and the normal beat were 101.04 ± 5.86 and 33.13 ± 5.36, respectively. It could be observed that the QRS A index was used to separate the normal beats from the V class. However, using 200 heartbeats, it was difficult to identify among the normal beat, the F class (36.06 ± 5.36), and the P class (24.72 ± 5.33) in subject numbers MIT 104# and MIT 208#, using the QRS A , as depicted in Figure 9 . Therefore, the proposed DFOI combining the meta-learning based classifier and the frequency-domain transformation combining gray relational analysis (GRA)-based classifier [21] were both used to detect the cardiac arrhythmias. The DFOI features were computed using equation (6) . The differences in the DFOI features between normal beats and V beats were significantly distinguishable. The magnitudes of the area under the QRS complex for the DFOI features would reveal higher or broader characteristics in the ectopic beats. Then, the meta-learning-based classifier was used to identify the possible class. In addition, for the subject numbers MIT 119#, MIT 200#, and MIT 221#, the experimental results of Test 1 showed that the overall accuracies were 99.00%, 84.00%, and 99.00%, respectively, as shown in Table 2 . Their true-positive rates were 100.00% (TP=24, FN=0), 71.11% (TP=32, FN=13) , and 100.00% (TP=15, FN=0), respectively, for ventricular ectopic beats, and the true-negative rates were 98.68% (TN=75, FP=1) , 94.54% (TN=52, FP=3) , and 98.82% (TN=84, FP=1) , respectively, for normal beats.
C. AUTOMATED SCREENING WITH THE PROPOSED METHOD
For fusion and paced ectopic beats and bundle branch ectopic beats, the subject numbers MIT 104#, MIT 111#, MIT 118#, MIT 124#, MIT 214#, and MIT 231# containing F, P, R, and L classes were used. For fusion and paced beats, the proposed meta-learning-based classifier identified 13 F beats and 69 P beats, with 18 failures in the subject number MIT 104#. The accuracy and the true-positive rate were 82.00% and 87.23% (TN=82, FP=12), respectively. For bundle branch ectopic beats, the accuracies and the true-positive rates were both > 95.00%, as shown by the overall experimental results in Table 2 . Hence, the major classes R and L could be confirmed. Some screening results in subject numbers MIT 200#, MIT 208#, and MIT 210# had several misclassification errors of normal beats due to serious artifact noises and aseline wander, or some special ectopic beats without using the training patterns. These errors would affect the efficiency of the proposed method. In addition, Test 2 revealed the experimental results using frequency-based feature and GRA classifier [21] , [22] . An average accuracy of 95.65%, a positive predictivity of 81.02% (> 80.00%), and an average true-negative rate of 97.80% were obtained to recognize the ECG signals. For ventricular ectopic, fusion, and paced ectopic and bundle branch ectopic beats, the accuracies, truepositive rates, and true-negative rates are shown in Table 2 . In the frequency and time-frequency techniques, the autoregressive model, fast Fourier transformation (FFT), short-time Fourier transformation (STFT), or wavelet transformation (WT) [44] - [49] had applied to extract the frequency-based features of ectopic beats. However, the choices for the size of the time window affected both the frequency and time resolution for processing the nonperiodic and irregular ectopic ECG signals. The frequency techniques required the allocation of the resolution in time for the highand low-frequency components of an ECG signal. In the wavelet transformation, a signal was described in a timescale domain and was analogous to a time-frequency domain. Using the cascaded low-pass or high-pass filters, significant features were used to identify the differences at specific dilation and translation parameters between the normal beats and the ectopic beats. The significant features were selected using a trial procedure of wavelet decomposition and design experiences. In contrast to the frequency techniques, the DFOI process could deal with the time-varying, nonperiodic biosignals with finite computations and finite power series in a specific timing interval, which could also extract the QRS features for distinguishing the ectopic beats, as shown by the DFOI symptomatic patterns versus the sampling points in Figure 4 . In addition, the proposed meta-learning-based classifier also provided promising results in the automated screening of cardiac arrhythmias, with a total of 676 normal beats and 724 ectopic beats. An average accuracy (94.21%) of > 90.00%, a positive predictivity of ≥ 80.00%, and an average true-negative rate of 95.36% were obtained to quantify the performance of the proposed method for pattern recognition. The experimental results revealed computational efficiency and promising accurate recognition for automated screening tests. The comparisons of the proposed method and other methods were summarized in Table 3 .
IV. CONCLUSIONS
The automated procedure of screening the cardiac arrhythmias using the meta-learning-based intelligent classifier was established in this study. In the signal preprocessing, the original ECG signals were filtered to eliminate the DC offset, low-frequency noises, high-frequency noises, muscle noise, and power line interference using the band-pass filters and notch filter. Then, the R peak detection algorithm was used to locate the R peak and to acquire the QRS complex in the specific window duration (about 300 ms). The DFOI could be represented using finite series expansion with the finite computations and be applied to extract QRS features in real-time signal processes. Its mathematical formulas could directly deal with the time-varying nonperiod ECG signals. Given the specific fractional parameter, α = 0.12, the QRS complex could be distinguished to separate the normal beats from ectopic beats. The DFOI calculation could reduce the requirements of a large number of sampling data, memory, and numerical computations. In contrast to the frequency techniques, the DFOI did not require the choice of the form of wavelet function and determine the wavelet function with specific dilation and translation parameters. Furthermore, the proposed intelligent classifier was helpful in identifying the possible class.
In the experimental tests, involving about 1-min-long raw data for each subject, promising results in average detection accuracy (>90%), true-positive rate (>85%), and true-negative rate (>90%) were obtained for typical and atypical ECG pattern recognition. Although the inclusion of the abnormal beats was not intended to be trained or considered via clinical investigations, clinicians could provide a suggestion to add new training patterns in the current database. The proposed meta-learning model had learning-to-optimization capability to sustain the optimization classifier, which could gradually improve the learning and detection accuracies by adding the new training patterns for clinical applications.
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